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Preface

The techniques of knowledge discovery and data mining (KDD) have rapidly
developed along the significant progress of the computer and its network tech-
nologies in the last two decades. The attention and the number of researchers in
this domain continue to grow in both international academia and industry. The
Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD)
is a worldwide representative international conference on the research areas of
KDD. Under the current spread of KDD techniques in our society, PAKDD 2007
invited the organizers to an industrial track on KDD techniques and, moreover,
called for enterprising proposals of workshops on novel and emerging topics in
KDD studies. The PAKDD industrial track and the PAKDD workshops both
attracted more than 350 paper submissions from 22 countries in total, of which
only 81 high-quality papers were accepted after strict reviews. The conference
provided many informal and vibrant opportunities for researchers and industry
practitioners to share their research positions, original research results and prac-
tical development experiences on specific new challenges, emerging issues, new
technology trends and solutions to real-world problems.

The objective of this volume is to offer the excellent presentations to the public,
and to promote the study exchange among researchers worldwide. Sixty-two out-
standing papers in the industrial track and the workshops were further selected,
among the 81 paper presentations, under even more rigorous reviews by the or-
ganizers, and these papers were carefully brushed up and included in this post-
proceedings volume.

The first part of this volume contains ten outstanding papers presented in
the industrial track. This track was organized to attract papers on new technol-
ogy trends and real-world solutions in different industry sectors. The succeed-
ing chapters include papers selected from the three workshops of BioDM 2007,
HPDMA 2007 and SSDU 2007. The 2nd BioDM Workshop on Data Mining
for Biomedical Applications (BioDM 2007) aimed at attracting top researchers,
practitioners and students from around the world to discuss data mining applica-
tions in the field of bioinformatics. There are many computationally challenging
problems in the analysis of the diverse and voluminous data provided in the field,
and the readers will find 11 challenging papers on these problems. The 2007
International Workshop on High-Performance Data Mining and Applications
(HPMDA 2007) addressed high-performance data mining methods and applica-
tions from both algorithmic and system perspectives. It includes 25 papers on
how to achieve efficient mining of useful information from the data available,
as well as on the topics of parallel hardware platforms, clusters and large-scale
distributed computing infrastructures. The 2007 International Workshop on Ser-
vice, Security and Its Data Management for Ubiquitous Computing (SSDU 2007)
was held to foster research in the areas of security and intelligence integration



VI Preface

into ubiquitous computing and data management technology. Sixteen papers
discussing the many security risks and problems in the ubiquitous computing
environment are included in the volume.

We hope this book contributes to the growth of the worldwide community of
KDD researchers.

September 2007 Takashi Washio
Zhi-Hua Zhou
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PAKDD 2007 Industrial Track Workshop

Joshua Zhexue Huang! and Yunming Ye?

! E-Business Technology Institute
The University of Hong Kong, Hong Kong, China
jhuang@eti.hku.hk
2 E-Business & Intelligent Enterprise Computing Research Center
Shenzhen Graduate School of Harbin Institute of Technology, Shenzhen 518055, China
yeyunming@hit.edu.cn

1  Workshop Overview

The PAKDD 2007 Industrial Track Workshop was held on the 22nd of May 2007
in conjunction with The 11th Pacific-Asia Conference on Knowledge Discovery
and Data Mining (PAKDD 2007) at the Mandarin Garden Hotel in Nanjing,
China. Following the PAKDD conference tradition to promote industry appli-
cations of new data mining techniques, methodologies and systems, the theme
of this workshop was defined as "Data Mining for Practitioners”. Industrial ori-
ented papers on innovative applications of data mining technology to solve real
world problems were solicited with emphasis on the following areas:

New data mining methodologies

Data mining application systems

Data cleansing and transformation in data mining
New application problems and data mining solutions
Data mining in government applications

Innovative data mining case studies

S T o=

The workshop received 82 submissions from 9 countries and regions in Asia,
Europe and North America. The topics of these submissions covered new
techniques, algorithms, systems, traditional applications, such as banking and
finance, and new applications in manufacturing, facility management, environ-
ment and government services. After a rigorous review by the committee mem-
bers, 13 papers were selected for presentation at the workshop. The acceptance
rate was about 16%. For the industrial track papers in PAKDD series confer-
ences, this low acceptance rate was unprecedented.

After reevaluation of the 13 presentations, we selected 10 papers for pub-
lication in this proceedings. The first paper by (Xiaojun Chen et al.) gives a
survey and evaluation on the current open source data mining systems. The rest
9 papers present real world data mining applications in five areas: (1) Financial
Market by (Calum Robertson et al. and Hia-Jong Teoh et al.), (2) new Web
Applications by (Flora Tsai et al. and Cemal Kose et al.), (3) Social Services
by (Longbin Cao et al. and Huidong Jin), (4) Construction and Power Indus-
try by (Shihai Zhang et al. and Ming Zhou et al.), and (5) Environment by

T. Washio et al. (Eds.): PAKDD 2007 Workshops, LNAT 4819, pp. 1 2007.
© Springer-Verlag Berlin Heidelberg 2007
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(Ke Zhang et al.). These applications demonstrate that innovative use of data
mining technology has a lot of potentials in solving various real world problems.

As Co-chairs of this workshop committee, we wish to place on record our sin-
cere thanks to many people who have contributed to the Industrial Track Work-
shop. Firstly, we wish to thank all the authors of the 82 submissions. Without
them, the workshop would not be able to take place. Secondly, we must express
our appreciations to the committee members who did an excellent job in com-
pleting the quality paper review work in a very short time. Finally, we would
like to thank the PAKDD 2007 organizing committee and local organizers for
their assistance in organizing this workshop.

2 Program Committee

Workshop Chairs
Workshop Chair Joshua Zhexue Huang (The University of Hong
Kong, China)

Yunming Ye (Harbin Institute of Technology,
China)

Workshop Co-chair

Program Committee
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A Survey of Open Source Data Mining Systems*

Xiaojun Chen!, Yunming Ye''**, Graham Williams?, and Xiaofei Xu'

! Shenzhen Graduate School, Harbin Institute of Technology,
Shenzhen 518055, China
yeyunming@hit.edu.cn, xjchen.hitsz@gmail.com
2 Australian Taxation Office, Australia
graham.williams@togaware.com

Abstract. Open source data mining software represents a new trend in
data mining research, education and industrial applications, especially
in small and medium enterprises (SMEs). With open source software an
enterprise can easily initiate a data mining project using the most cur-
rent technology. Often the software is available at no cost, allowing the
enterprise to instead focus on ensuring their staff can freely learn the
data mining techniques and methods. Open source ensures that staff can
understand exactly how the algorithms work by examining the source
codes, if they so desire, and can also fine tune the algorithms to suit the
specific purposes of the enterprise. However, diversity, instability, scal-
ability and poor documentation can be major concerns in using open
source data mining systems. In this paper, we survey open source data
mining systems currently available on the Internet. We compare 12 open
source systems against several aspects such as general characteristics,
data source accessibility, data mining functionality, and usability. We
discuss advantages and disadvantages of these open source data mining
systems.

Keywords: Open source software, data mining, FLOSS.

1 Introduction

Open source software has a solid foundation with, for example, the GNU
project [I] dating from 1984. Open source software (also referred to as free, libre,
open source software, or FLOSS) is well known through the GNU software suite
upon which GNU/Linux is based, but also through the widely used MySQL,
Apache, JBoss, and Eclipse software, just to highlight a few. Open source host
site [sourceforge.net, for example, lists over 100,000 open source projects.
Open source for business intelligence (BI) has also been gathering momen-
tum in recent years. The open source database, MySQL [2], is widely used in
building data warehouses and data marts to support BI applications. The open

* This paper was supported by the National Natural Science Foundation of China
(NSFC) under grants No.60603066.
** Corresponding author.
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source data mining platform, Weka [3], has been a popular platform for sharing
algorithms amongst researchers. In the past 6 months, for example, there have
been between 16,353 and 29,950 downloads per month-l.

Open source data mining is particularly important and effective for small
and medium enterprises (SMEs) wishing to adopt business intelligence solutions
for marketing, customer service, e-business, and risk management. Due to the
high cost of commercial software and the uncertainty associated with bringing
data mining into an enterprise, many SMEs look to adopt a low cost approach
to experimenting data mining solutions and in gaining data mining expertise.
With open source software an enterprise can easily initiate a data mining project
using the most current technology. Often the software is available at no cost,
allowing the enterprise to instead focus on ensuring their staff can freely learn
the data mining techniques and methods. Open source ensures that staff can
understand exactly how the algorithms work by examining the source code, if
they so desire, and can also fine tune the algorithms to suit the specific purposes
of the enterprise. Therefore, SMEs no longer need be trailing the beneficial data
mining technology.

However, issues such as diversity, stability, scalability, usability, documenta-
tion and support hinder the wide adoption of open source data mining in busi-
ness. Such issues present challenges and incur costs for open source data mining
projects, whereby effort must be expended by the business user on dealing with
these deficiencies rather than solving business problems.

In this paper, we present a survey of 12 popular open source data mining
systems available on the Internet. We evaluate the comparative characteristics
of these open source systems, their data access functionality, their data min-
ing functionality, and their usability, including user interfaces and extensibility.
Based on the analysis, We discuss their advantages and disadvantages.

The rest of this paper is organized as follows. Section 2l provides a brief intro-
duction to data mining and data mining systems. Section[3surveys and evaluates
12 commonly used open source data mining systems, discussing their advantages
and disadvantages.

2 Data Mining and Data Mining Systems

Data mining refers to the process of extracting new and useful knowledge from
large amounts of data [4]. Data mining is widely used to solve many business
problems, such as customer profiling [5], customer behavior modeling [6], credit
scoring, product recommendation, direct marketing [7], cross selling, fraud de-
tection [89]. Data mining is adopted in many industries, e.g., retail [10], bank,
finance [II], and so on [T2J13].

The solution to a data mining problem is carried out in the data mining
process, which varies depending on the application domain. In general, a data
mining process consists of the following seven steps [14]:

!http://sourceforge.net/project/stats/?group id=5091&ugn=wekaktype=&mode
=year
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Identify the business problems.

Identify and study data sources, and select data.

Extract and preprocess data.

Mine the data, e.g., discover association rules or build predictive models.
Verify the mining results.

Deploy models in the business process.

Measure the return on investment (ROTI).

Each data mining process is composed of a sequence of data mining operations,

each implementing a data mining function or algorithm. We can categorize data
mining operations into the following groups:

1.

Data Understanding Operation: Access data from various sources and
explore the data to become familiar with it and to “discover” the first in-
sights.

Data Preprocessing Operation: Generally involves data filtering, clean-
ing, and transformation, to construct the final dataset for the modeling op-
erations.

Data Modeling Operation: Implements the data mining algorithms, such
as k-means clustering. These operations are used to build data mining mod-
els. The common modeling operations include classification, prediction, clus-
tering, association rule, and interactive exploration such as link analysis.
Evaluation Operation: Used to compare and select data mining models
by choosing the best one. Common operations include confusion matrix, lift
chart, gain chart, cluster validation and visualization.

Deployment Operation: Involves deploying a data mining model to make
decisions, such as using a predictive model to predict potential customer
churn or a campaign model to score customers for a target campaign.

A data mining system is a software system that integrates many operations,

and provides an easy-to-use (and often graphical) user interface to effectively
perform the data mining process. Goebel and Gruenwald [I5] previously inves-
tigated 43 open source and closed source data mining systems and presented
several important features for data mining to accommodate its users effectively.
We use some of the same characteristics for our comparison, but also limit our
study to just open source software. Also, their study was conducted over 7 years
ago, and most of the open sources systems considered here did not exist then.

In the next section, we survey the commonly used open source data mining

systems and evaluate their characteristics.

3

In

Survey of Open Source Data Mining Systems

this section we survey 12 commonly used open source data mining systems,

evaluate them, and discuss their advantages and disadvantages.
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3.1 Open Source Systems

Open source software provides users with the freedom to run, copy, distribute,
study, change and improve the software (see [16] for a detailed definition). To
adopt open source software (or in fact any software) we must understand its
license and the limitations that it places on us. Unlike closed source licenses
which aim to limit your rights, open source software aims to give you the right
to do whatever you please with the software. The common open sources licenses
include the GPL, LGPL, BSD, NPL, and MPL. Bruce has discussed each license
with suggestions for choosing a proper license [17].

In the past decades, open source products such as GNU /Linux, Apache, BSD,
MySQL, and OpenOffice have achieved great success, clearly demonstrating that
open source software can be as robust, or even more robust, than commercial and
closed source software. Using open source software generally also means saving
on the software costs, and allowing an enterprise to instead invest in skilling its
people. Wang and Wang [I§] have suggested many criteria for adopting open
source software.

In the next subsection we discuss some important features to categorize open
source data mining systems.

3.2 Important Features of Open Source Data Mining Systems

Open source systems are diverse in design and implementation. Although devel-
oped for data mining, they are very different in many aspects. To understand the
characteristics of these diverse open source data mining systems and to evaluate
them, we look into the following important features:

— Ability to access various data sources. Data come from databases, data
warehouses, and flat files in different formats. A good system will easily
access different data sources.

— Data preprocessing capability. Preprocessing occupies a large proportion
of the time in a data mining process [19]. Data preparation is often the
key to solving the problem. A good system should provide various data
preprocessing functions tasks easily and efliciently.

— Integration of different techniques. There is no single best technique
suitable for all data mining problems. A good data mining system will in-
tegrate different techniques (preprocessing functions and modelling algo-
rithms), providing easy access to a wide range of different techniques for
different problems.

— Ability to operate on large datasets. Commercial data mining system,
such as SAS Enterprise, can operate on very large datasets. This is also
very important for open source data mining systems, so scalability is a key
characteristic.

— Good data and model visualization. Experts and novices alike need to
investigate the data and understand the models created.

— Extensibility. With new techniques and algorithms it is very important
for open source data mining systems to provide an architecture that allows
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incorporation of new methods with little effort. Good extensibility means
easy integration of new methods.

— Interoperability with other systems. Open standards means that sys-
tems (whether open or closed source) can interoperate. Interoperability in-
cludes data and model exchange. A good system will provide support of
canonical standards, such as CWM [20] and PMML [21].

— Active development community. An active development community will
make sure that the system is maintained and updated regularly.

These features categorize open source data mining systems. In the following,
we investigate commonly used open source data mining systems with respect to
these features.

3.3 Survey of Open Source Data Mining Systems

In this work we investigated 12 open source data mining systems accessible from
the Internet. We studied these systems from four aspects: general characteristics,
data source accessibility, data mining functionality, and usability. The survey re-
sults are summarized in the following four tables.

General Characteristics

We consider some general system features, including Activity, License, Program-
ming Language and Operating Systems. The results are listed in Table [l

Table 1. General characteristics of the 12 systems

g

5 ]
Product Activity License Language § s g

§ S A&

ADAM [22] Medium  Unknown Python X X X
AlphaMiner [23] High GPL Java X X X
Databionic ESOM [24] High GPL Java X X X
Gnome Data Miner [25] Low GPL C++ Python x x X
KNIME [26] High Other Java X X X
Mining Mart [27] High Unknown Java X X X
MLC++[28] Low Other CH++ X x
Orange [29] High GPL C++ Python x x X
Rattle [30] High GPL R X X X
TANAGRA [31] High Other CH++ X
Weka [3] High GPL Java X X X
YALE [32] High GPL Java X



8 X. Chen et al.

The activity is measured by the frequency of updates and time of latest up-
date. In terms of the listed operating systems, it is noteworthy that open source
data mining systems that run on GNU/Linux will also run on Unix in general,
and specific other Unix variances such as Solaris and HPUX.

Data Source Aspect
In real world applications data comes from different sources in different formats.

The ability to access different data formats is important in selecting an open
source system. In Table [2] we list 10 commonly encountered data sources and
identify which systems are able to access which data sources. An indication of
the data size that the system is know to be able to deal with is also provided.

Table 2. Data source characteristics of 12 systems

>
o 2 é I~ ]
@ @@ = <0~ < 0UA

ADAM [22] X Large
AlphaMiner [23] . . . .X X x x x Medium
Databionic ESOM [24] . . . .. . . . . . Medium
Gnome Data Miner [25] . . . .. . . . x . Medium
KNIME [26] S . X X X X x X . Medium
Mining Mart [27] X . . . x . . . . . Unknown
MLC++ [28] . . . . . . . . .. Large
Orange [29] . . X . . . . . . Medium
Rattle [30] . . x x x . . x x Large
TANAGRA [31] . . . .. . x . x Medium
Weka [3] . . .. . X x x . Medium
YALE [32] X X X X . . x x x x Medium

Functionality Aspect

To be able to solve different data mining problems, the functionality of an open
source data mining system is an important feature. Table [3] lists the summary
of functionality of the 12 systems. The functions can be divided into six groups:
data preprocessing, classification and prediction, clustering, association rules,
evaluation, and visualization. For data preprocessing, we score each according
to their capability, with 3 as the highest score, and 0 meaning not supported.
We include the basic data mining tools that are offered by the commercial
closed source systems, decision trees, neural networks, kmeans clustering, and
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association rules, but also the more modern techniques of support vector ma-
chines (SVM), boosting, and random forests. It is clear that the current open
source data mining systems already include the commonly used data mining
functions. The difference lies primarily in visualization capabilities.

Table 3. Functionality of the 12 systems

14 ,gw 5 2
Product g 2 § 5 s 5 ;ch g S 2 5 32

 p & zZz5 8§ 55 2 §f 5 8

A g AZhLA &K< A QS
ADAM [22] 3 x x X X x 3 3
AlphaMiner [23] 3 X X X X X X x 3 3
Databionic ESOM [24] 1 x 3 3
Gnome Data Miner [25] 0 X x 1 1
KNIME [26] 3 x X X X X x x x 3 3
Mining Mart [27] 3 x 3 3
MLC++ [28] 3 X X X e 3 3
Orange [29] 3 x x X X x x 3 3
Rattle [30] 2 x x X x X X x x x 3 3
TANAGRA [3T] 3 x x X X X x x x 1 1
Weka [3] 3 x x X X X x x x 3 3
YALE [32] 3 x x X X X x x x 3 3

Usability Aspect

The usability aspect describes how easy an open source data mining system can
be used in solving real world business problems in different data and system
environments. Here, we consider human interaction, interoperability and exten-
sibility.

Human Interaction indicates how much interaction is required with the dis-
covery process. Autonomous indicates that the system requires no tuning, you
simply load the data and it builds the model. Guided indicates that the system
provides significant assistance with the process, and Manual indicates very little
guidance in the data mining process.

Interoperability essentially indicates whether PMML (the Predictive Mod-
elling Markup Language) is supported, or whether the system is only internally
“interoperable”.

Clearly, there are many differences in usability in the current open source data

mining systems.
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Table 4. Usability aspect of 12 systems

Product Human Interaction Interoperability Extensibility
ADAM [22] Autonomous Self Simple
AlphaMiner [23] Manual PMML Excellent
Databionic ESOM [24] Manual Self None
Gnome Data Miner [25] Guided Self Simple
KNIME [26] Manual PMML Excellent
Mining Mart [27] Manual Self Simple
MLC++ [28] Guided Self Simple
Orange [29] Manual Self Excellent
Rattle [30] Guided PMML Simple
TANAGRA [31] Manual Self Simple
Weka [3] Manual Self Excellent
YALE [32] Manual Self Excellent

3.4 Evaluation

From the surveyed characteristics of current open source data mining systems,
we are able to evaluate these systems. We have selected 14 characteristics from
the 4 aspects and assigned a weight to each characteristic as given in Table[Bll We
remark that the weight was assigned subjectively according to our own belief and
experience with data mining in practise, and specifically from a business point
of view.

According to the weight value in each characteristic and the surveyed results of
the 12 systems, we calculated a score for each system in each aspect. Figures
[[(®)] [i(c)] and [T(d)] plot the scores of the 12 systems, and the overall scores of
the 12 systems are shown in Figure

It must be noted here that we lack some of the background information for
Mining Mart and MLC++4 which has an impact on figures and

From the overall scores in figure we can see that KNIME, AlphaMiner,
Weka, Rattle and YALE are good open source data mining systems. A Google
search also confirms that Weka, YALE, AlphaMiner and Rattle are popular
(primarily because of their longer history). KNIME is a new entry focused on
bioinformatics and has good performance.

Based on the above analysis, we summarize the advantages of open source
data mining systems as follows:

1. Supporting multi-platform. GNU/Linux, Mac, and MS/Windows are
supported by almost all systems.

2. Good human interaction. Almost all these systems support some degree
of human guided discovery process, and more than half of them offer work-
flow style processes. AlphaMiner, KNIME, Mining Mart, Orange, Weka, and
YALE provide drag-and-drop style case constructing.
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Table 5. The weighted distributions of characteristics for evaluation

Perspective Characteristic Weight(%)
General Activity 9
Operating Systems 6
Data Source Data sources 7
Size of Data 12
Functionality Preprocessing 12
Classification /Prediction 9
Clustering 3
Associations 3
Evaluation 4
Data Visuals 3
Model Visuals 3
Usability Human Interaction 9
Interoperability 10
Extensibility 10

Plentiful algorithms. Each system has integrated plentiful algorithms for
data preprocessing and modeling. Some contain more than 100 algorithms.
However, this often actually works against the usefulness of the tool, as it
confuses the business user.

Reuse of cases. All of them can reuse the cases. AlphaMiner, KNIME,
and Rattle can export models in PMML format, which means that they can
share models with other PMML compliant applications.

Simple extensibility. Most systems can integrate new operations in the
form of plug-ins, some of which can be called in scripts.

There are also some serious disadvantages in these systems:

Lack of support for diverse data resources. YALE, KNIME,
AlphaMiner, and Rattle support most file formats and relational databases
through ODBC and JDBC . Some systems only focus on a smaller number
of file formats.

Difficulty with large volumes of data. Real world applications often
deliver very large datasets, with millions of rows. Most open source data
mining systems are great for demonstrating and comparing the range of
algorithms on smaller datasets but there has not been a focus on dealing
with very large datasets. This limitation hinders the use of open source data
mining systems in real applications, especially in business.

Poor documentations and services. During the investigation, we found
that most of these systems have poor documentations, of limited use for a
novice user wanting to quickly master the systems. Also support services is
a serious issue, relying on the good will of a community of users.
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4 Conclusions

In this paper we have presented important features for open source data mining
systems, and use these criteria to investigate 12 of the most commonly used open
source data mining systems. Based on the analysis, we find that most systems
have excellent functionality, and offer powerful tools for users in education and
researchers. Bur for commercial use, there is still quite some effort in making
the tools accessible.

We present the four following important points for open source data mining
systems to gain greater success in deployment:

1. Supporting various data sources
A good open source data mining system should support most commonly
used data sources, such as the open source and commercial databases, csv
files, and user defined formats.

2. Providing high performance data mining
Most open source data mining systems can’t operate on large volumes of
data. To offer high performance data mining we need to either rewrite the
algorithms (e.g. parallel and distributed algorithms) or more simply to im-
prove the hardware on which the software is running.

3. Proving more domain-specific techniques
Most data mining systems integrate many algorithms at the whim of the
researchers, rather than for the benefit of business. We need to better identify
algorithms that match the data to be processed. One approach will be to
provide domain-specific techniques based on a generic platform.

4. Better support for business application
Real business application are complex, placing many demands on the data
mining system. Open source data mining systems need to in improve scala-
bility, reliability, recoverability, and security [33].
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Abstract. The efficient market hypothesis states that investors immediately
incorporate all available information into the price of an asset to accurately
reflect its value at any given time. The sheer volume of information
immediately available electronically makes it difficult for a single investor to
keep abreast of all information for a single stock, let alone multiple. We aim to
determine how quickly investors tend to react to asset specific news by
analysing the accuracy of classifiers which take the content of news to predict
the short-term market reaction. The faster the market reacts to news the more
cost-effective it becomes to employ content analysis techniques to aid the
decisions of traders. We find that the best results are achieved by allowing
investors in the US 90 minutes to react to news. In the UK and Australia the
best results are achieved by allowing investors 5 minutes to react to news.

Keywords: Document Classification, Stock Market, News, SVM, C4.5.

1 Introduction

Not so long ago most traders relied upon newspapers and magazines to supply the
information they required to invest. However the last two decades has seen a rapid
increase in the availability of both real-time prices and media coverage via electronic
sources. It has become difficult for a single person to keep abreast of all available
information for a single asset, and impossible for multiple [1].

There is a plethora of research which shows that specific asset markets react to news.
This includes the reaction to newspaper, magazine, and other real-time sources such as
websites [2-7]. There is also plenty of evidence that markets react to macroeconomic
announcements (information released by governments to provide an indication of the
state of the local economy) [8-14]. It has also been shown that investors take heed of
analyst recommendations [15-17] to aid their investing decisions. Interestingly it has
also been shown that the futures prices of oranges are influenced by the release of
weather reports [18].

Ederington and Lee found that volatility on Foreign Exchange and Interest Rate Futures
markets increases within one minute of a macroeconomic news announcement, and the
effect lasts for about 15 minutes [8]. They later determined that the same markets begin to
react to news within 10 seconds of macroeconomic news announcements, with weak

T. Washio et al. (Eds.): PAKDD 2007 Workshops, LNAI 4819, pp. 152007.
© Springer-Verlag Berlin Heidelberg 2007
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evidence that they tend to overreact to news within the first 40 seconds after news, but
settle within 3 minutes [9]. Graham et al. established that the value of stocks on the
S&P 500 index is influenced by scheduled macroeconomic news, however, they didn’t
investigate any intraday effect [12]. Nofsinger and Prucyk concluded that unexpected
bad macroeconomic news is responsible for most abnormal intraday volume trading on
the S&P 100 Index option [14].

Despite strong evidence that the stock market does react to macroeconomic news,
there is far more asset specific news than macroeconomic news. Furthermore, unlike
macroeconomic news, most asset specific news isn’t scheduled and therefore investors
have not formed their own expectation, or adopted analysts’ recommendations about
the content of the news.

Woutherich et al. analysed the content of news available on a well known website
and used it to predict what the given index would do on the next day [19]. They
achieved a statistically significant level of accuracy on their forecasts, though it is
somewhat easier to predict the direction of an index in a day than it is to predict the
reaction of a single asset in less than a day.

Fung et al. examined the effect of all asset specific news on a limited number of
stocks and found that they could make money based on the predictions of a system
which processed the content of the news [20]. However they didn’t report the
classification accuracy of their system so it is difficult to determine how good their
results are.

Mittermayer investigated the effect of Press Announcements on the New York
Stock Exchange and the NASDAQ and determined that the content of news can be
used to predict, with reasonable accuracy, when the market will experience high
returns within an hour of the announcement [7]. Unfortunately press announcements
are only a fraction of asset specific news, so further investigation is required to
determine how the stock market reacts, if at all, to this type of news.

It is vitally important to examine how rapidly the market reacts to asset specific
news, in order to capitalise on its content. The faster the market reacts to news the
more cost-effective it becomes to employ content analysis techniques to aid the
decisions of traders. Conversely if the market is slow to react to asset specific news
then there is little point in utilising content analysis to highlight interesting articles.

In this paper we formulate a methodology to determine how quickly the stock
market reacts to news. We apply this to stocks traded in the US, UK and Australian
markets to ascertain how strongly these markets react, if at all, to asset specific news.
Firstly we describe the data used in our tests, and the methodology we employed,
before presenting our results and conclusions.

2 Data

All data for this research was obtained using the Bloomberg Professional® service.
The dataset consists of stocks which were in the S&P 100, FTSE 100, and ASX 100
indices as at the 1% of July 2005 and continued to trade through to the 1% of November
2006, which is a total of 283 stocks. For each stock the Trading Data, and News were
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collected for the period beginning 1* of May 2005 through to and including the 31* of
October 2006.

The set defined in Eq. (1) consists of each distinct minute where trading occurred
for the stock (s), within all minutes for the period of data collection (T,), and the
average price for trades during that minute. However we are only interested in the
business time scale (minutes which occurred during business hours for the market on
which the stock trades). Furthermore we want a homogeneous time series (i.e. an
entry for every business trading minute for the stock, regardless of whether any
trading occurred). Therefore we produce the date and price time series for all minutes
in the business time scale (Tg) with the definitions in Egs. (2)-(3), where we define
the price at time t as the price of the last actual trade for the stock prior to or at the
given time. Note that if the stock was suspended from trading for a whole day then
the day is excluded from Tj.

](.v):{II’IZ’ ’[m} | I(x,z):(d(x,:)’p(nz)) N ZE TA (1)
Dy, ={D.Dy, ... D} 1 D> Dy, yAD, €T, A T,CT, )
Ry ={P.P. . .P}1 B, =(p,.,z=max(z1d, < D,)) 3)

The news search facility within the Bloomberg Professional® service was used to
download all relevant articles for each stock within the dataset. These articles include
Press Announcements, Annual Reports, Analyst Recommendations and general news
which Bloomberg has sourced from over 200 different news providers.

The set defined in Eq. (4) consists of each distinct news article for the stock, which
occurred during business hours excluding the first and last At minutes of the day, and
contains the time and content of the article. The first At minutes are excluded as the
market behaves differently during this period and therefore this could skew the results
of a classifier. The last At minutes are excluded as the market doesn’t have time to
react to the news within the period, and this could also skew the results of a classifier.

All documents are pre-processed to remove numbers, URL’s, email addresses,
meaningless symbols, and formatting. Each term in the content C of the document is
stemmed using the Porter stemmer [21]. The stemmed term index defined in Eq. (5)
is created with the stemmed terms which appear in the document, and the number of
times they appear.

Ay =1AL Ay AL AL =d ) Con) A dyET,
A min(time(T,))+ At < time(d(b‘,,l))< max (time(T, ))— At

4)
C(s,l) = {TI’TZ’ ’Tq}l T(s./m) = {S(s.l.n)’SC(s,l.ﬁ;)} A SC(S‘M;) :#{Vs(s,m) € C(M)} (5)

3 Methodology

The methodology section is split into sections covering the Classification of the
documents and the Training procedure.



18 C. Robertson, S. Geva, and R. Wolff

3.1 Classification

In order to determine the accuracy of a classifier it is necessary to have specific
measures of how the market reacts to news. To do so it is necessary to perform time
series analysis on the data and classify each document according to how the market
reacted shortly after its arrival. The return time series defined in Eq. (6) investigates
the log returns over the period At for the stock. The return time series is one of the
most interesting to investors as it demonstrates the amount of money which can be
made. Abnormal returns should correlate more highly to the arrival of news because
the market suddenly has more information to process.

The variable M in Eq. (7) defines the average number of trading minutes per month
by using the average number of trading minutes per business day for the relevant
country, and multiplying by the average number of trading days per month (20).

In Eq. (8) we define the mean for each trading minute in the return time series, by
taking the mean value for the M trading minutes which preceded the start of the
current trading day. In Eq. (9) we define the standard deviation for each trading
minute in the return time series, by again using the M trading minutes which preceded
the start of the current trading day. Note that if a stock was suspended from trading
during the last 20 trading days for the stock exchange, we use the last 20 days which
the stock traded on.

R(.mr) = {Rl’ ’Rm} | R(s.r.Ar) = log(P(& 1))_ log{P(& r—m)) (6)
M =20xm | {m,s =390, my,, =510, m,, =360} (7)
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We classify the outcome O of each article in Eq. (4) using the definition in Eq. (10)
in which we require that the return within T minutes is equal or exceeds & standard
deviations from the mean function value.

O(r.Az.r.J) :{01’02’ ’Op} | O(r.Az,r.J./i) =
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3.2 Training

The stocks for each country c are grouped together using Eq. (11) to form a large
dataset of related stocks. Each document for each stock within each country is then
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classified using the return time series with the chosen parameters. For each country
and value of & we create 10 training and tests sets for the sake of robustness.

We create training sets by taking @ documents at random, of which ¥ were
classified as interesting, and the rest were not. The remaining documents are used as
the test set.

A dictionary is created using Eq. (12) for each term which appears in at least one
document for a stock in the training set. We store the term count TC, document count
DC, interesting term count ITC, and interesting document count IDC for each term.
The TC is the total number of times the given term appears in all documents in the
training set. The DC is the total number of documents which contain the given term.
The ITC is the total number of times the given term appears in all documents which
are classified as interesting in the training set. The IDC is the total number of
documents which are classified as interesting in the training set which contain the
given term.
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A sub-dictionary is formed by taking the top y terms based on a given term
ranking algorithm. Firstly we chose the term frequency inverse document frequency
(TFIDF) algorithm defined in Eq. (13). It is calculated by combining the product of
the term frequency (first part of equation) with the inverse document frequency (log
part of equation). Note the @ in Eq. (13) is the number of documents in the training
set. We sort the values in descending order such that terms that occur most frequently
are chosen, as this is the order which generally gives the best results when querying
documents.

()]
TFIDF .+ 5.0) = TC (o pt .50 X108 lO(DC,] (13)
(
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Secondly we chose the binary version of Quinlan’s Gain ratio [22], as defined in
Eq. (15). This algorithm selects terms which provide the most information, i.e. split
the data between the classes most effectively. In Eq. (15) the E(¥, @) part of the
equation is the entropy value for the ratio of interesting documents (V') to documents
(®) in the training set. The next part of the equation calculates the entropy value for
the ratio of interesting documents to documents which contain the term, scaled by the
ratio of documents which contain the term. The last part of the equation calculates
the entropy value for the ratio of uninteresting documents to documents which contain
the term, scaled by the ratio of documents which don’t contain the term.
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Finally we adapted Robertson and Spérk Jones’s BM25 algorithm (Best Match)
[23] to get the Average Document BM25 value (ADBM25) defined in Eq. (16), where
k; and b are constants. The ADBM?25 algorithm is the same as the BM25 algorithm if
® were equal to 1, or in other words if there was only one document. The first part of
the equation normalises the term frequency by taking into account the length of the
document which contains the term and the average document length. This ensures
that if a term occurs frequently in a very long document, it isn’t given unwarranted
significance. The log part of the equation normalises results by factoring in the
number of interesting documents which contain the term (IDC), the number of
documents which contain the term (DC) and the total number of interesting
documents (V) and documents (®). This favours terms which provide more
information, i.e. split the two classes most efficiently.
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A binary vector is created for each document in the training and test set where each
entry specifies whether the given term (which is a member of the sub-dictionary)
occurred in the document. These vectors are used to train and test Quinlan’s C4.5
decision tree [22], and Vapnik’s support vector machine (SVM) [24] using the SVM
Light Classifier [25].

The C4.5 decision tree [22] classifies documents by building a tree where the root
node is the term which produces the highest Gain value (Eq. (15)). Each leaf node
which branches from the root, or from subsequent branches, chooses the combination
of terms which produces the highest Gain value. This value is calculated by
combining the terms and their values (i.e. contains the term or not) of every node
above the current node and adding one extra term. Only documents which have the
given term values (i.e. contain or don’t contain the specified terms as required) are
included in the Gain equation. This ensures that the extra terms are appended based
on their ability to separate the remaining documents into the two classes.

Vapnik’s support vector machine (SVM) [24] projects the terms and their values
into higher dimensional space (e.g. one dimension per term). It produces a classifier
by identifying the hyperplane which most effectively separates the two classes.

To measure the performance of the classifiers we use the overall accuracy of the
classifier defined in Eq. (17). It is calculated by dividing the total number of correctly
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classified documents (True Positives and True Negatives) by the total number of
documents in the test set (D).

#TP+#TN 17)

Accuracy = @

4 Results

Each document is classified using the return time series with At=t equal to the
specified number of minutes, and 6=4. For all tests there are 1,000 documents in the
training set (®), of which 500 are interesting (). We chose an equal split so as not to
skew the results of the classifier. Furthermore we use k;=1 and b=0.5 for the
ADBM?25 term ranking algorithm in Eq. (16). Finally we run tests with varying ¢
values (100,200,500,1000,2000,5000).

The characteristics of the datasets are shown in Table 1 where Docs are the total
number of documents which were released to the given country during the times
specified in Eq. (4). The Int. Docs are those which were categorised as causing an
abnormal return. The ratio is the percentage of documents which are interesting.

Table 1. Characteristics of different datasets, with 6=4, At=t having the listed values,
G consisting of all stocks for the given country (US, UK, Australia)

US UK Australia
At,T Int. Int. Int.
(minutes) Docs Docs Ratio Docs Docs Ratio Docs Docs Ratio
5 133,019 2414 | 1.81% | 81,528 2,046 | 2.51% | 33,165 933 | 2.81%
10 129,370 2,760 | 2.13% | 80,245 2,487 | 3.10% | 31,728 1,259 | 3.97%
15 124,616 2,539 | 2.04% | 78,871 2,756 | 3.49% | 30,455 1,388 | 4.56%
30 112,907 2,205 | 1.95% | 74,664 2,851 | 3.82% | 27,054 1,232 | 4.55%
45 100,245 1,710 | 1.71% | 70,054 2,698 | 3.85% | 23,910 1,030 | 4.31%
60 89,159 1,452 | 1.63% | 65,230 2,503 | 3.84% | 20,835 913 | 4.38%
90 68,056 973 | 1.43% | 54,230 1,899 | 3.50% | 14,588 560 | 3.84%

Effect of Time Window Size on Accuracy

90%

80% -

Mean Accuracy

70% : : : | |
0 15 30 45 60 75 90
Time Window Size (minutes)

Fig. 1. The mean accuracy for the best classifier for each time window (At=t) and country
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The ratio actually increases as the time window size is increased before reducing
again. This is because T allows more time for the market to react to the news and At
isn’t large enough to limit the number of documents which occur in the time period.

The results in Fig. 1 show the results of the best classifier for each time window
size (At=t) and country. The details of the term ranking algorithm, the classifier, the
number of terms (¢) which produced these results are included in Table 2. This also
includes the standard deviation of the classifier as well as the maximum achieve with
the given parameters, where the best results are bolded.

Table 2. The characteristics of the best classifier for each time window (At=t) and country

Country At,T Term Classifier Terms Accuracy Maximum
Ranking (o) Accuracy

us 5 ADBM25 SVM 5,000 | 76.12+02.39% 78.95%
Us 10 ADBM25 SVM 100 | 74.97+02.30% 79.73%
us 15 ADBM25 SVM 5,000 | 77.28+01.13% 79.02%
Us 30 ADBM25 SVM 5,000 | 78.67+02.05% 83.32%
Us 45 ADBM25 SVM 5,000 | 77.58+01.86% 80.30%
Us 60 ADBM25 SVM 5,000 | 76.39+01.19% 78.75%
UsS 90 GAIN SVM 200 | 80.36+01.20% 82.55%
UK 5 GAIN C4.5 100 | 83.72+01.33% 86.46 %
UK 10 GAIN C4.5 100 | 82.46+01.08% 85.24%
UK 15 GAIN C4.5 100 | 82.09+01.57% 84.52%
UK 30 GAIN C4.5 100 | 81.47+00.93% 83.04%
UK 45 GAIN C4.5 100 | 81.06+01.61% 84.92%
UK 60 GAIN C4.5 100 | 81.84+00.92% 84.22%
UK 90 GAIN C4.5 100 | 83.10+00.73% 84.80%
AU 5 | ADBM25 SVM 5,000 | 85.00+00.64 % 86.60 %
AU 10 ADBM25 SVM 2,000 | 80.13+01.30% 82.75%
AU 15 ADBM25 C4.5 100 | 74.74+02.71% 78.98%
AU 30 ADBM25 C4.5 100 | 72.85+01.74% 76.56%
AU 45 ADBM25 C4.5 100 | 74.27+01.94% 77.73%
AU 60 ADBM25 C4.5 100 | 73.54+01.35% 75.40%
AU 90 ADBM25 C4.5 100 | 77.37+01.24% 80.81%

In the US it appears that investors react to some news within 5 minutes and tend to
consistently react within 30 minutes of news. However the best results are achieved
by allowing 90 minutes for the market to react to news. This indicates that investors
in the US tend to pay more attention to market movement than to the release of news.
This is because the US market is the largest stock market in the world and therefore
has the most frequent trading. Therefore investors need to pay close attention to how
other market participants are behaving in order to make their decisions. This leaves
them less time to read news and therefore probably only read news once they have
noticed abnormal returns which they may capitalise on. Furthermore there is
significantly more news released to the US market than the other two markets.
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Therefore investors are less likely to read many articles as they are likely to see most
news as irrelevant unless it has a catchy headline.

Investors in the UK tend to react quickly and decisively to news within 5 minutes
and continue to react in a similar fashion for long after. This indicates that investors
in the UK not only pay close attention to news but they also consistently react in a
similar fashion to news with similar content. The slight reduction in accuracy over
time is an indication that market noise has introduced articles which themselves
where not responsible for any change.

It appears that investors in the Australian market are less rational than those in the
other two markets. This is because they react quickly and decisively to news within 5
minutes but the accuracy dramatically reduces when the time window is increased.
This should be expected as the Australian market is significantly smaller than the
other two markets and therefore has considerably less trading than the others.
Therefore there can be long periods where there has been little or no trading which
leads to a lower standard deviation of the return. However some investors, most
likely large institutional investors, must pay close attention to news in order to react to
the news consistently and quickly. The rest of the market however probably either
has less or delayed access to public information and therefore don’t tend to react in a
similar fashion. Alternatively it could mean that investors in Australia are somewhat
irrational as they don’t consistently react in the same way to the same news.

Table 3. The characteristics of the best classifier with ¢ limited to 100 and 200 for each
country and term ranking algorithm

TFIDF GAIN ADBM25
Country | Att [0) Accuracy Class Accuracy Class Accuracy Class
UsS 90 100 | 73.45+01.15% | SVM | 78.24+10.07 % SVM | 75.56+01.68% | SVM
UsS 90 | 200 | 71.77+01.61% | SVM | 80.36+01.20% SVM | 76.40+02.02% | SVM
UK 5 100 | 69.52+04.29% | SVM | 83.72+01.33% C4.5 | 75.11101.94% | SVM
UK 5 200 | 68.50+04.05% | SVM | 79.67+02.03% C4.5 | 75.80+01.82% | SVM
AU 5 100 | 83.74+01.06% | SVM | 81.50+11.32% C4.5 | 82.28+00.71% | SVM
AU 5 200 | 83.46+00.92% | SVM | 74.75+15.72% SVM | 82.70+00.81% | SVM

The results in Table 3 show the most accurate classifier for each country and term
ranking algorithm with the best time window and a limit of 100 and 200 terms. The
most accurate results are bolded. Combining the results with those in Table 2 it is
clear that the SVM is the best classifier for the US and Australian markets, whilst the
C4.5 classifier is more useful in the UK market. This suggests that longer rules are
required to classify documents in the UK market as the SVM tends to ignore terms
which individually have little impact, whilst the C4.5 classifier is more
comprehensive. However when the number of terms () is increased beyond 200 the
SVM is better than the C4.5 classifier in the UK though produces worse results than
for the 100 and 200 terms tests.

In the US and UK the best results are obtained using the Gain term ranking
algorithm. This implies that the training sets are indicative of the entire dataset.
However with time windows (At=t) less than 90 minutes it is necessary to include
more terms in the US and in that case the ADBM?25 term ranking algorithm is better.
This is because annual reports released in the US are very long whilst some analyst
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recommendations and similar news are very short. Therefore it is necessary to
account for the length of the document when ranking the effect of the term.

In the Australian market the TFIDF term ranking algorithm yields the best results
when the number of terms (¢) is limited. This indicates that the relevance of the term
is less important in Australia. We can assume this because both the Gain and
ADBM25 term ranking algorithms account for the relevance of the term, whilst
TFIDF does not. This could imply that investors in Australia are less rational because
they don’t react consistently to similar news. Alternatively it could mean that news
providers for the Australian market don’t use the same terminology. Therefore there
are many different ways to say the same thing which leads to difficulty in seeing the
similarity between documents.

The Receiver Operating Characteristic (ROC) curves in Fig. 2 are for the classifier,
term ranking algorithm, and time window combination which produced the most
accurate classifier for each country. All results are clearly better than the line of no-
discrimination though the number of true positives found is quite low. This is
because it is necessary to choose a classifier with the least number of false positives,
as there are considerably more uninteresting documents. However the results show
that it is possible to predict whether news will cause abnormal returns.

‘ —Line of No-Discrimination Us — UK AU ‘

100%

80%

60%

True Positives
DN

40% +

20% +

0%

0% 20% 40% 60% 80% 100%

False Positives

Fig. 2. The ROC curves of the best classifier for each country

5 Conclusion

We have classified news based to abnormally large returns and then employed the
SVM and C4.5 classifiers to forecast the short-term market reaction to news. We
have also utilised the TFIDF, Gain, and a modified version of the BM25 term ranking
algorithms to aid the decisions of the classifiers.

We have found that the Gain term ranking algorithm is superior in the US and UK
markets. This implies that the training sets are representative of the entire dataset as
the Gain term ranking algorithm chooses terms which have high information value
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within the training set. This means that investors in the US and UK appear to be more
rational as they react the same way to similar documents.

The SVM classifier was discovered to have the best performance in the US and
Australian markets whilst the C4.5 classifier was better for the UK market. This
suggests that longer rules are required to classify documents in the UK market as the
SVM tends to ignore terms which individually have little impact, whilst the C4.5
classifier is more comprehensive.

The fact that the Gain and ADBM25 term ranking algorithms are less effective in
the Australian market when the number of terms (¢) is limited, indicates that
Australian investors are somewhat irrational (i.e. make decisions without any new
information). This is probably because the Australian market is substantially smaller
than the other two markets and therefore there are less large institutional investors,
who tend to pay close attention to the market. Alternatively it could mean that news
providers in the Australian market don’t use consistent terminology. This means
there are many ways to say the same thing, and therefore the relevance of the
document is less important.

We have found that the 90 minute time window yields the most accurate classifier
in the US. This suggests that investors in the US tend to pay more attention to actual
market behaviour than to the release of news. This is because the US stock market is
the largest in the world and therefore has more frequent trading. Therefore investors
must pay attention to trading and therefore they have less time to read news.
Furthermore there is far more news released in the US than the other two markets.
Therefore investors probably tend to ignore articles unless they have compelling
headlines or they notice the market behaving differently.

The UK and Australian markets react quickly and decisively to some news within
5 minutes. This is most likely annual reports, or earnings announcements which
investors were anxiously awaiting and therefore the documents have similar content.
However the classification accuracy drops as the time window is increased before
eventually rising again. This effect is significantly more noticeable in the Australian
market than the UK. This implies that investors in the UK pay close attention to news
and are rational as they consistently react in the same way to news with similar
content. In Australia however it appears that the large institutional investors are
responsible for the decisive reaction within 5 minutes. This is because they have
undelayed access to most news and the staff to read it. However other investors either
have delayed access or are slightly irrational as they don’t consistently react to news
with similar content.

These results are promising and it would appear that it is cost-effective to develop
a system which highlights interesting news for investors based on its content.
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Abstract. This paper proposes a new fuzzy time-series model for promoting the
stock price forecasting, which provides two refined approaches, a frequency-
weighted method, and the concept of Fibonacci sequence in forecasting processes.
In empirical analysis, two different types of financial datasets, TAIEX (Taiwan
Stock Exchange Capitalization Weighted Stock Index) stock index and HSI
(Hong Kong Heng Seng Index) stock index are used as model verification. By
comparing the forecasting results with those derived from Chen’s, Yu’s, and
Hurang’s models, the authors conclude that the research goal has been reached.

Keywords: Fuzzy Time-series, Stock Price Forecasting, Fibonacci Sequence,
Fuzzy Linguistic Variable.

1 Introduction

Time-series models have utilized the fuzzy theory to solve various domain forecasting
problems, such as temperature forecasting, university enrollments forecasting [1-6]
and financial forecasting [7-12]. Especially in the area of stock price forecasting,
fuzzy time-series models are often employed [10-12]. As Dourra (2002) notes, it is
common practice to “deploy fuzzy logic engineering tools in the finance arena,
specifically in the technical analysis field, since technical analysis theory consists of
indicators used by experts to evaluate stock price.”[7]

In stock technical analysis fields, Elliott (1938) proposed the Elliott Wave
Principle which has been playing an important role in stock analysis for more than six
decades [13-15]. The theory is closely related to time-series because it applies the
Fibonacci sequence to predict the timing of stock price fluctuation. Therefore, this
paper applies the sequence in time-series models to forecast stock prices.

Lastly, based on the drawbacks of previous models, we propose a new fuzzy time-
series model and recommend two refined processes in the forecasting processes. By
employing a ten-period of TAIEX(Taiwan Stock Exchange Capitalization Weighted
Stock Index) and HSI (Hong Kong Heng Seng Index) stock index as experiment
datasets, the verifications show that our model outperforms conventional and
advanced fuzzy time-series models.

T. Washio et al. (Eds.): PAKDD 2007 Workshops, LNAI 4819, pp. 27007.
© Springer-Verlag Berlin Heidelberg 2007
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The remaining content of this paper is organized as follows: Section 2 introduces
the related literature of fuzzy time-series models; section 3, propose the new model
and algorithm; section 4 evaluates the performance of the proposed model; and
section 5 concludes this paper.

2 Related Works

Fuzzy theory was originally developed to deal with the problems involving human
linguistic terms [16-18]. Time-series models had failed to consider the application of
this theory until fuzzy time-series was defined by Song and Chissom (1993) who
proposed the definitions of fuzzy time-series and methods to model fuzzy
relationships among observations [1]. In following research, Song and Chissom
(1994) continued to discuss the difference between time-invariant and time-variant
models [2]. Besides these researchers, Chen (1996) proposed another method to apply
simplified arithmetic operations in forecasting algorithm rather than the complicated
max-min composition operations used in Song and Chissom’s model [3].

Huarng (2001) pointed out that the length of intervals affects forecast accuracy in
fuzzy time-series and proposed a method with distribution-based length and average-
based length to reconcile this issue [19-20]. The method applied two different lengths of
intervals to Chen’s model and the conclusions showed that distribution-based and
average-based lengths could improve the accuracy of forecast. Although this method
has excellent performance, it creates too many linguistic values to be identified by
analysts. According to Miller (1956), establishing linguistic values and dividing
intervals would be a trade off between human recognition and forecasting accuracy [21].

Time-series models will generate terrible inaccurate forecasts whenever unexpected
events have occurred before forecasting. To deal with the problem, a group decision-
making method was utilized to integrate the subjective forecast values of all decision
makers. Fuzzy weighted method was then combined with subjective forecast values to
produce an aggregated forecast value. Yu (2004) proposed a weighted model to tackle
two issues, recurrence and weighting, in fuzzy time-series forecasting [10]. The
researcher argued that recurrent fuzzy relationships should be considered in forecasting
and recommended that different weights be assigned to various fuzzy relationships. In
Yu’ research, it was concluded that the weighted model outperforms one of the
conventional fuzzy time series models [10, 22].

Among recent research, Genetic Algorithms and Neural Networks Algorithms
are frequenters and efficiently improve the forecasting accuracy of fuzzy
time-series models [6, 23]. However, the authors argue that there are other
reasonable approaches such as stock analysis theory or techniques to apply in fuzzy
time-series whenever the forecasted targets are stock price materials [12]. From the
reviewed literature, we also have found that most of conventional fuzzy time-series
models lack the considerations in discovering recurrence information. To reconcile
these problems above, we propose a new fuzzy time-series model.

3 Proposed Model

In this section, the researchers propose a new fuzzy time-series model based on the
Fibonacci sequence and introduce the algorithm of the proposed model.
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3.1 Research Model

Based on the thoughtlessness of the reviewed models, we propose a new fuzzy time-
series model. There are two refined processes factored into our model as follows: (1)
Use a frequency-weighted method to represent the patterns of stock price fluctuations
in history. Traditionally, the weight assigned for each FLR (Fuzzy logical
relationship) is determined either based on chronological order or experts’ knowledge.
Since most of FLRs will occur again within a specific time period, the occurrence
frequency in history can be used as the estimated probability of reoccurrence in near
future. Therefore, classifying FLRs and weighting their occurrence is a reasonable
approach for making predictions [10]. and (2) Apply the Fibonacci sequence (F,= F,.
;+F,.») in forecasting process. The Elliott Wave Principle utilizes the Fibonacci
sequence to predict the timing of stock price fluctuation [13-15] and has become one
of major stock technical analysis theories. For the reason mentioned above, applying
this sequence in fuzzy time-series models is a reasonable and theorizing approach. In
next subsection, we provide the proposed algorithm.

3.2 The Algorithm

In this subsection, the algorithm of the proposed model is detailed and several
numerical examples are employed for explaining each step.

Step 1: Reasonably define the universe of discourse, U = [Low, Up], and decide that
how many intervals the universe will be partitioned into. For example, the
minimum and maximum of TAIEX stock prices, from 1999/1/1~1999/10/31,
is 5474 and 8608, respectively. Then the universe of discourse can be defined
as U = [5474, 8608]. By using fuzzy method, low bound can be roughly
expanded by 100 smaller from 5474 to make Low become 5400 and up bound
can be roughly expanded by 100 larger from 8608 to make Up become 8700.
As a result, the defined universe of discourse, U = [5400, 8700], can cover
every occurred stock price in the 1999-year period. In this study, we initially
partition the universe of discourse into “seven” linguistic [21]. Take TAIEX
stock trading data as example, the initial seven linguistic values and intervals
for the universe of TAIEX stock price are demonstrated in Table 1.

Table 1. Seven linguistic intervals of TAIEX stock price

Linguistic Interval Range for Interval Midpoint of Interval
I [5400, 5870] 5636
6] [5871, 6341] 6107
I [6342, 6812] 6578
I [6813, 7283] 7049
Is [7284, 7754] 7520
Is [7755, 8225] 7991
I; [8226, 8700] 8462

Step 2: Establish related fuzzy set for each observation in training dataset. Define the
fuzzy set, L; L, L, on the universe of discourse by equation (1). The value
of a;; indicates the grade of membership of u; in fuzzy set L;, where a;; € [0,1],
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Step 3:

Step 4:
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I<i<kand 1 <j<m. Find out the degree of each stock price belonging to
each L; (i=1,...,m). If the maximum membership of the stock price is under
L;, then the fuzzified stock price is labeled as L,. The fuzzy logical
relationships are generated based on the fuzzified stock price. In this paper,
the seven fuzzy linguistic vales, L; = (very low price), L, = (low price), L; =
(little low price), L, = (normal price), Ls = (little high price), Ls; = (high price)
and L; = (very high price), are applied [3].

Li=ay/u+ay/luy+..+ay,lu,
L2:azl/ul+a22/M2+...+a2m/Mm (1)
Lk :akl/u1+ak2/u2 +...+akmlum

Each observation in training dataset can be labeled a specific linguistic value
by equation (1). Table 2 demonstrates the assignments of linguistic value for
eight periods of stock prices based on the intervals from Table 1.

Table 2. Assign related linguistic value to stock price

Time Stock Price Linguistic Value
t=1 6152 L,
=2 6199 L,
=3 6404 L;
t=4 6421 Ls
t=5 6406 L;
=6 6363 L;
t=17 6319 L,
=8 6241 L,

Establish fuzzy logic relationships for linguistic value time-series. One FLR
(Fuzzy Logical Relationship) is composed of two consecutive linguistic
values. For example, the FLR ( L; = L; ) is established by L,-(t—l)

and Lj(t). Table 3 demonstrates the FLR establishing processes of the

linguistic value time-series based on Table 2.

Table 3. FLR Table

L(t=1) — Lyt=2)
Ly(t=2) — Ly(t=3)
Lyt=3) — Lit=4)
Lj(t = 4) - Lj (t = 5)
L;(1=35) — Ly(r=6)
Lit=6) — Ly(t=17)
Lyt=7) — Ly(t=38)

Establish FLR groups and produce fluctuation-type matrix. The FLRs with
the same LHS (Left Hand Side) linguistic value can be grouped into one FLR
group. All FLR groups will construct a fluctuation-type matrix. Table 4
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shows the fluctuation-type matrix produced by the FLRs from Table 3. Each
row of the matrix represents one FLR group and each cell represents the
occurrence frequency of each FLR.

Table 4. An example of occurrence frequency of each FLR

P(t+1
P( ) ( ) L; L L; Ly Ls Ls L; total
t
L, 0 0 0 0 0 0 0 0
L, 0 2 1 0 0 0 0 3
L; 0 1 3 0 0 0 0 4
Ly 0 0 0 0 0 0 0 0
Ls 0 0 0 0 0 0 0 0
Ls 0 0 0 0 0 0 0 0
L; 0 0 0 0 0 0 0 0

Step 5: Assign fluctuation weight for each FLR group. Each FLR within the same
FLR group should be assigned a weight. For example, in Table 4, the total
occurrences of FLR group of L,.is L, —L; L, L;, Ly, Ls, Ls, Lyis 3. The
FLR of L, — L, occurs twice and the weight is assigned 0.667(2/3), and the
FLR of L, — L; occurs 1, then, the weight is assigned 0.333(1/3) In the
weighted method, the FLR weight is determined by its occurs divide by total
occurrences of FLR group.

Table 5. An example of frequency-weighted matrix

P(t+1) i
P(z) L, L; L; Ly Ls Ls L; kZ; Wk
L, 0 0 0 0 0 0 0 0
L, 0 0.667 0.333 0 0 0 0 1
L; 0 0.25 0.75 0 0 0 0 1
Ly 0 0 0 0 0 0 0 0
Ls 0 0 0 0 0 0 0 0
Ls 0 0 0 0 0 0 0 0
L, 0 0 0 0 0 0 0 0

Table 5 demonstrates the frequency-weighted matrix converted from the data
in Table 4. The sum of the weight of each FLR should be standardized to
obtain the frequency-weighted matrix, W(t). The standardized weight matrix
equation is defined in equation (2). For example, by equation (2), the
standardized weights for the FLR group of L, are specified as follows: W, =0,
W2= 2/3, W3 = 1/3, W4 = 0, W5 =0, W6=0 and W7 =0.

w w w
w@)=Ww w, . W ]=| e )
W, LW W,

k

Step 6: Compute forecasting values. From step 5, the standardized weight matrix can be
both obtained. In this step, we use the midpoints of the linguistic intervals to
generate initial forecasts. This process is call “defuzzification” (defined in
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equation (3)), where L, » (¢) is the deffuzified matrix composed of the midpoint
of each interval, and W () is the weight matrix obtained from Step 5.

Defuzzify (t) = L, ()W, (t) 3)
Step 7: Use the Fibonacci forecasting equation (defined in equation (4)) to produce
conclusive forecasting results. By using the two linear parameters, & and 5,

as adjustments, the proposed model can produce the adopted results with
forecasting errors as small as possible.

Fibonacci _ forecast(t+1) = P(t) + o * (defuzzify (t) — p(t))
+ B (defuzzify (t =1)— P(t = 1))
Step 8: Evaluate forecasting performance. The RMSE (Root Mean Squared Error,

defined in equation (5)) is employed as a performance indicator to evaluate
the proposed model.

RUSE \/Z”(acmal, — final())? (5)

n

“)

4 Model Verifications

In empirical analysis, two different types of financial datasets, TAIEX (Taiwan Stock
Exchange Capitalization Weighted Stock Index) stock index and HSI (Hong Kong
Heng Seng Index) stock index, are used as experiment datasets. To verify the
forecasting performance of the proposed model, we employ two other fuzzy time-
series model, Chen’s (1996) [3] and Yu’s (2004) models [10], as comparison models.

4.1 Forecasting for TAIEX

In this experiment, a ten-year period of TAIEX data, from 1990 to 1999, is selected as
experimental datasets. Previous ten-month of each year, from January to October, is
used for training and the rest, from November to December, for testing [10]. To
validate the improvements in stock price forecasting, a recent advanced fuzzy time-
series models, Huarng’s model (2005) [23], is added in comparison models. From the
literatures [10, 23], we produce a performance comparison table (listed in Table 6.) to
illustrate forecasting performances for four different models. Table 6 shows that the
proposed model wins 27 out of 29 RMSE among these models in ten testing periods.

Table 6. Forecasting performance for testing periods (TAIEX)

Models 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999

Chen's model [3] 227 80 60 110 112 79 54 148 167 149
Yu's model [10] 220 61 67  **105 135 70 54 133 151 142
Huarng model [23] Nodata 54 54 **107 79 74 73 141 121 109
Proposed model 175%  38*  41* 108  75*%  55%  50* 132* 113* 108*

* Win.
** Lose comparisons on minimum RMSE value.



Frequency-Weighted Fuzzy Time-Series Based on Fibonacci Sequence 33

4.2 Forecasting for Hong Kong HSI

In this experiment, a ten-year period of HSI data, from 1990 to 1999, is selected as
experimental datasets. Previous ten-month of each year, from January to October, is
used for training and the rest, from November to December, for testing [10]. To
validate the efficiency forecasting in stock price, from the literatures [3, 10], we
produce a performance comparison table (listed in Table 10.) to illustrate forecasting
performances for three different models. Table 7 shows that the proposed model wins
19 out of 20 RMSE among these models in ten testing periods.

Table 7. Forecasting performance for testing periods (HSI)

Models 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999

Chen's model [3] 45 105 197 336 313 214 169 512 282 306
Yu's model [10] 40 40 183  **203 198 105 141 375 258 273
Proposed model 26* 38*  131* 208 143* 79*  140* 257* 205*% 231*

* Win.
** Lose comparisons on minimum RMSE value.

5 Conclusions and Future Research

In this paper, we propose a new fuzzy time series based on frequency-weight method
and the Fibonacci sequence to improve forecasting accuracy. From verification
section, the research goal has been reached and two further conclusions are made as
follow: (1) Assigning proper fluctuation weights to fuzzy relationships makes more
reasonable descriptions for the past patterns of stock price fluctuations; and (2) the
forecasting equation originated from the Fibonacci sequence makes the conclusive
forecasts match late fluctuation patterns more closely.

However, there is still room for testing and improving the hypothesis of this model
as follows: (1) Employing other stocks and financial materials as testing datasets to
evaluate the performance; (2) simulating the model to trade in stock market, and sum
up the profits of these trades to evaluate the profit making; and (3) reconsidering the
factors affecting the behavior of the stock markets, such as trading volume, news and
financial reports which might impact stock price in the future.
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Abstract. With the proliferation of blogs, or weblogs, in the recent
years, information in the blogosphere is becoming increasingly difficult
to access and retrieve. Previous studies have focused on analyzing per-
sonal blogs, but few have looked at corporate blogs, the numbers of which
are dramatically rising. In this paper, we use probabilistic techniques to
detect keywords from corporate blogs with respect to certain topics. We
then demonstrate how this method can present the blogosphere in terms
of topics with measurable keywords, hence tracking popular conversa-
tions and topics in the blogosphere. By applying a probabilistic approach,
we can improve information retrieval in blog search and keywords detec-
tion, and provide an analytical foundation for the future of corporate
blog search and mining.

Keywords: Weblog search, blog mining, probabilistic latent semantic
analysis, corporate blog, business blog, web mining.

1 Introduction

After a slow start in the early 1990s, blogging rapidly gained in popularity in
the mid 1990s. A blog, or weblog, is a type of website with content displayed in
reverse chronological order. Blogs often provide commentary or news on a par-
ticular subject, but many function more as personal online diaries. Blogosphere
is the collective term encompassing all blogs as a community or social network.
According to David Sifry of Technorati, over 57 million blogs were being tracked
by Technorati in October 2006; on average, a new weblog is created every second
[19]. Because of the huge volume of existing blog posts and their free format na-
ture, the information in the blogosphere is rather random and chaotic; effective
access and retrieval techniques are needed to improve the searching quality.
The business world has experienced significant influence by the blogosphere. A
hot topic in the blogosphere may affect a product’s life period. An exposure of an
inside story in the blogosphere may influence a company’s reputation. Studies on
the blogosphere include measuring the influence of the blogosphere [7], analyzing
the blog threads for discovering the important bloggers [14], determining the
spatiotemporal theme pattern on blogs [12], focusing the topic-centric view of the
blogosphere [2], detecting the blogs growing trends []], tracking the propagation
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of discussion topics in the blogosphere [9], and detecting cyber security threats
in blogs [20]. Although some complex algorithms have been developed to track
the trends and influences of the blogosphere, other machine learning techniques
can be applied in the tracking of blogs.

Many studies have focused on analyzing personal blogs, but few have looked
at corporate blogs, which are published and used by organizations. Existing
studies on corporate blogs have focused on blogging strategies and case studies
[BIT0], not on blog search and mining. In this paper, we focus on analyzing
business blogs, which are blogs providing commentary or analysis of companies,
and external company blogs, which can be an important link to customers and
potential clients.

Although not as common as personal blogs, corporate blogs are not new. More
than 8% of the Fortune 500 companies blog [I] externally, and market research
shows that 35% of large companies plan to institute corporate blogs in 2006 [5].
According to the research, nearly 70% of all corporate website operators will have
implemented corporate blogs by the end of 2006 [5]. Blogs can be more efficient
than any other corporate communications medium because of their low cost and
ability to reach millions of people with very little investment. Companies can
use blogs to listen to what people are saying about the product, company, or
category, and give them a chance to respond.

Some key differences between corporate blogging and other communications
channel are [T§]:

1. Publishable: Anyone can publish a blog, and each post can be immediately

accessible to others worldwide.

Searchable: Blogs can be searched by subject, author, or both.

3. Social: Through blogs, people with shared interests build friendships unre-
stricted by geographic boundaries.

4. Viral: Information can spread faster through blogs than via a news service.

5. Syndicated: By creating a subscription, RSS-enabled blogs can be delivered
to users, saving search time.

6. Linkable: Because each blog can link to others, every blogger has access to
other bloggers.

[\

Although any one of these elements can be found elsewhere, combined together
they form one of the most powerful interactive Internet communication tools
ever developed. Organizations who do not include blogging as an part of their
overall marketing strategy may miss out on significant opportunities and be at a
disadvantage when competitors adopt blogs. We hope to take advantage of the
corporate blogging trend by pioneering work in the growing area of corporate
blog mining.

In our work, we first built a dual-functional blog search engine, which dif-
fer from existing blog-specific search engines in that it searches the full text of
the blog entry and ranks the results based on similarity measures. Moreover, to
broaden the usefulness of the blog search engine, an additional function was cre-
ated to detect the keywords of various topics of the blog entries, hence tracking
the trends and topics of conversations in the blogosphere. Probabilistic Latent
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Semantic Analysis (PLSA) was used to detect the keywords from various corpo-
rate blog entries with respect to certain topics. By using PLSA, we can present
the blogosphere in terms of topics with measurable keywords.

The paper is organized as follows. Section 2 reviews the related work on blog
search and mining. Section 3 describes an overview of the Probabilistic Latent
Semantic Analysis model for mining of blog-related topics. Section 4 presents
experimental results, and Section 5 concludes the paper.

2 Review of Related Work

This section reviews related work in developing blog-specific search engines and
extraction of useful information from blogs.

2.1 Blog-Specific Search Engines

Search engines have been widely used on the Internet for decades, with Google
and Yahoo currently the most popular. As blogging becomes a hit in the air,
blog-specific search engines are created suit the demand. Past studies [7I15] have
examined the characteristics, effectiveness and distinctiveness of blog-specific
search engines. Currently, blog search engines are still in their infancy [13], and
many blog-specific search engines index only XML (Extensible Markup Lan-
guage) feeds, which usually consist of the summary or the first few sentences
of the blog entries [I5]. Moreover, a study on blog search [I3] concluded that
blog searches have different interests than normal web searches, suggesting that
blog searches tend to track references to known entities and focuses on specific
themes or topics.

As of October 2006, Technorati] has indexed over 57 millions blogs [19]. It
is believed to be tracking the largest number of links in real-time. RSS (Really
Simple Syndication) or XML feeds automatically send notification from blogs
to Technorati quickly, and the thousands of updates per hour that occur in the
blogosphere are tracked by Technorati. Technically, Technorati supports open
microformat standards, and indexes and searches posts tagged with [rel-tag,
using the full boolean search technique on the RSS/XML files. This full boolean
search functionality provides/AND) [OR and INOT| functionality, which narrows down
the searching results, and has made tagging more valuable. In order to provide
the users with more options, search results of synonymous queries are listed. For
example, when “car” is the search query, there is an option of refining the results
on “auto”, “automotive”, “automobile”, “autos”, “life”, “vehicles”, “work”.

Similarly, many other blog-specific search engines, such as Blogline&ﬁ7 Feed-
stelﬁ, and BlogPulscﬂ index and search the RSS/XML feeds of blogs, using the

!http://www.technorati.com
2 http://www.bloglines.com
3http://www.feedster.com

4 http://www.blogpulse.com


rel-tag
AND
OR
NOT
http://www.technorati.com
http://www.bloglines.com
http://www.feedster.com
http://www.blogpulse.com
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boolean search. However, the ranking of the results are not in the order of rel-
evance, but rather in the time of posting, the “popularity” (number of links to
the blog), or the update frequency. More importantly, the existing blog search
engines do not necessarily use complex models to achieving better results, due
to the constraints of the real-time nature of blogs and its extremely rapid speed
of update in the blogosphere. Therefore, to increase the quality and accuracy
of the search results, more complex models and information retrieval techniques
are required for mining the blogs.

2.2 Extraction of Useful Information from Blogs

Current blog text analysis focuses on extracting useful information from blog
entry collections, and determining certain trends in the blogosphere. NLP (Nat-
ural Language Processing) algorithms have been used to determine the most
important keywords and proper names within a certain time period from thou-
sands of active blogs, which can automatically discover trends across blogs, as
well as detect key persons, phrases and paragraphs [§]. A study on the propaga-
tion of discussion topics through the social network in the blogosphere developed
algorithms to detect the long-term and short-term topics and keywords, which
were then validated with real blog entry collections [9]. On evaluating the suit-
able methods of ranking term significance in an evolving RSS feed corpus, three
statistical feature selection methods were implemented: x?, Mutual Information
(MI) and Information Gain (1), and the conclusion was that y? method seems
to be the best among all, but full human classification exercise would be required
to further evaluate such method [I7]. Probabilistic approaches based on PLSA
was proposed in [I2] for viewing spatiotemporal life cycle patterns of blogs and
in [20] to analyze cyber security threats in blogs. These studies illustrate that
the PLSA-based approach using probabilistic mixture models can be effectively
blog-related analysis.

Our work differs from existing studies in two respects: (1) We focus on corpo-
rate blog entries which may contain less extraneous and more useful information
than personal blogs, potentially resulting in higher quality search results (2) We
have combined a blog search engine with topic and keyword extraction, and use
probabilistic models to extract popular keywords for each topic.

3 Probabilistic Latent Semantic Analysis Model for Blog
Mining

Probabilistic Latent Semantic Analysis (PLSA) [II] is based on a generative
probabilistic model that stems from a statistical approach to LSA (Latent Se-
mantic Analysis) [4]. PLSA is able to capture the polysemy and synonymy in
text for applications in the information retrieval domain. Similar to LSA, PLSA
uses a term-document matrix which describes patterns of term (word) distribu-
tion across a set of documents (blog entries). By implementing PLSA| topics are
generated from the blog entries, where each topic produces a list of word usage,
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using the maximum likelihood estimation method, the expectation maximization
(EM) algorithm.

The starting point for PLSA is the aspect model [II]. The aspect model is
a latent variable model for co-occurrence data associating an unobserved class
variable z; € {z1,..., 2z} with each observation, an observation being the oc-
currence of a keyword in a particular blog entry. There are three probabilities
used in PLSA:

1. P(b;) denotes the probability that a keyword occurrence will be observed in
a particular blog entry b;,

2. P(wj|zx) denotes the class-conditional probability of a specific keyword con-
ditioned on the unobserved class variable zy,

3. P(zx|d;) denotes a blog-specific probability distribution over the latent vari-
able space.

In the collection, the probability of each blog and the probability of each
keyword are known, while the probability of an aspect given a blog and the
probability of a keyword given an aspect are unknown. By using the above three
probabilities and conditions, three fundamental schemes are implemented:

1. select a blog entry b; with probability P(b;),
2. pick a latent class zj with probability P(zx|b;),
3. generate a keyword w; with probability P(w;|zy).

As a result, a joint probability model is obtained in asymmetric parameter-
ization. After the aspect model is generated, the model is fitted using the EM
algorithm. The EM algorithm involves two steps, namely the expectation (E)
step and the maximization (M) step. The E-step computes the posterior proba-
bility for the latent variable by implying Bayes’ formula. The M-step is to update
the parameters based on the expected complete data log-likelihood depending
on the posterior probability resulted from the E-step.

The EM iteration is continued to increase the likelihood function until the
specific conditions are met and the program is terminated. These conditions
can be a convergence condition, or a cut-off stopping, which is specified for the
reaching the local maximum, rather than a global maximum.

In short, the PLSA model selects the model parameter values that maximize
the probability of the observed data, and returns the relevant probability dis-
tributions, by applying the EM algorithm. Word usage analysis with the aspect
model is a common application of the aspect model. Based on the pre-processed
term-document matrix, the blogs are classified onto different topics. For each
topic, the keyword usage, such as the probable words in the class-conditional
distribution P(w;|zy), is determined. By applying probabilistic techniques, the
relationship among blogs documents, keywords, and topics can be measured
quantitatively. Thus, the PLSA model for blog mining can discover the most
important keywords for a group of blog documents, which can potentially lead
to automatic classification of new blog documents based on important keywords.

Empirical results indicate the advantages of PLSA in reducing perplexity, and
high performance of precision and recall in information retrieval [I1]. Further-
more, LSA can be used to better initialize the parameters of a corresponding
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PLSA model, with the resultant of the combination of the advantages of both
techniques [6].

4 Experiments and Results

We have created a corporate blog data set, built a blog search system using
the latent semantic analysis model, and applied the probabilistic model for blog
mining on our data set of corporate blogs. The blog search system demonstrates
the ranking of corporate blog entries by similarity measures, and allows for full-
text searching in different categories. We extract the most relevant categories
and show the topics extracted for each category. Experiments show that the
probabilistic model can reveal interesting patterns in the underlying topics for
our data set of corporate blogs.

4.1 Data Set

For our experiments, we created a corporate blog data corpus (CBlogs06) that
focuses on blogs created by companies or about companies. During the period
from April to September 2006, we extracted a set of corporate blogs through the
following methods:

1. Search corporate blog entries from various CEOs’ blog sitedd.

2. Search corporate blog entries from various companies’ blog sites [I].

3. Search particular corporate blog entries using the existing blog search en-
gines, such as Bloglines, Technorati, and Google Advanced Blog Search A

Meaningful blog entries from these blog sites were extracted and stored into
our database. There are a total of 86 companies represented in the blog entries,
and Table [[l summarizes the top companies in the CBlogs06 data corpus, and
Table 2 lists the fields in the database.

We then categorize the 1269 blog entries into four categories based on the
contents or the main description of the blog: Company, Finance, Marketing, and
Product. The Company category deals with news or other information specific
to corporations, organizations, or businesses. The Finance category relates to
financing, loans, credit information. The Marketing category deals with market-
ing, sales, and advertising strategies for companies. Finally, the Product category
describes the blog entries on specific company products, such as reviews, descrip-
tions, and other product-related news. Table [B] summarizes the number of blog
entries in each category.

Each blog entry is saved as a text file in its corresponding category, for further
text preprocessing. For the preprocessing of the blog data, we performed lexical
analysis by removing stopwords and stemming using the Porter stemmer [16].

® http://blogwrite.blogs.com| Note: only a few CEOs’ blogs write about purely
business matters.

Shttp://blogsearch.google.com/blogsearch/advanced blog search RSS news
subscription feeds were eliminated from the search results.


http://blogwrite.blogs.com
http://blogsearch.google.com/blogsearch/advanced_blog_search
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Table 1. List of Top Companies Table 2. Database schema for blog entry
Company Field Type
Microsoft ID int(11)
eBay Title text
Samsung Author text
Dell Publish Date date
Amazon URL text
Sony Content text
Google Category ID int(11)
Apple Type ID int(11)
Palm Company ID1 int(11)
Yahoo Company ID2 int(11)

Table 3. Categories for the CBlogs06 Data Corpus

Categories Number of entries

Company 265
Finance 348
Marketing 269
Product 387

The text files are then used as the input for the Text to Matrix Generator
(TMG) [2I] to generate the term-document matrix for input to the blog search
and mining system.

4.2 Blog Search System

We implemented a blog search system for our corporate blog data. We used the
LSA model [4] for constructing the search system, as LSA is able to consider blog
entries with similar words which are semantically close, and calculate a similarity
measure based on documents that are semantically similar to the query terms.
The similarity measure used is the cosine similarity measure:

. Pqj
sim(g.by) = P (1)
qil~y

where ¢ is the query, b; the selected blog document in the jth column of the
term-document matrix, py; is the inner product query with blog document, and
|z4| is the norm of the query vector.

In this system, a user can choose select the type and the category, and enter
a word or a phrase as the query to search for blog entries matching the query.
The results are ranked in the order of similarity. The title of each searched blog
entry is then displayed in order of similarity. Clicking on the title results in a
full text of the blog entry, as well as the original hyperlink. Figure [I] shows the
blog entry results for a search on the company eBay.
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Interview with Mike Effle of Vendio (Similarity = 0.788489)

eBay Express in Germany launches next week (Similarity = 0.768930)
Developers: Town Hall with Bill Cobb - (Similarity = 0.764883)

eBay Express Supports Auction Listings with BIN (Similarity = 0.746711)
Enhancements coming to eBay Express (Similarity = 0.741025)

eBay: The OS for E-Commerce? (Similarity = 0.735754)

We're hiring (Similarity = 0.714972)

Going to the Source Workshop (Similarity = 0.679372)

A Sad Day at eBay (Similarity = 0.679187)

Wise Words podcast with Greg Isaacs (Similarity = 0.641112)

Fig. 1. Blog search results for query on “eBay”, ranked in order of similarity

Table 4. List of keywords for Topic 1 Table 5. List of keywords for Topic 2

(Company) (Finance)

Keyword Probability Keyword Probability
blog 0.01099289 save 0.01575988
ebay 0.00924013 money  0.01410636

amazon  0.00734261 debt 0.00743223
google 0.00546131 year 0.00680512
web 0.00521787 financ  0.00625563
develop  0.00512831 financi  0.00621918
api 0.00501918 credit 0.00593993
site 0.00478636 card 0.00591865
search  0.00449269 college  0.00591530
product  0.00425156 invest 0.00570176

Table 6. List of keywords for Topic 3 Table 7. List of keywords for Topic 4

(Marketing) (Product)
Keyword Probability Keyword Probability
market  0.01182965 mobile  0.01320409
company 0.00715767 battery  0.00845365
custom  0.00650473 device 0.00826390
busi 0.00578797 phone 0.00825595
firm 0.00473713 window  0.00673951
advertise  0.00384597 tablet 0.00650617
brand 0.00370062 umpc 0.00603427
product  0.00358449 samsung 0.00555756
corpor  0.00328202 keyboard  0.00475929

client 0.00324660 apple 0.00474569
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4.3 Results for Blog Mining of Topics

We conducted some experiments using PLSA for the blog entries. Tables El[7]
summarizes the keywords found for each of the four topics (Company, Finance,
Marketing, and Product).

By looking at the various topics listed, we are able to see that the probabilistic
approach is able to list important keywords of each topic in a quantitative fash-
ion. The keywords listed can relate back to the original topics. For example, the
keywords detected in the Product topic features items such as mobile products,
batteries, phones, and umpc (ultra mobile PC). In this way, it is possible to list
popular keywords and track the hot topics in the blogosphere.

5 Conclusions

This paper presents results using probabilistic and latent semantic models for
search and analysis of corporate blogs. To our knowledge, this is the first such
study focusing on corporate blogs. We have created a corporate blog data cor-
pus for this study, and categorized the data set into four classes. We have also
developed a corporate blog search system that is based on latent semantic anal-
ysis, which is able to rank the results in terms of blog document similarity to
the query. Our experiments on our data set of corporate blogs demonstrate how
our probabilistic blog model can present the blogosphere in terms of topics with
measurable keywords, hence tracking popular conversations and topics in the
blogosphere. We hope that this work will contribute to the growing need and
importance for search and mining of corporate blogs.

There are some aspects that can be further improved in the study for better
accuracy and quality, such as larger dataset collection and automatic catego-
rization mechanism. In addition, experiments have also been done to compare
the qualities of search of alternative PLSA schemes with LSA, and the results
show significant noise reduction superiority to the singular vector decomposition
method used in LSA. Therefore, alternative methods can be further evaluated
and implemented for corporate blog mining in the future.
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Abstract. Chat mediums are becoming an important part of human life in socie-
ties and provide quite useful information about people such as their current in-
terests, habits, social behaviors and tendencies. In this study, we have presented
an identification system to identify the sex of a person in a Turkish chat me-
dium. Here, the sex identification is taken as a base study in the information
mining in chat mediums. This system acquires data from a chat medium, and
then automatically detects the chatter’s sex from the information exchanged be-
tween chatters and compares them with the known identities of the chatters. To
do this task, a simple discrimination function is used to determine the sex of the
chatters. A semantic analysis method is also proposed to enhance the perform-
ance of the system. The system with the semantic analyzer has achieved accu-
racy over 90% in the sex identification in the real chat medium.

Keywords: Mining Chat Conversations, Sex Identification, Textual Data
Knowledge Extraction, Mining Machine Learning.

1 Introduction

Internet mediums such as chat medium contain a vast amount of information, which is
potentially relevant to a society’s current interests, habits, social behaviors, crime
tendency and other tendencies [1], [2], [3]. In other words, everyday millions of
people chat and generate large amount of data. Mining this large amount of data in
acceptable times and detecting people aiming some certain bad activities such as
committing crime is becoming more important in these mediums [4], [5]. In order to
do this, users may spend a large portion of their time in these mediums. An intelligent
system may help the users find the interested information in these mediums [1], [4],
[6], [7]. One of our major targets is to develop a system that automatically determines
persons with criminal tendencies in chat mediums. In a conversation, chatters con-
sider the corresponding chatter’s sex, and the course and contents of the conversation
may be formed according to the corresponding persons’ sexual identity [8], [9].
Therefore, a sample identification system is implemented to determine chatter’s sex
identity in chat mediums. To do this, many conversations are acquired from a spe-
cially designed chat medium, and then statistical results are derived from the conver-
sations [1], [6], [10], [11]. Topics of these conversations are not predetermined and

T. Washio et al. (Eds.): PAKDD 2007 Workshops, LNAI 4819, pp. 45 2007.
© Springer-Verlag Berlin Heidelberg 2007
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may be about any subjects. These results are used to determine weighting coefficients
of the proposed discrimination function. The proposed function includes some impor-
tant parameters representing a group of words and signs such as abbreviations, inter-
jections, shouting, and sex and interest related words. Each weighting coefficient of
the proposed function is determined in terms of usage frequency of words in a group
and determinative characteristic of each word group. Words are also grouped accord-
ing to their conceptual and relational meaning and each word group is also weighed
with respect to determinative importance of the group. A semantic analysis method is
also employed to enhance accuracy of the system.

In this paper, we presented a mining system to collect and evaluate information ob-
tained from chat mediums for sex identification. The system with the semantic analy-
sis method is evaluated on the data acquired from a specially designed chat system.
Performance of the system is also measured in real chat mediums. The rest of this
paper is organized as follows. Some notable characteristics of Turkish language are
given in Section 2. Morphological analysis methods for Turkish are also explained in
the same section. The proposed discrimination function and semantic analysis meth-
ods for sex identification are presented in Section 3. A detailed description of meth-
ods used in the system is given in the same section. The implementation and results
are discussed in Section 4. The conclusion and future work are given in Section 5.

2 Turkish Language

World Languages may be classified according to their structures and origins. Ural-
Altaic languages are one of the most commonly spoken languages in the world.
Turkic languages that belong to the group of Ural-Altaic languages form a subfamily
of the Altaic languages, and Turkish is an Oghuz oriented member of Turkic lan-
guages family. Turkish language has several noticeable characteristics. One of them is
that Turkish is an agglutinative language with respect to word structures formed by
productive affixations of derivational and inflectional suffixes to root words [12],
[13], [14]. Hence, many different words can be constructed from roots and phonemes
to describe objects and concepts. Inflectional suffixes determine state, condition, case,
number, person and tense of the words such as ev+de (at home), okul+dan (from
school), resim+im (my picture) and gel+ecek (he will come). Adding a derivational
suffix to a noun or a verb changes the meaning of the word and generates a new word
used for a different concept such as is (work) > is+¢i (worker), soz (word) > soz+liik
(dictionary) and goz (eye) > goz+liik (glasses).

Another characteristic of the Turkish language is the vowel and consonant har-
mony. Turkish languages have two kinds of vowel harmony. The vowels in Turkish
language are grouped as front and back vowels. The front vowels are produced at
the front of the mouth and back vowels are produced at the back of the mouth.
Turkish words can contain only one kind of vowel and all suffixes added to the
word must conform to the vowel of the syllable preceding them [12]. Turkish lan-
guage has also consonant harmony as well. If a morpheme follows a word ending in
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consonants k, p, t or ¢, the last consonant of the word changes to constants g-g, b, d
or ¢ respectively.

Most of the world languages have three grammatical genders (masculine, feminine,
and neuter) but Turkish language has only one (neuter). Here, some words in English
may expose the sex of the chatter but they don’t expose in Turkish. For example,
“Ben onun kardesiyim” in Turkish may be translated into English as “I am his
brother/sister”. Therefore, the identification of chatters’ sex from a conversation in
Turkish may be more difficult than in English.

2.1 Morphological Analysis

Turkish is an agglutinative language with respect to word structures formed by pro-
ductive affixations of derivational and inflectional suffixes to root words [12], [13].
Therefore, many different words can be constructed from roots and phonemes to de-
scribe objects and concepts. Basically, the identification system takes a sentence from
a chat session and analyzes all the words morphologically. A two-level morphological
model is used to analyze morphological structures in the identification system [13],
[14], [15]. These levels are surface and lexical levels. The surface level is the input as
represented in original language. The lexical level is decomposed form of the input
into morphemes. The sequence of morphemes, appearing in a word, is determined by
morphotactics of a language. Our morphological analyzer recognizes eight types of
phonemes; punctuation, possessives, proper names, short forms, quoted items, roots,
words and suffixes. Punctuations are signs such as comma, full stop, question mark,
and semi-colon. The roots and words may be a noun, verb, pronoun, adjective, ad-
verb, preposition, conjunction, numeral, and interjection. The words are grouped as
noun, verbs, adjectives, simple numbers, pronouns and connectives. Suffixes may be
derivational and inflectional. Almost all of most commonly used Turkish words and
suffixes are included in the database of the system.

The morphologic analysis in Turkish is realized in three steps; determination of the
root of an input word, morphological tests, and determinations of the morphemes of
the input word. The system tries to locate the root and possible following morphemes
by checking possible constructions. For example, an internal representation of an
input word like “kedisi” (his/her cat) can be explained as “kedi + sH” which is created
with the help of vowel and consonant harmony rules.

3 The Identification System

To evaluate the identification system, real information is collected and extracted from
chat mediums. Also some statistical data collected from the specially designed me-
dium (SDCM) is used to evaluate the discrimination function and semantic analysis
method [8], [9]. Here, male or female dominant words and some sentence structures
are used to design the semantic analysis method. On the other hand, weighting coeffi-
cients of each word of the function are determined by considering the statistical in-
formation. In practice, the usage frequencies of the words may increase dramatically
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if the number of chatters and duration of the conversation increase. Therefore, a nor-
malization process is applied and the normalized values are used in the identification
function. The most frequently used signs obtained from the SDCM, and the mIRC or
real Internet medium (RIM) are also used to evaluate the system.

Table 1. Word groups and some of the most frequently used words

Abbreviation Slang and jargon Politeness delicacy Interjections

and signs words words Shouting words
Hi (Slm) My son! (Oglum) Nice (Gtizel) Hey!/Man! (Yaw)
Answer (Cvp) Man! (Lan) Thanks (Tsk) Hmm (Himm)
What is the news Uncle! (Day1!) Well done (Aferin) And, soo (Ee)
(Nbr)
You! (u) Go away! (Defol) Yes! (Efendim) Oh! (Aa)
Thank you (tsk) Repentance! (Tov- You (Siz) Well (1i)

be!)

Messages (Msj)

Father! (Baba!)

My dear (Canim)

Hello! (alo)

One? (Bi) Older brother (Abi) Please (Liitfen) 0 (000)

Telephone (tlf, tel) | Swear! (a.q) Pardon! (Pardon) Hey!, Hey u (Hist)

Okay (Ok) Maniac (Manyak) My lamp! (Kuzum) What (be)

Age and sexuality Question Particle and Other words
related words words conjunction words

Age (Yas) What (for)? (Niye?) Such/so/that (Oyle) You (Sen)

Sexuality (Cinsi- Why? (Neden?) If not/otherwise I/me (Ben)

yet) (Yoksa)

My love (Askim) Which? (Hangi?) In order to (Diye) If only.. (Olsun)

My lady (Baya- Where? (Nerde?) Another /Other/ You (Seni)

nim) (Baska)

My man/gent. Where are you? Thus/so/such (Boyle) | Look (Bak)

(Erkegim) (nerdesin?)

Girlfriend (Manita) | Who are you? (Kim- | Now (Simdi) Wrong (Yanlis)

sin?)

My girl! (Kizim!) What is it? (Neyi) Thing/stuf (Sey) Name (Isim)

Handsome (Yaki- Why (Nigin) Like this (Soyle) Answer (Cevap)

sikli!)

My son! (Oglum!) Who (Kim) No (Yok) Really (Gergekten)

3.1 Classifying Words and Word Groups

For sex identification, words used in chat conversations may be grouped to identify
chatter’s sex easily. Hence, eighth word groups are defined to cover as many sex
related concepts and subjects as possible in a chat medium. These groups and some
words in the groups are listed in Table 1. These word groups are manually built by
considering the conceptual relations and usage frequencies of the words used by fe-
male or male chatters. These groups are abbreviations and signs, slang and jargon
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words, politeness and delicacy words, interjections and shouting, sex and age related
words, question words, particle and conjunction words, and the other word groups.
The weighting coefficients of each word group are determined experimentally and by
considering their usage frequencies.

3.2 The Discrimination Function

In this application, a simple discrimination function is used to identify the sex of a
person in a chat medium. This function evaluates each word in conversations sepa-
rately and collectively. Here, statistical information related to each word is obtained
from the SDCM and Internet chat mediums. By considering the statistical informa-
tion, a weighting coefficient is assigned for each word in each word group. Practi-
cally, a normalized (into the 0.0-1.0 interval) weighting coefficient of each word is
calculated. Equation (1) is used to calculate a sexual identity value for each conceptu-
ally related word group.

g, = (oW, + Wy, w) | B (1)
Bi=a,+a,+.+a,. (2)

where, g; varies from 0.0 to 1.0 and determines the chatters’ sexual identities as fe-

male or male for ith word group, ¢;; is the weighting coefficient of jth word in ith

word group and varies related to the number of words in the interested text, W ; rep-

resent the existing jth words in the interested text (if a word exists in the text, then

w;=1.0else w;=0.0), kis the number of word in ith word group and ﬂl is normali-

zation divider for the current number of existing words in the ith word group and

calculated by equation (2). If a word is female dominant, & varies from 0 to 0.5, but

if the word is male dominant, & varies from 0.5 to 1.0.

In the application, some conceptually related words can be emphasized collec-
tively. Then, words are classified in several groups according to their conceptual
relations. So, several word groups are defined by considering words acquired from the
conversations in the chat mediums. Hence, a weighting coefficient is determined for
each word group. Finally, the discrimination function as Equation (3) is formed for
the sex identification of any chatter in a conversation.

y=UA, *g +4,* g, +...+4, *¥g,)106. (3)

where, ¥ varies from O to 1 and determines the chatters sexual identity as female or

male, ﬂgi

normalization divider for the current number of existing groups in a conversation and
calculated by equation (4).

is the weighting coefficient for ith female or male word group and & is

O=A,+A,+..+4,. )
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where, ﬁgi is the weighting coefficient of ith groups. Hence, the weighting coeffi-

cients of each group are determined according to dominant sexual identity of the
group. Then, the sex of the chatters may be identified as female when } is deter-

mined to be between 0.0 and 0.5. On the other hand, chatters may be identified as
male when ¥ is determined to be between 0.5 and 1.0.

3.3 Semantic Analysis and Sex Identification

Generally, we may ask whether it is possible to further improve the accuracy of the
identification system by adding a morphological and semantic analyzer to the system.
A morphologic and a semantic analyzer are employed to produce the semantic net-
work of conversation [16], [17]. Semantically, some sentence structures in a conver-
sation such as questions, answers and addressed sentences may expose the sex of the
chatter [1], [3], [4]. For example “How are you John?”, “I am fine Alice”, “This is
David”, “What is your name? (ismin neydi?) = John”, “Name? (ismin?)—> Alan”,
“Who are you? (sen kimsin?) = David”, “U (U) = Buket” and etc. In some conversa-
tions, many addressed sentences such as “Hi John (Merhaba John)”, “How are you
David (Nasilsin? David)”, “What is the news Ahmet (Nbr Ahmnet?)”, “1 am fine Ali
(Iyidir Ali)” and etc. may also be used.

Table 2. An example of semantic analysis used for sex identification

Chatter Sentence English

(1) GencPiens 2 Smile.

(2) GencPrens  yoksa kafana gore birini bu- Couldn’t you find someone who is
lamadin m1? like-minded with you?

(3) merix kafama gore birini bulamadim. I couldn’t find someone like-mined

with me.

(4) GencPrens O zaman sen evde kalirsin bu At this rate you are not to be able to
gidisle. get married.

(5) merix Zaten olmasinda. Anyway, it should not become too.

The analysis of the relation between subjects and personal suffixes may also con-
clude important clues about the chatting persons in a conversation as presented in
Table 2. For example, “It seem you are not going to be able to get married (O zaman
sen evde kal-ir-sin bu gidisle)”. In the sentence, the suffix “-sin” expresses that other
chatter (merix) is female because the sentence, “you are not to be able to get married”,
is used for female persons.

Table 3. Personal suffixes used in semantic analysis

Suffixes Persons

-m Singular first person
-(y)Im (im, im, um, tm, yim, | Singular first person
yim, yum, yiim)
-n Singular second person
-sIn (sin, sin, sun, siin) Singular second person
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Sometimes many implication sentences may also be accounted in these conversa-
tions. Here, sex of the chatters is identified indirectly through the implying sentences.
For example, “I am not Murat, I am his older brother (Ben murat degilim abisiyim)”,
“No, I am a house girl (yok ev kizryum)” and etc. In the semantic analysis, idiomatic
expressions, and the relations between subjects and suffixes are specially analyzed for
the identification. Here, the personal suffixes used in the semantic analysis are listed
in Table 3.

Table 4. Personal suffixes used in semantic analysis

Verb Example sentences Morphological analysis
git-ti-m >> git: verb; -ti: simple past tense
Gittim. (I went) suffix; -m: singular first person suffix.
gitmek (to go)

git-ti-n >> git: verb; -ti: simple past tense
Gittin. (You went) suffix; -n: singular second person suffix.

Some sentences, phrases and expressions can also be used to determine the per-
sons’ sexual identities. Here, the personal suffixes used in the key phrases and expres-
sions are determined to define the sexual identity of the subject. For example,
“Yakigikliyim (I am handsome)” can morphologically be analyzed as yakisikli-(y)im.
Here, “handsome” determines the dominant sex and the suffix “-(y)im” determines
the singular first person. Then, the chatter can be identified as male.

The following algorithm gives a simple semantic analysis approach for sex identifica-
tion. Here, the SFP and SSP represent the singular first and second person respectively.

For affirmative sentences or phrases this algorithm gives the formal representation of the se-
mantic analyzer.

Semantic Analysis (S)
if S # Male dominant and S # Female then
return No Result
if S = Male dominant then
if S.Suffix = Personal then
if Personal suffix = SFP then
return Chatter is male
if Personal suffix = SSP then
return Other chatter is possible male
else
return No Result
else
if S.Suffix = Personal then
if Personal suffix = SFP then
return Chatter is female
if Personal suffix = SSP then
return Other chatter is possible female
else
return No Result



52 C. Kose, O. Ozyurt, and G. Amanmyradov

Table 5. A generalized semantic analysis

Input sentences Dominant Suffixes | Result
SFP Chatter is Male
Male - -
. Other Chatter is possibly Male (Check
Affirmative .
SSp the next response for more precise
Sentences -
decision)
SFP Chatter is Female
Female Other Chatter is possibly Female
SSp (Check the next response for more
precise decision)
SFP No Decision (Check the next response
Negative Male for more precise decision)
Sentences Other Chatter is possibly Male (Check
SSp the next response for more precise
decision)
SFP No Decision (Check the next response
Female for more precise decision)
SSp Other Chatter is possibly Female

(Check the next response for more
precise decision)

SFP Chatter is possibly Male
Questions Male SSp Other Chatter is possibly Male (Check
the next response for more precise
decision)
SFP Chatter is possibly Female
Female SSp Other Chatter is possible Female

(Check the next response for more
precise decision)

SFP Chatter is Male
Negative Male SSp No Decision (Check the next response
Questions for more precise decision)
SFP Chatter is Female
Female SSp No Decision (Check the next response

for more precise decision)

A more complex semantic analysis method analyzes input with dominant male/female
phrases or words. The first simple approach analyzes only the affirmative sentences
but a more generalized method should analyze negative, question and negative ques-
tion sentences as well. This generalized method is summarized in Table 5. Here,
some input may generate more precise and some others less precise outputs. As can
be seen from the table, the reply or replies must confirm the previous sentence. For
example, if the firs sentence is “Giizelmiyim? (Am I beautiful?) > Giizel+mi+(y)im >
{ADJ N+Question Suffix+(y)Im}”, the reply may be “Evet (Yes you are)” and it
confirms the first sentence.

Hence, semantic relations may contribute to the final decision and strengthen the
accuracy of the identification system. Equation (5) and (6) combines the statistical
and semantic identification outputs and produces a single identification output.
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l = (ﬂ’sm * 7/sta + ﬂ’sem * ysem)/n' (5)
77 = ﬂ’sm + lsem' (6)

where A is the final result that identifies the sex of the chatter, A, and A_  are the

sta sem
statistical and semantic weigh coefficients respectively, ¥, and Y, are statistical
and semantic identifications respectively, and 7] is the normalization divider. Here,

the accuracy of the results increases that it shows female or male gender when A
approaches to 0.0 and 1.0 respectfully.

4 Results

In this paper, we have presented a full-scale implementation of a chat system to col-
lect information from conversations and developed a method identifying chatters
profiles. This method describes how to use a discrimination function for sex identifi-
cation in the medium. About two hundreds conversations have been collected from
SDCM and RIM. Forty-nine of the conversations made among ninety-eight chatters
(forty-four female and fifty-four male) are chosen as the training set for testing. Ex-
perimental results indicate that the proposed discrimination function has sufficient
discriminative power for the sex identification in the chat mediums. We also found
that the system can quite accurately predict the chatter’s sex in the mediums.

About 1.27 MB of text data was obtained from more than two hundred conversa-
tions. Duration of the conversations varies from few minutes to few hours. The identi-
fication system was run on PC with P4-3.2 GHz CPU and 512 MB RAM. For sex
identification, these conversations are processed in 4.34 minutes on the system. These
results prove that our system is quite promising for large-scale mining applications.

Table 6. The general result of sex identification for the specially designed medium

Male Female General
Chatters Chatters

Number of chatters 54 44 98
Number of correct decision 47 40 87
Number of wrong decisions 4 4 8
Number of undecided results 3 0 3
Percentage of correct decision 92.2% 90.9% 91.6%
considering NUR

Percentage of correct decision 87.0% 90.9% 88.7%
Percentage of wrong decisions 7.4% 9.1% 8.2%
Percentage of undecided results 5.5% 0.0% 3.1%

Table 6 presents the sex classification results for the conversations between chat-
ters in the medium. Two correct decision percentages are presented in the table. These
reflect the percentages of the correct decisions with and without considering the
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Number of Undecided Results (NUR). The accuracy of decision of the system reaches
10 92.2%.

More than one hundred conversations are collected from mIRC (mIRC is a share-
ware Internet Relay Chat) and thirty of them are chosen randomly. The test results for
the chat medium are given in Table 7. Here, five persons are chosen to determine the
sex of the chatters in these conversations. These people read the collected conversa-
tions in detail and decide about the sex of the chatters. Their decisions are compared
with the decision of the identification system. The decision results of the identifica-
tion system are listed in the table. Here, the three chatters are not taken into considera-
tion because the chosen peoples do not make a decision about the sex of these
chatters. These results show that general accuracy of system reaches to 90%.

Table 7. The performance of identification system in the mIRC medium

Male Female General
Chatters Chatters

Number of chatters 19 8 27
Number of correct decisions 17 8 25
Number of wrong decisions 2 - 2
Number of undecided decisions - - -
Percentage of correct decisions 89.5% 100% 92.6%
Percentage of wrong decisions 10.5% 0% 7.4%

5 Conclusions and Future Work

Nowadays chat mediums are becoming an important part of human life and provide
quite useful information about people in a society. In this paper, sex identification as
an information-mining problem in a chat medium is taken as a base study, and design
of an identification system is addressed. A simple discrimination function with
semantic analysis method is proposed for the sex identification. This identification
system with the discrimination function achieves accuracy over 90% in the sex identi-
fication in the mediums.

In the literature, several other methods are also employed for text classification. In
text classifications, these methods yields accuracies vary from 75% to 90% related to
the categorization subjects [3], [4]. The proposed simple identification method for
binary classifications (Female, Male) has a quite good performance but a comparison
between other machine learning methods and this method is needed. So, comparing
this proposed method with other machine learning methods such as Support Vector
Machine (SVM) and Naive Bayes (NB) on the same data set may be considered as
another important future work [18], [19].

In this application, misleading questions and answers are not taken into account. In
the future implementation of the system, a chat engine would be employed to mini-
mize or eliminate these misleading sentences. Another future work, a Neuro-Fuzzy
method considering the intersection of the word groups, can be employed to deter-
mine the weighting coefficients of the proposed discrimination function. Then, the
weighting coefficients of the proposed discrimination function would be calculated
more precisely and accuracy of the identification system could be improved.
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Abstract. In the real world, exceptional behavior can be seen in many
situations such as security-oriented fields. Such behavior is rare and
dispersed, while some of them may be associated with significant impact on
the society. A typical example is the event September 11. The key feature of
the above rare but significant behavior is its high potential to be linked with
some significant impact. Identifying such particular behavior before
generating impact on the world is very important. In this paper, we develop
several types of high impact exceptional behavior patterns. The patterns
include frequent behavior patterns which are associated with either positive
or negative impact, and frequent behavior patterns that lead to both positive
and negative impact. Our experiments in mining debt-associated customer
behavior in social-security areas show the above approaches are useful in
identifying exceptional behavior to deeply understand customer behavior and
streamline business process.

1 Introduction

High impact exceptional behavior refers to customers’ behavior, for instance, actions
taken by them, aiming or leading to specific impact on certain business or societies.
The impact can take form of an event, disaster, government-customer debt or other
interesting entities. For instance, in social security, a large volume of isolated
fraudulent and criminal customer activities can result in a large amount of government
customer debt. Similar problems may be widely seen from other emerging areas such
as distributed criminal activities, well-organized separated activities or events
threatening national and homeland security, and self-organized computer network
crime [5]. Activities or events in traditional fields such as taxation, insurance services,
telecommunication network, drug-disease associations, customer contact center and
health care services may also result in impact on related organization or business
objectives [8]. Therefore, it is important to specifically discover such impact-oriented
behavior to find knowledge about what types of behavior is exceptionally associated
with target impact of high interest to management.
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© Springer-Verlag Berlin Heidelberg 2007



Mining High Impact Exceptional Behavior Patterns 57

There are the following characteristics of impact-targeted exceptional behavior.
First, impact-targeted exceptional behavior specifically refers to those behavior itself,
rather than behavior outcomes such as events, which has resulted or will result in big
impact on the running of a business. Second, impact-targeted exceptional behavior is
normally rare and dispersed in large customer populations and their behavior. They
present unbalanced class and itemset distributions.

In this paper, we present lessons learnt in discovering low frequent and sequential
exceptional behavior but associated with high impact in the social security domain.
First, a strategy involving domain knowledge is discussed to partition and re-organize
unbalanced data into target set, non-target set and balanced set, and construct impact-
targeted activity baskets or sequences individually. We then mine exceptional
behavior frequently leading to either positive (say {P-->T}, T refers to impact) or
negative [6] (e.g., {P--> T }) impact in unbalanced data. Impact-contrasted
exceptional behavior patterns identify significant difference existing in two frequent
patterns discovered on the same behavior basket or sequence in target set and non-
target set, respectively.

We illustrate our approaches through analyzing exceptional behavior patterns
leading to debt and non-debt in debt-related social-security activity data in Centrelink
[1]. The outcomes of this research are of interest to Centrelink for understanding,
monitoring and optimizing government-customer contacts, to prevent fraudulent
activities leading to debt, and to optimize social security processes, therefore
improving government payment security and policy objectives.

2 Preparing Exceptional Behavior Data

In practice, high impact exceptional behavior is a very small fraction of the whole
relevant behavior records. It presents unbalanced [7] class distribution and
unbalanced itemset distribution. Such unbalanced data makes it difficult to find useful
behavior patterns due to many reasons.

To deal with the imbalance of exceptional behavior classes and itemsets, as shown
in Table 1, unbalanced exceptional behavior data is organized into four data sets:
original unbalanced set, balanced set, target set, and non-target set. For instance, all
exceptional behavior instances related to debt in social security area are extracted into
debt activity set, while those unlikely linked to debt go to non-debt set. A balanced
activity set is to extract the same number of non-debt activity baskets/sequences as
that of debt-related ones. The partition and re-organization of unbalanced activity data
can deduce the imbalance effect, boost impact-oriented exceptional behavior, and
distinguish target and non-target associated instances. In this way, impact-targeted
exceptional behavior patterns easily stand out of overwhelming non-impact itemsets.

In social security government-customer contacts, the method to build activity
basket/sequence is as follows. For each debt, those activities within a time window
immediately before the occurrence of a debt are put in a basket/sequence. The time
window is then moved forwards targeting the second debt for building another
basket/sequence starting at the new occurrence of the debt.
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Table 1. Partitioning unbalanced exceptional behavior data into separated sets

Set Description

[The original data set including both target and non-target exceptional behavior with
Unbalanced setjunbalanced class distribution

A boosted data set including both target and non-target exceptional behavior with
Balanced set |balanced class distribution

[Target set |A data set solely including data of target-oriented class

INon-target set [A data set solely including data of non-target-oriented class

Furthermore, it is a strategic issue to determine the size of sliding time window.
Domain knowledge, descriptive statistics and domain experts [2] are used to
determine the window size. There may be varying methods to build such sliding
window separating behavior instances in terms of the occurrence of an impact (1)
with changing window size, namely the window covers all behavior instances
between two impacts, (2) with fixed window size, namely the left hand side of the
window always covers the impact, (3) with tilt window, namely the size can be either
fixed or changing, the left hand side of the window always stop at a target impact,
while the window may cover a long time period with coarser granularity for earlier
behavior and finest for the latest.

For instance, Figure 1 shows two strategies, where a; (i=1,..., m) denotes a normal
behavior and d; (j=1,..., n) is a debt closely associated with a series of behavior
instances. In Changing Window mode, all behavior instances between the occurrences
of two debts are packed into one window. This mode is more suitable for those
applications with a frequent targeted impact. For instance, debt d; window includes
behavior instance sequence {a;4, a;s, ajs, a;7, ajs, dz}. Fixed Window mode fixes the
length of the sliding time window, and packs all behavior instances in the window
exactly before the occurrence of an impact into one window, say {as, ao, a9, a;;, a;2,
a;;, dp}. In Tilt Window mode, behavior instances happened in early time are
considered but with low weight. This can be through sampling. For instance, for the
scenario in Figure, we build sequence {(16, dg, Aj1, Ay3, Ay, A5, Ajg, A7, A]8, d3}

Person id = 12593
d/ dz d3
-
h aq as as ajdas Aodjpdyr a2 djz dijg dgs dig Ap7 dgs
anging - . ; i+
window —.. L. _._._ Window: .. JL _ Windowirl 1 _
Fixed b r Window i b
window L2 Windowit! 1 _
Tilt .
window r Window i b

Fig. 1. Modes for constructing exceptional behavior window

On the other hand, negative impact targeted baskets/sequences are useful for
contrast analysis. The strategy we use for building non-debt related customer behavior
in social security area is to match with the positive impact scenario. Using the Fixed
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Window mode, we can insert a non-debt impact into the behavior sequence if there is
no debt happened then.

3 Mining High Impact Exceptional Behavior Patterns

3.1 Positive/Negative Impact-Oriented Exceptional Behavior Patterns

An impact-oriented exceptional behavior pattern is in the form of { P-->T}, where the
left hand P is a set or sequence of exceptional behavior and the right hand of the rule
is always the target impact 7. Based on the impact type, both positive and negative
impact oriented exceptional behavior patterns may be discovered.

Definition 1. Frequent positive impact-oriented exceptional behavior patterns (P -->
T, or P --> T) refer to those exceptional behavior more likely leading to positive
impact, resulting from either the appearance (P) or disappearance ( P ) of a pattern.

Definition 2. Frequent negative impact-oriented exceptional behavior patterns (P -->
T,or P --> T ) indicate the occurrence of negative impact (T ), no matter whether an
activity itemset happens or not.

In unbalanced set, a frequent impact-oriented exceptional behavior sequence leads to
positive impact T: { P --> T} if P satisfies the following conditions:

— P is frequent in the whole set,

— P is far more frequent in target data set than in non-target set, and

— P is far more frequent in target set than in the whole data set. To this end, we
define the following interestingness measures.

Given an activity data set A, based on exceptional behavior sequence construction
methods, a subset D of A consists of all exceptional behavior baskets/sequences which
are associated with positive impact, while the subset p includes all exceptional
behavior baskets/sequences related to negative impact. For instance, in social security
network, an exceptional behavior itemset P (P = {a;, aiyj, -..}, ai€A, i=0, 1,...) is
associated with debt T: { P--> T}. The count of debts (namely the count of sequences
enclosing P) resulting from P in D is |P, DI, the number of debts resulting from P in A
is IP, Al, IP, p|lis the count of non-debts resulting from P in non-debt subset p, lAl is
the count of debts in set A, and I p| is the count of non-debts in set p. We define the
following interestingness measures.

Definition 3. The global support of a pattern {P--> T} in activity set A is defined as
Supp,(P,T) = P, A/l

Supp,(P.T) reflects the global statistical significance of the rule {P--> T} in
unbalanced set A. If SuPPa(P.T) ig larger than a given threshold, then P is a frequent
exceptional behavior sequence in A leading to debt.

Definition 4. The local support of a rule {P--> T} in target set D is defined as
Supp,p,7) = P, DI/IDI. On the other hand, the local support of rule {P--> T } in

exceptional behavior set p (i.e., non-debt exceptional behavior set) is defined as
suppy(P.T) = |P, DI/IDI.
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Definition S. The class difference rate ;,p o, of P in two independent classes D and

D is defined as

Car(p,8) = Supp, (P.T)/SwrsPD.

This measure indicates the difference between target and non-target sets. An obvious
difference between them is expected for positive frequent impact-oriented exceptional
behavior patterns. If g p, ) is larger than a given threshold, then P far more

frequently leads to positive than negative impact.

Definition 6. The relative risk ratio RrrP.;) of P leading to target exceptional
behavior classes D and non-target class p is defined as
Rrr(P. ) = Prob(TIP) Prob(T\P) — Prob(P.T) | Prob(P.T)

= S“PPA(P,T)/SMWA(P,T) .

This measure indicates the statistical difference of a sequence P leading to positive or
negative impact in a global manner. An obvious difference between them is expected
for positive frequent impact-targeted exceptional behavior patterns. In addition, if the
statistical significance of P leading to T and 7 are compared in terms of local classes,
then relative risk ratio Rr(P.I;) indicates the difference of a pattern’s significance

between target set and non-target set. If R(P.) is larger than a given threshold, then

P far more frequently leads to debt than results in non-debt.

Based on the above and other existing metrics such as confidence, lift and Z-Score,
frequent impact-oriented exceptional behavior patterns can be studied to identify
positive impact-oriented exceptional behavior patterns and negative impact-oriented
exceptional behavior patterns.

3.2 Impact-Contrasted Exceptional Behavior Patterns

Difference between target activity set D and non-target set D may present useful
contrast information in finding impact-targeted exceptional behavior patterns. For
instance, exceptional behavior itemset P may satisfy one of the following scenarios:

— Supp,(P,T) is high but Supp5(P.T) is low,

~ Supp,(P,T) is low but Swp;(P.7) is high.

In each of the above two cases, if there is a big contrast between two supports, say
if gupp, (p,1) 18 much greater than Supps(P.T) , it indicates that P is more or less

associated with positive rather than negative impact, or vice versa.

In practice, those frequent itemsets P in D ({P--> T}) butnotin D ({ p—T}) are
interesting because they tell us which exceptional behavior or exceptional behavior
sequences lead to positive impact. In other cases, those frequent items in D
({ P—T})butnotin D { p— T } may help understand which activity sequences could
prevent positive impact. Therefore, we define impact-contrasted patterns P and

B as follows.
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Definition 7. Given local frequent exceptional behavior itemset P, a positive impact-
contrasted pattern P exists if P is frequent in set D but not in set D .

P{P>T, P>T}

Definition 8. Given local frequent activity itemset P, a negative impact-contrasted
pattern p_ exists if P is frequent in D but not in D.

B {P—>T,P>T}

After mining P those itemsets with negative impact can be checked to see whether

they trigger patterns { P--> T} or not. It is useful in applications where an exceptional
behavior or exceptional behavior sequence leads to non-target impact. If yes, then
they more likely lead to positive impact. P, Tepresents frequent itemsets that are

potentially interesting for non-target exceptional behavior.
Further, to measure the interestingness of frequent impact-contrasted exceptional
behavior patterns, we define contrast supports and contrast lifts for P, and J

respectively.

Definition 9. Given a positive impact-contrasted exceptional behavior pattern P the
positive contrast support CSupp,( P.) and positive contrast lift CLift,( P are
defined as follows. They tell us how much the lift of P is.

CSupp,, (B, =) = Supp,, (P,T) - Supp;(P.T)

CLift, (P,

T\T

)= Supp,,(P.T)/ Supp;(P.T) = Cdr(P,I3)

Definition 10. Given a negative impact-contrasted pattern P the negative contrast
SUpport Csupp (P, ) and negative contrast lift CLift;(B, ) are defined as follows. They
r

tell us how much the lift of P, is:

CSupps(P-,) = Supp(P,T)—Supp, (P.T)

CLift;(P- ) = Supp- (P, T)/ Supp,(P,T) = Cdr™ (P,12)-

T

4 Experiments

We tested [1] the above-discussed patterns on Centrelink debt-related activity data
[3]. We used four data sources, activity files recording activity details, debt files
containing debt details, customer files containing customer profiles, and earnings files
storing earnings details. Our experiments analyzed activities related to both income
and non-income related debts. To analyze the relationship between activity and debt,
data from activity files and debt files was extracted. The timeline used in the activity
data was between the 1* Jan and the 31* Mar 2006. We extracted 15,932,832 activity
transactions recording government-customer contacts for 495,891 customers, leading
to 30,546 debts in the first three months of 2006.
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Based on the proposed activity construction strategy, we construct 454,934
sequences: 16,540 (3.6%) activity sequences associated with debts and 438,394
(96.4%) sequences with non-debts. These sequences contain 16,540 debts and
5,625,309 activities.

Table 2 shows frequent impact-oriented activity patterns discovered from the
above unbalanced activity dataset. In the table, “LSUP” and “RSUP” denote the
supports of a pattern’s antecedent and consequent respectively. “CONF”, “LIFT” and
“ZSCORE” stand for the confidence, lift and z-score of the rule. From the table, we
can see that the rule (“a;, a, --> DET”) has high confidence and lift. Its supports are
very low, which are actually caused by the unbalanced class size (only 3.6% are
activity sequences of debts). The second rule (“a; --> DET”) is also of high lift (6.5),
but the appearance of “a,” triples the lift of the first rule.

Table 2. Frequent debt-oriented activity patterns discovered in unbalanced set

Frequent patterns | 1 gyp | RSUP | SUPP | CONF | LIFT |Z-SCORE
a; -->DET 0.0626]0.0364| 0.0147| 0.2347 6.5 175.7
a4 -> DET 0.1490]0.0364| 0.0162| 0.1089 3.0 99.3

al, a4 -> DET 0.0200]0.0364| 0.0125] 0.6229] 17.1 293.7

a;, a; -->DET 0.0015]0.0364| 0.0011f 0.7040] 19.4 92.1

Table 3 presents a sequential impact-contrasted pattern discovered in target and
non-target data sets. The pattern pair, “a,~>DET and a, --> NDT”, has cri,=3.24,

shows that a, is 2.24 times more likely to lead to debt than non-debt.

Table 3. Impact-contrasted activity pattern identified in target and non-target sets

IPatterns

(->DET/NDT) Supp, |Supps |CSup, |CLift, |CSupy CLift;

ay 0.446( 0.138 0.309 3.24] -0.309 0.31
as 0.169 0.117 0.053 1.45 -0.053 0.69]
ay, as 0.335( 0.107 0.227 3.12] -0.227 0.32]
as, ay, ags, 0.241 0.077 0.164 3.13 -0.164 0.32]

In this section, we illustrate some examples of high impact exceptional
government-customer contact patterns identified in the Australian social-security
activity data. The work was produced in close cooperation and on-spot assessment
and iterative refinement by senior business analysts and managers in Centrelink. The
Summary Report [4] delivered to the Centrelink Executives, the findings are deemed
as very interesting to understand customer behavior, streamlining business processes,
and preventing customer government debt.
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5 Conclusions

High impact exceptional behavior is hard to be identified in massive data in which
only rare and dispersed high impact behavior is of interest. The high impact
exceptional behavior data presents special structural complexities, in particular,
unbalanced class and itemset distribution. Mining rare exceptional behavior leading
to significant impact to business is worthwhile data mining research.

In this paper, we have identified the following types of interesting impact-oriented
exceptional behavior patterns in unbalanced activity data: (1) impact-oriented
exceptional behavior patterns leading to either positive or negative impact, (2)
impact-contrasted exceptional behavior patterns differentiating the significance of the
same exceptional behavior resulting in contrast impact in target and non-target sets.
New technical interestingness metrics have been developed for evaluating the above
impact-targeted exceptional behavior patterns.

We have demonstrated the proposed impact-targeted activity patterns in analyzing
Australian social-security activity data. The findings are of interest to Centrelink. The
identified approach is also useful for analyzing exceptional behavior in many other
applications, say national security and homeland security for counter-terrorism,
distributed crimes and frauds, financial security, social security, intellectual property
security etc.
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Abstract. Privacy-preserving data mining techniques could encourage
health data custodians to provide accurate information for mining by
ensuring that the data mining procedures and results cannot, with any
reasonable degree of certainty, violate data privacy. We outline privacy-
preserving data mining techniques/systems in the literature and in
industry. They range from privacy-preserving data publishing, privacy-
preserving (distributed) computation to privacy-preserving data mining
result release. We discuss their strength and weaknesses respectively, and
indicate there is no perfect technical solution yet. We also provide and
discuss a possible development framework for privacy-preserving health
data mining systems.

Keywords: Data anonymisation, secure multiparty computation, en-
cryption, privacy inference, health data privacy.

1 Introduction

Health information, according to the Australian Commonwealth Privacy Act
[1], is defined to be

1. information or an opinion about:
(a) the health or a disability (at any time) of an individual; or
(b) an individual’s expressed wishes about the future provision of health ser-

vices to him or her; or

(c) a health service provided, or to be provided, to an individual;
that is also personal information; or

2. other personal information collected to provide, or in providing, a health
service; or

3. other personal information about an individual collected in connection with
the donation, or intended donation, by the individual of his or her body parts,
organs or body substances.

As important personal information, health information is classified as being one
type of sensitive information [IJ.

With the development of powerful data mining tools/systems, we are facing
the dilemma that a health data mining system should satisfy user requests for
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Fig. 1. Illustration of privacy-preserving health data mining system

discovering valuable knowledge from databases [2I34U56], while guarding against
the ability to infer any privacy about individuals. The identification of an indi-
vidual person or organisation (by the third party) should not be able to be made
from mining procedures or results that we release. Furthermore, information at-
tributable to an individual person or organisation should not be disclosed. We
should develop policy, procedures as well as new techniques for privacy confi-
dentiality with the aim of meeting legislative obligations. We only concentrate
on technical issues in this paper.

Unfortunately, privacy faces changes over time, and a common understanding
of what is meant by “privacy” is still missing [7]. For example, it is not directly
defined in the Australian Commonwealth Privacy Act [I]. This fact has led to the
proliferation of a wide variety of different techniques for privacy-preserving data
mining. They range from privacy-preserving data publishing, privacy-preserving
(distributed) computation, and privacy-preserving result release, as illustrated in
the middle of Fig. [l These techniques are crucial to develop privacy-preserving
health data mining systems. We review their typical techniques and discuss their
pros and cons in Sections 2 [Bland{] respectively. We try to answer the question
whether they are sufficient for a privacy-preserving health data mining system
in practice. In last section, we suggest a system development framework in order
to make use of their strength to protect health data privacy thoroughly.

2 Privacy-Preserving Data Publishing

The first category of privacy-preserving data mining techniques are for privacy-
preserving data publishing. These techniques mainly de-identify, perturb, swap,
re-code, anonymise, or even simulate raw data before conducting data mining or

publishing [][9].
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A typical real-world example is Public Use Microdata Sample (PUMS) files,
provided by U.S. Census Bureau [10]. These data files have been edited to pro-
tect the confidentiality of all individuals. For example, they may have been
de-identified by

— removing name, address and any other information that might uniquely iden-
tify any individual;

— controlling the amount of detail (say, data items that are most likely to be
used for identifying unit records are only released in broad categories);

— changing a small number of values - particularly unusual values - and re-
moving very unusual records;

— changing a small number of values or their combinations, adding noise to
continuous attributes and suppressing cell counts in tabulated data;

— controlling the modes of access to restrict access to more detailed data.

Similar examples may be found from other statistical agencies including Con-
fidentialised Unit Record Files (CURF) provided by the Australian Bureau of
Statistics (ABS) [II] and Statistics New Zealand [I2]. The CURF microdata
are used widely by universities, government and private sector researchers and
analysts.

Latanya Sweeney [I3] argued whether such kind of de-identification is enough
for data privacy protection. She showed that such kind of protection of individual
sources does not guarantee protection when sources are cross-examined: a sensi-
tive medical record, for instance, can be uniquely linked to a named voter record
in a publicly available voter list through some shared attributes. To eliminate
such opportunities of inferring private information through link threats, Latanya
Sweeney [I3] introduced a very important model for protecting individual pri-
vacy, k-anonymity, a notion that establishes that the cardinality of the answer
to a quasi-identifier will be at least k. The larger the k, the more difficult it is
to identify an individual using the quasi-identifier. There are several techniques
to randomise data to satisfy the k-anonymity. For example, starting from a very
generalised data set, Bayardo and Agrawal [14] proposed an efficient technique to
specialise the data set to satisfy the k-anonymity. This top-down specialisation
is natural and efficient for handling both categorical and continuous attributes.
Fung et al. [T5] presented an efficient algorithm for determining a generalised
version of data that masks sensitive information and remains useful for mod-
elling classification. Compared to [I4], this approach is greedy, thus does not
guarantee optimality. However, they shew that the optimality is not needed for
some problems such as classification. Actually the optimal data is the raw data
without any generalisation, but such data is overfitting. The greedy algorithm
is significantly faster than the one in [14]. However, optimal k-anonymisation is
computationally expensive in general [14]. Data mining researchers have also es-
tablished other randomisation techniques for specific data mining functionality,
such as association analysis [10].

Along the direction of k-anonymity [I7], data mining researchers have pro-
posed k-anonymity model for continuous attributes [18], templates to limit sen-
sitive inferences [T9120], I-diversity model [21] and (a, k)-anonymous model [22].
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The latter two models mainly aim to handle the uniformity for individuals with
the same quasi-identifier value, which can bring privacy threats. Template-based
privacy-preservation [I9/20] used ‘confidence’ to handicap the dominance of a
sensitive value in an equivalence class (with the same quasi-identifier value).
These models can increase privacy protection level.

2.1 Strength

Privacy-preserving data publishing techniques are found to be efficient, useful
and appropriate for a data custodian (such as statistical agencies) who may
make the same dataset available to many thousands of different users. The data
custodian only needs to prepare one anonymised version of raw data, and doesn’t
have to consider which analyses will be conducted. There is no fear of litigation.
For example, in Australia, under the Census and Statistics Act 1905, the ABS
is authorised to release unit record data provided that it is done in a manner
that is not likely to enable identification of a particular person or organisation
to which it relates.

2.2 Weaknesses

For data privacy protection, there are several weak points if we would like to
anonymise raw health data for publishing.

1. The quasi-identifiers required in the k-anonymity, the [-diversity and the
(a, k)-anonymity models are quite difficult to specify beforehand, especially
when we don’t know what kind of information adversaries may have. This
renders privacy-preserving data publishing techniques difficult for verifica-
tion in practice.

2. Data mining results based on these published data can be rather different
from the true, and we may have to develop special or complicated data
mining techniques to compensate for anonymised or perturbed data.

3. In general, optimal anonymisation, say, k-anonymisation, is computationally
expensive [I4] in order to maintain health data accuracy as high as possible.

3 Privacy-Preserving (Distributed) Computation

In this paper, our definition of privacy-preserving (distributed) computation im-
plies that nothing other than the final computation result is revealed during the
whole computation procedure. In other words, intermediate computation results
in a data mining procedure don’t disclose privacy of the data.

This definition is equivalent to the “security” definition used in the Secure
Multiparty Computation (SMC) literature. Developing privacy-preserving (dis-
tributed) computation techniques is the mainstream of privacy-preserving data
mining in the literature. Vaidya and Clifton [23] gave a summary of these SMC-
based techniques for vertically partitioned or horizontally partitioned data. For
these SMC-based techniques, there exists a general solution based on circuit
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evaluation: Take a Boolean circuit representing the given functionality and pro-
duce a protocol for evaluating this circuit [24]. Circuit evaluation protocol scans
the circuit from input wires to output wires, processing a single gate in each
basic step. When entering each basic step, the parties hold shares of the values
of the input wires, and when the step is completed they hold shares of the output
wire. Thus evaluating the circuit “reduces” to evaluating single gates on values
shared by both parties. This general solution is elegant in its simplicity and
generality and proves the existence of a solution, but, is highly inefficient! The
reason for this inefficiency is the all-to-all communication operations required
during the protocol. Such operations are very costly in large-scale distributed
networks [25]. Typically, specific solutions for specific problems can be much
more efficient [23]. A key insight is to trade off computation and communication
cost for accuracy, i.e., improve efficiency over the generic SMC method. Extend-
ing the SMC protocol, Gilburd et al. [25] have recently proposed the k-privacy
definition and k-TTP concepts in order to scale-up SMC to hundreds of parties,
where k-privacy is defined as the privacy attained when no party learns statistics
of a group of less than k parties.

Some privacy-preserving (distributed) computation approaches lies on canon-
ical encryption techniques. Comparing with other techniques, a stronger encryp-
tion scheme can be more effective and acceptable in protecting data privacy. For
example, homomorphic encryption is a powerful cryptographic tool where cer-
tain computation operators are allowed to performed on encrypted data without
