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Preface

Workshops are an effective means to discuss relevant and new research issues
and share innovative and exciting ideas. Therefore, they are an essential part of
scientific conferences. In highly dynamic fields of research and development with
strong interaction between academia and industry, workshops are instrumental
in sharing ideas, discussing new concepts and technologies that could finally lead
to industrial uptake of research results.

The International Conference on Web Information Systems Engineering ad-
dresses issues that require focused discussions. In this year’s WISE conference,
held in Nancy, France, during December 3–6, and hosted by Nancy University
and INRIA Grand-Est, the Program Committee selected six workshops, focusing
on specific research issues related to Web information systems engineering. The
workshops were organized by international experts in the respective fields; each
workshop set up an International Program Committee that carefully selected
the workshop contributions.

The Approaches and Architectures for Web Data Integration and Mining
in Life Sciences, workshop (chaired by Marie-Dominique Devignes and Malika
Smäıl-Tabbone) focused on the effective and efficient management and trans-
formation of scientific data in the life sciences. By appropriate concepts and
Web information systems, the bottlenecks for research in the life sciences that
have shifted from data production to data integration, pre-processing, analy-
sis/mining, and interpretation can be overcome.

In the Collaborative Knowledge Management for Web Information Systems
workshop (chaired by Sergej Sizov and Stefan Siersdorfer), issues related to in-
formation acquisition through collaborative Web crawling, classification, and
clustering were discussed and the relationship of these techniques to knowledge
sharing through sharing of personal ontologies and their alignment was inves-
tigated. By bringing the respective communities to the workshop, interesting
interdisciplinary discussions were sought.

Methods and techniques to support governance and compliance in Web in-
formation systems were considered in the Governance, Risk and Compliance in
Web Information Systems workshop (chaired by Shazia Sadiq, Claude Godart
and Michael zur Muehlen). These issues are currently emerging as a critical and
challenging area of research and innovation. It opens new questions regarding,
for instance, the modeling of compliance requirements, but existing challenges
also have to be solved, for instance, extension of process and service modeling
and enactment frameworks for compliance management.

The Human-Friendly (Web) Service Description, Discovery and Matchmaking
workshop (chaired by Dominique Kuropka and Ingo Melzer) focused on annota-
tions of services that facilitates service requestors to easily find and use them. It
is based on the observation that existing technologies are either too complex to
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use or are just at the syntactic level, focusing on interface definitions. Finding
the right level of specification detail is a challenging task that was at the center
of this workshop.

The huge amount of information provided by the Web forces the design-
ers of Web information systems to prevent users from experiencing the all-too-
prevalent cognitive and informational overload. Elaborate personalization tech-
niques are required to provide users with information that they are actually
interested in. Models and mechanisms for personalization as well as personal-
ized access and context acquisition were discussed in the Personalized Access to
Web Information workshop (chaired by Sylvie Calabretto and Jérôme Gensel).

Given the ubiquity of Web information systems and the immense commer-
cial interest of Web applications, usability issues become increasingly relevant.
To broaden the user group, accessibility issues have to be considered. In the
Web Usability and Accessibility workshop (chaired by Silvia Abrahao, Cristina
Cachero and Maristella Matera), concepts, models and languages to improve
Web information systems with respect to their usability and accessibility were
investigated.

We would like to take this opportunity to thank all the workshop organizers
who contributed to make WISE 2007 a real success.

We would like also to acknowledge the local organization, in particular Anne-
Lise Charbonnier and François Charoy. We also thank Qing Li, Marek
Rusinkiewicz and Yanchun Zhang for the relationship with previous events and
the WISE Society, and Ustun Yildiz for his work in editing these proceedings.

September 2007 Mathias Weske
Mohand-Said Hacid

Claude Godart
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Workshop PC Chairs’ Message

Marie-Dominique Devignes1 and Malika Smäıl-Tabbone2

1 LORIA, Orpailleur project, CNRS - National Scientific Research Center, France
2 LORIA, Orpailleur project, Nancy University, France

Today, nobody can contest that the amount and complexity of scientific data are
increasing exponentially. In life sciences, the unique conjunction of complexity,
size and importance of available data deserves special attention in both Web
Information Systems (WIS) and data integration and mining areas. In the last
few years, WIS have become the favourite mean for offering open access to bi-
ological data. Hundreds of data sources (databases with either user or program
interface), numerous web sites and peer-reviewed literature are currently cover-
ing multiple facets of biology (genomic sequences, protein structures, pathways,
transcriptomics data, etc.). However, the scientists have enormous difficulties
in keeping up with this data deluge. The effective and efficient management
and use of available data (including omics data), and in particular the transfor-
mation of these data into information and knowledge, is a key requirement for
success in scientific discovery process. In fact, the bottlenecks for life sciences
have shifted from data production to data access/integration, pre-processing,
analysis/mining, and interpretation.

The present volume contains five papers that were independently peer-reviewed
(rate of acceptance : 60).

The accepted papers illustrate well a few distinct topics related to the work-
shop. Fouzia Moussouni, Laure Berti-Equille, G. Rozé and Emilie Guérin discuss
in their paper the crucial issue of data quality when integrating multi-source bio-
logical data in a data warehouse. Related to the quality issues are the provenance
of data and reproducibility of the biological workflows which are addressed in the
paper written by Michel Kinsy, Zoé Lacroix, Christophe Legendre, Piotr Wlodar-
czyk and Nadia Yacoubi. They present their ProtocolDB system for managing
scientific protocols with a domain ontology.

Gaelle Hignette, Patrice Buche, Juliette Dibie-Berthélemy and Ollivier Haem-
merlé propose a method for automatic extraction of semantic information from
data tables found on the web. They use a domain ontology just as Zhouyang Sun,
Anthony Finkelstein and Jonathan Ashmore do in their paper where they com-
bine the use of a domain ontology with a semantic web services infrastructure to
provide a knowledge representation supporting systems biology modelling.

As an opening to other disciplines, André Schaaff presents in his paper how
the astronomical community manages the data integration problem converging
towards the virtual observatory on the web. He gives some common investigation
fields that are relevant for life sciences and could lead to more interactions between
the two communities.

M. Weske, M.-S. Hacid, C. Godart (Eds.): WISE 2007 Workshops, LNCS 4832, pp. 3–4, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Finally, we would like to warmly thank the authors who submitted and pre-
sented their papers. Last but not least, we are grateful for the program committee
members for their essential contribution to this workshop.
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QDex:  
A Database Profiler for Generic Bio-data Exploration 

and Quality Aware Integration 

F. Moussouni1, L. Berti-Équille2
, G. Rozé1, O. Loréal, and E. Guérin1

 

1
 INSERM U522 CHU Pontchaillou, 35033 Rennes, France 

2
 IRISA, Campus Universitaire de Beaulieu, 35042 Rennes, France 

fouzia.moussouni@univ-rennes.fr 

Abstract. In human health and life sciences, researchers extensively collaborate 
with each other, sharing genomic, biomedical and experimental results. This 
necessitates dynamically integrating different databases into a single repository 
or a warehouse. The data integrated in these warehouses are extracted from 
various heterogeneous sources, having different degrees of quality and trust. 
Most of the time, they are neither rigorously chosen nor carefully controlled for 
data quality. Data preparation and data quality metadata are recommended but 
still insufficiently exploited for ensuring quality and validating the results of 
information retrieval or data mining techniques.  

In a previous work, we built a data warehouse called GEDAW (Gene 
Expression Data Warehouse) that stores various information: data on genes 
expressed in the liver during iron overload and liver diseases, relevant 
information from public databanks (mostly in XML), DNA-chips home 
experiments and also medical records. Based on our past experience, this paper 
reports briefly on the lessons learned from biomedical data integration  and data 
quality issues, and the solutions we propose to the numerous problems of 
schema evolution of both data sources and warehousing system. In this context, 
we present QDex, a Quality driven bio-Data Exploration tool, which provides a 
functional and modular architecture for database profiling and exploration, 
enabling users to set up query workflows and take advantage of data quality 
profiling metadata before the complex processes of data integration in the 
warehouse. An illustration with QDex Tool is shown afterwards. 

Keywords: warehousing, metadata, bio-data integration, database profiling, 
bioinformatics, data quality. 

1   Introduction 

In the context of modern life science, integrating resources is very challenging, 
mainly because biological objects are complex and spread in highly autonomous and 
evolving web resources. Biomedical web resources are extremely heterogeneous as 
they contain different kinds of data, have different structure and use different 
vocabularies to name same biological entities. Their information and knowledge 
contents are also partial and erroneous, morphing and in perpetual progress. 
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In spite of these barriers, we assist in bioinformatics to an explosion of data 
integration approaches to help biomedical researchers to interpret their results, test 
and generate new hypothesis. In high throughput biotechnologies data warehouse 
solutions encountered a great success in the last decades, due to constant needs to 
store locally, confront and enrich in-house data with web information for multiple 
possibilities of analyses. 

A tremendous amount of data warehouse projects devoted to bioinformatics studies 
exists now in literature.  These warehouses integrate data from various heterogeneous 
sources, having different degrees of quality and trust. Most of the time, the data are 
neither rigorously chosen nor carefully controlled for data quality. Data preparation 
and data quality metadata are recommended but still insufficiently exploited for 
ensuring quality and validating the results of information retrieval or data mining 
techniques [17]. Moreover, data are physically imported, transformed to match the 
warehouse schema which tends to change rapidly with user requirements, typically in 
Bioinformatics. In the case of materialised integration, data model modifications for 
adding new concepts in response to rapid evolving needs of biologists, lead to 
considerable updates of the warehouse schemas and their applications, complicating 
the warehouse maintainability. 

Lessons learned from the problems of biomedical data sources integration and 
warehouse schema evolution are presented in this paper. The main data quality issues 
in this context with current solutions for warehousing and exploring biomedical data 
are shown [1,2]. An illustration is given using QDex, a Quality driven bio-Data 
Exploration tool that: i) provides a generic functional and modular architecture for 
database quality profiling and exploration, ii) takes advantage of data quality profiling 
metadata during the process of biomedical data integration in the warehouse and, iii) 
enables users to set up query workflows, store intermediate results or quality profiles, 
and refine their queries. 

This paper is structured as follows: in Section 2, requirement analyses in 
bioinformatics and the limits of current data warehousing techniques with regards to 
data quality profiling are presented in the perspective of related work. In Section 3, an 
illustration with our experience in building a gene expression data warehousing 
system: system design, data curation, cleansing, analyses, and new insight on schema 
evolution, In Section 4, QDex architecture and functionalities to remediate to some of 
these limits are presented to provide database quality profiling and extraction of 
quality metadata, and Section 6 concludes the paper. 

2   Related Work 

2.1   Data Integration Issues at the Structural Level 

High throughput biotechnologies, like transcriptome, generate thousands of 
expression levels on genes, measured in different physiopathological situations. 
Beyond the process of management, normalization and clustering, biologists need to 
give a biological, molecular and medical sense to these raw data. Expression levels 
need to be enriched with the multitude of data available publicly on expressed genes: 
nucleic sequences, chromosomal and cellular locations, biological processes, 
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molecular function, associated pathologies, and associated pathways. Relevant 
information on genes must be integrated from public databanks and warehoused 
locally for multiple possibilities of analyses and data mining solutions.  

In the context of biological data warehouses, a survey of representative data 
integration systems is given in [8]. Current solutions are mostly based on data 
warehouse architecture (e.g., GIMS1, DataFoundry2) or a federation approach with 
physical or virtual integration of data sources (e.g., TAMBIS 3 , P/FDM 4 , 
DiscoveryLink5) that are based on the union of the local schemas which have to be 
transformed to a uniform schema. In [3], Do and Rahm proposed a system called 
GenMapper for integrating biological and molecular annotations based on the 
semantic knowledge represented in cross-references. Finally, BioMart [18], which is a 
query-oriented data integration system that can be applied to a single or multiple 
databases, is a heavily used data warehouse system in bioinformatics since it supports 
large scale querying of individual databases as well as query-chaining between them. 

Major problems in the context of biomedical data integration come from 
heterogeneity, strong autonomy and rapid evolution of the data sources on the Web. A 
data warehouse is relevant as long as it adapts its structure, schemas and applications 
to the constantly growing knowledge on the bio-Web.  

2.2   Bio-data Quality Issues at the Instance Level 

Recent advancement in biotechnology has produced massive amount of raw 
biological data which are accumulating at an exponential rate. Errors, redundancy and 
discrepancies are prevalent in the raw data, and there is a serious need for systematic 
approaches towards biological data cleaning. Biological databanks providers will not 
directly support data quality evaluations to the same degree since there is no equal 
motivation for them to and there are currently no standards for evaluating and 
comparing biomedical data quality. Little work has been done on biological data 
cleaning and it is usually carried out in proprietary or ad-hoc manner, sometimes even 
manual. Systematic processes are lacking. From among the few examples, Thanaraj 
uses in [14] stringent selection criteria to select 310 complete and unique records of 
Homo sapiens splice sites from the 4300 raw records in EMBL database. 

Moreover, bio-entity identification is a complex problem in the biomedical 
domain, since the meaning of “entity” cannot be defined properly. In most 
applications, identical sequences of two genes in different organisms or even in 
different organs of the same organism are not treated as a single object since they can 
have different behaviours.  In GENBANK data source for example, each sequence is 
treated as an entity in its own, since it was derived using a particular technique, has 
particular annotation, and could have individual errors. 

Müller et al. [11] examined the production process of genome data and identified 
common types of data errors. Mining for patterns in contradictory biomedical data has 
been proposed in [10], but data quality evaluation techniques are needed for 

                                                           
1 GIMS, http://www.cs.man.ac.uk/img/gims/ 
2 DataFoundry, http://www.llnl.gov/CASC/datafoundry/ 
3 TAMBIS, http://imgproj.cs.man.ac.uk/tambis/ 
4 P/FDM, http://www.csd.abdn.ac.uk/~gjlk/mediator/ 
5 DiscoveryLink, http://www.research.ibm.com/journal/sj/402/haas.html 
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structured, semi-structured or textual data before any biomedical mining applications. 
Although rigorous elimination of data is effective in removing redundancy, it may 
result in loss of critical information. In another example, a sequence structure parser is 
used to find missing or inconsistent features in records using the constraints of gene 
structure [12]. The method is only limited to detecting violations of the gene structure. 

More specific to data quality scoring in the biomedical context, [9] propose to 
extend the semi-structured model with useful quality measures that are biologically-
relevant, objective (i.e., with no ambiguous interpretation when assessing the value of 
the quality measure), and easy to compute. Six criteria such as stability (i.e., 
magnitude of changes applied to a record), density (i.e., number of attributes and 
values describing a data item), time since last update, redundancy (i.e., fraction of 
redundant information contained in a data item and its sub-items), correctness  
(i.e., degree of confidence that the data represents true information), and usefulness 
(i.e., utility of a data item defined as a function combining density, correctness, and 
redundancy) are defined and stored as quality metadata for each record (XML file) of 
the genomic databank of RefSeq . The authors also propose algorithms for updating 
the scores of quality measures when navigating, inserting or updating/deleting a node 
in the semi-structured record.  

3   Lessons Learned from Building GEDAW 

3.1   Database Design, Data Integration, and Application-Driven Workflow 

The Gene Expression Data warehouse GEDAW [5] has been developed by the 
National Institute of Health Care and Medical Research (INSERM U522) to 
warehouse data on genes expressed in the liver during iron overload and liver 
pathologies. For interpreting gene expression measurements in different 
physiopathological situations in the liver, relevant information from public databanks 
(mostly in XML format), micro-array data, DNA chips home experiments and 
medical records are integrated, stored and managed into GEDAW. GEDAW aims at 
studying in-silico liver pathologies by enriching expression levels of genes with data 
extracted from the variety of scientific data sources, ontologies and standards in life 
science and medicine including GO ontology [6] and UMLS [7].  

Designing a single global data warehouse schema (Fig 1) that integrates 
syntactically and semantically the whole heterogeneous life science data sources is 
still challenging. In GEDAW context, we integrate structured and semi-structured 
data sources and use a Global As View (GAV) schema mapping approach and a rule-
based transformation process from a source schema to the global schema of the data 
warehouse (see [4] for details). 

With the overall integrated knowledge, the warehouse has provided an excellent 
analysis framework where enriched experimental data can be mined through various 
workflows combining successive analysis steps. 

GEDAW supports several functions that consist of analyses on demand made on a 
group of genes of interest upon a database selection query with one or more criteria. 
These analyses correspond to APIs that use OQL (Object Query Language) and java 
to retrieve multiple information items about the genes. Some external analyses 
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 Mapping the GENBANK Schema to GEDAW’s  Global Schema 

GEDAW Global Schema 

 

Fig. 1. UML Class diagram representing the conceptual schema of GEDAW and some corres-
pondences with the GENBANK  DTD (e.g., Seqdes_title and Molinfo values will be extracted 
and migrated to the name and other description attributes of the class Gene in GEDAW 
schema) 

that correspond to external bioinformatics tools have been applied on subsets of 
integrated data on genes, as clustering for example. These two kinds of analyses have 
been combined to connect successive steps, thus forming a workflow. 

One of them (Fig 2) has been designed according to the hypothesis that genes 
sharing an expression pattern should be associated. The strategy consists in selecting a 
group of genes that are associated with a same disease and a typical expression 
pattern (steps 1 and 2 in Fig 2), and then extrapolate this group to more genes 
involved in the disease (step 5) by searching for expression pattern similarity (step 4). 
The genes are then characterized by studying the biological processes and the cellular 
components using integrated GO annotations (step 6).  

This example, which is expert guided, has been used in order to extract new 
knowledge consisting of new gene associations to hepatic disorders [5]. The found 
genes are now biologically investigated by the expert for a better understanding of 
their involvement in the disease. 

Requirement analysis from biologists and their associated workflows have been 
since rapidly evolving with a non-stop emergence on the Web of new complex data 
types like protein structures, gene interactions or metabolic pathways, urging to 
continuous evolution of the warehouse schema, contents and applications. 

3.2   Bio-entity Identification  

By using GAV mapping approach for integrating one data source at a time in 
GEDAW (e.g. Fig 1 with GENBANK), we have minimized as much as possible the 
problem of identification of equivalent attributes. The problem of equivalent instances 
identification is still complex to address. This is due to general redundancy of  
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Fig. 2. Combining Biomedical Information within an Expert Guided Workflow 

bio-entities in life science even within a single source.  Biological databanks may also 
have inconsistent values in equivalent attributes of records referring to the same real-
world object. For example, there are more than 10 ID's records for the same DNA 
segment associated to human HFE gene in GENBANK! Obviously the same segment 
could be a clone, a marker or a genomic sequence.  

Anyone is indeed able to submit biological information to public databanks with 
more or less formalized submission protocols that usually do not include names 
standardization or data quality controls. Erroneous data may be easily entered and 
cross-referenced. Even if some tools propose clusters of records (like EntryGene for 
GENBANK) which identify the same biological concept across different biological 
databanks for being semantically related, biologists still must validate the correctness 
of these clusters and resolve the differences of interpretation among the records.  

This is a typical problem of entity resolution and record linkage that is augmented 
and made more complex due to the high-level of expertise and knowledge it requires 
(i.e., difficult to formalize and related to many different sub-disciplines of biology, 
chemistry, pharmacology, and medical sciences). After the step of bio-entity 
resolution, data are scrubbed and transformed to fit the global DW schema with the 
appropriate standardized format for values, so that the data meets all the validation 
rules that have been decided upon by the warehouse designer.  

Problems that can arise during this step include null or missing data; violations of 
data type; non-uniform value formats; invalid data. The process of data cleansing and 
scrubbing is rule-based. Then, data are migrated, physically integrated and imported 
into the data warehouse. During and after data cleansing and migration, quality 
metadata are computed or updated in the data warehouse metadata repository by pre- 
and post- data validation programs. 
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4   Database Profiling for Generic Data Exploration and Quality 
     Aware Integration  

4.1   Database Profiling  

Database Profiling is the process of analyzing a database to determine its structure 
and internal relationships. It consists mainly of identifying: i) the objects used and 
their attributes (contents and number), ii) relationships between objects with their 
different kinds of associations including aggregation and inheritance, and iii) the 
objects behaviour and their relative functions. Database profiling is then useful when 
managing data conversion and data cleanup projects. 

The XMI (XML Metadata Interchange) document (see Fig 3) that collects 
metadata information on the objects of the database is generated on-demand for 
profiling GEDAW. It has been quite useful to face the syntactic heterogeneity of the 
evolving schemas of data sources and the warehousing system during its life cycle.  A 
generic data exploration has been made possible by the development of QDex tools 
(Quality based Database Exploration) that parse the XMI document detailing the 
database structure (in terms of class, attributes, relationships, etc.) and generate a 
model-based interface to explore the multiple attributes on genes description stored in 
the warehouse. 
 

 

Gene Class 

Attributes 

 

Fig. 3. The XMI document generated from GEDAW schema 
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4.2   Data Quality Profiling 

Data quality profiling is the process of analyzing a database to identify and prioritize 
data quality problems. The results include simple summaries (counts, averages, 
percentages, etc.) describing for instance: completeness of datasets and the number of 
missing data records, the data freshness, and various data problems in existing records 
(e.g., outliers, duplicates, redundancies). During the process of data profiling, 
available data in the existing database are examined and statistics are being computed 
and gathered to track different summaries describing aspects of data quality. As a 
result, by providing QDex data profiling tools, one also provides data quality profiling 
tools.  

A considerable amount of data quality research involves investigating and 
describing various categories of desirable attributes (or dimensions) of data quality. 
These lists commonly include accuracy, consistency, completeness, unicity (i.e., no 
duplicates), and freshness. Nearly 200 such terms have been identified in [15,16], 
regarding nature, definitions and measures of attributes. 

Contradictory or ambiguous data is also a crucial problem as well, especially in 
bioinformatics where data are continuously speculative. Centralizing data in a 
warehouse is one of the initiatives one can take to ensure data validity. 

Taking advantage of the stored XMI metadata information obtained by database 
profiling using the XMI document, QDex provides generic tools for bio-database 
exploration and data quality profiling. In developing QDex, we believe that profiling 
databases (both considering the structure of data sources and data warehouse) could 
be very useful for the integration process.  Moreover, our work examines the extent of 
biological database profiling and proposes a way for flexibly building query 
workflows that follow the reasoning of biologists and assist them in the elaboration of 
their pioneer queries, including queries for data quality track. 

5   QDEX Use Case: Application to GEDAW  

5.1   Generic Bio-data Exploration   

A global overview of QDex interface is given in Fig 4. Parts of the workflow that has 
been used to combine biological and medical knowledge to extract new knowledge on 
liver genes, has been flexibly reformulated using QDex GUI. The screen-shot below 
shows the central database of GEDAW as profiled using the XMI metadata document 
which gives an insight on the current warehouse schema. An overview of the 
extracted database profiling (classes and attributes) is browsed on the Database 
Schema Viewer frame. This includes the Gene, mRNA, ExpressionLevels, 
GOAnnotation and UMLSAnnotation classes.  Based on these classes, the user built 
by himself, scenarios of queries on the objects, using his criteria, in the Query Maker 
frame. 

By having an immediate glance on his intermediate or final results browsed on the 
Result Viewer, the user may modify and re-execute his queries when needed. He is 
also able to save a workflow for ulterior reuse on different data, or export effective 
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Fig. 4. Global Overview of QDex interface 

resulting data for a future use on external tools (clustering, spreadsheet, etc,). This 
interface makes QDex quite flexible and attractive for the biologist. 

To construct the Liver Disease Associated Genes Group, the Genes of the array 
that are annotated by “liver disease” concept and its descendants in UMLS are 
selected using UMLSAnnotation Class (See Fig igure4). Corresponding mRNA or 
Gene names are browsed on the Result Viewer sub-frame. Using the query maker, the 
selected objects are refined using successive queries on the group by adding boxes on 
demand, to look for information on their sequences, their expression levels, and their 
annotations in Gene Ontology making a more exhaustive workflow.  

5.2   Preliminary Tools for Bio-data Quality Track 

The completeness dimension of the result of a query workflow is computed by 
counting the number of missing values of queried objects (see Fig 5). Actually, by 
using QDex, much more possibilities are offered to the user to compose various 
workflows on integrated objects in GEDAW. 
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W

 

Fig. 5. Preliminary tools for tracking completeness of biomedical data 

The user can have indicators associated to the datasets or query results by 
specifying various useful metrics to describe the aspects of database or query result 
quality. QDex project being still in progress, more tools will be provided to the user 
for evaluating the quality of the data that are being explored including redundancy, 
freshness, and inconsistency (by checking user-defined or statistical constraints). 

6   Conclusion 

In this paper, we have presented a database profiling approach for designing a generic 
biomedical database exploration tool devoted to quality aware data integration and 
exploration. QDex has been applied to GEDAW: an object oriented data warehouse 
devoted to the study of high throughput gene expression levels in the domain of 
hepatology. Metadata extracted from the XMI document of GEDAW have been used 
to provide a generic interface that supports tools for convivial building of query 
workflows using multiple profiled attributes on the genes and preliminary tools for 
data quality track. By developing QDex, data are supposed already being integrated. 
Using QDex, the user has the ability to make a clearer view of the database content 
and quality. As we have mentioned, QDex is under ongoing development and our 
perspectives are to keep on taking advantage of the extracted metadata information, 
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and to provide more tools (such as a quality metric library) to be gradually integrated 
to the interface in order to evaluate the quality of the data that are being explored. Our 
main objective is to cover the main data quality dimensions by providing predefined 
analytical functions whose results (as computed indicators) will describe various 
aspects of consistency, accuracy, unicity, and freshness of data. Another important 
aspect of our future work is linked to data quality problems detection and concerns 
the design of pragmatic tools to help the expert to cleanse erroneous (or low quality) 
data within the QDex interface. 

Finally, the original advantage of QDex resides in the fact that it can be 
generalized to any database schema outside bioinformatics. More specifically, we 
intend to apply QDex to the expected version of GEDAW which is being upgraded. 
This is for storing more actual bioinformatics data, like graph structures for gene 
pathways and system biology studies of genes expression profiles on the scale of a 
pangenomic DNA-Chip.  
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Abstract. This paper addresses a systemic problem in science: although
datasets collected through scientific protocols may be properly stored,
the protocol itself is often only recorded on paper or stored electronically
as the script developed to implement the protocol. Once the scientist who
has implemented the protocol leaves the laboratory, this record may be
lost. Collected datasets without a description of the process used to pro-
duce them become meaningless; furthermore, the experiment designed
to produce the data is not reproducible. In this paper we present the
ProtocolDB system that aims at assisting scientists in the process of (1)
designing and implementing scientific protocols, (2) storing, querying,
and transforming scientific protocols, and (3) reasoning about collected
experimental data (data provenance).

1 Introduction

Public biological resources form a complex maze of heterogeneous data sources,
interconnected by navigational capabilities and applications. Although this wide
and valuable network offers scientists multiple options to execute their scientific
protocols, selecting the resources suitable to obtain and exploit their data of
interest is a tedious task. When designing a scientific protocol, they struggle to
consolidate the best information about the scientific objects being studied and
to implement it in terms of queries against biological resources. These protocols,
although expressed at a conceptual level, are typically implemented using the
resources the scientist is most familiar with, instead of the resources that may
best meet the protocol’s needs. This implementation-driven approach to express
scientific protocols may significantly affect the outcome of a scientific experiment.

The biological semantic Web is diverse and offers multiple orthogonal view-
points on scientific data. Each viewpoint is expressed by the way the data are
organized (e.g., GenBank is sequence-centric when GeneCards is gene-centric),
the access capabilities offered to scientists to retrieve data (e.g., to access gene
descriptions in GeneCards, one can use a full-text search engine or provide a
HUGO symbol), the applications, annotations, and links and indices to other
relevant resources. In addition to this structural diversity, biological resources
offer a rich semantic diversity characterized by data coverage (entries present

M. Weske, M.-S. Hacid, C. Godart (Eds.): WISE 2007 Workshops, LNCS 4832, pp. 17–28, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



18 M. Kinsy et al.

in the data source), identity, characterization and annotations (set of attributes
pertaining to each entry), links and indices between entries, the domain, image,
and cardinality of those links, quality, consistency, reliability, etc. All these se-
mantic characteristics are metrics that may be used to predict the outcome of
the execution of a scientific protocol on selected resources. Syntactic, semantic
and cost characteristics all participate in the outcome of the execution of a sci-
entific protocol. Indeed, the selection of a resource may dramatically affect the
dataset collected at execution time [7].

To assist adequately scientists in the process of expressing scientific proto-
cols, it is necessary to understand what scientific protocols are, how they are
structured, how scientists express them, and how they are implemented for ex-
ecution. While they are critical components of the scientific process that leads
to discovery, scientific protocols have been poorly studied. A scientific protocol
is the process that describes the experimental component of scientific reasoning.
Scientific reasoning follows a hypothetico-deductive pattern, i.e., the successive
expression of a causal question, a hypothesis, the predicted results, the design of
an experiment, the actual results of the experiment, the comparison of the pre-
dicted results and the actual results, and the conclusion, which may or may not
be supportive of the hypothesis [8]. Scientific protocols (or equivalently pipelines,
workflows, or dataflows) are complex procedural processes composed of a suc-
cession of scientific tasks that express the way the experiment is conducted. Al-
though there is no commonly used definition of what a scientific protocol really
is, in January 2003 a brainstorming session devoted to scientific protocols1 iden-
tified the following characteristic: a succession of steps (recipe) that describes
a process that can be reproduced. A scientific protocol thus describes how the
experiment is conducted and records all information necessary to reproduce the
same experiment. In the context of digital scientific protocols each step of the
protocol is a bioinformatics task [15,1] that records how biological data are pro-
duced from measurements, extracted from a data source or resulting from an
application, etc.

In this paper we present the ProtocolDB system that aims at assisting sci-
entists in the process of (1) designing and implementing scientific protocols,
(2) storing, querying, and transforming scientific protocols, and (3) reasoning
about collected experimental data (data provenance). A motivation example is
presented in Section 2. Section 3 is devoted to conceptual protocols whereas the
selection of resources and their integration are discussed in Section 4. We discuss
related work in Section 5 and conclude in Section 6.

2 Motivating Example

Alternative Splicing (AS) is the splicing process of a pre-mRNA sequence tran-
scribed from one gene that leads to different mature mRNA molecules thus to
1 The session took place during the Dagstuhl Seminar 03051 devoted to Information

and Process Integration: A Life Science Perspective. The material presented at the
seminar is available at http://www.dagstuhl.de/03051/.
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different functional proteins. Alternative splicing events are produced by differ-
ent arrangements of the exons of a given gene. The Alternative Splicing Protocol
(ASP) described as follows is currently supporting the BioInformatics Pipeline
Alternative Splicing Services BIPASS [6].

The Alternative Splicing Protocol (ASP) takes a set of transcripts as in-
put and returns clusters of transcripts aligned to a gene. The process of
alignment consists of an alignment of each transcript sequence against
each genomic sequence of a whole genome of one or more organisms. This
step is executed with all known transcripts extracted from different pub-
lic databases. A clustering step immediately follows the alignment step.
That step allows delimiting the transcript region of a gene excluding its
regulation region. A cluster normally represents or may be representative
of all intermediate transcripts (from the Pre-messenger-RNA(s) to the
mature messenger-RNA(s)) required to obtain one or several functional
translated proteins from the same gene.

Such a protocol description expresses the design protocol, i.e., its scientific
aim. It specifies two scientific tasks with a conceptual description of their inputs
and outputs illustrated in Figure 1.

1. Task 1 performs an alignment of transcripts against genomic sequences. The
results (output) of this task is an alignment of the transcripts with respect
to the genomic sequence.

2. Task 2 performs a clustering of the aligned transcripts. The result (output)
of this task is a list of clusters of transcripts.

In general the description of a scientific protocol is a textual document that
combines the scientific aim with the resources used to implement it. For example,
ASP could be described as follows.

ASP performs a first alignment with BLAT, selects the 10% first ranked
alignments, extracts the aligned transcripts and the aligned genomic se-
quences. Then it completes the extracted genomic sequences with 50,000
bases in upstream and downstream. It re-aligns the transcripts against
the resulting genomic sequences with SIM4 and clusters the results.

Such a protocol description is a poor record of the process.

– A textual document is difficult to parse to extract the exact tasks involved,
their ordering, and all needed semantic and structural information exploited
when retrieving, querying, and reasoning about scientific protocols.

Fig. 1. Alternative splicing design protocol
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– It mixes the scientific aim and the resource selection (i.e., BLAT and SIM4).
This makes it difficult to revise the protocol with new resources and com-
pare their results. It also affects the ability to integrate data collected from
different protocol implementations with similar scientific aim.

– It does not record the reasons why a simple scientific task such as a se-
quence alignment needs to be split into a sub-protocol involving five tasks:
alignment, filter, extraction, collection, and alignment.

– It does not specify how the resources were integrated (schema mapping,
variable binding).

In ProtocolDB, a scientific protocol is composed of a design protocol that
captures its scientific aim expressed with respect to a domain ontology, and
one or more implementations that specify the resources selected to implement
each task and the dataflow expressed as ontology-driven schema mappings. The
design protocol is mapped to implementation protocols, themselves mapped to
experimental data collected after their execution as illustrated in Figure 2.

Fig. 2. Life Cycle of a scientific protocol

3 Design Protocol

A design protocol (or conceptual protocol) is a graph composed of connected
scientific tasks whose inputs and outputs are collections of conceptual variables.
Each scientific design task is a design protocol. Complex design protocols are
composed of scientific design tasks connected with two binary operators • and
⊗, respectively denoting the successor operator and the parallel composition [4,3].
I (resp. O) denotes the input (resp. output) of the design task or protocol.
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Definition 1. The set of design protocols D is the closure of the set of design
tasks T under two binary operators • and ⊗.

– T ⊂ D
– ∀P1, P2 ∈ D if IP2 = OP1 then P1 •P2 ∈ D, IP1•P2 = IP1 and OP1•P2 = OP2 .
– ∀P1, P2 ∈ D then P1⊗P2 ∈ D, IP1⊗P2 = [IP1 , IP2 ] and OP1⊗P2 = [OP1 , OP2 ].

A design protocol expresses the scientific aim of the protocol in terms of a do-
main ontology such as described in Figure 3. The design protocol is a conceptual
protocol where each task expresses a conceptual scientific task or relationship.
The dataflow captured by a design protocol is expressed in terms of collections
of variables typed with respect to classes in an ontology. For example, the ASP
design task alignment takes as input a record [s1, {s2}], where s1 and s2 are
two variables of type Sequence. Two design tasks (or protocols) may be com-
posed sequentially if the input of the latter is the same as the output of the
former.

3.1 Protocol Entry in ProtocolDB

The ProtocolDB entry interface allows scientists to edit and store scientific pro-
tocols. To enter a new protocol, a scientist registers in the system and records
the context of the protocol (institution, author, etc.). Documents may be up-
loaded to the system. Once the overall scientific protocol is described, the user
starts constructing the design protocol (conceptual workflow) from the interface
shown in Figure 4. The initial step consists of a protocol blackbox (root) that
represents the overall protocol.2

The user may rename the protocol (1), specify inputs (2) and outputs (3),
and enter a description (4). Then the user may select one of two operators:
split sequential or split parallel shown in the lower right square. By selecting the
split sequential operator, the system splits the selected task box (root) into two
successive tasks. The operator split sequential inserts a new task right after the
selected task in the protocol branch. By default, the input (resp. output) of the
new inserted task is a tuple composed of the input and output (resp. output)
of the selected task. In contrast split parallel splits the protocol branch into
two branches. One of the branches corresponds to the selected task whereas the
second branch inserts a new task box with the same input and output than the
selected task. The default specifications may be changed when documenting
the new task box (input variables may be removed and new output may be
produced).

Editing functions (currently under development) allow the user to remove
tasks and upload existing protocols to instantiate a task box. Once the de-
sign protocol is entered in ProtocolDB, the user may map it to one or several
implementations.

2 Our approach follows a top-down approach splitting step-by-step the protocol into
connected tasks.
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Fig. 3. Portion of a domain ontology

4 Implementation Protocol

An implementation protocol is a graph composed of connected scientific resources
(database queries or tools) whose inputs and outputs are data types. A single
bioinformatics service is an implementation protocol. Complex implementation
protocols are composed of scientific resources connected with the same two bi-
nary operators • and ⊗ used to express design protocols. Each design task box
of the design protocol is mapped to an implementation protocol. A single design
task may be mapped to a complex implementation protocol invoking several
bioinformatics resources, queries, and/or connectors to translate data formats
(see Section 4.2). We first describe how services are selected to implement a de-
sign protocol in Section 4.1. We address the problem of service composition in
Section 4.2.

4.1 Selecting Services

To enter an implementation protocol for a given design protocol, the user clicks on
the New Implementation button that displays the tab implementation. Click-
ing on the implementation tab activates a new window where the user documents
the implementation version to be entered. Then the implementation protocol
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Fig. 4. ProtocolDB entry interface

may be entered with the window shown in Figure 5 opened by clicking on the
Implementation Diagram tab.

Each selected design task (A) is first mapped to an implementation task box
(B) that can be expanded with the two operators to create the corresponding
implementation sub-protocol (red dark rectangle). Each implementation task
may be instantiated with a bioinformatics resource by choosing a tool within a
of resources (C).

4.2 Mapping Services

The selection of resources to implement a scientific protocol may lead to multiple
successive attempts often failing because of syntactic, semantic, and efficiency
reasons [5]. After discovering services that are relevant to the implementation
of a protocol, the next step is to identify whether these services are compatible.
Two services are semantically compatible when their respective input and output
types refer to the same ontological class. However, semantic compatibility does
not always correspond to syntactic interoperability. ProtocolDB relies on the use
of domain ontologies to reconciliate conflicts occurring when a given scientific
object is represented with different syntactical structures by bioinformatics re-
sources. For instance, a scientist may select BLAT and SIM4 to implement the
alignment design task identified in Section 2. The two alignment tools are seman-
tically similar: their inputs and outputs are constructs of the same conceptual
classes (Figure 3).
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Fig. 5. ProtocolDB implementation protocol entry interface

The outputs and inputs of BLAT and SIM4 are closely related but cannot be
composed (Figure 6(a)). An executable implementation would require a connec-
tor to compose the two services (Figure 6(b)). ProtocolDB relies on BioOnMap
to generate mappings for data transformation and conversion [17,18] by exploit-
ing domain knowledge expressed in an ontology. Because the description of the
implementation of scientific protocols in ProtocolDB is mapped to a design pro-
tocol characterized by an ontology, the task of mapping bioinformatics services
may exploit the domain knowledge of the ontology.

To generate a mapping, BioOnMap considers the semantic type of each input
and output of services to identify whether the output of the former is com-
patible with the input of the latter. For instance, BLAT produces an output
of semantic type aligned Transcript while SIM4 accepts as inputs a set of
DNA sequence and a set of Sequence. Exploiting the domain ontology depicted
in Figure 3, BioOnMap may infer that a Transcript is semantically equiva-
lent to a Sequence and a DNA sequence is a sub-class of the same class, i.e.,
Sequence, which means that the two concepts Transcript and DNA sequence
are semantically equivalent. Consequently, BioOnMap infers that the two ser-
vices are semantically compatible. On the syntactic side, the format expected by
SIM4 is FASTA which is an instance of the sequence Format class, the output
format of BLAT is PSL which is also a sequence Format. The mapping between
the design and the implementation levels is given by the ontological relationship
”a sequence has-a sequence Format”. FASTA and PSL are instances of the same
conceptual class, they refer to different representations of the same scientific ob-
ject, i.e., Sequence. In that case, the BioOnMap generates a connector service
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(a) Implementation of alignment task in ASP

(b) Semantic mapping

Fig. 6. BLAT takes a set of transcripts in FASTA format and genomic sequences in NIB
format and returns an alignment file in PSL format. SIM4 takes both inputs in FASTA
format and produces an alignment in a format specific to SIM4.

that syntactically translates a PSL file into a FASTA file. Finally, each connector
is invoked automatically in the implementation protocol. Once the implementa-
tion is completed, the protocol can be executed with a workflow system such as
Taverna [14], Kepler [11], or Mobyle [12]. After execution, the data collected at
each step of the protocol execution are stored in ProtocolDB and provide the
fourth layer of our approach (bottom of Figure 2). The mapping of collected
datasets to their corresponding implementation and design tasks provides the
framework needed to reason about data provenance [2].

5 Discussion

The distinctive features of ProtocolDB presented in this paper include: 1) a two-
layer model for the representation of protocols and 2) a light-weight semantic
support by the use of domain ontologies that enhances significantly the compo-
sition and enactment of Web services.

ProtocolDB aims at providing support for designing, storing, and reasoning
on scientific protocols. The two-layer representation of protocols with a design
protocol mapped to one or several implementation protocols offers valuable func-
tionalities to the user. The design protocol expresses the scientific aim in terms
of classes and relationships of a domain ontology. An implementation protocol
describes the way the scientific aim will be achieved. Because technology changes
over time, it is a way to record within a laboratory the various ways a particular
experiment is conducted identifying the machines, robots, and other technology
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involved in the process. Another benefit of the approach is to let the scientist
explore and compare the performance of different implementations. ProtocolDB
is not developed to execute scientific protocols but it is a system that offers
the ability to reason about scientific protocols. BioOnMap allows support for
composing services and generates protocols that can be executed. Future func-
tionalities of the system include support to selection of resources suitable with
the user’s needs, prediction of the outcome of an execution (performance and
quality of results), protocol re-use (query protocols, find similar protocols).

In contrast, workflow systems such as Taverna [13], Kepler [11], or Mobyle
[12] enable the construction and execution of workflows over distributed Web
services. These platforms are implementation-driven and they do not capture
the scientific aim of the protocol. They do not provide a query language to
query, compare, re-use scientific protocols stored in a repository. ProtocolDB
aims at generating implementation protocols in a format compatible with these
platforms so that once they have been entered, they can be easily uploaded and
executed by these systems.

Expressing complex executable workflows remains a difficult, time-consuming,
and expensive task. One of the reasons for this difficulty is the large number
of bioinformatics resources. The paradigm of semantic Web services offers the
possibility of highly flexible Web services architectures where new services can
be quickly discovered, orchestrated, and composed into workflows [10]. Taverna
relies on the Feta system to search semantically candidate services [9]. In the
future we will integrate the Semantic Map [16] approach to ProtocolDB to guide
scientists who wish to explore the maze of available resources to implement
design tasks.

In the BioOnMap system [18], we present a formal framework of semantic de-
scriptions for stateless services. From a syntactic point of view, our framework
enhances resource description provided by OWL-S Service Profile (i.e., input
and output description). Web services are being independently created by many
parties worldwide, using different terminologies (ontologies) and datatypes, hin-
dering their integration and reusability [19]. Taverna proposes a list of ”shims”,
i.e., services that resolve basic syntactical mismatches in order to reconciliate
closely related inputs and outputs. However, a new shim needs to be manually
created for each pair of services that need to interoperate which make this manual
approach not scalable. [11] describes a scalable framework that uses mappings
to one or more ontologies for reconciling two services. Instead, the BioOnMap
approach provides a uniform approach to workflow and data integration [17].

6 Conclusion

Recording scientific protocols together with experimental data is critical to sci-
entific discovery. ProtocolDB presented in this paper is a system that assists
scientists in the expression of protocols and provides a framework for protocol
reuse and analysis, sharing, archival, and reasoning on provenance of exper-
imental data. Our approach exploits a domain ontology to index semantically
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each protocol task and collected dataset. Scientific protocols are expressed as
a pair of a design protocol that captures the scientific aim and one or more
implementations where services are selected and composed into an executable
workflow using BioOnMap. ProtocolDB provides the framework needed to record
scientific protocols so that they can be reproduced, thus validating experimental
results and to query, reuse, compare scientific protocols and their corresponding
collected datasets. In the future we will include Semantic Map [16], a system de-
signed to assist scientists in the selection of the bioinformatics resources to imple-
ment their protocols. ProtocolDB is available at http://bioinformatics.eas.asu.
edu/siteProtocolDB/indexProtocolDB.htm.
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Abstract. This paper deals with the integration of data extracted from
the web into an existing data warehouse indexed by a domain ontology.
We are specially interested in data tables extracted from scientific publi-
cations found on the web. We propose a way to annotate data tables from
the web according to a given domain ontology. In this paper we present
the different steps of our annotation process. The columns of a web data
table are first segregated according to whether they represent numeric or
symbolic data. Then, we annotate the numeric (resp.symbolic) columns
with their corresponding numeric (resp. symbolic) type found in the on-
tology. Our approach combines different evidences from the column con-
tents and from the column title to find the best corresponding type in
the ontology. The relations represented by the web data table are recog-
nized using both the table title and the types of the columns that were
previously annotated. We give experimental results of our annotation
process, our application domain being food microbiology.

Keywords: ontology-driven data integration, semantic annotation.

1 Introduction

In the scientific world, many experimental data are produced and continually
published on the web. It is often hard to keep track of all the experiments that
are conducted in a specific domain, and even harder to compile all the results
from different experiments at the time when one needs them. Our work is applied
to the domain of food microbiology. In a first system called MIEL [1], data on
food microbiology coming from scientific publications or industrial sources is
manually entered into a relational database: this database is indexed with a
domain ontology, so that data coming from different sources is represented with
a certain uniformity. Users can query the database using an interface that allows
them to select, within the domain ontology, the food product, microorganism
and relations they are interested in. The database is then queried to find data
corresponding to or close to the users selection criteria, and the answers are
ordered according to how close they are to the users criteria. However, manually
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feeding this database is very time-consuming, resulting in a largely incomplete
database. Our work aims at building an XML data warehouse that completes the
database with data gathered on the web that is automatically annotated with the
same ontology, so as to provide a uniform way of querying. We focus on data that
are presented in tables, since it is a usual way of presenting synthetic information
in many scientific or economic domains, and in particular in food microbiology.
Our goal is to annotate the table contents and recognize the relations represented
in the tables. The annotated data tables can then be queried using the ontology.
Our whole system relies on the domain ontology, so that changing the ontology
is enough to change the application domain, provided that we are looking for
data presented in tables.

There has been a lot of research work on table recognition, both for the
recognition of tables within text and for the detection of the table orientation [2].
Our work is not focused on table recognition or orientation, but on annotating
a table that has already been recognized and put in a standard orientation
where relations are represented in lines, the first line of the table being the
column titles and the next lines being the actual data we want to extract. In [3],
frames are constructed from tables using semantic tools such as the WordNet
ontology or GoogleSets. However, in their approach they create new relations
with names according to the relation signature and a generic ontology, whereas
we want to recognize predefined relations in an ontology specific to the targetted
domain. In a more recent work [4], relations from an ontology are instanciated
using various HTML structures including tables. However, they only identify
binary concept-role relations between instances that are assumed to be already
annotated (manually or using another information extraction system). Our work
differs as we focus on the recognition of n-ary relations and we propose a step-
by-step algorithm including the recognition of element types. From this point
of view, the work presented in [5] is nearer to ours, as they transform tables
of different structures into a common relational database schema with n-ary
relations. However, their approach is dependent on the manual definition of
an “extraction ontology” that defines extraction rules for each set of objects,
giving all synonyms for an attribute name or defining the context of apparition
of a string to extract. Our work differs as the extraction rules we build are
independant from the ontology: the domain experts who build the ontology only
define which data are of interest for their purpose, they don’t have to concentrate
on the way to find them. Other annotation techniques applicable to tables, based
on learning wrappers using textual context and / or structure, such as BWI [6]
or Lixto [7], are not interesting in our application for several reasons: there
is no textual context for the apparition of terms in the tables, as we consider
the entire content of a table cell for annotation; the table structures are not
homogeneous; data is rare in our domain, so it is very difficult for us to rely
on learning techniques, as obtaining data to train learning algorithms is a real
challenge.

We first present the structure of the ontology that we use during our anno-
tation process (Sect. 2). In the tables that we consider for annotation, semantic
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relations are represented as rows. Our aim is to recognize the signature of a
known relation by looking at the different column types of the table. Our way of
finding the type of a column differs depending on whether the column is numeric
or symbolic. Thus, the first step of our annotation process consists in classifying
columns as numeric or symbolic (Sect. 3). For the annotation of both numeric
and symbolic columns, we use a similarity measure between the terms from the
web and the terms from the ontology (Sect. 4). Then we present the way of find-
ing the type of a numeric column (Sect. 5) and the type of a symbolic column
(Sect. 6). We then show how the knowledge of the different column types is used
to find the relations represented in the table (Sect. 7).

2 Structure of the Ontology

Figure 1 shows the structure of a simplified version of our domain ontology.
The ontology is built in collaboration with domain experts, who ideally are the
future users of the querying system that exploits the annotated tables. They
define the numeric types, symbolic types and relations that are interesting for
their domain.

Fig. 1. Structure of the ontology used for our annotation process

Numeric types are used to define the numeric data that we want to extract
from the tables. A numeric type in the ontology is described by the name of the
type, the units in which data of this type is usually expressed, and the interval
of possible values for this type. For example, the type named “Temperature”
can be expressed in the units {◦C, ◦F} and has a range of ] − ∞, +∞[ while the
type “pH” has no unit and has a range of [0, 14].

Symbolic types are used when the data of interest is represented as a string.
A symbolic type in the ontology is described by the name of the type and the
type hierarchy (which is the set of possible values for the type, partially ordered
by the subsumption relation). Such a hierarchy can be either a tree or a lattice,
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depending on whether it has sense for the domain that a concept has several
parents: for example the type hierarchy attached to “Microorganism” is a bio-
logical taxonomy of selected microorganisms, additionally divided between the
categories “pathogen”, “spoiler” and “useful for food process”.

Relations are used to represent semantic links between different types. A re-
lation in the ontology is described by the name of the relation and its signature.
Relations originate from a relational database schema: they were n-ary with a
similar role for all types in the signature. However, we were able to redesign the
relation definition to correspond to an application having for domain the set of
controlled factors (numeric or symbolic types) in the experimental plan and for
range the resulting experimental measure (always a numeric type). For example,
the relation “Growth kinetics” of our ontology, which measures the growth of
a microorganism over time, has for domain the set of types “Microorganism”,
“Food product”, “Temperature”, “Time”, and for range the type “Colony count”
(the microorganism concentration). As several measures of non-controlled fac-
tors can be taken in one experiment, tables often represent several relations.
Note that the relations are not functions: due to biological variations and to
other factors not taken into account in the model of a relation, the same set of
values in the domain types can lead to distinct values in the range type.

In addition to the numeric or symbolic types and the relations defined in
collaboration with domain experts, the ontology also presents two lists that are
not really specific to the domain, but that present lexical knowledge useful for
our annotation process. The stopword list contains a list of words that have more
a grammatical role than a semantic one, such as articles and conjunctions. The
“no-result indicator” list is a list of terms that are used to represent the absence
of data, for example “No Result” or “NS” (for Not Specified).

3 Distinction Between Numeric and Symbolic Columns

The first step of our annotation process is to distinguish between numeric and
symbolic columns. For that purpose, we have built a set of rules, using the
ontology. Let col be a column of the table we want to annotate. We search col
for all occurrences of numbers (in decimal or scientific format) and of units of
numeric types described in the ontology. We also search col for all words, which
are defined as alphabetic character sequences that are neither units nor “no
result indicators”.

Let c be a cell of the column col. We apply the following classification rules:

– if c contains a number immediately followed by a unit, or a number in sci-
entific format, then c is numeric;

– else, if c contains more numbers and units than words, then c is numeric;
– else, if c contains more words than numbers and units, then c is symbolic;
– else (equal amount of words and numbers+units) the status of c is considered

as unknown.

Once all cells of the column col have been classified using the above rules, col is
classified as symbolic if there are more cells classified as symbolic than numeric.
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Table 1. Classification results for numeric and symbolic column detection over 349
columns (as there is no unclassified column, precision is equal to recall)

classification using ontology naive classification���������manual
computed

numeric symbolic numeric symbolic

numeric 261 2 229 34

symbolic 5 81 13 73

precision/recall 98% 87%

Else, the column is classified as numeric (we have experimentally shown that
when numbers of symbolic and numeric cells are equal, it usually corresponds
to a high rate of absent data, which is more frequent in numeric columns).

We have experimented our method on 60 tables taken from publications in
food microbiology. We have compared our classifier with a naive classifier, for
which a cell is numeric if and only if it contains a number. Results are shown in
Tab. 1. Our method gives much better results than the naive classifier because
it is able to consider as non-numeric a cell that contains numbers (for example a
microorganism with a strain number) as well as it is able to deal with unknown
data: the “no result indicators” are not considered as words, thus leading to an
unrecognized cell, whereas the naive method considers them as symbolic.

4 Similarity Measure Between a Term from the Web and
a Term from the Ontology

Throughout our whole annotation process, we will be using a similarity measure
that allows to compare a term from the web with a term from the ontology, a
term being a set of consecutive words. Several similarity measures to compare
two terms are presented in [9]. Semantic similarity measures imply the use of an
ontology that contains both terms to compare. In our case, there is not such an
ontology: we have tested both Wordnet1 and AgroVoc2, but the terms used on
the web to represent food products are too specific and do not appear in those
thesauri. Instead of using a semantic similarity, we thus use a word-by-word
similarity measure.

Words in terms from the ontology are manually weighted, according to their
importance in the meaning of the term. The non-informative words listed in the
stopword list are given a weight of 0, and other words are weighted with only two
possible weights: 1 for the most informative word(s) of the term, 0.2 for secondary
words (the weight of 0.2 has been chosen after preliminary experiments that
showed the results were better than when using 0.5). Determining the importance
of a word in a term meaning is done by a domain expert (for example, “cooked”
1 http://wordnet.princeton.edu/
2 Thesaurus for agriculture and food industry used by the FAO, http://www.fao.

org/aims/ag intro.htm
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Table 2. Vector representation of the term from the web “ground meat” and two terms
from the ontology

���������terms
coordinates

ground meat fresh beef pork

ground meat 1 1 0 0 0

fresh meat 0 1 0.2 0 0

ground beef 0.2 0 0 1 0

in “cooked meat” is important if we are interested in microorganisms, while not
if we are looking at chemical contaminants). We have shown in [10] that manual
weight definition an improvement in annotation quality compared to giving a
weight of 1 to each word, even if this improvement is quite small. Weighted
terms are represented as vectors, in which the coordinates represent the different
possible lemmatised words and their weight in the term (0 if the word does not
belong to the term). Table 2 shows the vector representation of a term from the
web and two terms from the ontology. The similarity between a term from the
web and a term from the ontology is then a similarity between two weighted
vectors: we have tested several similarity measures, such as the Dice coefficient
[9] or the cosine similarity measure [11]. The choice of the similarity measure
had no big impact on our results in the following steps of the annotation. We
decided to keep the cosine similarity measure as it is the most popular one.

Definition 1. Let w be a term from the web, represented as the weighted vector
w = (w1, . . . , wn) and o a term from the ontology, represented as the weighted
vector o = (o1, . . . , on). The similarity between w and o is computed as:

sim(w, o) =
∑n

k=1 wk × ok
√∑n

k=1 w2
k ×

∑n
k=1 o2

k

(1)

Example 1. The similarity measures between the term “ground meat” from the
web and the two terms from the ontology presented in table 2 are respectively:

– sim(ground meat, fresh meat) = 1×0+1×1+0×0.2+0×0+0×0√
(12+12)+(12+0.22)

≈ 0.57

– sim(ground meat, ground beef) = 1×0.2+1×0+0×0+0×1+0×0√
(12+12)+(0.22+12)

≈ 0.11

5 Numeric Column Annotation

When a column has been recognised as numeric (Sect. 3), we look for the nu-
meric type of the ontology that corresponds to the column. For that purpose, we
compute the score of each numeric type for the column. The score of a numeric
type for the column is a combination of:

– the score of the numeric type for the column according to the column title.
This score is the similarity measure (def. 1) between the column title and
the numeric type name.
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– the score of the numeric type for the column according to the units present
in the column.

To compute the numeric type for the column according to the units in the
column, we first compute the score of the numeric type for each unit that is
present in the column: a numeric type has a score for each unit, depending on
the number of numeric types that can be expressed in this unit.

Definition 2. Let u be a unit and Tu the set of numeric types that can be
expressed in this unit, the score of a type t for the unit u is score(t, u) = 0 if
t �∈ Tu, and score(t, u) = 1

|Tu| if t ∈ Tu.

The score of a numeric type for the column is computed as the maximum of the
scores of the type for each unit present in the column. If no unit from the ontology
was identified in the column, then the column is considered as presenting the
unit “no unit”, which is treated as a normal unit in the ontology.

The final score of a numeric type t for the column col is a combination of the
score of t for col according to the title of the column (scoretitle(t, col)), and the
score of t for col according to the units in the column (scoreunit(t, col)). However,
types are filtered according to the numeric values presented in the column:

– if the column contains a numeric value outside the range of values for the
type t, then scorefinal(t, col) = 0.

– if all values in the column are compatible with the range of type t, then
scorefinal(t, col) = 1 − (1 − scoretitle(t, col))(1 − scoreunit(t, col)). This
method of combination of several scores is inspired by [12]: the score of
the type t for the column col is much greater if there are several evidences
(title of the column and units) that the type corresponds to the column.

Once the final score of each numeric type has been computed for the column,
we choose the correct type for the column. Numeric types are ordered according
to their final score for the column: let best be the type with the best score and
secondBest be the type with the second best score. We compute the proportional
advantage of best over secondBest on the column col:

advantage(best, col) =
scorefinal(best, col) − scorefinal(secondBest, col)

scorefinal(best, col)
(2)

If advantage(best, col) is greater than a threshold θnum fixed by the user, then
the column col is annotated with the type best. Else the type of col is considered
as unknown.

We have experimented our method of numeric column annotation on the 261
columns that were correctly recognized as numeric (Sect. 3). The columns were
manually annotated with the 18 numeric types of our domain ontology, and we
compared the manual annotation with the types computed by our method, using
the threshold θnum = 0, 1. On the 261 columns, 243 were correctly annotated, 9
were considered as unknown and 9 were annotated with a wrong type (i.e. 96%
precision, 93% recall). By comparison, when considering the score from title as
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the final score with no use of the units defined in the ontology (as was done in
[8]), precision was 96% but recall was only 83%. We consider the results of our
annotation of numeric columns as good enough, the use of the units defined in
the ontology allowing better recall with no more errors.

6 Symbolic Column Annotation

As it has just been presented for numeric columns, we have to choose the correct
symbolic type for a column that has been recognised as symbolic during the
first step of our annotation process (Sect. 3). We first compute the score of
each symbolic type for the column according to the title of the column, as the
similarity measure (def. 1) between the column name and the names of the
symbolic types. Then we compute the score of each symbolic type for the column
according to the contents of the column. For that purpose, we compute the
similarity measure (def. 1) between each term in the cells of the column and
each term in the hierarchies of the symbolic types. Let c be the term in a cell of
a symbolic column col, let t be a symbolic type and hier(t) the set of all terms
in the hierarchy of the type t. The score of the type t for the cell c is:

score(t, c) =
∑

x∈hier(t)

sim(c, x) (3)

We choose the type for the cell using the proportional advantage (Sect. 5). If the
proportional advantage of the type having the best score for the cell is higher
than a threshold θsymbCell, then the cell is considered as having this type, else
the cell is considered as having an unknown type. When a type has been chosen
for every cell in the column, the score of a type t for the column is the proportion
of its cells that have been assigned the type t: let n be the number of cells in the
column col and nt the number of cells having the type t, then the score of t for
the column col according to the column contents is:

scorecontents(t, col) =
nt

n
(4)

As for the numeric columns, the final score of a symbolic type t for the symbolic
column col is a combination of the score according to the column title and the
score according to the column contents:

scorefinal(t, col) = 1 − (1 − scoretitle(t, col))(1 − scorecontents(t, col)) (5)

Once the final score of each symbolic type has been computed for the column, we
choose the correct type for the column using the proportional advantage method
(Sect. 5): if the proportional advantage of the best type for the column is greater
than a threshold θsymbCol, then the column is annotated with this best type, else
the column is considered as of unknown type.

We have experimented our symbolic column annotation using the 81 columns
that were correctly recognized as symbolic (Sect. 3). In order to assess the qual-
ity of our results, we wanted to compare our method with a “standard” classi-
fier. To our knowledge, there is no classifier that is dedicated to the classification
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of symbolic data using a domain ontology. We have thus decided to use the SMO
classifier [13] implemented in Weka3: as it is an optimised version of the well-known
SVM, it allows comparing our results with a “standard” method. It is thus a com-
parison between two alternatives: SMO uses no domain knowledge but uses learn-
ing, while our method is based on domain knowledge but has no learning phase.
The 81 columns were manually annotated with the three symbolic types of the
ontology (“Microorganism”, “Food product”, “Response”) and a type “Other”
for additional information too specific to be entered in the ontology. Our annota-
tion method was run using the following thresholds: θsymbCell = θsymbCol = 0.1,
columns of unknown type being classified under the type “Other”. For the SMO
classifier, we used the following pre-treatment: each distinct lemmatised word
present in a column results in an attribute; the value of this attribute for a given
column is the frequency of the word in the column. The SMO classifier was evalu-
ated using a leave-one-out cross-validation, with default parameters of the Weka
implementation. Results of this experiment are given in Tab. 3.

Table 3. Classification results on 81 symbolic columns

our method using the ontology SMO���������manual
computed

Food Micro. Resp. Other Food Micro. Resp. Other

Food 19 0 0 27 45 0 0 1

Micro. 0 6 0 10 4 12 0 0

Response 0 0 0 1 0 0 0 1

Other 2 0 0 16 7 0 0 11

Over the three symbolic types of the ontology (we are not interested in the
“Other” column type), we obtain a precision of 93% and a recall of 66% with our
annotation method, while the SMO classifier gives a 84% precision and a 90%
recall. Our method, which uses domain knowledge but no learning phase, gives
a better precision but a lower recall than the learning classifier. This is mainly
because we have biased our annotation technique towards precision: whenever
we do not know for sure the type of a column, it is considered as unknown.

7 Finding the Semantic Relations Represented by the
Table

Once the types of all columns of a table have been recognized, we look for the
relation(s) of the ontology that are represented in the table. As for the column
types recognition, the final score of a relation for the table is the combination
of two scores: the score of the relation for the table according to the table title,
and the score of the relation for the table according to the table signature (the
set of its recognized columns).

3 http://www.cs.waikato.ac.nz/ml/weka
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The score of a relation for the table according to the table title is computed
as the similarity measure (def. 1) between the table title and the relation name.

The score of a relation rel for the table tab according to the table signature
is computed as follows:

– if the numeric type that constitutes the range of the relation rel was not
recognized as a type of a column of the table, then scoresignature(rel, tab) = 0

– else, the score of the relation for the table is the proportion of types in its
signature that were recognized in the table columns. Let Signrel be the set
of types in the signature of relation rel (i.e. the types that constitute the
domain and the type that cpnstitutes the range), and Signtab the set of types
that were recognized for the table columns, then scoresignature(rel, tab) =
|Signrel∩Signtab|

|Signrel|
Then the final score of a relation rel for the table tab is computed as:

scorefinal(rel, tab) = 1−(1−scoretitle(rel, tab))(1−scoresignature(rel, tab)) (6)

When the scores of all relations of the ontology have been computed for the
table, we choose the relation(s) with which to annotate the table. A table can
represent several relations at a time: for example, if a table gives the pH and the
water activity of a food product, we will consider it as two separate relations:
food pH and food water activity. If a relation has a non-zero score for the table
and has no concurrent relation, this relation is used to annotate the table. Two
relations are called concurrent if they have the same range. If there are several
concurrent relations with non-zero scores for the table, then we only keep the
one with the highest score for the annotation of the table (if several concurrent
relations have the same highest score, we keep them all for the table annotation).

We have experimented this annotation method on the 60 tables that were
used for all preceding experiments. Those tables were manually annotated with
the 16 relations of the ontology: one table was typically annotated with 1 to 5
relations, which gives a total of 123 relations. We ran the different steps of our
annotation system without validating the intermediate steps, i.e. even columns
that were wrongly recognized in the symbolic versus numeric classification were
further annotated and used for the relation annotation. Over the 123 relations
in the manual annotation, 117 were correctly annotated with our annotation
system, 6 were not recognized and there were 52 relations in the annotations
that should not have been recognized. This gives a precision of 69% for a recall
of 95%. Unfortunately, we cannot build a comparison of this method with another
method to annotate tables, as we did not find other works on annotation of n-ary
relations in tables using a domain ontology: the nearest work to ours is the one
of [3] and it uses WordNet which is too general for our purpose.

In order to improve precision, we have tried to apply a score threshold on
the relations: only relations with score greater than a threshold θrel are used
for the annotation. The variation of precision and recall with the value of θrel,
and the according F1-value is shown in Fig. 2. For θrel = 0.5, there is a jump in
precision to reach 95%, but also a fall in recall to 34%: increasing precision for
our method means a too important drop in recall.
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Fig. 2. Precision, recall and F1-value of relation annotation given the value of the
threshold θrel

8 Conclusion and Perspectives

In this paper, we have shown the different steps of an annotation process that
allows one to annotate data tables with the relations of a domain ontology. This
annotation is entirely based on the domain knowledge given in the ontology,
with no learning phase. The columns of a table are first segregated according to
whether they represent numeric or symbolic data. Then, on top of the column
titles, we use the units and interval of possible values defined in the ontology for
numeric types to recognize the type of numeric columns, and we use the terms
from the taxonomies of the symbolic types to recognize the type of symbolic
columns. The relations represented by a table are recognized using both the table
title and the types of the columns. When all steps are run one after the other, we
obtain a high recall on relation recognition, with an acceptable precision level.

Our future works will aim at instanciating the relations according to the
content of the cells in the table, not only annotating the symbolic contents with
terms from the hierarchies of the corresponding types, but also analysing numeric
values, dealing with intervals, standard deviations etc. Missing types that are in
the relation signature but not in the table signature will be searched for: first we
will try to identify them in the columns that have been annotated of unknown
type, then we will also try and find if they are expressed as constants in the
table title or in the sentences which reference the table. For example, a table
named “Growth parameters for E. coli” is not likely to present a column of type
“Microorganism” because the studied microorganism is a constant already given
in the table title.

Fuzzy sets [14] will be used to represent similarities between symbolic cells
and terms from the ontology, and to represent imprecise data for numeric cells.
Then we will focus on the querying of the annotated data tables: the querying
system must be integrated to the one already used in the MIEL system, which
means that we will have to deal with user preferences, also expressed as fuzzy
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sets. Our querying system will have to take into account the different scores that
we have computed during the annotation, that give hints about how sure we are
of these annotations.
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approach to enrich tables semantically. In: AAAI Context and Ontologies Work-
shop (2005)

9. Lin, D.: An information-theoretic definition of similarity. In: International Confer-
ence on Machine Learning, pp. 296–304 (1998)

10. Hignette, G., Buche, P., Dervin, C., Dibie-Barthélemy, J., Haemmerlé, O., Soler, L.:
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Abstract. Modeling in systems biology is concerned with using experimental 
information and mathematical methods to build quantitative models at different 
biological scales. This requires interoperation among various knowledge 
sources and services, such as biological databases, mathematical equations, data 
analysis tools, and so on. Semantic Web Services provide an infrastructure that 
allows a consistent representation of these knowledge sources as web-based 
information units, and enables discovery, composition, and execution of these 
units by associating machine-processable semantics description with them. In 
this paper, we show a method of using ontology alongside a semantic web 
services infrastructure to provide a knowledge standardisation framework in 
order to support modeling in systems biology. We demonstrate how ontologies 
are used to control the transformation of biological databases and data analysis 
methods into Web Services, and how ontology-based web services descriptions 
(OWL-S), are used to enable the composition between these services.   

Keywords: Ontology, OWL, Semantic Web Services, OWL-S, Java EE. 

1   Motivation 

Systems biology is an emergent discipline that involves integrating biological 
knowledge across scales and domains, in order to understand the dynamics of diverse 
and interacting biological processes as integral systems [1]. In the study of systems 
biology, one of the essential tasks is to couple experimental biologists’ observations 
with scientific models. This task encompasses several collaboration processes 
involving experimenters and modelers: using experimental observations as the ground 
for constructing models of biological entities and the relations among them; 
qualitatively and quantitatively analysing the resulting models and then comparing the 
analyses against experimental data for model validation; providing instructive 
feedback in order to refine both the models and experimental protocols. The progress 
of systems biology relies on the success of these experimenter-modeler collaboration 
processes.   

Experimenter-modeler collaboration processes present a number of challenges. 
Firstly, both the content and the format of knowledge that need to be shared among 
participants are diverse. For instance, this knowledge can be experimental data with 
descriptions of laboratory settings, or mathematical models that quantitatively 
represent relations among biological entities. The languages used to represent models 
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may not be directly compatible. The computing environments used to store 
experimental data are usually heterogeneous.   

Secondly, knowledge creation in systems biology relies on combining knowledge 
from many various and distributed sources, in order to achieve a system-level 
understanding. For instance, when studying complex biological systems such as 
human liver, researchers may have to integrate knowledge from gene regulation level 
up to intercellular communication level for investigating certain physiological 
phenomena. Models on different levels may be developed independently by several 
groups using various modeling paradigms and computational environments.  

Thirdly, models and information from experiments are reused in many different 
settings. When specifying parameters for an equation in a biological model, modelers 
need to interact with various biological data sources such as literature, biological 
databases, or data embedded in existing models. Then they need to give justification 
on the selection of data sources according to the context of the model, make judgment 
on which analysis methods and parameterisation approaches need to be applied. All 
the above information can be crucial for model reuse. Newcomers may build a model 
based on the same rationale of an existing model, but want to use alternative data 
sources and parameterisation methods. In this case, the reasoning involved in the 
model construction could rely on the previous cases.  

2   Approach 

In order to tackle these challenges, a common means of formally representing diverse 
knowledge in computer-based format is required. Also, in the context of combining 
computer-based resources, it is required for the individual pieces of knowledge to 
have a ‘descriptive interface’ to support computer-based communication, so that 
knowledge can be easily integrated. Moreover, the collaboration processes that 
mediate between distributed knowledge representation are part of the knowledge of 
modeling and should be formally represented for future model reuse.  

We use ontology and semantic web services [15] as the primary means to meet these 
requirements. Ontology is the theory of conceptualisation. In computing, ontology 
provides a means of formally representing the structure of objects and relations in an 
information system and associating meaning with them [2]. Ontology can provide 
formal knowledge representation for distributed and heterogeneous computer-based 
biological information. Moreover, since ontologies explicitly define the content in 
information sources by formal semantics, they also enable the basis of interoperability 
between these sources. Further, as ontologies are able to separate domain knowledge 
from application-based knowledge, they can be used to define the collaboration 
processes among information-providing applications. Ontologies provide the benefits of 
reuse, sharing and portability of knowledge across platform [3].  

Semantic Web Services are the conjunction of Semantic Web and service-oriented 
computing. The Semantic Web is a framework for creating a universal medium for 
information exchange by associating semantics with documents on the World Wide 
Web [4]. Service-oriented computing is a software architecture that allows 
information resources to be presented as platform-independent, self-describing, 
modular software units. The combination of both provides a web-based infrastructure 
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for general knowledge sharing and reuse. Semantic Web Services allow the bringing 
together of knowledge sources as Web Services and describing interaction and 
workflows among them by means of a semantic markup language, and therefore is 
able to meet the need of modeling knowledge collaboration among systems biology 
practitioners. Constructing biological models in a portable exchange format is 
challenging because it requires assembling knowledge from heterogeneous sources. 
Semantic web techniques can help in building such model by supporting meaningful 
descriptions of the elements drawn from these sources and thus enhancing the 
interoperability and consistency among them.  

In this paper, we will show how to help model construction by using ontology and 
ontology-based mapping of model components to Semantic Web Service architecture. 
We will describe a simple case of how the model is built in practice. Then we will 
describe an ontology for modeling in systems biology and how it is used to automate 
the transformation of biological databases, data analysis methods into web services, as 
well as the transformation of mathematical equation to OWL-S, the semantic markup 
for web services, for interactive parameterisation processes. We will describe our 
approach to ontology-based modeling in systems biology and the procedure for using 
an ontology model to control the transformation of experimental data and 
mathematical methods into Semantic Web Services, as well as the composition of 
these services for parameterising equations in the biological models. 

3   A Simple Case of Modeling in Systems Biology 

We describe a case of model construction for explaining the details of our approach. 
The model used is developed by Hudspeth, A.J. and Lewis, R.S. [5], and has been 
built to aid understanding electrical resonance in bull-frog hair cells. We chose this 
case because it encompasses all the major processes involved in the study of systems 
biology including data acquisition from experiments, abstract modeling, raw data 
analysis for parameterisation, and creation of simulations. Also, to construct this kind 
of models often requires integrating fairly complex sub-models of different types, 
which can demonstrate the complexity of the modeling tasks in systems biology. 

To create the model, firstly an experiment is carried out using electrophysiological 
recording techniques. Data of cell responses to a series of electric stimuli are acquired 
and stored in a certain computer-based format.  Meanwhile, abstract models are 
proposed which describe the system of interest as the entities and the relationships 
between them. In this case, the abstract models include a kinetic model for voltage-
dependent calcium current, a diffusion model for the regulation of intracellular 
calcium ions, and a kinetic model for Ca2+-activated K+ current based on the kinetics 
of Ca2+-binding K+ channel. The relationships in these models are described by 
mathematical equations. For example, voltage-dependent calcium current is described 
by a third-order kinetic scheme [6],  

 
In which , m, and  are parameters;  and  are membrane current and 

potential variables.  
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In order to specify these models, experimental data are assessed for 
parameterisation. For example, to evaluate the conductance of voltage-dependent 
calcium channel, the data of tail currents are retrieved from datasheets and are fitted 

with a Boltzmann relation, ,  by a least-square-error 

criterion. Besides the parameters that are acquired by data analysis methods, some of 
the parameters are given from existing literature and some are given arbitrarily. No 
record will be kept on the data analysis and parameterisation processes. . Every time 
therefore, when the model needs to be modified or used for integration with other 
models, researchers have to go back to the data and analyse them again. This can be 
problematic, since models are shared among researchers but not everyone has access 
to the original data used for parameterisation, or the rationale for data source and 
mathematical methods selection. After the parameterisation, the models are fully 
instantiated. At this point, simulation can be created in certain computing languages 
such as Java etc.  

4   A Simple Case of Modeling in Systems Biology 

4.1   Implementation Details 

For ontology model construction, we use Protégé 3.2.1 [7], an ontology editor by 
Stanford Medical Informatics. For generating web services, we use NetBeans 5.5 [8] 
by Sun Microsystems, a Java EE-enabled [9] integrated development environment 
(IDE) to generate Web Services. NetBeans 5.5 is an open-source IDE written entirely 
in Java featuring APIs including Java Persistence and JAX-WS [10], and bundles with 
Sun Java System Application Server Platform (SJSAP) 9.1 [11].  

4.2   Create Abstract Biological Models by Using Ontology 

In our approach, we construct an abstract model of the biological systems of interest 
as the starting point.  We use OWL DL [12] as the format of our ontology models, 
 

 

Fig. 1. UML Class diagram to represent the metadata of the OWL-based biological model 
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since OWL DL is a species of OWL [12] that provides the adequate expressiveness 
and has desirable computational properties for reasoning. By using ontology as the 
medium, the biological models we construct will be portable, integratable, and can be 
reasoned about using description logic.   

We create an OWL abstract model as the meta-model for constructing biological 
models. In order to make it easy to understand, instead of using XML code we present 
it in a UML [13] diagram as bellow: 

This model declares the information that needs to be assembled for constructing a 
valid biological model. The information includes the definitions of biological entities 
and biological processes, mathematical equations underlying the biological processes. 
This model is then used to embed or refer to external sources of parameters, data 
sources and analysis methods used for parameterisation. 

The following is a sample fragment of an OWL model instantiated by the case of 
Lewis & Hudspeth hair cell model: 

<Model rdf:ID=‘‘regulation_of_intracellular_calcium_ion’‘> 
<listOfCoefficients   
rdf:resource=‘‘#rate_constant_of_calcium_ion_migration’‘/> 
<listOfCoefficients 
rdf:resource=‘‘#fraction_of_free_intracellular_calcium_ion’‘/> 
...... <!--List of Coefficients --> 
<listOfVariables rdf:resource=‘‘#concentration_of_calcium_ion’‘/> 
<listOfVariables rdf:resource=‘‘#calcium_current’‘/> 
...... <!--List of Variables --> 
<listofEntities> 

       <GO_0005623 rdf:ID=‘‘saccular_hair_cell_of_bull_frog’‘/> 
</listofEntities> 
...... <!--List of Entities --> 
<listOfEquations      
rdf:resource=‘‘#concentration_of_intracelluar_calcium_ion’‘/>  
...... <!--List of Equations --> 

    <Equation rdf:ID=‘‘concentration_of_intracelluar_calcium_ion’‘> 
       <Variable rdf:ID=‘‘concentration_of_calcium_ion’‘> 
         <symbol rdf:datatype=‘‘http://www.w3.org/2001/XMLSchema#string’‘ 
         >c</symbol> 
         <value rdf:datatype=‘‘http://www.w3.org/2001/XMLSchema#float’‘ 
         >0.1</value> 
         <unit rdf:resource=‘‘#micromolar’‘/> 
         <initialValue 
rdf:datatype=‘‘http://www.w3.org/2001/XMLSchema#float’‘ 
         >0.0</initialValue> 
       </Variable> 

  ...... 
  <coefficient rdf:resource=‘‘#fraction_of_calcium_accumulation’‘/> 
  <coefficient rdf:resource=‘‘#total_cell_volume’‘/> 
  ...... 
  <is_PDE rdf:datatype=‘‘http://www.w3.org/2001/XMLSchema#boolean’‘ 
     >true</is_PDE> 
  <expression  rdf:datatype=‘‘http://www.w3.org/2001/XMLSchema#string’ 
     >c = c + dtime * (- 1.0 *U*i_Ca/(z*F*C_vol*xi)-K_S*c) 
  </expression> 

     </Equation> 
</Model>  
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4.3   From Experimental Data to Database Web Services 

With the development of Java EE and its supporting APIs, we are able to transform 
experimental data stored in different formats into standard database web services. The 
general procedure of transformation is the following: 

• Transform data source into relational database with a generic schema 
• Generate Java Entity Classes from relational database 
• Define generic operations to create Web services 
• Deploy Web Services to generate WSDL 
• Create semantic descriptions (OWL-S) for the generated web services 

Experimental data exist in different formats such as data-containing documents or 
relational databases. Different kinds of data-containing documents can always be 
converted into text-based spreadsheets, which can be imported into relational database 
by using SQL statements [14]. These database web services are deployed in Java EE 
enabled application server and provide full flexibility of data retrieval, so that any 
analysis methods can be performed on them.   

Since most of the procedure in this case has been simplified by Java EE platform, 
the remaining tasks are mainly about defining the meta-models of the database 
structure, the description of the web service competence, and the semantics for 
advertising the generated web services. These all can be modeled by using ontology. 
Moreover, as the operations of the database web services are dependent on the 
database structure, and the profiles of the web services are based on the description of 
the entities in the database, a single ontology model can be used to control the 
generation of the above information all at the same time.  

In the case of Lewis & Hudspeth model, data are saved in a spreadsheet which 
contains both the specifications of the experiment and the recorded 
electrophysiological data. The specifications of the experiment may include the 
profile of the electric stimulus performed on the cells, the definitions of signals, the 
meaning of the columns in the tables of data, etc.  The results of experiment are stored 
in a table whose columns are specified with names of entities and rows are sequences 
of recorded data.  

In order to transform this kind of data sources into database web services, we 
defined an OWL model that describes the properties included in the settings, the 
entities that specify the columns of the data table, and the operations supported by the 
web services to be generated.  By using the OWL model, database schema, semantic 
description of web services are automatically generated.  

4.4   From Analysing Methods to Web Services 

We use JAXWS API [10] in Java EE to transform mathematical methods into Web 
Services. It is a simple process. Any programming implementation of mathematical 
methods, such as calculation or best fitting methods etc., is transformed by using 
annotations as specified in A Metadata Facility for the Java Programming Language 
(JSR 175) and Web Services Metadata for the Java Platform (JSR 181), as well as 
additional annotations defined by the JAX-WS 2.0 specification. For example, the 
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following is the implementation of the Boltzmann relation in our example, as a web 

service ( ). 
 

   Import javax.jws.WebService; 
   import javax.jws.WebMethod; 
   import javax.jws.WebParam; 

   @WebService 
   public class BoltzmannRel { 
           public BoltzmannRel () {} 
            
           @WebMethod(operationName= ‘’Boltzmann Relation ‘’) 
           public float BoltzmannRel (@WebParam(name = ‘’Membrane 
Potential’’) float var1, @WebParam(name = ‘’Peak Current’’) float var2, 
@WebParam(name = ‘’Steady State Potential’’) float var3, @WebParam(name 
= ‘’slope factor’’) float var4) { 
                   float result = var2/math.pow((1+math.exp(-1*(var1-
var3)/var4)),3) ; 
                   return result; 
           } 
     } 

 

Similar to the generation of database web services, we also define data analysis 
web services by using ontology models. The meta-model consists of the description of 
the inputs, outputs, preconditions, and post-conditions of the mathematical methods. 
The instantiations of this meta-model are then translated into web services 
implementation automatically by using an XML transformation stylesheet. 

4.5   Use OWL-S to Specify Parameterisation in Computational Models 

After experimental data and mathematical methods are transformed into web services 
and annotated with semantics, we orchestrate them together by using the web service 
composer developed by MINDSWAP. Web service composer is a software interface 
developed by Maryland Information and Network Dynamics Lab Semantic Web 
Agents Project (MINDSWAP) [16]. It can be used to guide users in the dynamic 
composition of web services by supporting OWL-S [17] standard. Using the 
composer one can generate a workflow of web services. The composition is done in a 
semi-automatic fashion where composer discovers web services by reasoning on their 
semantic descriptions, then presents the available web services at each step to a 
human controller to make the selection. The generated composition can be directly 
executable through the WSDL grounding of the services. Compositions generated by 
the user can also be saved as a new service which can be further used in other 
compositions. 

In this work, we use OWL-S to specify the parameterisation process in model 
construction: we translate mathematical equations embedded in the OWL-based 
biological models into OWL-S files as template web service composition profiles. 

For example, when we parameterise equation   in 
which , ,  are parameters need to be specified, we create an OWL-S file that 
defines web service composition for the parameterisation of this equation. This OWL-
S file can be handled by the composer and an interactive interface is then. To 
parameterize , this interface searches all the available databases web services and 



48 Z. Sun, A. Finkelstein, and J. Ashmore 

analyser web services and enables orchestrating a selection of these services together. 
A new composition can be specified on what data to retrieve from database web 
services and then pass to analyser web services in order to obtain the value of . After 
all the parameters are obtained, the values and the equation will be passed to an 
equation parser service to generate an instantiated equation (looks 
like ).  When all the equations in a model are 

parameterised, they can then be passed to simulation generation service.  
After the parameterisation process, the information of databases and analysis 

methods used is stored in OWL-S files and published on the web as new web 
services. We embedded the links to these OWL-S back to the OWL-based biological 
models, so that when users want to reuse these models, they are able to retrieve the 
parameterisation processes and modify them themselves.  

4.6   Result 

By these means we constructed a fully specified ontology model for the biological 
system of interest, i.e. the model of hair cell electrophysiology. All parameters that 
are specified interactively are annotated with external links to OWL-S files that 
represent the composition of database web services and data analysis web services 
used for parameterisation. This OWL-based biological model consists of all the 
essential information for generating a computational simulation. 

The meta-model we proposed for modeling in systems biology contains the 
information specified by the XML schemas of SBML and CellML. Therefore, a 
subset of our model can be transformed into either SBML or CellML. This gives us 
the advantage of using any SBML or CellML-enabled software. For example, we 
have successfully transformed our OWL-based Lewis&Hudspeth model into CellML 
format and use it in Cell Electrophysiological Simulation Environment (CESE) [18]. 
A simulation is then generated automatically by transforming CellML model to 
JavaBeans programs. 

5   Related Work 

There are a number of XML-based specifications for modeling in systems biology. 
Representatives of such efforts are the Systems Biology Markup Language (SBML) 
and the Cell Markup Language (CellML). Both SBML and CellML are XML-based 
exchange formats that provide formal representation of main modeling components 
including biological entities, parameter definitions and the equations of the underlying 
biological processes such as reaction mechanisms, etc [19, 20]. These efforts have 
however, principally been focused on improving the exchanging models between 
simulation environments [21]. Both SBML and CellML do not contain information on 
parameterisation or associated rationale. Our model provides a novel way to combine 
semantic web services infrastructure, so that data sources and mathematical methods 
can be standardised in web-based units and then integrated together to achieve 
interoperation.  
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There are also attempts at creating biological Web services to enable e-Science in 
systems biology. An increasing number of tools and databases in molecular biology 
and bioinformatics are now available as Web Services. For example, Nucleic Acids 
Research describes 968 databases and 166 web servers available in molecular biology 
[3, 22]. Web service composition frameworks have also been developed for biological 
studies, including BioMoby [23] and myGrid [24], which support workflow design 
and execution, data management, and provenance collection among distributed 
biological web services. Almost all the existing efforts are however focused on 
publishing genomic data, such as DNA sequence, protein sequence, nucleotide 
sequence, and so on, and web services are mainly for sequence alignment or looking 
up definitions of biological terms. As far as we are aware, there is no web service 
available for physiological level simulation. Furthermore, our approach brings a 
collection of the latest semantic web techniques in a way that no others have proposed 
before.    

6   Discussion and Future Work 

In this work, we described an ontology-centered framework that uses a formal 
ontology language (OWL) to construct biological models in a portable exchange 
format, controls the transformation from biological data sources and data analysis 
methods into semantic web services, and defines the composition of these services in 
an OWL-based semantic description of web services (OWL-S). The main contribution 
of our work is the design of this novel framework. Currently no similar effort exists. 
This framework applies the latest advancement of information technology and is 
organised in a unique fashion specifically for the purpose of tackling the challenges of 
biological modeling. This framework allows users to build biological models from an 
abstract view, so that the biological entities and relationships underlying biological 
processes are based on the same shared vocabulary. The semantics in these models 
also enhance the interoperability of biological models, so that they can be easily 
integrated. Moreover, this framework directly connects with semantic web services 
infrastructure through ontology models, so that biological data sources and data 
analysis tools are published as web services. The transformation processes from the 
knowledge sources to web services are directly controlled by the ontology models. 
With the advantages of ontology, the automation of transformation can be achieved 
and consistency between different components can be maintained. Furthermore, this 
ontology-centered annotation/transformation framework allows users to control the 
parameterisation processes by semantically defining the workflow between these 
services. The parameterisation processes are saved in OWL-S models and can be 
retrieved and dynamically modified. This mechanism allows model specifications and 
the rationale of modeling processes to be associated with the representation of 
models, and therefore provides solid ground for further model reuse. The biological 
models written in OWL can also be translated into simulation models directly. This 
allows users to build models in abstraction and valid these models in real-time. This 
framework provides a basis for combining future development of semantic web 
techniques to support more sophisticated modeling tasks. For example, by 
constructing biological models in OWL format, reasoning engines that support 
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description logic can be used to infer the relations between entities across different 
models. This can help the automatic discovery and matching of distributed models 
and control the consistency of model integration. Moreover, the OWL-S models that 
describe parameterisation processes can be combined with case-based reasoning 
engines so that modeling tasks can be solved automatically by reusing existing cases. 
Further, the semi-automatic transformation from abstract model to simulation 
provided by the framework can allow users to construct model heuristically and 
validate them against experiments in real time. All of these can be very beneficial to 
modeling in systems biology. We require further experience to be confident of the 
broader applicability of our work though clearly this has been an important design 
goal of the framework. 

So far our approach has only been tested on a relatively simple example; therefore, 
the scalability of the framework has not been verified. Also, we have focused the 
modeling tasks on constructing electrophysiological models. It still needs to be 
determined whether this framework is sufficiently generic to handle other kinds of 
biological models.  In future, we will focus on examining the framework with more 
complicated cases and different model types.  
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Abstract. Up to a recent time, numbers of projects did not make available to 
the whole community the data resulting from the spatial or terrestrial missions. 
Since the advent of new technologies, the interoperability between the data and 
service providers has become a priority because it allows an easy access and 
sharing of various data (catalogues, images, spectrum ...) and it leads to the 
concept of Virtual Observatory. The astronomer will in a near future have new 
“virtual” instruments useful for his research through simple Web interfaces or 
user friendly tools. Collaborations are essential in order to lead to the 
consensuses and the bases necessary for its construction. National (OV France, 
U.S. NVO…) and transnational (ESA, ESO) projects have joined together 
within the International Virtual Observatory Alliance to take part in the 
development of Recommendations in various fields (Data Model, Data Access 
Layer, Semantics, Grid, etc.) through biannual dedicated conferences.  

Keywords: astronomy, massive data, Virtual Observatory, interoperability, 
value added services, Life Sciences. 

1   Introduction 

Since a long time the man was fascinated by the observation of the sky. This 
observation evolved from the simple poetic vision to the study of the stars and 
constellations trajectories until the modern astrophysical studies of the universe and 
the theories of its evolution. This spectacular development is due mainly to the 
evolution of the astronomical sensors directed towards the sky, namely the optical 
telescopes, the radio telescopes and the space telescope. These instruments make it 
possible to have a multi-wavelengths vision of space offering a spectral 
characterization of each observed zone.  

In this paper we describe the different kinds of astronomical data, the challenges 
and their possible solution through the Virtual Observatory, which is involving a 
significant part of the astronomical community. The Virtual Observatory is an 
important challenge to make available the increasing amount of data to the 
astronomers and to produce scientific discoveries through the use of intelligent tools. 
A discussion about the possible application of/to Virtual Observatory concepts or 
developments to/from Life Sciences for the resolution of common challenges could be 
very interesting. Needs in Life Sciences seem to be very close from astronomy at 
several levels: public access to (massive) data, interoperability, Registry, Workflows, 
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efficient Web services, semantics, Grids, etc. As Life Sciences are a very large 
domain of investigation we will focus on precise sub domains.  

2   Data and Services in Astronomy 

In astronomy, the large observatories (ground and space) which explore in a 
systematic way the sky or a significant fraction of it, produce more and more data: the 
largest catalogue available online (USNO B2) contains more than one billion objects, 
another (SDSS) contains 200 million objects corresponding to a survey of 8,000 
square degrees of the sky in five band passes. The online files of the observatories, 
distributed on the whole planet, contain tens, even hundreds, terabytes of data 
(images, spectra, time series, and articles in the electronic newspapers …). An 
observation instrument is able to generate several terabytes, thousand gigabytes, per 
annum. In a near future it will be petabytes. The concept of “data avalanche” was 
introduced, in astronomy, in order to reflect the growing amount of data placed at the 
disposal of the astronomical community. As an illustration, the human analysis of  
the multi spectral images is rather tiresome and requires the individual examination of 
the images in the different wavelengths. It is of this point desirable to have automatic 
data processing sequences providing an effective summary of the images studied and 
making it possible to the astronomers to concentrate on areas of interest which appear 
more clearly.  

In the astronomical community, the collaboration on data is a longtime work with 
results like FITS (Flexible Image Transport System) which was originally developed 
in the late 1970's as an archive and interchange format for astronomical data files and 
which is forty years later the most used format.  

On the service side, Simbad [30] (Set of Identifiers, Measurements and 
Bibliography for Astronomical Data) is a very significant value added service. Born 
in 1972, this online service (~ 40,000 queries / day) offers an access to 3,800,000 
astronomical objects (+ 150,000 / year), 210,000 bibliographic references (+ 10,000 / 
year) and 5,450,000 citations of objects in papers (+ 300,000 / year). The needs for 
drawing all the scientific potential from the great projects and the very great masses 
of data which they produce led these last years to the very fast development of the 
concept of “astronomical Virtual Observatory”. We detail this concept in the 
paragraph 3. 

3   Toward the Virtual Observatory (VO) 

3.1   International Virtual Observatory Alliance 

The IVOA [22] can be defined as an entity intended to make possible and to 
coordinate the development of the tools, protocols and collaborations necessary to 
carry out all the scientific potential of the astronomical data in the coming years. Two 
international conferences founders were held in 2000, Virtual Observatories of the 
Future [33] at California Institute of Technology in Pasadena, and Mining the Sky [6] 
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at European Southern Observatory [20] in Garching, which allowed to clarify the 
scientific needs and to define the necessary bases.  

Many projects were proposed and accepted in 2001. The principal ones were 
Astrophysical Virtual Observatory, AstroGrid (in the frame of e-Science project), 
National Virtual Observatory [23] in the United States (NSF funded). Other national 
projects started in Canada, France [24], Germany, India, Japan… and the construction 
of the Virtual Observatory is become a major topic for astronomy. Seven years later 
standards and tools are emerging from the huge work provided by the involved people 
all over the world. Data centres [5] are encouraged to participate through the 
organisation of dedicated workshops (“How to publish Data in the VO” workshop in 
Europe in June 2007 at ESA [21], NVO Summer School in United States every year).  

The Virtual Observatory [9] project aims at allowing an optimal scientific use of 
the information, but many technological challenges have been/must be taken up. All 
the developments are Science driven but depend on technical evolution [15]. 

3.2   Architecture of the VO 

The objective of the Virtual Observatory is to improve and unify access to 
astronomical data and services for professional astronomers, but also for other 
communities (amateurs, education, and outreach). VO tools like Aladin and Topcat 
(cf. Fig.1 on the top) are just some examples and the IVOA does not specify or 
recommend any specific one. In the IVOA architecture, the available services are 
divided into three main groups (cf. Fig.1 in the middle):  Data Services (services 
providing access to data) [7], Compute Services (computation and federation of data) 
and Registry Services.  

The Registry Services role is to facilitate publication and discovery of services. If a 
data centre puts a new dataset online or creates a new service it should publish that 
fact in a VO-compliant registry. This can be done through the filling of forms 
expressing who the curator is, where it is located and how to use the service. Nobody 
decides what is good and what is bad.  
Data services [7] range from simple to sophisticated and return tabular data [10], 
image [14], or other data. At the simplest level, the request is a cone (conesearch) on 
the sky (direction/angular radius), and the response is a list of "objects". Similar 
services can return images and spectra [4] associated with sky regions. 

Grid [11] [16] middleware (cf. Fig.1 on the bottom right) is used for high-
performance computing, data transfer, authentication, and service environments. One 
of the most important parts of the IVOA architecture is “My Space” (cf. Fig.1 on the 
bottom center) which enables users to store data within the VO. “My Space” stores 
files and database tables between operations on services and it avoids the need to 
copy results to the user desktop. Using “My Space” establishes rights on access and 
over intermediate results and it allows the users to manage their storage remotely. 

The Open SkyQuery [27] protocol allows querying of a relational database or a 
federation of databases. In this case, the request is written in a specific XML (ADQL, 
Astronomical Data Query Language) abstraction of SQL. The IVOA architecture will 
also support queries at a more semantic level, including queries to the registries and 
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through data services. Development of standards for more sophisticated services is 
also expected (for federating and mining catalogues, image processing and source 
detection, spectral analysis, and visualization of complex datasets). These services are 
being implemented in terms of industry-standard mechanisms (like W3C 
Recommendation process), working in collaboration with the Grid [11] [16] 
community and at various levels of sophistication, from a stateless, text-based 
request-response, to a structured response from a structured request using 
authenticated, self-describing service. In the VO, services can be used not just 
individually, but also concatenated in a distributed workflow [12] [13][14]. Mem- 
bers of the IVOA are collaborating with IT people who are developing workflow  
software.  

 

    
Fig. 1. VO Architecture 

3.3   Exchange Protocols: The Case of VOTable [10][35] 

In astronomy, many services are providing/exploiting tabular data (VizieR [34], the 
major catalogue service contains more than 6,000 tables and the largest table contains 
more than 109 rows). The first consensus was the definition of VOTable [10][35], an 
XML format which is since five years the mandatory format used in all the services 
and tools providing/exploiting tabular data. The format is simple, easy to implement 
and to use with parsers.   
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The following extract shows the definition of fields and the associate data part: 
 

… 

<FIELD name="Kmag" ucd="phot.mag;em.IR.K" datatype="float" 
width="6" precision="3" unit="mag"> 

<DESCRIPTION>?Infrared K magnitude (from 2MASS)</DESCRIPTION> 

<VALUES null=""/> 

</FIELD> 

<FIELD name="R" ucd="meta.note" datatype="char"> 

<DESCRIPTION>[R*] Recommended (R) or Problematic (*) 
(4)</DESCRIPTION> 

</FIELD> 

<DATA>       

<TABLEDATA> 

<TR><TD>1.013</TD><TD>00 42 44.33</TD><TD>+41 16 
08.4</TD><TD>13120013859</TD><TD>.M</TD><TD>010.6847117</TD><TD>+41.2
690039</TD><TD>C</TD><TD>6.9</TD><TD>4.6</TD><TD>-
0.4</TD><TD>4.1</TD><TD></TD><TD> </TD><TD></TD><TD> 
</TD><TD>6.970</TD><TD>C</TD><TD>9.453</TD><TD>8.668</TD><TD>8.475</T
D><TD> </TD></TR> 

<TR><TD>2.959</TD><TD>00 42 44.56</TD><TD>+41 16 
10.4</TD><TD>13120013873</TD><TD>.M</TD><TD>010.6856569</TD><TD>+41.2
695500</TD><TD>M</TD><TD>0.0</TD><TD>0.0</TD><TD>0.0</TD><TD>0.0</TD>
<TD></TD><TD> </TD><TD></TD><TD> </TD><TD></TD><TD> 
</TD><TD>10.772</TD><TD>8.532</TD><TD>8.253</TD><TD> </TD></TR> 

… 

 
Remark: the attribute “ucd” has a semantic meaning, it expresses to which concept a 
column is linked (e.g. "phot.mag;em.IR.K" means that it corresponds to a photometric 
magnitude in infrared between 2 and 3 microns).  

The success of this protocol is also due to the fact that just minor changes are done. 
The new version is at each time stable for at least 2 years and it is considered as a 
very important quality at the data provider side. 

Other protocols dedicated to other kind of data are under development or 
amelioration: Simple Spectrum Access, Simple Image Access, etc. 

3.4   The Registry 

A registry function is a sort of yellow pages, or high-level directory, of astronomical 
catalogues, data archives and computational services. It is possible to search in the 
registry to find data of interest, review the data source descriptions, and it is then 
often possible to make direct position-based data requests. A resource is a general 
term referring to a Virtual Observatory element which describes who curates or 
maintains it and which can have a name and a unique identifier. Anything could be a 
resource like sky coverage or instrumental setup, or more concrete, a data collection. 
This definition is coherent with its use in the Web community as “anything that has an 
identity” (Berners-Lee 1998, IETF RFC2396). We extend this definition by saying 
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Fig. 2. NVO Registry [8] 

that it is also describable. Several types of resources are published in the VO 
registries: standard VO data services (SIAP, Cone, SSAP, data collections, 
organizations …). Other registries are also considered as resources. 

Each registry has three kinds of interface to publish, query, and harvest. People can 
publish to a registry by filling in Web forms in a Web portal. In the future, the registry 
may also accept queries in one or more languages. As IVOA has not a centralized 
registry, all the registries (cf. Fig2 NVO example) harvest each other to know the new 
dataset and services added to other VO-registries. When another persons search a 
registry (by keyword, author, sky region, wavelength, etc.) they will also discover the 
published services in other registries.  

A VO resource gets a universal identifier, a string starting with ivo://. Resources 
can contain links to related resources, as well as external links to the literature. The 
IVOA registry is compliant with digital library standards (Open Archive Initiative) for 
metadata harvesting and metadata schema. The aim is that IVOA-compliant resources 
can appear as part of every University library. 

3.5   Semantics and Ontologies 

The Semantic Web and ontologies are technologies that enable an advanced 
management and sharing of knowledge between scientists and also between Web 
services or more generally between software components. In the field of astronomy the 
first examples of ontologies [3] are being developed in the European VOTech [36] 
project. One of these ontologies describes knowledge about astronomical object types 
originally based on the standardization of object types used in the Simbad [30] database 
(with applications like the support of advanced resource queries in the VO Registries).  
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The UCDs [2] (Unified Content Descriptors) are a standardized vocabulary used to 
describe astronomical quantities and related concepts. But there is no formal 
representation structure, with syntax and semantics, describing the relationships and 
dependencies between the words, and it is not possible to perform automated 
reasoning on UCDs. This work was done at first in the frame of the VizieR [34] 
catalogue service and about 1500 UCDs were defined and linked to the 100,000 
columns of the service corresponding to an average of 66 different column 
designations for the same concept. 

 

The following UCDs are extracted from the set of 1500 UCDs: 
 

… 
src.ellipticity   |Source ellipticity 
src.impactParam   |Impact parameter 
src.morph   |Morphology structure 
src.morph.param   |Morphological parameter 
src.morph.scLength  |Scale length for a galactic component (disc or 
bulge) 
src.morph.type   |Hubble morphological type (galaxies) 
src.orbital   |Orbital parameters 
src.orbital.eccentricity  |Orbit eccentricity 
src.orbital.inclination  |Orbit inclination 
src.orbital.meanAnomaly  |Orbit mean anomaly 
src.orbital.meanMotion  |Mean motion 
src.orbital.node                      |Ascending node 
… 

4   Discussion About Possible Common Investigation Fields with 
     the Life Sciences 

4.1   Foreword 

The consequences of Internet advent on scientific research are enormous, as well in 
Life Sciences as in astronomy. Life Sciences are a very large domain of investigation 
and it seems useful to try to choose a first set of sub domains. Molecular biology and 
genetics are very active domains for the online access to the data but this access is 
mostly dedicated to specialists of the domain and constitutes often a niche. Another 
domain like biodiversity is very interesting because like in astronomy the access to 
the data concerns not only professionals of the domain. The data can be exploited 
through very simple tools in Education for young people as well as for students. The 
possible outreach is very important like in astronomy. In the two following 
paragraphs we will try to give more details about these sub domains but we will not 
be too exhaustive.   

4.2   Molecular Biology and Genetics 

The Human Genome Project was an example for many biological databases available 
via the Internet which became essential resources to conduct researches. Multiple and 
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heterogeneous data sources like sequence databases (UniProt Knowledgebase), gene 
expression data repositories (CIBEX, ArrayExpress), protein resources (PIR, PDB), 
literature databases (PubMed) are now available.  

A difference compared to astronomy is that the information is not always 
accessible for free and this constitutes a fact to take into account. Different initiatives 
are trying to integrate multiple data sources (SRS [29], Entrez Gene, Ensembl) or to 
make complex bioinformatics queries (Biozon [19] is a unified biological resource on 
DNA sequences, proteins, complexes and cellular pathways) and analyses (MOBY 
[18], a system for interoperability between biological data hosts and analytical 
services) easier. Semantic Web technologies, like ontologies (cf. Ontology Lookup 
Service [26] at EBI) [1], will enable fast, context-sensitive retrieval of biological data. 
Web services will allow an automatization of bioinformatics processes through the 
build of complex workflows. Grid computing (Biogrid [17] in Japan, Life Sciences 
Grid Research Group [25] at the Open Grid Forum) will provide the power needed to 
solve the mystery of life as well as the mystery of the universe. EBI has participated 
to the development of Taverna [31] which is a tool for the execution of workflows. 
Taverna libraries have been used at ESO to develop Reflex [28], the ESO Recipe 
Flexible Execution Workbench. This work should be integrated in the frame of the 
Virtual Observatory. It is an example of work done in the frame of bioinformatics and 
applied to astronomy. 

4.3   The GBIF [32] Initiative in Biodiversity 

The Global Biodiversity Information Facility project started in 2001 and is a program 
which tries to gather all the data about biodiversity (species …) and to place them at 
the disposal of the researchers and general public. Thus the biodiversity will be better 
known, better studied and also better used. The collections will also be more visible 
and the development will be better. Lastly, it will be easier to the researchers studying 
the biodiversity to prepare their research, to compare them and to put them in relation 
to former work. It should be also very useful for researchers in poor countries, giving 
them a possible access to a large set of data and tools. 

GBIF’s activities are divided in six thematic areas: Data Access and Database 
Interoperability, Digitisation of Natural History Collections Data, Electronic 
Catalogue of the Names of Known Organisms, Outreach and Capacity Building, 
Species bank, Digital Biodiversity Literature Resources. 

The project is based on a main portal and on nodes in participating countries 
(similarity with the Virtual Observatory based on nodes like VO France, Japanese VO 
…). Data providers can join the project; they are responsible of the quality of their 
data. A registration is needed and the Registry is based on UDDI. IVOA people have 
decided to develop their own Registries with a mechanism of harvesting because it is 
not easy to use just one Registry and to design one responsible of it!  

It would be interesting to study the application of the Open SkyQuery [27] protocol 
to the GBIF’s databases. The GBIF data providers have heterogeneous data and the 
UCDs[2] concept could be adapted to resolve interoperability problems concerning 
the tabular data. 
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5   Conclusion 

After 7 years of work, the Virtual Observatory produced standards accepted by the 
community in many fields (access protocols to the images and the spectra, interchange 
format for the tabular data, various work within the framework of the use of grids, etc). 
The adhesion of the data centres and the services providers proves their growing 
interest and the need for them to become VO compliant. But that also raises problems 
of another kind: how to preserve the visibility of the data sources and the services in 
tools which precisely are designed to bring to the user an increasing transparency. In 
other words, how to make visible a contribution (e.g. Simbad [30]) to the total effort?  

This type of problem will undoubtedly be much more important in the field of the 
Life Sciences because of non public data and literature in sub domains like molecular 
biology (existence of patents, etc.).  

Technology is already present and its evolution should follow the constant rate of 
the growth of the data volumes produced by the various research programs. But like 
any instrument, the Virtual Observatory will require important material and 
manpower and consequently budgetary efforts. The multiplication of the scientific 
discoveries related to its use should justify and perpetuate its existence and the 
longtime efforts.  

Concept and developments of Virtual Observatory developments could be 
transposed to / improved by other disciplines like the Life Sciences, at least in sub 
domains like biodiversity. 
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Introduction

Collaborative data/knowledge management methods aim to achieve improved
result quality through combination or merging of results and models obtained
from multiple users and sites. Typical application scenarios in the domain of
Web information systems include collaborative methods and meta methods for
information acquisition (e.g. collaborative Web crawling and search, tagging),
organization of document collections (e.g. collaborative classification and clus-
tering), and knowledge sharing (e.g. alignment and sharing of personal ontolo-
gies). These areas have received increasing attention in the Web Information
Systems community; however, connections and relationships between them have
largely been neglected.

The workshop on Collaborative Knowledge Management for Web Information
Systems (WE.Know) aims at closing this gap by bringing together researchers
and practitioners dealing with collaborative methods in distinct contexts, and
discovering synergies between their research fields.

Overview

The workshop covers major areas of research associated with collaborative data
and knowledge management including ontology alignment, XML schema match-
ing, collaborative search, and sharing and management of personal multimedia
collections. Below we provide very brief descriptions of the papers included, to
give a sense of the range of themes and topics covered.

Mapping Metadata for SWHi: Aligning Schemas with Library Metadata for a
Historical Ontology by Zhang, Fahmi, Ellermann, and Bouma describes research
carried out in the context of the Semantic Web for History (SWHi) project. The
authors create a Semantic Web compatible ontology for a large historical docu-
ment collection by combining and aligning schemas from different sources such as
existing topic hierarchies on the World Wide Web and various off-shelf ontologies.

Sequence Disunification and its Application in Collaborative Schema Construc-
tion by Coelho, Florido, and Kutsia addresses the problem of collaborative XML
schema management: Multiple users aim at producing a common schema for
XML data with different users imposing constraints on the schema structure.
The authors represent the schemas in a properly chosen term algebra and solve
the occurring disequation problems using sequence unification methods.
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How Do Users Express Goals on the Web? - An Exploration of Intentional Struc-
tures in Web Search by Strohmaier, Lux, Granitzer, Scheir, Liaskos, and Yu
describes novel concepts towards exploring the role and structure of users’ goals
in web search engines. To this end, user goals such as ”plan a trip” are repre-
sented by semi-formal graphs, which might be, e.g., constructed by analyzing
the behavior of multiple users, and search is carried out using graph traversal.

Publishing and Sharing Ontology-based Information in a Collaborative Docu-
ment Management System by Mitschick and Fritzsche presents a system ar-
chitecture for sharing and collaborative management of annotated multimedia
data. The contribution is primarily focused on access control and concurrency
control methods. The publishing of resources is realized as a transfer between
virtual ”containers” that are associated with fine-grained access control policies,
including access to the policies themselves.
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Abstract. Many activities on the web are driven by high-level goals of users, 
such as “plan a trip” or “buy some product”. In this paper, we are interested in 
exploring the role and structure of users’ goals in web search. We want to gain 
insights into how users express goals, and how their goals can be represented in 
a semi-formal way. This paper presents results from an exploratory study that 
focused on analyzing selected search sessions from a search engine log. In a 
detailed example, we demonstrate how goal-oriented search can be represented 
and understood as a traversal of goal graphs. Finally, we provide some ideas on 
how to construct large-scale goal graphs in a semi-algorithmic, collaborative 
way. We conclude with a description of a series of challenges that we consider 
to be important for future research. 

Keywords: information search, search process, goals, intentional structures. 

1   Motivation 

In a highly influential article regarding the future of the web [1], Tim Berners-Lee 
sketches a scenario that describes a set of agents collaborating on the web to address 
different needs of users – such as “get medication”, “find medical providers” or 
“coordinate appointments”.  

In fact, many activities on the web are already implicitly driven by goals today. 
Users utilize the web for buying products, planning trips, conducting business, doing 
research or seeking health advice. Many of these activities involve rather high-level 
goals of users, which are typically knowledge intensive and often benefit from social 
relations and collaboration. Yet, the web in its current form is largely non-intentional. 
That means the web lacks explicit intentional structures and representations, which 
would allow systems to, for example, associate users’ goals with resources available 
on the web. As a consequence, every time users turn to the web for a specific purpose 
they are required to cognitively translate their high-level goals into the non-intentional 
structure of the web. They need to break down their goals into specific search queries, 



68 M. Strohmaier et al. 

tag concepts, classification terms or ontological vocabulary. This prevents users from, 
for example, effectively assessing the relevance and context of resources with respect 
to their goals, benefiting from the experiences of others who pursued similar goals 
and also prevents them from assessing conflicts or systematically exploring 
alternative means.  

In a recent interview, Peter Norvig, Director of Google Research, acknowledged 
that understanding users' needs to a greater extent represents an “outstanding” 
research problem. He explains that Google is currently looking at “finding ways to get 
the user more involved, to have them tell us more of what they want.” [2]. Having 
explicit intentional representations and structures available on the web would allow 
users to express and share their goals and would enable technologies and other users 
to explore, comprehend, reason about and act upon them.  

It is only recently that researchers have developed a broad interest in the goals and 
motivations of web users. For example, several researchers studied intentionality and 
motivations in web search logs during the last years [3,4,5]. Because web search 
today represents a primary instrument through which users exercise their intent, 
search engines have a tremendous corpus of intentional artifacts at their disposal. We 
define intentional artifacts broadly to be electronic artifacts produced by users or user 
behaviour that contain recognizable “traces of intent”, i.e. implicit traces of users’ 
goals and intentions.  

This paper represents our initial attempt towards exploring the role and structure of 
users’ goals in web search queries. We want to learn in detail how users express their 
goals on the web - as opposed to what goals they have, which is in the focus of other 
studies [3,4,5]. We also want to explore how search goals can be represented in an 
explicit, semi-formal way and we are interested in learning about the different ways in 
which explicit goal representations could be useful, and to what extent. From our 
preliminary findings of an exploratory study, we want to give a qualitative account of 
identified potentials and obstacles in the context of goal-oriented search. 

2   State of the Art 

We will discuss two main streams of research that are relevant in the context of this 
paper: The first stream of research focuses on identifying and understanding what 
goals users pursue in web search. The second stream focuses on developing goal-
oriented technical solutions, i.e. solutions that depend on the explicit articulation of 
user goals or automatic inference thereof. 

In the first stream, researchers have proposed categories and taxonomies of user 
goals [4,5] and automatic classification techniques to classify search queries into goal 
categories [3]. Goal taxonomies include, for example, navigational, informational and 
transactional categories [3]. Different categories are assumed to have different 
implications on users’ search behaviour and search algorithms. To give some 
examples: Navigational search queries (such as the query “citeseer”) characterize 
situations where a user has a particular web site in mind and where he is primarily 
interested in visiting this page. Informational search queries (such as the query 
“increase wine crop”) are queries where this is not the case, and users intend to visit 
multiple pages to, for example, learn about a topic [3]. Further research aims to 
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empirically assess the distribution of different goal categories in search query logs via 
manual classification and subsequent statistical generalization [4] and/or Web Query 
Mining techniques [3,6]. There is some evidence that certain categories of goals can 
be identified algorithmically based on different features of user behaviour, such as 
“past user-click behaviour” and an analysis of “click distributions” [3]. Recently, a 
community of researchers with an interest in Query Log Analysis has formed at the 
World Wide Web 2007 conference as a separate workshop. 

A second stream of research attempts to demonstrate the principle feasibility of 
implementing goal-orientation on an operational level. GOOSE, for example, is a 
prototypical goal-oriented search engine that aims to assist users in finding adequate 
search terms for their goals [7]. Miro, another example, is an application that 
facilitates goal-oriented web browsing [8]. The Lumiere Project focused on inferring 
goals of software users based on Bayesian user modeling [10]. Work on goal-oriented 
acquisition of requirements for hypermedia applications [11] shows that it is possible 
to translate high-level goals of stakeholders into (among other things) low level 
content requirements for web applications. Another example [12] facilitates 
purposeful navigation of geospatial data through goal-driven service invocation based 
on WSMO. WSMO is a web service description approach that decouples user desires 
from service descriptions by modeling low-level goals (such as 
“havingATripConfirmation”) and non-functional property constructs [13]. In addition 
to these approaches, there have been several studies in the domain of information 
science that focus on different search strategies (such as top-down, bottom-up, mixed 
strategies) of users [14]. 

Apart from these isolated, yet encouraging, attempts, current research lacks a deep 
understanding about how users express their goals, and what explicit representations 
could be suitable to describe them.  

3   How Do Users Express Goals in Web Search?  

We initiated an explorative study in response to the observation that there is a lack of 
research on how users express their goals in web search. In the following we will 
present preliminary findings from this study. 

Data sources: We have used the AOL search database [15] as our main data source1. 
In addition to the AOL search database, several other web search logs are available 
[16]. We have used the AOL search database because it provides information about 
anonymous User IDs, time stamps, search queries, and clicked links. To our 
knowledge, the AOL search database is also the most recent corpus of search queries 
available (2006). We are aware of the ethic controversies arising from using the AOL 
search database. For example, although the User IDs are anonymous, a New York 
Times reporter was able to track back the identity of one of the users in the dataset 
[17]. As a consequence, we masked the search queries that are presented in this paper 
by maintaining their semantic frame structure, but exchanging certain frame element 

                                                           
1 Because the AOL search database was retracted from AOL shortly after releasing it, we 

obtained a copy from a secondary source: http://www.gregsadetsky.com/aol-data/ last 
accessed on July 15th, 2007. 
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instantiations [19]. We will elaborate on this later on. In following such an approach, 
we aim to protect the real identity of the users being studied while retaining necessary 
temporal and intentional relations of search queries. 

 
Methodology: In this study we were interested in how users express, refine, alter and 
reformulate their goals while searching. We have searched the AOL search database 
for different verbs that are considered to indicate the presence of goals, including 
verbs such as achieve, make, improve, speedup, increase, satisfied, completed, 
allocated, maintain, keep, ensure and others [18]. We subsequently annotated random 
results (different search queries) with semantic frame elements obtained from 
Berkeley’s Framenet [19]. Framenet is a lexical database that aims to document the 
different semantic and syntactic combinatory possibilities of English words in each of 
its senses. It aims to achieve that by annotating large corpora of text. It currently 
provides information on more than 10.000 lexical units in more than 825 semantic 
frames [19]. A lexical unit is a pairing of a word with a meaning. For example, the 
verb “look” has several lexical units dealing with different meanings of this verb, 
such as “direct one’s gaze in a specified direction” or “attempt to find”. Each different 
meaning of the word belongs to a semantic frame, which is “a script-like conceptual 
structure that describes a particular type of situation, object or event along with its 
participants and props” [19]. Each of these elements of a semantic frame is called 
frame elements. Semantic frames are evoked by lexical units. To give an example, 
the semantic frame “Cause_change_of_position_on_a_scale” is evoked by a set of 
lexical units, such as decline, decrease, gain, plummet, rise, increase, etc, and has the 
core frame elements Agent [], Attribute [Variable], Cause [Cause] and Item [Item]. Agent 
refers to the person who causes a change of position on a scale, attribute refers to the 
scale that changes its value, cause refers to non-human causes to the change, and item 
refers to the entity that is being changed. 

Example: The search query “Increase Computer Speed” can be annotated with 
Frame Elements from Framenet’s lexicon.  The lexical unit “increase” evokes the 
frame “Cause_change_of_position_on_a_scale”, which we can use to annotate “Increase 
Computer Speed” in the following way: “Increase [item Computer] [attribute Speed]”. The 
frame elements Agent and Cause do not apply here. 

 
Selected Results: One verb we were using to explore the dataset was “increase”. The 
query history depicted in Table 1 below presents an excerpt of the search history of a 
single user that performed search queries containing the verb “increase”. We picked 
this particular search log because it demonstrates several interesting aspects of the 
role of goals in web search. We do not claim that this user’s search behaviour is 
typically or representative for a larger set of users or queries. In fact, the majority of 
search queries in the AOL search database is of a non-intentional nature. We discuss 
the implications of this observation in the Section 5.  

We obtained the complete search record of the selected user, frame-annotated his 
intentional queries based on the FrameNet lexicon and classified the queries from an 
intentional perspective (e.g. refinement, generalization, etc). The particular frame 
used during annotation was “Cause_change_of_position_on_a_scale”, which is evoked 
by the verb “increase”. For privacy reasons, we modified the search queries in the 
following way: We retained the verbs and attributes which were part of the original 
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query, but modified the contents of the semantic frame element item (e.g. wine crop) 
and cause (e.g. fertilizer) as well as time stamps (maintaining relative time differences 
with an accuracy of +/- 60 seconds). We’d like to remark that the users’ search history 
below was interrupted by other, non-intentional queries (queries such as “flickr.com”) 
and also other more complex intentional queries. For reasons of illustration and 
simplicity, we leave these out in Table 1. 

Table 1. Frame-based Annotation of Selected Queries from a Single Search Session 

Nr. Query Frame Annotation Time Stamp Goal 
#1 How to get more wine 

crop 
How to  
get more  
[itemwine crop] 

2006-03-30 
19:29:59 
 

Formulation 

#2 Fertilizer or 
insecticide to increase 
wine crop 

[cause Fertilizer] or 
[cause insecticide] to 
increase  
[itemwine crop] 

2006-03-30 
19:45:28 

Refinement 

#3 Fertilizer to increase 
wine crop 

[cause Fertilizer] to  
increase  
[item wine crop] 

2006-03-30 
19:46:11 

Refinement 

[further non-intentional queries, not related to wine crop] 
#4 Increase wine crop  increase  

[item wine crop] 
2006-03-30 
19:48:25 

Generali-
zation 

#5 How to get rich wine 
crop 

How to  
get rich  
[item wine crop] 

2006-04-07 
06:29:19 

Different 
Goal 
Formulation 

[non-intentional query “wine crop”] 
#6 How to have good 

wine crop 
How to  
have good  
[item wine crop] 

2006-04-07 
06:40:45 

Re-
formulation 

[further non-intentional queries and further more complex intentional queries 
related to “wine crops”] 

From a semantic frame perspective, it is interesting to see that it is not possible to 
annotate all of the above queries consistently. While the verb increase evokes the 
corresponding frame “Cause_change_of_position_on_a_scale” in queries #2, #3 and #4, 
the other queries #1, #5, and #6 do not contain increase and therefore do not evoke 
the same frame. Although FrameNet contains lexical entries for the verbs get and 
have and the adjectives good, rich and more, the word senses get more, get rich and 
have good are not yet captured as lexical units in the FrameNet lexicon. However, it is 
easily conceivable that an expanded or customized version of FrameNet (possibly in 
combination with WordNet) would contain these units and that they could be 
associated with the same semantic frame.  

From a goal-oriented perspective, we will use our findings to develop a set of 
hypothesis that we believe are relevant and helpful to further study the role and 
structure of users’ goals on the web. 
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Several things are noteworthy in the search history of the above user: First, the user 
started off with a goal formulation (#1 how to get more wine crop) and then 
proceeded with a refinement of this goal in a second query (#2 Fertilizer or insecticide 
to increase wine crop). The provided time stamps reveal that in this case, the time 
difference between the two queries was more than 15 minutes! Although it is hard to 
assess the real cause for this time lag, the AOL search database provides a possible 
explanation by listing the websites that the user visited in response to query #1, which 
includes a discussion board website hosting discussions on different strategies to get 
more “wine crop” (including “insecticides” and “fertilizer”). This allows us to 
hypothesize that H1: Goal refinement is a time-intensive process during search. 

In query #3, the user performed a further refinement of his goal to “fertilizer to 
increase wine crop” and in #4, he performs a generalization to “Increase wine crop”. 
This is interesting again from a goal-oriented perspective: Instead of refining his goals 
in a strict top-down approach, the user alternates between top-down (refining) and 
bottom up (generalizing) goal formulations. We consider this observation in a 
hypothesis 2 that claims that, from a goal-oriented perspective, user search is neither a 
strict top-down, nor a purely bottom-up approach, but a combination of both. While 
we focus on informational queries only, previous studies have found that the type of 
approach does not only depend on the type of task, but also different types of users 
[14]. This leads us to hypothesize H2: Users search by iteratively refining, 
generalizing and reformulating goals, in no particular order. 

In query #5 the user performs a different goal formulation: “How to get rich wine 
crop”. Instead of focusing on quantity (“get more” / “increase”), the search now can 
be interpreted to focus on the quality of wine crop (“get rich”). In query #6, a goal re-
formulation is performed. This can be regarded to represent the same goal, but 
articulated in a slightly different way (“get good” instead of “get rich” wine crop). 
Another very interesting observation is that there is a time span of more than 7 days 
between queries #1-#4 and queries #5-#6! Although we have no information about 
what the user might have done in between these search activities, we use this evidence 
to tentatively hypothesize that identifying different, but related, goals is difficult for 
users, and it involves significant time and potentially cognitive efforts. In a more 
intuitive way, we can say that it seems that, especially with high-level, knowledge 
intensive goals, users learn about their goals as they go. We formulate this 
observation in hypothesis H3: Exploring related goals is more time-intensive than 
goal refinement. 

And finally, we can observe that a smaller amount of time is passing between 
search queries #5 and #6. The question that is interesting to ask based on this 
observation is whether goal refinements require more time and cognitive investments 
from users than goal re-formulations. One might expect that users with search 
experience become skilled in tweaking their queries based on the search engines’ 
responses without modifying their initial goal. We express this question in our 
hypothesis H4: Goal re-formulation requires less time than goal exploration or 
goal refinement. Next, we will explore some implications of these observations. 

 
Analysis: If hypothesis H1 would be corroborated in future studies, offering users 
possible goal refinements would be very likely to be considered a useful concept. If 
hypothesis H2 would be supported in further studies, goal-oriented search would not 
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only need to focus on goal refinement, but also on providing a range of different 
intentional navigation structures, allowing to flexibly alternate between refining, 
generalizing and exploring goals. If the exploration of goals represents a very time 
intensive process (H3), then users can be assumed to greatly benefit from having 
access to the goals of other users. And finally, if goal re-formulation does not require 
significant amounts of time (H4), there might be little motivation for researchers to 
invest in semantic similarity of web searchers, but more motivation to invest in 
intentional similarity. 

Surprisingly, when analyzing current search technologies such as Google, we can 
see that there is almost no support for any of these different goal-related search tasks 
(refinement, generalization, etc) identified. Although Google helps in reformulating 
search queries (“Did you mean X?”), this – at most – can be regarded to provide some 
support for users in goal re-formulation on a syntactic level, but not on a truly 
intentional level (help in goal refinement, generalization, etc).  

These observations immediately raise a set of interesting research questions: Do 
the formulated hypotheses hold for large sets of search sessions? How can the 
hypotheses be further refined to make them amenable to algorithmic analysis? And 
how can the identified goals be represented in more formal structures? While we are 
interested in all of these questions, in this paper we will only discuss the issue of more 
formal representations in some greater detail. 

4   Representing Search Goals as Semi-formal Goal Graphs 

We have modeled the goals of a user who is interested in “wine crop” with the agent-
and goal-oriented modeling framework i* [20]. When applying i*, we focused on goal 
aspects and neglected agent-related concepts such as actors, roles and others. The i* 
framework provides elements such as softgoals, goals, tasks, resources and a set of 
semantic relations between them. The goal graph in Figure 1 was constructed by one 
of the authors of this paper based on the frame-annotated goals depicted in Table 1. In 
the diagram, the goals of the users are represented through oval-shaped elements. 
Means-ends links are used to indicate alternative ways (means) by which a goal 
(ends) can be fulfilled. Goals represent states of affairs to be reached, and tasks, 
which are represented through hexagonal elements, describe specific activities that 
can be performed for the fulfillment of goals. Soft-goals, which are represented 
through cloud-shaped elements, describe goals for which there is no clear-cut 
criterion to be used for deciding whether they are satisfied or not. Thus, soft-goals are 
fulfilled or denied to a certain degree, based on the presence or absence of relevant 
evidence. In i* diagrams, links such as "help" or "hurt" are used to represent how a 
belief about the fulfillment or denial of a soft-goal depends on the satisfaction of other 
goals. From the goal-graph in Figure 1 we can infer that the goal “increase wine crop” 
can be achieved through a variety of means: Fertilizer, Insecticides and Irrigation all 
represent means to achieve the end of increasing wine crop. The goal “Increase wine 
crop” and the related goal “Improve wine crop” both have “help” contribution links to 
the overarching soft-goal “Winery be successful”. 
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Fig. 1. Representing Users’ Search Goals in a Semi-Formal Goal Graph 

Assuming that such goal graphs can be constructed for a range of different 
domains (which is evident in a broad set of published examples from the domain of 
requirements engineering), it would be interesting to see how the different goal-
related activities of users during search (such as goal formulation, goal refinement, 
goal generalization, etc) can be represented as a traversal of such a goal graph. We 
will explore this question next. 

4.1   How Can Search Be Understood as a Traversal Through a Goal Graph? 

Modifying search engines’ algorithms to exploit knowledge about users’ goals has a 
high priority for search engine vendors [5]. Being able to relate search queries to 
nodes in a goal graph could enable search engines to provide users goal-oriented 
support in search. This could mean that software could offer users to refine their 
search goals, generalize them or propose related goals from other users.  

Figure 2, depicts the results of manually associating the search queries presented in 
Table 1 with the goal graph introduced in Figure 1. We can see that the user starts his 
search by formulating a version of the goal “increase wine crop” in query #1. This 
goal is refined in query #2 “Fertilizer or insecticides to increase wine crop” which can 
be mapped onto the two means “Fertilizer to increase wine crop” and “Insecticides to 
increase wine crop”. Query #3 “fertilizer to increase wine crop” represents a further 
refinement. In query #4, the user generalizes his search goal to “increase wine crop” 
again. Query #5 and #6 relate to a different goal: “Improve wine crop”. Query #5 and 
#6 can be considered to be re-formulations of the same goal. 

Interestingly, the goal graph reveals that the user did not execute search queries 
related to the means “Irrigation to increase wine crop” or the soft-goal “Winery be 
successful”, although one can reasonably expect that the user might have had a 
genuine interest in these goals too (although validation of this claim is certainly hard 
without user interaction). 

As a consequence, a major benefit of having goal graphs available during search 
could be pointing users to refined goals or making sure that users do not miss related 
goals. But assuming that having such goal graphs would be beneficial, how can they 
be constructed? 
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Fig. 2. Goal-Oriented Search as a Traversal of Goal Graphs 

4.2   How Can Large-Scale Goal Graphs Be Constructed? 

Mapping search queries onto goal graphs presumes the existence and availability of 
goal graphs. In our example, we have hand-crafted a goal graph for illustration 
purposes. However, manually constructing such goal graphs is costly, and anticipating 
the entirety, or even a large proportion, of users’ goals on the internet would render 
such an approach unfeasible. So how can we construct large-scale goal graphs that do 
not rely on the involvement of expert modelers? Automatic user goal identification is 
an open research problem [6], and answering this question satisfyingly would go well 
beyond the scope of this paper, but we would like to discuss some pointers and ideas: 
The recent notion of folksonomies has powerfully demonstrated that meaningful 
relations can emerge out of collective behaviour and interactions [21]. We would like 
to briefly explore this idea and some of its implications for constructing large-scale 
goal graphs based on frame-analysis of intentional artifacts. 

Let’s assume that a system has the capability to come up with frame-based 
annotations of search queries. The search query “fertilizer or insecticide to increase wine 
crop” would then be annotated in a way that is depicted on the left side of Figure 3. 
Based on such annotations, a goal graph construction algorithm could use heuristics to 
construct a goal graph similar to the one depicted on the right side of Figure 3.   

Heuristic rules could, for example, prescribe that the root goal is represented by the 
central verb (“increase”) and its corresponding item (“wine crop”), and that the means 
to this end are represented by the frame elements cause (“fertilizer”, “insecticide”). 
Each time a user formulates an intentional search query, the goal graph construction 
algorithm could construct such small, atomic goal graphs heuristically.   

In a next step, these atomic goal graphs constructed from different users’ search 
queries would need to be connected to larger whole. Considering hypothesis 2, this 
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Fig. 3. Heuristic Construction of Atomic Goal Graphs via Frame-Annotation of Search Queries 

appears to be a task that is hard to perform by algorithms alone. Nevertheless, usage 
data analysis, explicit user involvement or semi-automatic, collaborative model 
construction efforts (as e.g. pursued by the ConceptNet project [9]) might help to 
overcome this issue, which can be considered to represent a non-trivial research 
challenge. 

5   Implications and Threats to Validity 

We are aware that our particular research approach puts some constraints on the 
results of our work: Due to our focus, the search queries we analyzed were not 
required to be representative and, in fact, they are not. To obtain some quantitative 
evidence, two of the authors have categorized a pseudo-random sample (based on 
java.util.Random randomizer) of 2000 out of 21,011,340 queries into intentional and 
non-intentional categories, based on the criterion whether a query contains at least 
one verb (infinitive form, excluding gerund) and at least one noun. For each of these 
candidates, two authors of this paper judged whether it would be possible to envisage 
the goal a user might have had based on a specific query (such as “increase computer 
speed”). From our analysis, only 2.35% (47 out of 2000) of the searches from the 
AOL search database can be considered to be such “intentional queries”. The 
probability of occurrence then results in a 95% confidence interval of [0.0169, 
0.0301] for the probability of a query being intentional according to our criteria.  

In contrast to these findings, related studies found somewhat higher numbers. A 
study reported in [4] suggests that 35% of search sessions have a general, high-level 
information research goal (such as questions, undirected requests for information, and 
advice seeking). The difference in numbers might be explained by different levels of 
analysis and a more relaxed understanding of goals in [4], which allows a broader set 
of queries (including queries that do not have verbs) to be labelled as goal-related.  

There are several implications of this discrepancy: While users often have high-
level goals when they are searching the web, they are currently not rewarded for 
formulating (strictly) intentional queries. In fact, one can assume that formulating 
non-intentional queries represents a (locally) successful strategy in today’s search 
engine landscape. As a result, users might have adapted to the non-intentional mode 
in which Google, Yahoo and other search engines operate today. However, this 
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situation makes it necessary for users to cognitively translate their high-level goals 
into search queries and perform reasoning about their goals in their mind. This 
potentially increases the cognitive burden of users and makes it hard for systems to 
connect them with other users who pursue similar goals or allowing them to benefit 
from the experiences made by other searchers.  

We do not believe that these implications put constraints on our results: With a 
collaborative goal modeling approach, even a small percentage of strictly intentional 
queries could be used to construct large-scale goal graphs. Even if the percentage of 
intentional queries among the entirety of search queries would be as low as 1% or 
even lower, the sheer amount of queries executed on the World Wide Web would still 
provide algorithms with a rich corpus to construct large-scale goal graphs. On the 
web, such an approach is by far not unusual: For example, on wikipedia, a minority of 
users contributes content that is being used by a majority. However, the task of 
constructing large-scale goal graphs would obviously become much easier if users 
actually would be aware that search engines would interpret their queries as an 
expression of intent rather than an input that is being used for text string matching. 

6   Conclusions 

Based on our preliminary findings, we can formulate a set of interesting research 
challenges: First, how can large-scale goal graphs be represented and constructed? 
How can intentional artifacts (such as search queries) be associated with nodes in 
such goal graphs? How can goals and web resources be associated? And how can 
collaboration on the internet support the construction of such intentional structures? 

Our work represents an initial attempt towards understanding the role and structure 
of goals in web search. We have demonstrated how search processes can be 
understood as a traversal through goal graphs and have provided some ideas on how 
to construct large scale goal graphs. In future work, we are interested in further 
investigating and shaping intentional structures on the web. 
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Abstract. Problems which users typically experience when dealing with
search and management tasks within their personal document collections
mainly result from lacking expressiveness and flexibility of the tradi-
tional file systems and data models to represent individual knowledge.
Ontology-based approaches provide appropriate solutions, enabling peo-
ple to semantically describe their multimedia items. Furthermore, suit-
able techniques for the support of information sharing and exchange in
ontology-based systems are still missing or only weakly supported. In
this paper we present a multi-user multimedia document management
system based on Semantic Web technologies. We discuss requirements
and preconditions with regard to user management and access control,
and describe the technical implementation of our concept.

1 Introduction

Due to the development of powerful digital devices for the creation, processing,
and storage of multimedia documents, the amount of available digital items and
associated information has tremendously increased in a wide range of application
fields. Via the Internet, multimedia documents such as images, music, etc. are
spread out and exchanged between users rapidly and in large scale. The result is
an increasing disorientation within heterogeneous document collections regard-
ing origin, context, and interrelation of digital items. Thus, for the user, a mere
syntactical description and storing is not sufficient. Today, common manage-
ment systems and applications are typically limited to hierarchical navigation
and storage of information. Problems and barriers which typically appear when
users deal with search and management tasks within personal media collections
mainly result from lacking expressiveness and flexibility of the traditional data
models to represent individual knowledge.

Aim of the K-IMM project1 is the development of a concept for semantic-
based management of personal media collections, which allows the user to apply
individual knowledge models and paths with preferably little effort. Therefore,

1 http://www-mmt.inf.tu-dresden.de/K-IMM
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applying Semantic Web technologies to ensure machine-processability and in-
terchangeability, a document collection is no longer an aggregation of separate
items, but forms an individual, user-specific knowledge base. Furthermore, the
user is now able to publish and share not only images and associated tags (e.g. on
Flickr2), but interpretable knowledge about content in a community of people.
By enabling other users to contribute to the annotation and contextualization of
documents, the descriptions are semantically enriched with different individual
views and conceptualizations. To facilitate the described scenario of community-
driven knowledge engineering, one also has to deal with concepts of access control
with respect to a multi-user document management system, granting rights to
view, edit, or delete information resources to certain users or user groups. Related
approaches of Semantic-Web-based collaborative systems are often Wiki-based
(enabling everyone to edit everything) and thus are generally not focused in
detail on these challenging issues.

In this paper we present an ontology-based multimedia document manage-
ment system, developed within the K-IMM project, with regard to user man-
agement and access control. Section 2 illustrates background and state-of-the-art
of collaborative knowledge modeling systems based on Semantic Web technolo-
gies or principles, referencing relevant related work. The focus of the second
part (Section 2.2) lies on access control and concurrency issues. In Section 3 we
introduce our ontology-based multimedia document management system, its ba-
sic architecture, and the extensions we made regarding multi-user support and
knowledge publishing and sharing. Section 4 presents our showcase: a Web-based
information sharing system on the basis of our multimedia document manage-
ment architecture. Finally, a conclusion is given in Section 5.

2 Background and Related Work

Multimedia document management profits from principles of knowledge man-
agement theory. The tasks to be fulfilled by knowledge management systems
comprise acquisition, organization, storage, disposal, and access (retrieval) of
information. Reliable and expressive metadata can ensure that a multimedia
archive is well-organized and retrieval jobs (distinct queries, browsing, question
answering) are performed with convincing precision and recall rates. However,
different users apply different conceptualizations, usually refinements or deriva-
tions of common concepts. The connection and integration of one or more user
concepts within a community knowledge space for documents is so far not suffi-
ciently supported. Solutions may arise from recent developments in the field of
collaborative knowledge modeling and social software.

2.1 Collaborative Knowledge Modeling

Cooperative knowledge modeling has certain advantages over solitary work. It
represents a process of knowledge construction resulting in what is often called
2 http://www.flickr.com

http://www.flickr.com
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“group memory” [1], comprising individual knowledge and experiences of the
group members. This knowledge thus contains multiple views and can be dis-
seminated and re-used. Some relevant techniques enabling informal or formal
collaborative knowledge modeling are discussed in the following.

2.1.1 Social Tagging and Social Bookmarking
Social Web annotation tools (or resource sharing systems) have recently evolved
into commonly used and very popular community portals, thanks to a very
low entry barrier. In general, users are able to define “tags” (arbitrary words)
for the description or categorization of resources, which might be, for instance,
photos (e.g. Flickr), bookmarks (e.g. del.icio.us3), or bibliographic references
(i.e. CiteULike4). These resources thus form a distributed and open knowledge
base, interlinked by simple, informal keywords. A major drawback of this tech-
nique is of course the lack of formalism, allowing ambiguity or mistakes in writ-
ing, which complicates targeted search and retrieval. Therefore, recent work,
like [2,3,4], focuses on the development of techniques to formalize “emergent
semantics” from these so called “folksonomies”, so that users can still profit
from a lightweight knowledge modeling approach, but with a Semantic Web
foundation.

2.1.2 Semantic Wikis
Also, Wikis as platforms to create, interlink, and share information within a
community enjoy growing popularity. Several extensions to the classical Wiki
approach have been presented recently to incorporate the advantages of formal-
ization through Semantic Web technologies [5,6]. Using enhanced syntax, se-
mantic statements can be integrated to describe and link information resources.
Due to the typical characteristics of Wikis - any reader can edit any page [7] -
existing projects are generally not focused on the definition of authoring roles
and access rights. Thus, the delimitation of individual views or workspaces of
users or groups is not supported.

2.1.3 Social Semantic Desktops
Based on the idea of Semantic Desktops, using Semantic Web technologies to
improve personal information management on desktop computers, Social Se-
mantic Desktops provide another technique for collaborative knowledge work.
One representative is DBin [8], which uses Peer-to-Peer (P2P) technique to cre-
ate interest groups and to allow exchange of RDF-based information (but also
files) between P2P group members. The Nepomuk project5 deals with the de-
velopment of a standardized, conceptual framework for Semantic Desktops. A
reference implementation of some parts is Gnowsis [9], though it does not provide
collaboration or multi-user support.
3 http://del.icio.us
4 http://www.citeulike.org
5 http://nepomuk.semanticdesktop.org

http://del.icio.us
http://www.citeulike.org
http://nepomuk.semanticdesktop.org
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2.2 Multi-user Support on the Semantic Web

In the recent past, ontology engineering and knowledge work has often been
accomplished by single users (experts). Now, with the increasing exertion of
complex semantically-enriched applications, the support of teams working on
large-scale knowledge bases has become an interesting research topic. Neverthe-
less, to our knowledge there has only been a small amount of research done on
this field. In the following, we would like to focus on selected work on the two
important topics Access Control and Concurrency for Semantic Web data stores.

2.2.1 Access Control
Much work has been done related to access control with regard to file systems
and data bases. In general, access control can be realized using Access Control
Lists (ACL), attaching lists of permissions (allowed actors and actions) to the
resources, or Capability-based, assigning lists of resources and access rights to the
agents. Another widely used mechanism is Role Based Access Control (RBAC)
[10], where users or groups are assigned particular roles, which are associated
with according permissions. All these techniques have certain advantages and
disadvantages with regard to the specific application context.

Another important issue is the level of granularity. Access control to XML
documents, for instance, can be specified at element level and propagated to
lower levels according to their hierarchical structure [11]. Although, XML forms
the foundation of the Semantic Web architecture, access control mechanisms for
XML documents are not sufficient for RDF-based data. Qin and Atluri [12] pro-
pose an access control model for the Semantic Web, which facilitates granting
of permissions on concept-level based on the propagation of semantic relation-
ships among them. Thus, an agent is allowed to access instance data if he/she
has permission for the according concept. Policy-based approaches as described
in [13,14] make use of explicit rules to specify access rights, which gives ad-
ministrators the opportunity to create simple or complex policies which are not
necessarily restricted to concepts. A role-based approach (Role-based Collabo-
rative Development Method RCDM) can be found in [15], which introduces five
roles with different ranges of permission to mitigate conflicts: knowledge user,
proposer, engineer, expert, and manager.

As far as we know, most research on access control for Semantic Web data
starts from the assumption that permissions or prohibitions are managed by
one or more administrators (role-based) and are primarily based on concepts.
With regard to our application context it is necessary to have a decentralized,
“flat hierarchy” approach, allowing all users to specify access rights on particular
instances (e.g. a multimedia description, or a FOAF profile), and particularly
not based on concepts. We introduce our approach in detail in Section 3.1.

2.2.2 Concurrency
Distributed authoring of semantic knowledge bases requires much more sophis-
ticated solutions for concurrency problems than it is done in classical databases,
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using (conservative) locking or (optimistic) non-locking methods. Campbell
et al. [16] argue that in case of traditional two-phase locking long-life transac-
tions, which might take months, prevent other users from working on the locked
data. Nevertheless, study of existing work [17,18] shows that, with regard to the
higher complexity of semantic knowledge bases and higher probability and risk
of conflicts, the preferred way to solve conflicts is preventing them before they
occur. Most of the work actually focuses on collaborative ontology engineering,
which necessitates appropriate solutions to select and propagate locks according
to hierarchical relationships between concepts. If a user wants to edit concept
A it is locked (write lock) for other users and furthermore all its superconcepts
receive read locks (and their superconcepts recursively), as modifications to su-
perconcepts of A must be prohibited as long as A is edited. In addition to that,
[17] proposes locking of complete subtrees to allow ontology engineers to inde-
pendently work on their parts and to reduce the number of lock checks with the
server.

Concurrency problems within our application context have limited complexity
as we focus on multi-user knowledge engineering on the instance level, as we will
later show in Section 3.1. Thus the above-mentioned techniques are too extensive
for our needs, but provide the appropriate solutions for future multi-user concept
engineering facilities (Section 3.2).

3 Multi-user Support Within the K-IMM Ontology-Based
Multimedia Document Management System

This work is based on the results and implementation within the K-IMM (Know-
ledge through Intelligent Media Management) project, which provides a system
architecture for intelligent multimedia document management for private users
(i.e. semi- or non- professionals) [19]. The intention of this project is to take
advantage of ontology engineering and Semantic Web technologies in such a way
that users without particular skills can manage and search a multimedia col-
lection intuitively and without additional cost. Therefore, the system comprises
components for automated import and indexing of media items (of different type)
as background tasks. All of the components are realized as plug-ins (bundles).
Thus, further plug-ins for specific media type analysis and processing or ad-
vanced components for visualization can easily be added to the system, and can
be started and stopped dynamically at runtime. Hence, it is possible to run the
system e.g. just for image management (starting only image analyzing and image
semantics deducing components), or only with low-level indexing (without se-
mantic modeling), if desired. The media analyzing components extract available
properties and features and pass them to the knowledge modeling components.
In our prototype implementation, RDF and OWL processing, storage, and rea-
soning is based on the Jena Framework6 including the Jena Inference Support.
Further components, which are also not subject of this paper, comprise knowl-
edge instantiation and propagation [20], and context aggregation and modeling.
6 http://jena.sourceforge.net

http://jena.sourceforge.net


84 A. Mitschick and R. Fritzsche

Server

Client

RDF/OWL 
Repository

Jena RDF Framework

Aggregation
Component

model

Image-
Analyzer

Text-
Analyzer

KIMMModel
Media 
Repository

Speech-
Analyzer

media
Eclipse Equinox OSGi Framework

Browser

UserContainerManagercontext
ContextModelManager

search, editing,
annotationfile

upload

context

DataAccess

KIMMMediaImporter

Webclipse

Fig. 1. The overall K-IMM System architecture

A conceptual overview of the overall architecture of the K-IMM System is de-
picted in Figure 1.

The foundational ontology (top-level) used for knowledge modeling is based
on the ABC ontology described in [21], extended by certain base concepts and
relations for the description of multimedia documents. Although replaceable,
this foundational ontology is easy to use and understand, and provides a basis
for individual extensions, as discussed in the following.

3.1 User Management and Access Control

As we described in Section 2.2, the study of existent work related to access
control for ontology-based knowledge management systems showed that suitable
techniques for the support of information sharing and exchange in a multi-user
multimedia document management system are still missing. The following ap-
plication scenario should illustrate our requirements and design principles:

User A stores a collection of personal photographs in the K-IMM system. The
items are semantically annotated, and related real-world entities (people, loca-
tions, events, etc.) are formally described according to the K-IMM base ontology.
This knowledge forms the user’s individual “workspace” and is so far not visible
to others or part of any community or group knowledge. Some of the photos have
been assigned very private and confidential comments. As the user has the oppor-
tunity to extend the base ontology, he has established his own specializations of the
base concept “Photo” for his needs as a semi-professional photographer: “Night-
Shot”, “CloseupView”, “Landscape”, etc., including specific attributes. Now he
wants to publish a subset of his photo collection to User B, including semantic
entities (creator, creation location, camera, etc.), but without the comments and
the specialized instantiation. User B can add own comments to the photos (either
visible to User A or only to herself), and is allowed to publish User A’s disclosed
photos and related entities to others.
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Obviously, this application scenario necessitates a very fine-grained and so-
phisticated definition of access policies, including access to the policies them-
selves. As existing techniques (Section 2.2) turned out to be not sufficient, we
developed a methodology which is based on the idea of shared workspaces or
shared repositories. Such systems use a Container metaphor to store and re-
trieve collections of resources visible to a single user or a group. We adopted
this approach as follows: Every user of the system has a UserResourceContainer
which contains imported multimedia documents and their semantical descrip-
tions. Every Container has a unique identifier used within the namespace for the
RDF-based data. Within this namespace the user is allowed to create instances,
relations, and specializations of base concepts. The publishing of resources is re-
alized as a transfer between containers, i.e. from a UserResourceContainer to a
GroupResourceContainer. The UserResourceContainer only retains a reference
to the “relocated” resource. A GroupResourceContainer is a shared repository
for more than one user and is initialized by a publishing process. As a mat-
ter of convenience and efficiency a PublicResourceContainer, as a specialized
GroupResourceContainer, is used to publish resources to the group of all users.
The following rules should be observed:

– Every container applies the base ontology. The base ontology itself stays
stable. No user is allowed to edit or delete base concepts or properties.

– Every user can create subclasses (specializations) of base concepts and sub-
properties of base properties within his/her container.

– Every user can edit and delete specializations within his/her container.
– Every user can create instances within his/her container.
– Every user can access instances within the group containers he/she is mem-

ber of.
– Every user can edit and delete instances, which he/she can access.
– Every user can publish instances, which he/she can access, to other users.

He/she can select attributes and related resources which should be published
supplementary.

– An instance of a user defined class is generalized to the next level base
concept for publishing (as RDF allows instances to have multiple types, the
instance is of the specialized type within the user’s container and of general
type outside).

The opportunity to pass published resources on to other groups (and names-
paces) forms a decentralized and easy to use access mechanism, and is a
lightweight approach. However, it is clear to see that a publishing process real-
ized as a relocation of a resource can only be done once - thus, providing access
to more than one group is not possible. Furthermore, the deletion of a published
resource within a group container must not imply that references in several
user containers get inconsistent. Therefore, we introduced a so called HiddenRe-
sourceContainer, which is a general, anonymous container, which holds resources
published more than once or published to an “anonymous” group, which is not
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Fig. 2. An application scenario illustrating the publishing concept

permanent or fixed7. Users have no direct access to the HiddenResourceCon-
tainer, as it is the case with the other types of containers, only via references
they possess. Please note that references to resources outside a user’s container
must be updated each time the original resource is moved or deleted from a
group container (which is equivalent to moving the resource to the HiddenRe-
sourceContainer and deleting the reference within the group container).

Figure 2 illustrates the application of our approach using the example scenario
given above. As user A publishes a photo (annotated with comments and infor-
mation about location and camera), which he has specified within his workspace
to be of type “Landscape”, to user B, the resource is transfered to a group
container to which both have access to share resources (2). User A’s personal
comments are left within his user container, connected to the resource’s refer-
ence. As user B grants access to this photo to the members of another group she

7 Sharing resources does not necessarily mean that users establish a formal collabora-
tion group (explicitly labeled).
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participates in, the resource is transfered to the HiddenResourceContainer and
existing references are updated (3).

In our implementation the container paradigm is realized in the form of
Java objects which encapsulate information about the container itself (as a re-
source, with a namespace), the owner resp. members, and the contained re-
sources. Thus, they act as wrappers for the semantic models of these containers
and provide the technical implementation of the above-mentioned policies and
restrictions.

3.2 Concurrency and Locking

As described in Section 2.2.2, concurrency is a challenging issue in collaborative
ontology engineering and primarily considered to be solved with conservative
locking methods. In our case users do not collaborate on the concept level, but
only on the instance level. User-defined ontology specializations are only allowed
within UserResourceContainers and are based on a foundational ontology which
itself is not editable. Therefore, it is necessary to use lock selection and prop-
agation methods on the instance level. The following example should illustrate
this issue:

User A has published a photo with information about the location and the camera
(cf. Figure 2) to user B. Later on he wants to refine the location information
(“Hawaii”) within the group container. At the same time user B decides to pub-
lish the location information description to other users.

It is clear to see that user B should be prevented from modifying the location
resource directly (publishing or deletion, i.e. transfer to other containers). Thus,
the location resource obtains a write-lock, which means, that other users are not
allowed to publish or delete it.

As an extension to our approach it would be possible to allow collaborative
ontology engineering within the group containers. In this case the concurrency
solutions described in Section 2.2 regarding lock propagation along concept hi-
erarchies and relations should be applied.

4 The K-IMM Wiki

As an appropriate showcase we developed a prototype Web application as a
user interface for the K-IMM service architecture which is operated on a server.
Although the application is not a “real” Wiki in the strict sense (according to
a page-based editing principle), we use this term for our Web application to
emphasize the characteristic of quick and low-barrier access and publishing, and
the absence of a differentiated role hierarchy.

The underlying Webclipse platform, which was developed within our working
group, is a Rich Internet Application (RIA) framework based on Eclipse and
the OSGi concept, and makes use of the Ajax framework Echo2 8 for the user
8 http://www.nextapp.com/platform/echo2/echo/

http://www.nextapp.com/platform/echo2/echo/
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Fig. 3. User (left) and group aspect (right) within the K-IMM Wiki user interface

interface components. The K-IMM Wiki is a thin-client application, so that users
only need a standard browser and are not required to install additional software.

Figure 3 presents two screenshots of the Web interface with exemplary data.
The left one shows the user container view containing a number of photos with
some semantic descriptions and menus for publishing them to available groups.
In this example UserA is about to publish a photo to GroupAB. Thereafter, the
photo appears in the workspace of this group (right clipping). The tabs allow for
direct and quick switching between workspaces. The hierarchy on the left is a
representation of the concepts of the base ontology and allows the user to create
sub-concepts within his workspace. Please note that this prototypical interface
does not yet provide sophisticated retrieval facilities as we focused on simple
techniques to illustrate the publishing process.

So far we have tested and evaluated the concept using exemplary data sets
(collection of 100 images and extracted descriptions) and virtual users (up to
100). Our results have shown that the approach is particularly suitable for small
groups of up to ten concurrent users (fitting our target scenario of private docu-
ment collections). Target of our future work will be a detailed evaluation of the
user management concept within a real-world scenario, which includes usabil-
ity and concurrency awareness. For this purpose, our designed Web application
should help realizing and evaluating user interface concepts for annotation, re-
trieval, and sharing of multimedia documents, in particular regarding compre-
hension and benefits to the user.

5 Conclusion

In this paper we discussed multi-user support in the field of ontology-based
knowledge and document management and examined a selection of existing
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solutions for access control and concurrency problems. We introduced our K-
IMM system, a multimedia document management system based on Semantic
Web technologies, and presented design principles and implementation of the
made extensions to support user and group collaboration.

The realized Container metaphor gives users the opportunity to store and
semantically annotate multimedia documents within a personal workspace and
share resources with others by means of publishing to a group container. Thus,
access control is not managed exclusively by an administrator and with the
help of explicitly defined access rules, but defined and controlled by the users
themselves and with an intuitive interaction technique.
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Abstract. We describe procedures for solving disequation problems in
theories with sequence variables and flexible arity symbols, and show
how to use them for Collaborative Schema Construction.

1 Introduction

In this paper we define and present algorithms for collaborative XML schema
management. We call such a management process Collaborative Schema Con-
struction, which is based on the following idea: Several people are interested
in producing a common schema for XML data and each of those people may
impose some constraints on the schema structure. For example in the Super-
Journal Project [17], the goal was “to produce a cluster of journal content to
make it worth the author submitting multimedia content and the reader doing
useful searching and browsing in the electronic field with sufficient content that
is relevant.”. SuperJournal brings a consortium of publishers to develop models
for network publishing by gathering the content from several different journals.
The consortium members propose a desired schema for their own domain. Col-
laboratively they could unify all their schemas in one general schema which
satisfies everyone’s requisites. After this all the information could be integrated
in one general journal and distributed.

The integration of different schemas into a common, unified one, usually called
Schema Integration, has been a prominent area of research for the database com-
munity over the past years [9,16,18]. With the widespread adoption of XML has
the standard syntax to share data, new attention was given to schema integra-
tion for XML schemas [19,11]. In all these previous works, schema integration
means a semantic integration, i.e., in the different schemas, one may have differ-
ent names for the same semantic concept, and this semantic knowledge is used
to match schemas. Thus these works necessarily rely on domain specific infor-
mation to perform matching. In our work, we assume that the syntax used in
the different XML schemas is the same and that the several schemas are incom-
plete specifications where only some domain specific part is defined. Thus in this
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paper, when we refer to collaborative schema construction we mean syntactic
collaborative schema construction.

The approach we follow is to represent schemas by equations in a properly
chosen term algebra and try to find the most general common schema by solving
equations in that algebra. We use an algebra of terms with function symbols of
flexible arity (suitable to represent XML) and variables that can be substituted
by sequences of terms, called sequence variables. Unification in theories with
sequence variables and flexible arity function symbols (sequence unification or
SU in short) is a recent topic of research with applications in several areas in
computer science. In [12,14] decidability of sequence unification was shown, and
a minimal complete solving procedure was introduced. Recently, unification of
terms with flexible arity functions symbols has been successfully applied to XML-
processing and website content verification [15,13,4,3,6,5]. Sequence unification
is infinitary, that means that for some problems the minimal complete set of
solutions (mcs) may be infinite, which implies that any complete procedure is in
general nonterminating. Several finitary fragments of sequence unification have
been identified in [14].

With the motivation of Collaborative Schema Construction, here we define a
terminating procedure that covers larger fragments than those from [14]. More-
over, we incorporate negative information in the specification, for instance, spec-
ifying that two sequences do not share a common element. It leads to sequence
disunification that is a new development. It extends sequence unification with
disjointness equations, that for terms without sequence variables coincides with
standard disunification [7,8,2].

Thus, the main contributions of this work are:

– A minimal complete procedure for sequence disunification (dealing with dis-
jointness equations).

– A minimal complete algorithm for the case where each sequence variable
occurs maximum twice in the disunification problem.

– Applying these techniques to Collaborative Schema Construction in XML
where disunification of schemas is used to create more general ones and a
parser for the general schema is generated.

Due to space limitations, proofs are presented in the extended version of this
paper available at http://www.ncc.up.pt/xcentric/cfk.pdf.

The rest of the paper is organized as follows: in Section 2 the preliminaries. In
Section 3 a complete and terminating procedure for disunification is described.
Section 4 presents the algorithm for quadratic sequence disunification problems.
In Section 5 we discuss the application of the defined procedure to XML. Con-
clusions are presented in Section 6.

2 Preliminaries

We assume that the reader is familiar with the basic notions of unification the-
ory [1] and automata theory [10]. Here we introduce preliminary notions about

http://www.ncc.up.pt/xcentric/cfk.pdf
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unification along the lines presented in [14]. We consider an alphabet consisting of
the following mutually disjoint sets of individual variables VI , sequence variables
VS , and flexible arity function symbols F . The set of variables VI ∪VS is denoted
by V . Terms over F and V are defined by the grammar t ::= x | X | f(t1, . . . , tn),
where x ∈ VI , X ∈ VS , f ∈ F , and n ≥ 0. If n = 0, we will write f instead of
f(). The set of terms over F and V is denoted by T (F , V). We will use x, y, z
for individual variables, X, Y, Z for sequence variables, and s, t, r for terms. The
letters a, b, c will denote terms with the empty list of arguments. A pair of terms,
written s

.= t, where s, t /∈ VS , is called an equation. For readability purposes,
we often write sequences of terms in the parentheses, like, e.g. (t1, . . . , tn), or ()
for the empty sequence. We also use an abbreviated notation t̃ for sequences.
The set of variables of a syntactic object O (i.e. of a term, a term sequence, an
equation, or a set of equations) is denoted by vars(O).

A substitution is a mapping from individual variables to terms that are not
sequence variables, and from sequence variables to finite sequences of terms so
that all but finitely many individual variables are mapped to themselves, and
all but finitely many sequence variables are mapped to themselves considered as
singleton sequences. For example, {x �→ f(a, Y ), X �→ (), Y �→ (a, f(b, Y ), x)}
is a representation of a substitution. We will use lower case Greek letters for
substitutions, with ε for the empty substitution. The notions of instance of
a term or a sequence under a substitution, and substitution composition are
standard.

Example 1. f(f(X), X, a, f(Y, x), b){X �→ (), Y �→ (a, b, g(x)), x �→ f(X)} =
f(f, a, f(a, b, g(x), f(X)), b).

A substitution ϑ is more general than σ, written ϑ ≤· σ, iff there exists a substi-
tution ϕ such that ϑϕ = σ. Respectively, ϑ is strongly more general than σ with
respect to a set of sequence variable variables X , iff there exists a substitution
ϕ such that ϑϕ = σ and Xϕ �= () for all X ∈ X .

Example 2. Let ϑ = {X �→ Y } and σ = {X �→ (), Y �→ ()}. Then ϑ ≤· σ,
ϑ �{X} σ, and ϑ ��{Y } σ.

A set of substitutions S is minimal (resp. almost minimal with respect to a
set of sequence variables X ) iff for any substitutions ϑ, σ ∈ S, if ϑ ≤· σ (resp.
if ϑ �X σ) then ϑ = σ. A disjointness equation, d-equation in short, is a pair
of term sequences, written s̃ 	 t̃. We say that a disjointness equation s̃ 	 t̃
is true if the sequences s̃ and t̃ do not have a common element. For instance,
(a, f(x)) 	 (f(b), X, f(y)), but (a, f(x)) �	 (f(x), X, f(y)). D-equations general-
ize disequations s �= t that can be seen as d-equations between single terms.

A Sequence Disunification problem (SD problem in short) is a set of equations
and d-equations {s1

.=?
t1, . . . , sn

.=?
tn, s̃1 	 t̃1, . . . , s̃m 	 t̃m}.1 A substitution

σ is called its solution iff siσ = tiσ for all 1 ≤ i ≤ n and s̃iσ 	 t̃iσ for all
1 ≤ i ≤ m. Note that not all the instances of a solution of a disunification

1 We write
.
=

?
to indicate that the equations has to be solved.
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problem are again its solution (in contrast to unification problems). Rather, one
has to pick only those instances that keep the disjointness equations true. We use
upper case Greek letters to denote disunification problems. For a disunification
problem Γ we denote by Γ

.= its maximal subset that consists of equations only,
and by Γ� its maximal subset that consists of d-equations only. The set of
function symbols in Γ is called its signature and is denoted by sig(Γ ).

A complete set of solutions of a SD problem Γ is a set of substitutions S such
that each ϑ ∈ S is a solution of Γ , and for any solution σ of Γ there exists ϑ ∈ S
such that ϑ ≤· σ. A minimal complete set of solutions of Γ is a set of solutions
that is complete and minimal. An almost minimal complete set of solutions of
Γ with respect to a set of sequence variables X is a complete set of solutions of
Γ that is almost minimal with respect to X . For each X , a almost minimal set
of solutions of Γ with respect to X is unique up to the equivalence associated
with �X . We denote such a unique almost minimal complete set of solutions of
Γ with respect to vars(Γ ) by amcs(Γ ). In the similar way we have the notation
mcs(Γ ) for the minimal complete set of solutions of Γ .

Example 3. Let Γ be a SD problem {f(X) .=?
f(Y )}. Then mcs(Γ ) = {{X �→

Y }} and amcs(Γ ) = {{X �→ Y }, {X �→ (), Y �→ ()}}. If we add to Γ a d-equation
X 	 () then mcs(Γ ) = amcs(Γ ) = {{X �→ Y }}. For Δ = {f(X, a) .=?

f(a, X)}
these sets are infinite: mcs(Δ) = amcs(Δ) = {{X �→ ()}, {X �→ a}, {X �→
(a, a)}, . . .}. If we add X 	 a to Δ, then mcs(Δ) = amcs(Δ) = {{X �→ ()}}.

3 Sequence Disunification

Now we introduce rules for solving SD problems. They are very similar to the
rules for sequence unification from [14]. The difference is an extra condition in
some rules related to satisfying d-equations, and one extra rule.

For an SD problem Γ , the set of projecting substitutions Π(Γ ) is defined as
Π(Γ )={σ | Dom(σ) ⊆ VS(Γ

.=), Xσ=() for all X ∈ Dom(σ), and Γ� is true}.

For instance, the set of projecting substitutions for the problem {f(X, a) .=?

f(a, Y )} is {{X �→ ()}, {Y �→ ()}, {X �→ (), Y �→ ()}}, and for {f(X, a) .=?

f(a, Y ), Y 	 ()} it is {{X �→ ()}}.
The transformation rules are the following:

P: Projection

Γ =⇒σ Γσ, where σ ∈ Π(Γ ).

T: Trivial

{s
.
=

?
s} ∪ Γ =⇒ε Γ.

O1: Orient 1

{s
.
=

?
x} ∪ Γ =⇒ε {x

.
=

?
s} ∪ Γ, if s /∈ VI .

O2: Orient 2

{f(s, s̃)
.
=

?
f(X, t̃)} ∪ Γ =⇒ε {f(X, t̃)

.
=

?
f(s, s̃)} ∪ Γ, if s /∈ VS .
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S: Solve

{x
.
=

?
t} ∪ Γ =⇒σ Γσ, if x /∈ VI(t), σ = {x �→ t}, and Γ �σ is true.

FAS: First Argument Simplification

{f(s, s̃)
.
=

?
f(t, t̃)} ∪ Γ =⇒ε {s

.
=

?
t, f(s̃)

.
=

?
f(t̃)} ∪ Γ,

if f(s, s̃) �= f(t, t̃) and s, t /∈ VS .

SVE1: Sequence Variable Elimination 1

{f(X, s̃)
.
=

?
f(X, t̃)} ∪ Γ =⇒ε {f(s̃)

.
=

?
f(t̃)} ∪ Γ, if f(X, s̃) �= f(X, t̃).

SVE2: Sequence Variable Elimination 2

{f(X, s̃)
.
=

?
f(t, t̃)} ∪ Γ =⇒σ {f(s̃)σ

.
=

?
f(t̃)σ} ∪ Γσ,

if X /∈ VS(t), σ = {X �→ t}, and Γ �σ is true.

W1: Widening 1

{f(X, s̃)
.
=

?
f(t, t̃)} ∪ Γ =⇒σ {f(X, s̃σ)

.
=

?
f(t̃σ)} ∪ Γσ,

if X /∈ VS(t), σ = {X �→ (t, X)}, and Γ �σ is true.

W2: Widening 2

{f(X, s̃)
.
=

?
f(Y, t̃)} ∪ Γ =⇒σ {f(s̃σ)

.
=

?
f(Y, t̃σ)} ∪ Γσ,

where σ = {Y �→ (X, Y )} and Γ �σ is true.

Suc: Success

Γ =⇒ε �, if Γ
.= = ∅ and Γ � is true.

We denote the set of these rules by R, and the set R \ {P} by R−. (We could
have added couple of more rules to simplify the d-equation part of SD, but
decided to keep the list of rules as short as possible.) The substitution σ used to
make a step in the transformation rules is called a local substitution. Sometimes
we may use the rule name abbreviation as subscripts and write, for instance,
Γ =⇒σ,W2 Δ to indicate that Γ was transformed to Δ by W2. A derivation is a
sequence Γ1; σ1 =⇒ Γ2; σ2 =⇒ · · · of transformations. A selection strategy S is a
function which given a derivation Γ1 =⇒σ1 · · · =⇒σn−1 Γn returns an equation,
called a selected equation, from Γn. A derivation is via a selection strategy S
if in the derivation all choices of selected equations, being transformed by the
transformation rules, are performed according to S.

Definition 1. A syntactic sequence disunification procedure D is any program
that takes a SD problem Γ and a selection strategy S as an input and uses the
transformation rules to generate a tree of derivations via S, called the disunifi-
cation tree for Γ via S, denoted DT S

D(Γ ), in the following way:

1. The root of the tree is labeled with Γ ;
2. Each branch of the tree is a derivation via S of the form Γ =⇒σ0,P Γ1 =⇒σ1,R1

Γ2 =⇒σ2,R2 · · · or of the form Γ =⇒σ0,R0 Γ1 =⇒σ1,R1 Γ2 =⇒σ2,R2 · · · , where
Ri ∈ R− for i ≥ 0.
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3. If different instances of the projection rule are applicable to the root node in
the tree, or if several rules are applicable to the selected equation in a node
in the tree, they are applied concurrently.

4. If a node in the tree contains an SD problem Δ such that Δ
.= is unsolvable

(this can be decided by the decision algorithm for sequence unification), or if
no rule can be applied to Δ, then the branch is extended in a unique way by
Δ =⇒ε ⊥.

The leaves of DT S
D(Γ ) are labeled either with  or with ⊥. The branches that

end with  are called successful branches, and those with the leaves ⊥ are failed
branches. With each successful branch we associate the substitution obtained by
composing local substitutions along the branch starting from the root towards
the leaf. The set of all such substitutions is the solution set for Γ computed by
D. It can be shown that this set coincides with amcs(Γ ). Hence, the procedure
enumerates amcs(Γ ) and terminates if this set is finite. The finitary fragments
of sequence unification from [14] give finitary fragments of SD. Here we just
mention two other ones that have not been discussed in [14] but whose finitary
property can be easily established. One is linear SU (each variable occurs at most
once), and the other one can be described as a problem that can be represented
with a single equation {s

.=?
t} where t is linear and does not contain sequence

variables. Representation as a single equation is not a restriction because any
general SU problem {s1

.=?
t1, . . . , sn

.=?
tn} is equivalent to {f(s1, . . . , sn) .=?

f(t1, . . . , tn)}. These SU problems induce finitary SD problems.
Because of d-equations, an SD problem can be finitary even if its equational

part is not. We showed one such problem in Example 3.

4 Quadratic Disunification Problems

In this section we present an algorithm for a fragment of SD that has an infi-
nite amcs (i.e. an infinite search space), but it can be represented by a finite
means. The algorithm works on a quadratic fragment of SD, denoted by QSD
and requiring that no variable occurs in its equational part more than twice,
and returns a deterministic finite automaton that models the search space. The
automaton accepts a language of substitutions that is exactly the amcs for a
given QSD problem.

Before describing the algorithm we recall the definition of a (deterministic)
finite automaton, DFA: It is a 5-tuple (Q, Σ, δ, q0, F ) where Q is a finite set of
states, Σ is a finite input alphabet, q0 ∈ Q is the initial state, F ⊆ Q is the set
of final states, and δ is a transition function mapping Q × Σ to Q.

We consider QSD problems as sequences of equations followed by d-equations,
with the leftmost selection. Hence, the derivations in the algorithm below are
organized in the last in, first out way.

Algorithm 1 (Solving QSD Problems)
Input: A QSD problem Γ .
Output: A DFA (Q, Σ, δ, q0, F ).
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1 function SolveQSD(Γ )
2 Σ := Π(Γ )
3 Q := {Γσ | σ ∈ Σ} ∪ {Γ, , ⊥}
4 δ := {δ(Γ, σ) → Γσ | σ ∈ Σ}
5 q0 := Γ
6 F := {}
7 U := {(Γσ, {Γ}) | σ ∈ Σ \ {ε}} ∪ {(Γ, ∅)}
8 while U �= ∅ do
9 Select a pair (Δ, h) from U.

10 U := U \ {Δ, h}
11 for each Δ′ obtained from Δ by R ∈ R− via leftmost selection:
12 Δ =⇒σ,R Δ′ do
13 Σ := Σ ∪ {σ}
14 Q := Q ∪ {Δ′}
15 δ := δ ∪ {δ(Δ, σ) → Δ′}
16 if R ∈ {W1, W2} then
17 h′ := h ∪ {Δ}
18 if Δ′ .= /∈ h′ .= modulo symmetry of .= then
19 U := U ∪ {(Δ′, h′)}
20 else U := U∪{(Δ′\{e}, ∅)} where e is the leftmost equation in Δ′

21 else
22 if R ∈ {O1, O2} then h′ := h else h′ := ∅
23 if Δ′ �=  then U := U ∪ {(Δ′, h′)}
24 return (Q, Σ, δ, q0, F )

On line 18, Δ′ .= /∈ h′ .= means that the equational part of Δ′ is not the same as
the equational part of any element of h′. Roughly, the idea behind the SolveQSD
algorithm is to try to reduce a given QSD problem to  by applying the transfor-
mation rules in all possible ways. In the derivations, with each QSD problem we
associate its history (the set of QSD problems that appear in the same deriva-
tion before the given problem). The purpose of the history is to perform a cycle
check, whether the equational part of a new QSD problem has already appeared
in the same derivation before. To keep the history small, only necessary QSD’s
are kept there. It gets cleaned if a rule is applied that strictly decreases a certain
measure, because all the problems generated after this rule application are sup-
posed to be strictly smaller than the ones currently in the history, and it does
not make sense to keep junk in the history anymore.

Note that the construction behind SolveQSD can be used to develop analogous
algorithms for quadratic fragments of certain infinitary unification problems, e.g.
for word and context unification. The main idea is to identify unification rules
that do not change the size of the problem, and those that strictly reduce it.
The first ones should be treated like W1 and W2 in SolveQSD.

Example 4. Given the SD problem {f(X, a) .= f(a, X)}, then:

– Σ = {ε, {X �→ ()}, {X �→ (a, X)}, {X �→ a}}
– Q = {{f(a) .= f(a)}, {f(X, a) .= f(a, X)}, ∅, , ⊥}



98 J. Coelho, M. Florido, and T. Kutsia

– δ is defined by the following transitions: {δ({f(X, a) .= f(a, X)}, ε) →
{f(X, a) .= f(a, X)}, δ({f(X, a) .= f(a, X)}, {X �→ ()}) → {f(a) .= f(a)},
δ({f(X, a) .= f(a, X)}, {X �→ (a, X)}) → {f(X, a) .=f(a, X)}, δ({f(X, a) .=
f(a, X)}, {X �→ a} → {f(a) .=f(a)}, δ({f(a) .=f(a)}, ε) → ∅, δ(∅, ε) → }}

– q0 = {{f(X, a) .= f(a, X)}}
– F = 

The generated automaton is shown in figure 1

{f(X, a)
.
= f(a, X)}

{f(X, a)
.
= f(a, X)}

{f(a)
.
= f(a)} ∅ �ε

{X �→ ()}

{X �→ a}

ε ε

{X �→ a, X}

Fig. 1. Automaton generated for {f(X, a)
.
= f(a, X)}

Theorem 1 (Termination). SolveQSD terminates on any input.

It is not hard to see that the automaton returned by the SolveQSD algorithm
is a DFA. The fixed selection rule (the leftmost selection) guarantees that for
each pair of an QSD problem (i.e. state) and a substitution (i.e. input symbol)
there exists exactly one transition to a next QSD problem (state). The empty
substitution, like any other, is considered to be an input symbol.

Let A(Γ ) be an automaton generated by SolveQSD for a QSD problem Γ .
The input accepted by the A(Γ ) has usually the form σ1 · · · σn, where σ’s are
substitutions. We can compose them from left to right, obtaining a substitution
σ. Slightly abusing the terminology, we say that σ is also accepted by A(Γ ).

Given a QSD problem Γ with Γ� = ∅, there exists one-to-one correspon-
dence between the runs of the automaton A(Γ ) generated by SolveQSD and the
derivations generated by the SD procedure U in [14] via the leftmost selection
strategy (considering Γ ordered), because every run step (transition) corresponds
to a derivation step (transformation) and vice versa. Since U is sound, complete,
and almost minimal, we have that the set of substitutions accepted by A(Γ ) is
amcs(Γ ). If Γ� �= ∅, the DFA A(Γ ) accepts a subset of amcs(Γ

.=) that satisfies
Γ�. Hence, we get the following result:

Theorem 2 (Main Theorem). Let A(Γ ) be a DFA generated by SolveQSD
for a QSD problem Γ , and let S be the set of substitutions accepted by A(Γ ).
Then S = amcs(Γ ).

The set amcs(Γ ) can be infinite as, for instance, it is for Γ = {f(X, z, Y, z) .=?

f(g(X, a), g(a), Y ), X 	 Y }. For it, amcs(Γ ) = {{X �→ (), Y �→ g(a), z �→ g(a)},
{X �→ (), Y �→ (g(a), g(a)), z �→ g(a)}, . . .}. SolveQSD gives its finite representa-
tion in the form of a DFA. From it we can obtain another finite representation,
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in terms of regular expressions on substitutions, which often might be more
intuitive: {X �→ (), z �→ g(a), Y �→ (g(a), Y )}{Y �→ (g(a), Y )}∗.

Since the language accepted by a DFA is a regular language, we conclude
that amcs for a QSD problem is a regular language of substitutions where the
concatenation operation is the substitution composition.

Note that the SolveQSD algorithm can be used also on certain problems that
are not quadratic. First of all, it is clear that it can be used on any SD problem
that is finitary. Some more fragments of SD amenable to SolveQSD that we
will use later are the following: (a) An SD that contains equations of the form
xi

.=?
ti and f(Xi)

.=?
f(t̃i), where x’s and X ’s are not necessarily distinct,

and all t’s and t̃’s are variable disjoint and linear. Such problems can be easily
reduced to QSD problems by introducing extra variables. (b) If t’s and t̃’s are
not necessarily variable disjoint but all occurrences of the same sequence variable
in different t’s and f(t̃)’s have the same prefix,2 then the problem is finitary. (c)
Any Γ that can be represented as Γ

.=
1 ∪ Γ

.=
2 ∪ Γ� where Γ

.=
1 is a finitary part

of Γ
.=, Γ

.=
2 is a quadratic part of Γ

.=, and Γ� requires all variables that occur
in Γ

.=
2 twice, to be disjoint from each other. An example of such a problem is

Γ = {f(a, Y ) .=?
f(X, Z), f(X, a) .=?

f(a, X), f(b, Y ) .=?
f(Y, b), X 	 Y }.

It can be represented as Γ
.=

1 ∪ Γ
.=

2 ∪ Γ� with Γ
.=

1 = {f(a, Y ) .=?
f(X, Z)},

Γ
.=

2 = {f(X, a) .=?
f(a, X), f(b, Y ) .=?

f(Y, b)}, and Γ� = {X 	 Y }. SolveQSD
will return a DFA that accepts {X �→ (), Z �→ (a, Y )}{Y �→ (b, Y )}∗{Y �→ b}
and {X �→ a, Y �→ Z}{Z �→ (b, Z)}∗{Z �→ b}.

5 Application in Collaborative Schema Construction

One application of this work is what we call Collaborative Schema Construction.
It is based on the following idea: Several people are interested in producing
a common schema for XML data and each of those people may impose some
constraints on the schema structure.

We start with defining a relation between DTD’s and conjunctions and dis-
junctions of equations. Then we will translate the schema requirements into such
formulae (adding disjointness equations, if necessary), bring them into conjunc-
tive normal form, represent each conjunct as an SD problem and try to solve
them. The (representations of the) solutions for each such problem then can be
combined together, from which we can read off the desired schema.

To establish a relation between DTD’s and equations, we need translation
rules from sets of regular membership atoms to disjunction and conjunction of
equations. A regular membership atom is an expression of the form X ∈ �R�,
where R is a regular expression built from ground terms and regular operators
∗, +, ?, |, ,. For instance, f(a) | (b, g(a, b)) and f(a∗ | b)+, g(a?) are such expres-
sions. The translation rules are given below: (R is a regular expression with at
least one regular operator, t is a ground term, and f is a dummy function.)
2 The occurrences of a sequence variable X in the subterms f1(s1, . . . , sn, X, . . .) and

f2(t1, . . . , tm, X, . . .) have the same prefix if f1 = f2, n = m, and si = ti for each
1 ≤ i ≤ n.
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{X ∈ �R∗�} ∪ R; E ⇒ {Y ∈ �R�} ∪ R; E ∧ f(X, Y )
.
= f(Y, X).

{X ∈ �R+�} ∪ R; E ⇒ {Z ∈ �R�} ∪ R; E ∧ f(X)
.
= f(Z, Y ) ∧ f(Y, Z)

.
= f(Z, Y ).

{X ∈ �R?�} ∪ R; E ⇒ {Y ∈ �R�} ∪ R; E ∧ (f(X)
.
= f() ∨ f(X)

.
= f(Y )).

{X ∈ �R1 | R2�} ∪ R; E ⇒ {Y ∈ �R1�, Z ∈ �R2�} ∪ R;
E ∧ (f(X)

.
= f(Y ) ∨ f(X)

.
= f(Z)).

{X ∈ �R1, R2�} ∪ R; E ⇒ {Y ∈ �R1�, Z ∈ �R2�} ∪ R; E ∧ f(X)
.
= f(Y, Z).

{X ∈ �f(R)�} ∪ R; E ⇒ {Y ∈ �R�} ∪ R; E ∧ f(X)
.
= f(Y ).

{X ∈ �t�} ∪ R; E ⇒ R; E ∧ f(X)
.
= f(t).

We now demonstrate our approach with an example:

Example 5. Three entities need to share a custom address book document. All
of them agree that the document should have root element addrbook and one
element name, and each of them imposes other constraints in the document
content (note that places representing sequences which are not of interest for a
given entity are represented by an anonymous variable ’ ’):

1. The document must have a sequence of zero or more elements address after
name and does not matter what comes next. The proposed document has
the simplified structure: addrbook(name, address∗, ).

2. The document must have a sequence of one or more elements email some-
where, with the simplified structure: addrbook(name, , email+, )

3. The document must have one or more address elements after name and an
optional telephone element somewhere, with the following simplified struc-
ture: addrbook(name, address+, , telephone?, )

These requirement can be described by the following equations where f is a
dummy function symbol and X ′s are fresh distinct variables. (In fact, we could
extend the rules in R to work with the anonymous variables directly, taking
into account all its subtleties, but because of space limitation we do not discuss
it here.) The equations are obtained by the translation rules, with a simple
further simplification to save space. (e.g., removing equations of the form f(X) .=
f(t1, . . . , tn) and changing X everywhere by t1, . . . , tn).

1. x .= addrbook(name,A,X1 ) ∧ f (A, address) .= f (address ,A).
2. x .= addrbook(name,X2 ,E , email ,X3 ) ∧ f (email ,E ) .= f (E , email).
3. (x .= addrbook(name,A, address ,X4 , telephone)∨

D .= addrbook(name,A, address ,X4 )) ∧ f (A, address) .= f (address ,A).

Taking the conjunction of these sequence equations and bringing it to the cnf
we obtain two SD problems, one of which we denote by Γ :

{x .= addrbook(name,A,X1 ), x .= addrbook(name,X2 ,E , email ,X3 ),
x .= addrbook(name,A, address ,X4 , telephone),
f (A, address) .= f (address ,A), f (email ,E ) .= f (E , email)}.

(Due to space limitation we will not consider the other SD problem Δ here). We
can try to solve the problem with U, but if we modify it a bit to be able to apply
algorithms for quadratic problems.
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The modification starts by noting that Γ
.= can be represented as the union

Γ
.=

1 ∪Γ
.=

2 , where Γ
.=

1 = {x .= addrbook(name,A,X1 ), x .= addrbook(name,X2 ,E ,

email ,X3 ), x .= addrbook(name,A, address ,X4 , telephone)} is finitary and Γ
.=

2 =
{f (A, address) .= f (address ,A), f (email ,E ) .= f (E , email)} is quadratic. Next,
we impose the disjointness restriction on A and E (when at least one of them is
not empty), which intuitively is well justified since addresses and emails should
be different. We obtain the SD problems Γ{A �→ (), E �→ ()} and Γ ∪ {E 	 A}.
The first one is finitary. The second one falls in one of the fragments described
at the end of Section 4 and, hence, can be solved by SolveQSD, obtaining the
DFA that describes the solution set of Γ ∪ {E 	 A}. Taking the union of the
DFA’s for these two problems with the one that can be obtained in the same
way from Δ and further minimizing it, we obtain a DFA from which one can
read solutions:

{{x �→ addrbook(name, address , email , telephone), A �→ (),E �→ ()},

{x �→ addrbook(name,A, address , email , telephone),E �→ ()}
{A �→ (address ,A)}∗{A �→ address}},

{x �→ addrbook(name, address ,E , email , telephone),A �→ ()}
{E �→ (email ,E )∗{E �→ email}},

{x �→ addrbook(name,A, address ,E , email , telephone)}
{A �→ (address ,A)∗{A �→ address}{E �→ (email ,E )}∗{E �→ email}},

and the same without telephone. The DFA also describes the following DTD:

<!ELEMENT addrbook (name,address+,email+,telephone?)*>
<!ELEMENT name (#PCDATA)>
<!ELEMENT address (#PCDATA)>
<!ELEMENT telephone (#PCDATA)>
<!ELEMENT email (#PCDATA)>

To summarize, with the techniques described in this section we can

1. Define a common schema (or DTD) for several incomplete specifications for
XML by reducing it to a SU problem;

2. The resulting DFA can be used for parsing of valid documents if the δ func-
tion uses the pattern matching in the same fashion as in the XCentric lan-
guage [6] to match ground documents to the sequence variables.

6 Conclusion and Future Work

In this paper we formulated sequence disunification problem that besides sequence
equations contains disjointness equations, and described a complete procedure
to solve such problems. We demonstrated application of sequence disunification
in collaborative schema construction, which consists of representing incomplete
schemas by equations and using disunification to get the more general schema
along with a parser.
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Future work is two-fold. First, from the theoretical point of view, we plan (a)
to study sequence disunification with regular constraints which, in our opinion,
will be very useful in XML-related applications, and (b) investigate a possibility
of bringing in certain higher-order features like e.g. context variables. Second,
we will work on integration of these techniques in the XML-processing logic
language XCentric [6].
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Abstract. What are the possibilities of Semantic Web technologies for
organizations which traditionally have lots of structured data, such as
metadata, available? A library is such a particular organization. We
mapped a digital library’s descriptive (bibliographic) metadata for a
large historical document collection encoded in MARC21 to a histori-
cal ontology using an out-of-the-box ontology, existing topic hierarchies
on the World Wide Web and other resources. We also created and ex-
plored useful relations for such an ontology. We show that mapping the
metadata to an ontology adds information and makes the existing in-
formation more easily accessible for users. The paper discusses various
issues that arose during the mapping process. The result of mapping
metadata to RDF/OWL is a populated ontology, ready to be deployed.

1 Introduction

The Early American Imprints Series I1 are a microfiche collection of all known ex-
isting books, pamphlets and periodical publications printed in the United States
from 1639-1800, and gives insights in many aspects of life in 17th and 18th cen-
tury America, and are based on Charles Evans’ American Bibliography. This
bibliography has been created in MARC21. Identifying and characterizing a re-
source and placing it in an intellectual context is expensive. The ‘expensive’
metadata are not fully used by the library’s users, and hence the resources are
not fully disclosed using the existing metadata as an extra supporting layer.

This paper will present a method to make these existing bibliographic (de-
scriptive) metadata more easily accessible to (casual) users using Semantic Web
technologies. The Semantic Web builds on information that is machine-readable
and allows links to be created with relationship values [1]. Ontologies are the
backbone of this idea, because these are used to organize and store information.
Ontologies are built independently of a given application, and ensure that there
is a common understanding of a domain (interoperability) [3].

There is related work in other domains, where thesauri such as the Arts and
Architecture Thesaurus (AAT) are being used to create an ontology [8], and there
� Current affiliation is Archives and Information Studies, University of Amsterdam.
1 http://library.truman.edu/microforms/early american imprints.htm

M. Weske, M.-S. Hacid, C. Godart (Eds.): WISE 2007 Workshops, LNCS 4832, pp. 103–114, 2007.
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is more merging of datasets and vocabularies in the Cultural Heritage domain in
[6]. Similar research has been conducted by [7] where a medical thesaurus called
Medical Subject Headings (MeSH) and WordNet are converted to RDF/OWL.

However, these papers do not specifically deal with digital libraries’ ample
bibliographic metadata formatted in MARC21, which is often ‘noisy’, and what
characteristic issues arose while aligning MARC21 metadata with schemas or
vocabularies and its mapping process. Much metadata of libraries or archival in-
stitutions is encoded in this format, and other organizations with semi-structured
data may face similar challenges. We also wondered whether the idea of map-
ping metadata, storing it in repositories using Semantic Web techniques, and
advanced querying with inferencing, is feasible for our library or others, and
could really be useful for people interested in the history of the United States.

This research was carried out as part of the Semantic Web for History (SWHi)
project, of which a system description is presented in [2].2 An objective of this
project is to explore how a historical ontology can be built using library meta-
data, allowing libraries to push the Semantic Web forward, with real use for
historians and other users. For example, the system should be able to answer
questions such as:

1. When was George Washington born, and when did he die?
2. What events have occurred in the Early American History?
3. What did George Washington publish?

These questions retrieve factoid answers, and the three questions could be syn-
thesized in this form:

4 Did George Washington publish about the events that have only occurred
in his life?

On the one hand, we wonder whether the populated historical ontology can
answer the first 3 questions, and use our historical ontology to infer the answer
of the fourth question. On the other hand, an objective is to find out whether
an ontology can offer more focused access to a specific nugget of information
that captures the user’s information need. The methodology of our approach is
explained in Section 2. The results are presented in Section 3, where we query
the ontology with a few examples. We conclude with our findings and point to
future work in Section 4.

2 Methodology

2.1 Data Exploration

Our bibliographic MARC21 metadata have been created by librarians. To know
what is in the data, and to know what information is needed, the MARC213 file
2 http://semweb.ub.rug.nl/
3 http://www.loc.gov/standards/marcxml/

http://semweb.ub.rug.nl/
http://www.loc.gov/standards/marcxml/
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was analyzed in detail. We started by encoding this file in XML. A MARC21
record encoded in XML consists of a set of datafield blocks, and each of these
datafields has got numerous subfields as attributes, which makes MARC21 an
expressive and rich metadata standard. The combination of a datafield and a
subfield indicates the semantics of the metadata value. In this example, the
datafield is 100 and the subfield code is a, which means the name of an author.

<datafield tag="100" ind1="1" ind2="">
<subfield code="a">Gardiner, John Sylvester John,
</subfield>
<subfield code="d">1765-1830. </subfield>

</datafield>

The metadata of the Evans bibliography (150 Mb, 36,305 records) are the
single source of input for populating the ontology. There are 772,258 datafield
items, classified in 35 types (using the tag attribute). There are 1,647,280 sub-
field items (of which almost 40% is subfield a), classified in 27 different types
(using the code attribute). If we also take the type of the datafield into account,
there are 190 different combinations of datafield type/subfield type pairs. The
most frequent combinations are given in Table 1.

Table 1. Snippet of the mapping table

MARC21 # %
∑

Description Schema Used
035 a 72610 4.41 4.41 SYS. CONTROL NO N/A N/A

510 c 69262 4.20 8.61 CITATION dc:relation Y

510 a 69262 4.20 12.82 CITATION dc:relation Y

500 a 68244 4.14 16.96 GENERAL NOTE dc:description Y

... ... ... ... ... ... ...

600 k 1 0.00 100.00 PERSONAL NAME N

Note that the metadata consists of mappable descriptive (bibliographic),
structural, and administrative metadata. The latter 2 are not mapped, because
it does not have meaning in the historical domain of the ontology, and it is not
useful for (non-librarian) users. We give a quantitative overview of the portion
of metadata that was mapped, and discuss the contribution of each schema.

2.2 Reusing Existing Resources

We do not convert the MARC21 metadata directly one-to-one to RDF, which
would be trivial, but try to use extra knowledge, links and descriptives provided
by different resources and align them together comprehensively. A plethora of
existing resources can be reused and merged to create a single historical ontology.
We have decided to use an existing historical ontology as the base, and modify
and enrich it with existing resources. By reusing existing knowledge structures,
there is greater acceptance for the ontology. Prefixes and namespaces are essen-
tial to align schemas and map ontologies, because it indicates where an instance
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(individual), class (concept) or relation is derived from. It is also a matter of
accountability and accuracy, which is important for a historical ontology.

The new ontology SWHi Ω can be seen as the union of different subsets or
Ω = {V ∪ D ∪ S ∪ F ∪ N}, where V stands for the VICODI core ontology4,
D for the Dublin Core predicates for describing documents5, F for the FOAF
predicates and classes for describing the social networks6, N for the Newsbank
Topic Hierarchy (taxonomy) classes for topic classification7, and S for the SWHi
predicates and classes. An instance i, where i ∈ Ω, is described by combining
the predicates from these different subsets.

VICODI. A history-specific ontology was built by [4], because there were no
suitable existing ontologies available. The VICODI structure is intuitive, simple
and allows for the uploading of instances and relations (representing historical
facts) into the ontology in large numbers. Although VICODI is intended for
European history, it can also be used for American history. Any shortcomings
can be dealt with by modifying or enriching the ontology.8

Newsbank Topic Hierarchy. (NTH) We have substituted VICODI’s Cat-
egory hierarchy with new classes based on the taxonomical structure of the
webpage of NewsBank’s Readex archive of the Evans dataset. This taxonomical
structure was ready made and is depicted in Fig. 1.

Fig. 1. Screen Caption of Taxonomical Structure of Newsbank Evans Portal

All the subclasses of the tab Subjects are manually extracted as the categories
of the Imprints. 16 categories in total are extracted from the NTH. Each of the
categories has numerous (1909) topics listed. These are saved as HTML files and
semi-automatically fetched and fed as instances to each of the 16 corresponding
categories. For example, the subject Accounting is an instance of class Eco-
nomics and Trade. The subjects are mentioned in the documents (imprints) as
topics, so each document can be related to the NTH.
4 http://www.vicodi.org/about.htm
5 http://dublincore.org
6 http://www.foaf-project.org
7 http://infoweb.newsbank.com
8 The latest beta version of the SWHi ontology uses PROTON

(http://proton.semanticweb.org/) as its core, but the same kind of relations as
in VICODI are used as discussed in this paper.

http://www.vicodi.org/about.htm
http://dublincore.org
http://www.foaf-project.org
http://infoweb.newsbank.com
http://proton.semanticweb.org/
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Type of Imprints. In the metadata, each MARC21 record has the properties
of an imprint. In many imprints, it is known what kind of imprint it is. This
piece of code shows that an imprint can both be categorized as Broadsides and
Hymns with datafield 655 and subfield a.

<datafield tag="655" ind1="" ind2="7">
<subfield code="a">Broadsides.</subfield>
<subfield code="2">rbgenr </subfield>

</datafield>
<datafield tag="655" ind1="" ind2="7">

<subfield code="a">Hymns.</subfield>
<subfield code="2">rbgenr </subfield>

</datafield>

This structure was not present in the VICODI ontology, so it will be automati-
cally extended with these. 131 types of imprints are extracted from the metadata
and used as classes for the ontology.

Dublin Core. (DC) It is an annotation vocabulary for metadata. There is a
distinction between a qualified and unqualified (or simple) version, because the
former has been intended for finer semantic distinctions and more extensibility,
while the latter is simple and concise. Unqualified DC contains 15 elements. Qual-
ified DC uses qualifiers to narrow the scope of an element, e.g. dc:date.created is
more refined than dc.date alone. The ‘Dumb-Down Principle’ is applicable here,
because values of qualified DC can always be mapped to unqualified DC. That
is why we have decided to use qualified DC wherever possible.

Friend of a Friend. (FOAF) This vocabulary is used for describing social
networks. It is a suitable schema, because predefined elements of persons or
organizations exist in the metadata and can be mapped to RDF/OWL using
the FOAF vocabulary, such as names of authors or publishers. FOAF-properties
have FOAF-classes as their domain (or range), so FOAF-classes are added to
the ontology in order to use FOAF properties.

2.3 Adding Class Hierarchies

– Semi-automatic. The classes, properties and their subclass relations are
defined and stored on top of the OWL file, which is illustrated in this code.

<owl:Class rdf:about="http://semweb.ub.rug.nl/newsbank/Science">
<rdfs:subClassOf rdf:resource="http://vicodi.org/ontology#Category"/>
<rdfs:label rdf:datatype="http://www.w3.org/2001/XMLSchema#string">
newsbank:Science</rdfs:label>

</owl:Class>

Science is made a subclass of Category. We automatically added all 131
subclasses of the Type of Imprints to the class foaf:Document.
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– Manual. Protégé9 arguably has become the most widely used ontology ed-
itor for the Semantic Web [5]. We have used it to define classes and their
hierarchies, relationships between classes, and properties of these relations.
The 16 NTH classes have been manually added, as previously discussed.
FOAF-classes and properties have also been added manually using Protégé.
The properties of FOAF have FOAF-classes as their domain. foaf:Group,
foaf:Organization, and foaf:Person are subclasses of foaf:Agent.

2.4 Properties and Relations

Schemas are used to add properties (predicates) to existing classes, and to create
relations between the classes. These properties have been manually added using
Protégé and are saved as RDF/OWL. We have created relations between classes,
besides the subClassOf relations in RDF. Inference is important: all classes in-
herit the properties (attributes or slots) of the superclass. RDF resources can
either be a literal or another resource (object). In the latter case it is of type
instance or type class. We have used the latter type of properties to create such
relations, and enrich the historical ontology. These are depicted in Fig. 2. The
depicted ISA-relations are equivalent to subClassOf relations.

1. Time Properties make any object in the ontology temporal:
– vicodi:exists, which contains general descriptions about time,
– dc:coverage.temporal is used for a document to describe the timeframe

the imprint is covering (e.g. American Revolutionary War),
– and dc:date.publication which describes when a document was published.

The domain of dc:coverage.temporal is the vicodi:Time-Dependent class, and
with inheritance, all its subclasses have this property as well, and it refers
to swhi:Ontology, so it can take any instance in the ontology as value. It
does not link directly to the instances of vicodi:Time, because this property
should also be allowed to take as object instances of vicodi:Event, which is a
different ‘leaf’ in the subclass hierarchy of the ontology. All other resources
can be made temporal with vicodi:Time-Dependent.

2. Agent Properties are related to persons or institutions, and described with
– dc:creator, which refers to an agent that created an object (document),
– dc:publisher, which refers refers to an agent of type Publisher,
– and foaf:knows which relates a person to another agent.

It is assumed that an author expressed with 100 a knows the names of the
persons that he or she has covered in his publications, e.g. with the datafields
600 and 700 in the same MARC21 record. This implicit knowledge in the
MARC21 data is made explicit by mapping it using the foaf:knows property.
Moreover, incoming and outgoing links can be detected for persons.

3. Topic Properties classify and cluster objects in the ontology:
– vicodi:hasCategory, which makes clear that anything in the historical

ontology can have a topic, and hence be classified with the NTH.

9 http://protege.stanford.edu/

http://protege.stanford.edu/
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Fig. 2. Some classes and key relations in the SWHI Ontology

– foaf:topic interest, which specifically refers to the topics that a person is
interested in, because he or she has published about it,

– and dc:subject which point to the topics from the document collection.
For example, this makes it possible to retrieve all persons who are also in-
terested in a certain topic of an imprint, which could give a user a list of
possibly interesting authors as query expansion.

4. Remaining Properties are:
– vicodi:hasRole, which makes temporal objects (like persons) having roles,
– dc:location links an object besides time also with space,
– foaf:publications gives a list of publications for each author pointing to

the instances of foaf:Document and its subclass hierarchy,
– and dc:language makes clear which language is used.

The vicodi:hasRole relation takes a class as its range, as it refers to subclasses
(e.g. vicodi:Author and vicodi:Publisher) of the class vicodi:Role.
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2.5 Automatically Populating the Ontology

This section presents what steps were needed to use the library metadata for
automatically populating the ontology and the reasoning behind it.

Process and Cleanup Data. The metadata was already encoded in XML
using MARC21 elements, and thus we could have used XSLT for the conversion.
However, as the conversion required a substantial amount of string processing,
regular expressions and text normalization, we opted for Perl. String processing
is useful a.o. for dissecting temporal intervals and for cleaning up the noisy meta-
data. Instances are automatically extracted and printed as one line. Duplicates
are removed by retrieving only unique lines, after removal of leading and trailing
whitespace, squeezing of multiple spaces, and removal of some punctuation.

Mapping Metadata. The process of mapping the MARC21 to RDF/OWL is
done by checking out Table 1 from top to bottom, which is sorted by frequency
(descending). The purpose was to reuse multiple existing schemas for mapping
knowledge in the metadata, in this case DC, FOAF and VICODI, as much
as possible, because existing schemas are accepted by other people and widely
used. Another reason is for instance that Dublin Core is not expressive enough to
capture the semantics of MARC21. RDF allows us to create our project-specific
SWHi schema as the fourth schema. We identified four ways to do the mapping.

1. One-to-one mapping (1:1). Some values in the metadata can be mapped
directly as a value to a property of an instance. For example, the topic of an
imprint is depicted as code 650 a in the metadata. This topic is mapped 1:1
by making it an instance of category like newsbank:Economics and Trade,
and depicted here in the automatically generated RDF/XML code.

<newsbank:Economics_and_Trade rdf:ID="Accounting">
<rdfs:comment rdf:datatype="http://www.w3.org/2001/XMLSchema#string">
Accounting</rdfs:comment>

<swhi:subject xml:lang="en">Accounting</swhi:subject>
</newsbank:Economics_and_Trade>

2. One-to-many mapping (1:m). Sometimes, one value can be split up into
multiple properties. This is the case for the instances of Time and the
names of a person. For example, a name written in the form <Lastname,
Firstname> with code 100 a can be split up by mapping the Lastname to
foaf:surname and the Firstname to foaf:firstName.

3. Many-to-one mapping (m:1). Sometimes, information contained in sev-
eral subfields can be concatenated to one value of one property. Datafield
300, for instance, describes the physical properties of an imprint. The values
of these subfields can be concatenated and given as value for dc:format.

4. Filtering redundant and non-descriptive knowledge. This example
shows the location Boston with 260 a.
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<datafield tag="260" ind1="" ind2="">
<subfield code="a">[Boston] :</subfield>
<subfield code="b">N. Coverly, Jr. printer,

Boston.,</subfield>
<subfield code="c">[between 1810 and 1814]
</subfield>

</datafield>

However, that information has also been entered by a librarian in datafield
752 of the same record in a more informative way, i.e. it has a country, state,
city combination. This means that code 260 a is redundant in our case and
does not need to be mapped. Besides redundant information, there is non-
descriptive knowledge in the form of administrative metadata, which is not
useful for historians or other non-librarian users.

Time and Events. Since we have a historical ontology, the method to link any
object with time is crucial. Time can be presented in a ‘discrete’ and ‘conceptual’
view. The former is expressed in the metadata with the unit year, and the
latter is expressed as an event. For example, Queen Anne’s War is a conceptual
expression of time, standing for the linear temporal interval of 1702-1713, which
is identified as an event for the ontology, thus instance of vicodi:Event. Both
temporal views are linked together. The ‘discrete’ temporal intervals are further
disseminated into a starting and ending year as properties of the instances.
Besides code 651 y in this example, we identified other candidate instances of
vicodi:Event with code 650 a, where the same procedure was applied.

<datafield tag="651" ind1="" ind2="0">
<subfield code="a">United States</subfield>
<subfield code="x">History</subfield>
<subfield code="y">Queen Anne’s War, 1702-1713</subfield>
<subfield code="v">Personal narratives.

</subfield>
</datafield>

The algorithm to extract Time and Events for code 651 y is:

Algorithm processTime(T)
(∗ Extracting Time for code 651 y ∗)
1. if T contains a question mark
2. then T is instance of ‘vicodi:FuzzyTemporalInterval’
3. else
4. if T contains the pattern ‘dddd-dddd’ or ‘between dddd and dddd’
5. then T is instance of ‘vicodi:TemporalInterval’
6. else
7. if T has pattern ‘dddd’
8. then T is instance of ‘swhi:Year’
9. else
10. if T begins with string, followed up with a number
11. then T is instance of ‘vicodi:Event’
12. else T is instance of superclass ‘swhi:Time’
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Eventually, some values do not meet the condition of these rules. These are
fetched with the last else statement as instances of superclass swhi:Time. This
information can be further processed by making them instances of the more
concrete subclasses of swhi:Time. Examples of the ‘residue’ using this algorithm:

– in the year one thousand seven hundred and seventy-five
– MDCCLXXXIV.

3 Results

Table 2 depicts the distribution of all the instances over the populated (used)
classes of the SWHi ontology, including the populated subclasses, if applicable.
It shows that 44,298 instances of foaf:Document were created, which describe the
Imprints. There are actually 36,305 imprints in the metadata, but an imprint
was also classified using multiple types of imprints (e.g. the topics ‘Broadsides’
AND ‘Hymns’) in the metadata.

Table 2. Number of instances for a class

Instances
Class # %
foaf:Document 44298 48.60

foaf:Organization 26634 29.22

foaf:Person 10225 11.22

vicodi:Time 7093 7.78

vicodi:Category 1909 2.09

vicodi:Location 818 0.90

vicodi:Event 163 0.18

vicodi:Language 11 0.01

Total 91151 100

The table shows that 1909 subjects are covered by the Imprints, and these sub-
jects are grouped together in 16 categories. The document collection is classified
and clustered using this topic hierarchy. There are 163 events in our historical
ontology, and many more ‘discrete’ time instances. Thousands of names have
been extracted (foaf:Person), as well as hundreds of locations (vicodi:Location).
The former type of instance can be regarded as a short biography (names, dates,
topics of interests, publications, etc), whereas the latter type of instance can
also be seen as a very simple gazetteer, since it lists combinations of a country,
province (or state) and capital. Besides the 91,151 instances, there are 334 di-
rect classes, 46 direct properties and in total 1,003,180 statements. About 50
MARC21 codes and up to 46 properties are used, and it is about 100 MB big.

The quality of the populated historical ontology is also evaluated by exploring
its potential to answer user queries. We stored the ontology in Sesame10, which
10 http://www.openrdf.org/

http://www.openrdf.org/
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Table 3. Results of query: Did George Washington publish about the events that have
only occurred in his life?

# Event
1× “French and Indian War 1755-1763”

1× “Washington’s Expedition to the Ohio, 1st, 1753-1754”

8× “Revolution 1775-1783”

Table 4. Query: Who did also publish about the American Revolutionary War (1775-
1783) besides George Washington? The first and last results of 366 answers are depicted

Name of Author Lifespan Event
“Bancroft, Edward” “1744-1821” “Revolution 1775-1783”

“...” “...” “...”

“Mansfield, Isaac” “1750-1826” “Revolution 1775-1783”

is an open source framework for storage, inferencing and querying of RDF data.
It was queried for a number of conceivable questions about the Early Ameri-
can Period and the Evans dataset in the RDF query language SPARQL using
the subject-predicate-object principle11. The ontology allows us to answer the
question posed in the beginning of this paper as case in point: “Did George
Washington publish about the events that have only occurred in his life?”

The results of this query are shown in Table 3. It shows that in our dataset,
George Washington mostly published about the American Revolutionary War
(1775-1783) during his life, which is not surprising, because he was a key actor in
that event. And who did also publish about this event besides George Washington?
The ontology returns 366 results, which were retrieved in 139 ms. A subset of
the relevant nuggets of information is depicted in Table 4. While we query for
factual knowledge, we can link to the full texts of the imprints at any time. So
we can continue providing context to the answers by traversing the RDF graphs
and linking all relevant nuggets of information together with inference.

4 Summary and Future Work

Libraries increase their amount of metadata each day, but much of these meta-
data is not used as aid to disclose subjects. We have used these metadata to
create a Semantic Web compatible “historical” ontology. An advantage for his-
torians and other users is that these technologies will make implicit knowledge
explicit, and new perspectives can be gained. By aligning schemas and vocabu-
laries, historical objects are described with more semantics, additional (implicit)
relationships can be explored.

For digital libraries, there are various potential benefits to adopting Semantic
Web technology. Adding an ontological layer to metadata makes this information

11 http://www.w3.org/TR/rdf-sparql-query/

http://www.w3.org/TR/rdf-sparql-query/
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much more valuable and accessible. For the development of the Semantic Web,
metadata can be valuable. The metadata are carefully entered by librarians,
and provides information which is hard to obtain otherwise. Existing library
metadata repositories can be made useful in the (near) future in a Semantic Web
context by mapping them as we have done. New ontologies can be populated
using the vast amounts of already existing metadata.

The SWHi project is still in progress. We are developing semantic services
based on our ontoloy, and continue to improve our ontology by populating it
further with term extraction from full texts. We are also planning to evaluate
our Semantic Web application with experimental empirical user studies.
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Abstract. Nowadays organisations are subjects to frequent changes requiring 
continuous strategic alignment of business processes subject to increasing 
compliance requirements. We suggest a holistic integration of process 
management and risk management supporting a robust management of business 
processes while improving organisation’s resilience. The integration is based on 
a conceptual integration of risks and processes through meta-models. This paper 
is about a unified conceptual model of risk, which is a foundation for defining a 
semi-formal risk modelling language. 

Keywords: risk modelling, meta-model, conceptual model, modelling language. 

1   Introduction 

The management of business processes is a paradigm that consists in designing, 
controlling and improving business processes in order to adapt to the changing 
business environment. It is an approach to cope with innovations, mutations of 
customers’ expectations and increasing competition [1]. A process is a resource of 
value for organisations [1, 2]. It may be subject to variations due to unexpected 
events, which may even cause business interruption. A process may also affect other 
resources (internal as well as external). Consequently, practitioners of business 
continuity [3] and enterprise risk management [4] suggest a global approach to risk 
management in organisations. 

There are various definitions of risk management. Consider the following: « Risk 
management is a systematic approach to setting the best course of action under 
uncertainty by identifying, assessing, understanding, acting on and communicating 
risk issues. » [5]. The authors define risk management as a recurring management 
practice (systematic approach) with a strong relation to decisions (setting the best 
course of action) which consists of a sequence of activities (identifying, assessing,…). 
Risk management follows therefore a lifecycle and helps decision makers to balance 
proactively the impact of unexpected events and the effort required to manage these 
events in order to have confidence in the future. 
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Since a business process is a resource that “keeps in sync” [1] all other enterprise 
resources for value creation and value preservation, we believe that integrating risk 
management and business process management contributes to the global management 
of enterprise risks. This approach enables horizontal (along the value chain) as well as 
vertical (along decision time decomposition) risk management within organisations. 

2   Approach 

The integration of risk and process management is a synchronisation of the life cycles 
of both processes into a single coordinated process (Fig. 1). 
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Fig. 1. Life cycle integration of risk and process management 

− The first step is the fusion of the planning phases of risk and process management 
into a governance phase leading to the definition of a charter common to both 
processes. 

− At the conceptual level, information is exchanged between the risk manager and 
the process owners using a common vocabulary. 

− At the operational level, processes are monitored and adjusted by acting on 
control variables. Actually, a cybernetic control loop is applied [6]. Unpredicted 
events are reported for conceptual risk management. 

− Based upon the history of the process and the history of enterprise risks, the 
process is evaluated in order to make continuous improvement or reengineering 
decisions. 

− The lifecycle synchronization is based on information exchanges at different 
levels, which is supported by a common information system. 
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The even described lifecycle integration should be further detailed at different 
levels and phases. We suggest the integration at three levels: 

1. Integration of the lifecycles of process management and risk management. 
2. Integration of concepts of risks and processes into a common vocabulary 

supporting argumentations between stakeholders. 
3. Integration of representation formalisms of risks and processes. 

As supported in [22], there is a “close link” between process and risk management: 
process driven risk management and risk aware process models. We adopt an 
approach, which is exactly at the interface between both paradigms. On the one hand 
we integrate concepts common to both communities supporting therefore process 
aware risk models. On the other hand, we suggest lifecycle integration leading to a 
synchronized process, which is managed. 

This paper handles the second and third integration levels from the perspective of 
risks. First, we shall define the concepts, and then propose a unified model of risk, 
which serves as a foundation for defining a graphical semi-formal modelling 
language. Finally, we propose sample applications before providing an overview of 
related work and concluding. 

3   A Conceptual Model of Risk 

Consider first the risk management process [7, 8] of Fig. 2. The process starts with a 
preparation step leading to the definition of the context of analysis. Next, risks are 
identified and reported. Then the risk analysis step follows. Here structural and 
quantitative models of risks are defined. Subsequently, risk handling activities are 
defined. The last step is a monitoring phase based on a risk dashboard. Thus, along  
 

 

Fig. 2. Risk management - selected input/output 
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the risk management process, interdependent models are defined and enriched. While 
building models, constructs of the domain of interest and rules, which are needed, are 
set up in a conceptual model or meta-model. This section provides a conceptual 
model (Fig. 3) the instances of which are generated while managing risks. 

A literature analysis and effort of modelling the main concepts of risk from various 
perspectives allowed the definition of the conceptual model of Fig. 3. 

− Risk is the possibility of a situation (risk situation) affecting abstract or physical 
objects, which are of value for defined stakeholders (concern). 

o RiskIdentity is a concept that allows the description of a risk [9]. 
o Risk is multi-stated (RiskState): possible states are latent, appeared, 

treated, disappeared [9] or achieved, increasing, decreasing, static [10]. 
o A RiskSituation [9, 11-16] is a cindynic situation [11] defined in three 

dimensions: a set of time and space, a set of actors and a set of 
hyperspaces of danger. A risk situation is evaluated by stakeholders. 

o The evaluation of the effect of a risk situation on a stakeholder’s 
concern is the impact (RiskImpact) [13, 14, 16]. Depending on the 
interpretation context, the impact is a positive (opportunity) or negative 
(threat). 

o A CausalEvent is the event leading directly to a risk situation [9, 11, 12, 
14-16]. An event is a happening with a probability. The probability of 
the CausalEvent is a characteristic of the risk to which it is associated. 

− It is possible to identify three kinds of relations between risks: (1) abstraction 
relation (generalisation) to express that a risk is more/less generic than another 
risk. this relation supports the definition of domain specific taxonomies and 
model-reuse; (2) influence relation to express that the CausalEvent of a risk 
affects the probability of the CausalEvent of another risk; it is therefore a 
causality relation between causal events of risk situations; (3) As supported in 
[17] risks are decomposed into sub risks in order to improve management and 
estimation. This structure is expressed as a composition relation where risks are 
aggregated. 

− Risk may be classified into categories (RiskCategory) according to various 
criteria (for example [18] people risk, process risk, relationships, technology, and 
external risks). 

− Internal as well as external characteristics of the system under analysis may affect 
the probability of CausalEvent or the impact of a risk. They are RiskFactor [9, 
11, 13, 14, 16]. 

− Once identified and evaluated risks shall be handled by defining and planning 
handling activities (HandlingActivity). 

− Evaluating a situation requires an interpretation context. In fact, to understand a 
given risk, one needs a stakeholder whose concern is exposed to it and a system 
(entity of analysis [14]) which is analysed. Furthermore, risks are evaluated with 
regard to a given perspective (management, government, engineers, etc.), and a 
given unit of measure (time, money, health, etc.) called view. This interpretation  
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Fig. 3. Conceptual model of risk 

context has three main advantages: (1) understanding the relations between risk 
factors and causal events; (2) the relations between risk situation and impacts, 
and (3) the relations between the impacts and the stakeholders. 

 
In the practice, approaches to risk modelling range from analytics methods, 

simulation methods, statistical methods, structural methods. [19, 20] classifies these 
approaches into statistical modelling approaches and structural modelling approaches. 

Statistical approaches are based on statistical observations of random variables and 
statistical correlations whereas structural approaches such as Bayesian networks 
consider explicitly cause-effect relationships between variables. 

It is possible to instantiate the even proposed conceptual model by using a 
structural method of risk modelling such as fishbone diagram or event tree analysis; 
however some aspects like multi-stakeholder’s views, interface between model 
instances along the risk management process, knowledge management, considerations 
to risk handling activities will cause challenges. 
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4   Towards a Risk Modelling Language 

4.1   Motivation 

As stated in the introduction, we are concerned with business process risks. These are 
risks related to the execution of business processes. Process risks are classified as 
operational risks [17]. Experiences [19, 20] show some limitations of statistical 
approaches with regard to these kind of risks: (1) since operational risks depend from 
a specific business context and are subject to high variety and dynamic, the quality of 
statistical data is affected by changes in business and operations affecting therefore 
the reliability of risk models. (2) Operational risks are driven through operational 
events and business decisions. Their nature is rather causality and decision based than 
data based. Structural approaches to risk modelling seem therefore to be adequate for 
operational risks. 

Structural approaches such as Bayesian networks and the fishbone diagrams focus 
on causalities. In fact, an influence diagram (extension of Bayesian network) is a 
graphical notation providing information about probability dependence, and time 
precedence between uncertain variables, decisions and information flow [21]. 
Commonly used in decision analysis, this method can support the analysis of risk 
scenarios. In contrast to influence diagrams, fishbone diagrams support a systematic 
analysis of root causes of a problem. Others useful approaches to industrial events 
analysis such as Failure Modes and Effects Analysis (FMEA), Fault Tree Analysis 
(FTA), Event Tree Analysis (ETA) also focus primarily on causal analysis. 

Risks are however complex structures: (1) a causal component, which is analysed 
by using approaches to event analysis, (2) an impact component, (3) an interpretation 
context, and (4) a decision (action) component. With regard to operational risks, 
considering the variety of process modelling languages and risk modelling techniques, 
we suggest a high level graphical modelling language. The later shall provide 
facilities for linking the components of risks and support the coupling between 
primitives of process modelling languages and elements of risk modelling. The 
following advantages are expected: 

− Representing and understanding risk situations through simulations. 
− Support of risk identification with knowledge management and automation. 
− A single formalism and a set of modelling rules supporting communication 

between heterogeneous stakeholders (risk manager, process owner, and analysts). 
Providing a graphical representation, which is a more natural way to represent 
relations between risks and support the selection of risk handling activities. 

− Linking models defined at different stages of risk and process management. 
− Support for validation and verification of business processes with regard to risks 

and compliance. 

4.2   Fundamental Graphical Elements 

Table 1 illustrates the visual representation of the concepts defined in Fig. 3. Given our 
intention to couple processes and risks, an effort is made to re-used primitives of 
process modelling languages, mainly from Even-driven Process Chain (EPC). 
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Table 1. Visual representation of concepts 

Concept Representation Description 
Risk A risk is represented by an ellipse divided in 

two parts: (1) an upside part with the identity of 
the risk; (2) a downside part with the 
probability, the impact (value and view) and the 
state of the risk. 

Risk situation A risk situation is represented by a rounded 
rectangle with the identity of the situation. 

Event 
Event 

An event is represented by a hexagon with the 
identity of the event. A causal event is any 
event that is the direct cause of a risk situation.
This element is also known as event in the EPC 
formalism. 

Risk factor A risk factor is represented by a rectangle. 

Stakeholder 
concern 

Name/
Criticity/

Tolerance

A stakeholder concern or asset. 
This element is a variant of the objective-
element in EPC. 

Stakeholder This element is a variant of the stakeholder-
element in EPC. 

Handling 
activity 

Risk handling activities are represented by a 
blocked arrow. 
Preventive risk handling activities (actions 
affecting the probability of risks) are 
represented in different colour than protective 
handling activities (actions affecting impacts of 
the risks). 
Risk handling activities are processes. 

Category Categories are represented by a small rectangle 
on the top a big one. The same representation is 
used for risk categories, event categories and 
factor categories. 
The text in the small rectangle indicates the 
type of the category (risk, event, …) 

Note Note that may be associated to any element of a 
diagram. 

Generic 
relation 

A generic undirected relation between any 
elements of a diagram. 

Generalisation
(inheritance) 

A generalization relation between risks, factors, 
and causal events. The direction indicates the 
more generic concept. 
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Table 1. (continued) 

Composition A composition relation between two risks. The 

direction indicates the composite risk, which is 

a composition of other risks. 

Causality Causality relation between a causal event and a 

risk situation. The direction indicates the risk 

situation. 

Influence Probabilistic influence relation: the direction 

indicates the affected object. 

Classification A classification relation between an object and 

the categories. The direction indicates the 

category. 

Or operator 
V

Or-operation between: 

− 2 events: simulates Event Tree Analysis. 

− 1 risk and 2 risk handling activities: 

alternative handling activities. 

− Risk handling activities: indicates 

alternative activities. 

And operator V And-operation between: 

− 2 events: simulates Event Tree Analysis. 

− 1 risk and 2 risk handling activities: AND 

combination of handling activities. 

− Risk handling activities: indicates AND 

combination of activities. 

Exclusive Or 

Operator 
XOR

XOR-operation between: 

− 2 events: simulates Event Tree Analysis. 

− 1 risk and 2 risk handling activities: XOR 

alternatives of handling activities. 

− Risk handling activities: indicates XOR 

combination of activities 
 

5   Sample Application 

For illustrative purpose, let us show how selected elements from Table 1 can be 
applied for modelling different views of risks in a simple order processing activity in 
a manufacturing company. 
 
Example: a customer sends an order, which is checked with regard to manufacturing 
capacity, inventory and schedule. In case these constraints are satisfied, the order is 
approved and the customer is informed. Otherwise a rejection notification is sent. 

(1) Establish context: to establish the interpretation context, one defines the system 
under analysis, identifies the stakeholders and describes the later in term of assets, 
which are important to them. In the following table, we illustrate the model of the 
system in an adapted SADT/IDEF formalism and propose a model of selected 
stakeholders and asset. 



126 A. Sienou et al. 

Table 2. Partial models of the interpretation context 

Adapted SADT/IDEF model of the entity of 

analysis. 

Model of stakeholders and interests. 

 

(2) Analyse risks: Suppose an inventory of potential risk has been defined. The 
possibility of a deficient manufacturing inventory may affect the performance of the 
business process and the delivery schedule of eventual order requests. The following 
scenario diagrams (internal view risk) illustrates how risk factors and events (internal 
and external) lead to risk situations and who is concerned. 

Procurement 
error

Delivery 
delayed

Procuremement 
failled

Insufficient 
manufacturing 

inventory

Process 
owner

Supplier 
reliability

Schedule customer

Procurement 
day

Performance
(business 

done)

V

 

Fig. 4. Sample risk scenario diagram: risk due to lack in resources of the process 

 

Fig. 5. Sample risk scenario diagram: risk due to lack in control factors of the process 

Note that in Fig. 4 and Fig. 5 both risks affect the same assets. We illustrate this by 
adopting an external view of risks (represented as an ellipse) Fig. 6. In this case, it is 
possible to aggregate the risk into one risk as shown (aggregation relation) in Fig. 6. 
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Fig. 6. Sample risk relationship diagram: risk composition 

(3) Treat risks: Fig. 7 exemplifies relations between risks and handling activities. 
In this case, the insufficient manufacturing capacity can be handled by limiting the 
special discount in time and quantity. The insufficient manufacturing inventory is 
treated by automating the procurement process or by introducing a process to improve 
supplier reliability. 

Insufficient 
manufacturing inventory

Procurement 
automation
(executed)

XOR

Improve 
supplier reliability

(planned)

Insufficient 
manufacturing capacitiy

0.3 / 40K € / latent

Process 
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Limit spcecial 
discount time and 
quantity (planned)

 

Fig. 7. Sample risk scenario handling diagram 

6   Related Work 

The COSO proposed a framework for Enterprise Risk Management (ERM) [4]. 
Approaches to Business Continuity Management [3] also address process level risks. 
In [22], the authors integrated risk models in process models while modelling risk as 
an error occurrence. An approach to the analysis of operational process risks is also 
handled by [23]. From the modelling point of view, in [24], the authors also proposed 
model based risk management approaches for security critical systems. 

Commonly used in decision analysis influence diagrams and fishbone diagrams are 
related to our approach. In contrast to influence diagrams, which emphasise scenario 
analysis, fishbone diagrams and other approaches to industrial events analysis 
(FMEA, FTA, ETA) supports systematic analysis of root causes of problems. 

We adopt a model based approach and consider risk as a complex structured 
concept, immerged in an environment, which may allow a positive or negative 
interpretation depending on the objects of interest. In addition to causalities, we 
consider perspectives of different stakeholders and provide a possibility to associate 
to each risk the corresponding risk handling activities which may be automated. 
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7   Conclusions and Future Work 

This paper was about a conceptual model of risk and a visual modelling language for 
risk serving as foundation for modelling, documenting, interchanging risks, and 
automating risk identification, risk monitoring and the execution of handling 
activities. 

Since relations of the language are defined in term of arc between well defined sets 
(input and output), the modelling language is qualified as a semi-formal language. In 
the future we plan a formalisation of the language, the development of a risk 
modelling tool and the experimentation of the method. Subsequently, we shall handle 
the conceptual integration of risk and business processes and consider the integration 
of representation formalisms. 
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Abstract. Building trusted P2P networks is a very difficult task, due
to the size of the networks, the high volatility of the nodes, and poten-
tial byzantine behaviors. Interest in this area of research is ever increa-
sing, because of the popularity of P2P networks, and their capability to
provide a high availability of resources and services. In the last years,
reputation systems have shown to be a good solution to build trust in
large scale networks. Many papers have been published on this subject,
and having a complete understanding on how they work is not easy. In
this paper, we make a critical analysis of the most relevant results about
reputation systems in the last three years, and propose a classification
to clearly discriminate their common advantages and specific problems.

1 Introduction

P2P networks[1] are more and more popular and will be widely used in a near
future. Building such networks uses a so called P2P overlay. The overlay provides
all the basic services needed to build the network, a name space, a message
routing function, and self-organization. The self organization is one of the most
interesting characteristic of a P2P network, as it allows the network to scale
without any central or human management. Therefore, the size of such systems
is an important aspect. It can go from thousands of nodes up to million nodes.
One of the best well known examples, is the Gnutella network that has grown
to million users.

P2P networks are divided into two main categories, structured and unstruc-
tured overlays. A structured overlay usually relies on techniques like DHTs (Dis-
tributed Hash Tables) to build a global structure into the overlay name space
(mostly a ring). Well-known structured overlays are PASTRY[2], CHORD[3],
and VICEROY[4]. This structure allows the overlay to maintain efficient rou-
ting tables and to provide powerful search algorithms (complexity in O(log n)
where n is the number of nodes). On the other hand, unstructured overlays only
rely on a local structure, where a peer have a restricted view of the whole network
(a few neighbor peers). Well-known unstructured overlays are GNUTELLA[5],
or KAZAA[6]. Each category of overlay provides interesting properties like high
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availability of the data and services, a huge storage capacity, a very low imple-
mentation cost, and users anonymity.

Building trust in P2P networks is a very difficult task. This mainly comes
from two typical characteristics of such networks:

– The number of nodes and the high dynamism of the network make very diffi-
cult to use a central set of servers to manage trustworthiness. A set of central
servers will also bring some difficulties to manage accesses bottlenecks, and
will potentially require costly consistency mechanisms among servers. More-
over, a set of servers is a solution that will not necessarily have a good
resistance to common failures in P2P overlays like network partitions, and
that will also not scale.

– The ability of a user to change its identification and the inherent need of
anonymity make very difficult to use traditional authentication and trusting
techniques.

The need of trust always comes from an application requirement. If we think
about a music or movie sharing P2P application, a user will share a set of files,
and will access to files from others users. There is no guarantee that a user
will effectively provide some requested files, or that a user will provide the real
files and not fake ones. Before downloading the file, we must trust the provider.
Another example where we need trust is in a P2P ECommerce system where
users can sell objects. The vendor can perfectly get the money without sending
the merchandise, or he can perfectly send something that does not correspond
to what has been bought. We also need to trust the vendor before buying from
him. Thus, trust is needed when we have to rely on a user behavior that can
potentially be prejudicial during a transaction.

Reputation systems have shown to be a very good way to implement trust
in P2P networks [7,8,9,10,11,12,13,14]. The goal of a reputation system is to
provide a way for a peer, to decide if another peer, can be trusted or not. The
key idea is to maintain a reputation for each peer. A reputation can be seen as
a probability for a peer to be or not to be a trusted peer. When a peer wants
to make a transaction with another one, it queries the reputation system about
the other peer’s reputation. If it has a good reputation, the transaction will take
place, and if it has not, the transaction won’t take place.

In Sect. 2, we present a list of 7 criteria that will be used to evaluate existing
reputation systems. Section 3 gives a critical analysis of representative systems
about latest advances in the area. Section 4 is a discussion about the results of
the evaluation, and Sect. 5 concludes with some hints for a next generation of
reputation systems.

2 Criteria to Evaluate Existing Reputation Systems

The purpose of this paper is to define a set of qualitative criteria to evaluate
reputation systems, and to propose a critical analysis of the latest advances in
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this research area. Each criterion is focused on traditional problems that repu-
tation systems have to handle. This analysis will result in a classification of the
reputation systems according to these criteria. The number of reputation sys-
tems presented in this survey has been reduced to 5 because of space limitation.
However, they represent the latest advances in the area, including systems that
have not been covered in some previous surveys[15].

Therefore, we propose to use the following seven criteria to evaluate existing
reputation systems:

1. Overlay Category: A reputation system can be designed for a structured
P2P network, or for an unstructured one. A structured P2P overlay usually
makes easier the construction of a more robust reputation system because of
the easy and fast data management offered by the Distributed Hash Tables
(DHTs). An unstructured overlay will imply a higher cost in data manage-
ment as in search algorithms.

2. Rumors Propagation: A rumor[16] in a reputation system consists in one
or more peers that propagate false reputation information about others peers.
A false negative reputation propagation about a peer P can help another peer
to artificially appear as a better option than P. The benefit of false positive
reputation propagation is to artificially increase the reputation of peers. A
strong reputation system should be resistant to rumors propagation.

3. Identity Changes and Usurpation: Changing their identity, or usurping
a peer’s identity are common behaviors of malicious peers in a P2P network
with a reputation system. Changing its identity is a good way of a peer
to reappear with a clean new identity. Usurping another peer’s identity is
on the other hand a good and fast method to gain a good reputation and
to appear to be a good choice for transactions in the network. A strong
reputation system should prevent, detect or reject identity modifications
and usurpation.

4. Untrusted Recommendations: We call an untrusted recommendation a
false or partially false recommendation that a peer will provide about an-
other peer. A peer that has just completed a successful transaction with
another peer can lie, providing a negative recommendation for a peer that
actually have behaved correctly. The difference with a rumor, is that a ru-
mor can be propagated even if a peer never had any transaction with the
concerned peer. A strong reputation system should detect or avoid untrusted
recommendations from peers.

5. Positive and Negative Discrimination: A peer that has behaved correc-
tly and has made a lot of transactions will have a very good reputation and
therefore will be more interesting than other ones. A negative discrimination
consists in artificially decrease the real reputation of a given peer to avoid
accesses bottlenecks. Bottlenecks generated by a top rated peer will result
in a poor availability, and potentially a capacity overflow of the peer for a
given service. However, a peer that has made only a small number of trans-
actions, but that has always behaved correctly, will logically have an average
or low reputation. A positive discrimination consists in artificially increase
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the peer’s reputation to give it a chance to make more transactions, and
therefore to increase its reputation. A strong reputation system should take
into account some positive and negative discrimination to avoid bottleneck
and peers penalization.

6. Security Issues: There are several security issues in a reputation system.
One of the most important security problems is the integrity of the data
used to manage the peer’s reputations. The way of storing the reputation
information is an important issue for a reputation system. Another issue
can also be called cooperating attacks, where several nodes can make some
joint attacks to prevent peers from being able to give recommendations, like
Deny Of Service Attack (DoS), or putting down the whole reputation sys-
tem with distributed rumors propagation. A peer that stores the reputation
information of another one, can make a deal with this peer to give it a bet-
ter reputation than its real one. A strong reputation system should try to
provide mechanisms to prevent or to resist this kind of security issues.

7. Free Riders: Free riders are especially present in information sharing P2P
networks. The behavior of a free rider is very simple, he highly download
information from other peers, but never provide information to others. It
has been demonstrated that in well known file sharing networks[17], an 80%
of the users are free riders, and only a 2% of them provide more than 95%
of the files. In networks where this is required, a strong reputation system
should detect and give free riders bad reputations.

3 Critical Analysis

In this section, we make a critical analysis of several of the latest reputation
systems for P2P networks. The following reputation systems are far from being
an exhaustive list of all existing systems, but they are representative of the latest
advances in the area. We give a short description of each system, and make a
discussion according to the previous seven criteria.

3.1 PRIDE (R1)

PRIDE[8] is a reputation system which uses an elicitation storage schema to store
peer’s reputations. Each peer has a self digital certificate that is used to sign the
peer recommendations. The certificate also contains an IP address range from
where this identity can be used. An IP Based Safeguard mechanism (IBS) allows
a peer to mitigate the vulnerability of peers to liar farms. A client peer obtains a
list of provider peers that have the requested service or information. The client
normalizes the received recommendations using the IBS mechanism and choose
the provider peer that has the best reputation. The client asks the provider
for recommendations it received, and recalculates the provider recommendation.
After a transaction between a client and a provider has been completed, the
client makes a recommendation about the provider. The recommendation can be
a positive one or a negative one. The client peer digitally sign its recommendation
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and sends it to the provider. The provider peer updates its reputation according
to the received recommendation.

1. Overlay Category: PRIDE is for unstructured P2P networks.
2. Rumors Propagation: This reputation system is not affected with rumors

propagation as the peer itself stores and gives its own reputation directly to
the requester. There is no indirection in the reputation request process.

3. Identity Changes and Usurpation: PRIDE has a pretty efficient way to
control the identity changes and identity usurpation of a peer using the IBS
mechanism. However this mechanism could be broken with a moderate effort,
using some network addresses translation and source routing techniques.

4. Untrusted Recommendations:PRIDE is very concerned by the untrusted
recommendations. When a provider accepts a signed recommendation from a
client, the provider does not take into account the client’s reputation. There-
fore, the client may lie about the provider reputation sending a bad recom-
mendation when the provider has behaved correctly. This allows a client to
artificially and arbitrarily decrease the reputation of another peer. Moreover,
a client can intentionally request a transaction that it does not need, to explic-
itly give a negative recommendation to the provider.

5. Positive and Negative Discrimination: PRIDE does not take into ac-
count peer discrimination. The reputation of a peer increases when it receives
good recommendation from clients, and decreases when it receives bad ones.
Therefore, a peer’s reputation can rapidly increase to a very high value that
could lead in bottleneck problems. Positive discrimination is not easily appli-
cable in PRIDE, as the reputation value does not much relies on the number
of transactions already completed by a given peer. A peer that has made
only some few transactions appears to be a very good peer.

6. Security Issues: PRIDE does not provide any mechanism to avoid some
kind of cooperative attacks. It is for example easy for some peers to cooperate
to provide bad recommendations to another one. It is also easy for some peers
to make a deal to provide some very good recommendations for each others.
However, PRIDE uses a challenge/response mechanism to verify the peer’s
identity. PRIDE could also be vulnerable to DoS attacks.

7. Free Riders: The system does not take into account the presence of free
riders. The reputation is only used to evaluate the provider and never to
evaluate the client peer. Thus, this system is not very adapted to a file
sharing P2P system where free riders is a major concern.

3.2 Developing Trust in Large-Scale Peer-to-Peer Systems (R2)

In this paper[14], Bin Yu, M. Singh and K. Sycara have proposed a very interes-
ting way to manage reputation. The reputation does not use a binary evaluation
of a peer, but a probabilistic one. The peer reputation is then a probability [0,1]
for the peer to behave correctly. The system uses a certification and encryption
mechanism (PKI) to have secured communications between peers. The key idea
of this reputation system is to use the notion of witnesses and the notion of local
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ratings. To evaluate the reputation of a provider peer, a client peer asks to its
local neighbors to search for some witnesses of the provider peer. Witnesses are
peers that have already had some transactions with the provider. To compute
the reputation value of the peers it uses an average metric or a exponential
metric that allows to forget the past behavior of the peers, in order to have
a more up to date reputation evaluation. The local rating is composed of the
recommendations given by local peers about the provider. It is slightly difficult
for a peer to gain reputation, but it is quite easy to lose it.

1. Overlay Category: This reputation system is made for unstructured P2P
systems like GNUTELLA or KAZAA.

2. Rumors Propagation: The system is not concerned by rumors propaga-
tion. The system builds a Trust Graph for a target peer. The trust graph
is compose of witnesses of the target peer, that is peers that already had a
previous experience with the target peer. Thus the reputation of a provider
is directly obtained from a witness that already had transactions with it.

3. Identity Changes and Usurpation: Even if the peers use a certification
technique (PKI), it is not very clear if a peer can or cannot forge another
identity to try to appear as a new clean peer in the network. This is very
interesting for peers that have a low reputation, because it takes much more
time to build a good one doing several correct transactions.

4. Untrusted Recommendations: The proposition is not concerned by un-
trusted recommendations, as the system assigns weight to each peers when
collecting recommendations. This weight tries to minimize the effect of in-
tentional false recommendations.

5. Positive and Negative Discrimination: This proposition does not takes
into account the possibility to obtain a very high probability of being a
trusted peer. The system is thus concerned by the accesses bottlenecks prob-
lem due to the reputation management.

6. Security Issues: As the peers uses PKI to have secure communications,
it is quite impossible for a peer to modify some reputation data during the
communications between other peers. The system is also concerned by DoS
attacks or cooperative attacks where peers can make a deal to jointly increase
or decrease their mutual reputations when queried.

7. Free Riders: The presence of free riders is not addressed by this proposition
even if it targets unstructured networks usually adapted to file sharing. A
provider never takes into account the reputation of the client peer before
initiating a transaction.

3.3 A Reputation Management System in Structured Peer-to-Peer
Networks (R3)

In this paper[11], S. Young Lee, O. Kwon, J. Kim and S. Je Hong have proposed a
reputation system for the well-known CHORD structured P2P overlay. The key
idea is to use the efficiency of DHT based overlays to store a peer reputation, or
a file reputation, into a manager peer. The system computes the hash function
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for the peer or for the file identifier to find which peer will be responsible of
this reputation. It uses a simple replication method to ensure the reputation
availability. The reputation of a file is stored using the hash of the file content
and not only the file identifier. The system only manage recommendations that
are issued from a direct knowledge for a peer, that is from a peer that already
had a direct transaction with a given peer.

1. Overlay Category: This system is clearly adapted to structured networks.
2. Rumors Propagation: This proposition is not concerned by the rumors

propagation problem as there is no indirect reputation recommendation be-
tween peers. A client peer always obtain a recommendation from a peer that
has previously had an experience with the targeted peer.

3. Identity Changes and Usurpation: For the file sharing point of view, the
system is very resistant to the identity changing problem, as the computation
of the reputation of a file also relies on the file content. Using a good hash
coding function makes practically impossible to change the content of a
given file, preserving the same reputation. The same occurs with a peer’s
identification where it is impossible for a peer to change it in the P2P overlay
conserving the same result when applying the hash function on it.

4. Untrusted Recommendations: Even if the system has a very good re-
sistance to the rumor propagation problem, it is concerned by untrusted
recommendations. There is no guarantee that a peer will not provide false
recommendation when queried by another peer. A peer can perfectly com-
plete a correct transaction with another peer but will give it a bad recom-
mendation.

5. Positive and Negative Discrimination: The system handles positive and
negative discrimination to avoid high reputations bottlenecks, and to give
an opportunity to peers that has only made very few transactions, but that
have behaved correctly.

6. Security Issues: The system is concerned by both cooperative and DoS
attacks. The fact to store a peer’s reputation into another peer using the
hash coding function of the overlay tends to minimize cooperatives attacks,
but it is still possible for a peer to make deals to provide false reputations.

7. Free Riders: The system does not take into account the presence of free
riders but it would be relatively easy to do so. As the reputation of a peer
is not handle by the peer itself, it is relatively reliable for a provider to ask
for the client reputation before initiating a transaction.

3.4 A Reputation-Based Trust Management System for P2P
Networks (R4)

In this paper[10], A. Selcuk, E. Ezun and M. Pariente have proposed a reputation
system for unstructured P2P networks, based on a Trust Vector. A peer has a
fixed length binary vector for each peer it has already realized a transaction. If
the transaction has been successful, the bit has a value of 1, and 0 otherwise. For
each provider peer, a peer can compute a trusting value between 0 and 1. If a peer
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does not have all the required information to compute a reputation, it can ask
to another peers about their previous experience with the target provider. The
querying algorithm to search for previous experiences uses a polling technique
with a fixed TTL value. Moreover, for each peer that has provided information
about a previous experience, the client peer keeps a credibility record. The credi-
bility uses the same vector method as the reputation. If a recommendation from
a peer appears to be correct, the client peer gives a value of 1 to the credibility of
this peer, and 0 otherwise. All the communications between peers use encryption
and signature techniques (PKI) to provide authentication and data integrity.

1. Overlay Category: The system is clearly made for unstructured P2P net-
works, and especially for file sharing P2P networks.

2. Rumors Propagation: The system is not concerned by rumors propagation
as a client looks for peers that have a direct experience with a target peer.

3. Identity Changes and Usurpation: The system is not concerned by iden-
tity usurpation as every communications between peers uses digital certifi-
cates and encryption techniques. However, a peer can forge a new identity
to appear as a clean new peer in the system.

4. Untrusted Recommendations: The system is using a direct reputation
schema where a peer only collects reputation data from peers that already
had direct transaction with the target peer. The use of credibility vectors
prevents a node from doing a transaction with a peer that is lying.

5. Positive and Negative Discrimination: The proposition does not take
into account the possibility to have a bottleneck due to a very high reputa-
tion of a given peer. Positive discrimination for peers that have few correct
transactions does not exists.

6. Security Issues: The use of PKI for certification and encryption guarantee
the integrity of the communication between peers. DoS attacks are solved u-
sing a puzzle challenge to slow down possible queries flooding. This technique
can be rather efficient, but introduces a significant overhead when there is
no attack. An increasing complexity of the puzzle can be used to moderate
the effect during normal behaviors, but this makes the reputation system
significantly more complex.

7. Free Riders: As the reputation control is only applied to the providers, the
system accepts the presence of free riders.

3.5 PeerTrust (R5)

PeerTrust [13] is a reputation solution proposed by L. Xiong and L. Liu. made
for the P-Grid environment. The key idea in PeerTrust is to evaluate the trust of
a peer using 5 parameters: the other peers feedback, the number of transactions
that have already been completed by a peer, the credibility of the peer that
provides the reputation, the context of the actual transaction, and a community
context factor to encourage peers to participate to the system.

The reputation of a peer is stored on a manager peer chosen according to its
identification. The system uses a temporal floating window to identify sudden
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variations in a peer’s behavior. The feedback allows to evaluate if a peer has
effectively behaved according to its reputation. The number of transactions al-
ready made by a peer is very useful to make a distinction between peers that
have already correctly completed a lot of transactions, and peers that have a
very low number of past transactions. The credibility of a peer is an important
aspect as it allows to know how we can trust a recommendation provided by
a queried peer. Combined with the feedback, a peer can know if another one
usually gives credible recommendations, or if it usually lies. The context of the
actual transaction is also an important point as all applications on the overlay
don’t necessarily need the same level of trust and therefore may not have the
same interpretation of the reputation of a peer.

1. Overlay Category: This proposition is made for the P-Grid system which
is a structured network.

2. Rumors Propagation: The system is resistant to rumors propagation as
the feedback used by the client peer allows to minimize the effect of inten-
tional bad recommendations.

3. Identity Changes and Usurpation: As the system uses PKI for authen-
tication of the peers and communications encryption, it is not vulnerable to
identity usurpation. However, it should be possible for a peer to change its
identity to appear as a clean new peer.

4. Untrusted Recommendations: The system is not concerned by untrusted
recommendations as it uses an evaluation of the credibility of the peer which
provides the recommendation. The credibility is maintained using feedback
of the peer behavior after a transaction.

5. Positive and Negative Discrimination: The proposition does not solve
the problem of peers that can produce bottlenecks because of their high
reputation. A peer with a very high reputation should be negatively dis-
criminated. On the other hand, the credibility of a peer could be used to
positively discriminate new peers that have a good credibility.

6. Security Issues: The system provides data integrity during the commu-
nication between peers using PKI. Peers with high credibility could jointly
provide some false recommendation for a given peer. The consequences for
the own credibility of a peer won’t be much important, if a peer does not
provide more than one false recommendation.

7. Free Riders: The system has a good way to handle free riders. The com-
munity context factor, that forms a part of the reputation computation,
encourages peers to participate in the networks. A peer with a low commu-
nity factor will have a bad reputation, and peers that provide resources could
reject all transactions coming from peers with low participation.

3.6 Global Evaluation

The following table shows the global evaluation. The last column, presents a
global evaluation for each reputation system. The last row gives an idea of how
the reputation systems globally fulfil each evaluation criterion.
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R Overlay Rumors Identity U. Rec. Discr. Secu. F.Riders Global
R1 unstruct. ++ + – – + – -
R2 unstruct. ++ + ++ – + – ++
R3 structured ++ ++ – ++ – – O
R4 unstruct. ++ + + – + – +
R5 structured ++ + ++ - + ++ ++++

Global X ++ + + – + – X

4 Discussion and Future Work in Reputation Systems

Even if reputation systems have shown to be a good solution to build trust in
P2P networks, our previous analysis brings out that actual reputation systems
still have some important deficiencies. The two criteria where existing reputa-
tion systems are strongest are the management of rumors propagation and the
identity usurpation. These two criteria are very important for strong reputation
systems. If we do have propagation of rumors, then it becomes very difficult to
conclude about a given reputation. How can we trust a reputation if this re-
putation can be a false rumor? We should be able to trust the trusting system
itself.

A very strange noting, is that all of the presented reputation systems that
claim to work in an unstructured overlay networks do not address the problem
of Free Riders. However, free riders is one of the best well known problem of
unstructured P2P network like GNUTELLA. A reputation system should be
able to prevent free riders from heavily use the network, assigning them a poor
reputation, and using the peer’s reputation not only on the client side, but also
on the provider side.

Nevertheless, here are the four points where we think that a major effort must
be done:

1. Management of mixed P2P networks: The presence of mixed P2P net-
works will increase in the near future. They involve fixed and Ad-Hoc mobile
P2P overlays to provide a good information sharing layer for fixed compu-
ters as well as mobile ones. However, all of the previous reputation systems
only focus on one of the P2P overlay category (structured or unstructured).
None of them can manage mixed P2P networks where reputation mainte-
nance is not the same when dealing with a fixed or a mobile node. Future
P2P reputation systems should be able to manage mixed P2P networks to
provide trust for the next generation of information sharing or ECommerce
applications.

2. Whitewashers: The presence of whitewashers is one of the most difficult
problems for a reputation system. Whitewasher are users or node that can
leave the system and then enter with a new identity. This allows them to
clear some potential bad reputation information in the system. Only one for
the 5 reputation systems that we have analyzed tries to propose a solution
to the whitewashers problem, introducing a weak IP based control for the
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nodes. Nevertheless, this solution cannot handle the users identity changes.
Future propositions will have to propose new solutions to this problem.

3. Positive and Negative Discrimination: Only a few number of reputation
systems try to tackle this problem. However, this is a important issue to make
efficient reputation systems. Otherwise, we can easily fall into a situation
where the reputation system itself can be prejudicial to nodes that have
always behaved correctly, or for new nodes that are genuine ones. Positive
discrimination is particularly important to give a chance to a new node to
participate to the system. It is also a good way to avoid bottlenecks due to
nodes with a very high reputation, providing an alternative to them.

4. Deny of Services: The security issue is the most worrying aspect of ac-
tual reputation systems. Near all of them use encryption and certificates
techniques for communications, but near none of them can properly support
cooperative attacks where some peers make a deal to provide false informa-
tion. The D.O.S. problem is without any doubt the most well known security
problem for every computing system. Almost all existing reputation systems
are vulnerable to DoS like attacks. In most cases, the problem comes from the
P2P overlay for which it is relatively easy to build a DoS attack to prevent
the overlay from being able to provide the requested information. It is par-
ticularly easy in a structured P2P network where the nodeIDs are assigned
by the nodes themselves. DoS like attacks are a major concern for reputation
systems, as building trust is only possible when we can trust the reputation
system itself, that is, if we can assume that the reputation system is always
able to give an acceptable answer to a reputation request (high availability
of the reputation information). Proposing efficient solutions to the DoS like
attacks will probably be one of the most difficult tasks for future reputation
systems.

In addition to the previous intrinsic points, future reputation systems should
become flexible. Most of the existing ones are designed for a given application,
or for a given type of applications. A reputation system should be more flexible in
order to be used in several types of applications. Information sharing applications
and ECommerce applications do not have the same requirements. The flexibility
of the system should be about the way to compute the reputation value of a
node, the way to manage whitewashers or the way to handle very high reputation
nodes, etc... This could allow to run several applications on the same P2P overlay,
using a unique reputation system.

5 Conclusion

Reputation systems have shown to be good solutions to build trust in P2P
systems. They are able to introduce an important level of trustworthiness in
an environment where all actors are unknown. Nevertheless, existing reputation
systems still have important deficiencies. Most of the work should be focused on
the four points in Sect. 4. We especially think that an important effort has to be
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done on the security aspects. Using encryption and certificated to authenticate
peers is a very good practice for a reputation system, but we must not forget
that DoS attacks are the most common attacks on the Internet. Front of daily
growing use of unstructured P2P network on the Internet, designing reputation
systems with strong resistance to this kind of problem is a major need.
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Abstract. The Business Process Modeling Notation (BPMN) has become a de-
facto standard for describing processes in an accessible graphical notation. The
eXtensible Access Control Markup Language (XACML) is an OASIS standard
to specify and enforce platform independent access control policies.

In this paper we define a mapping between the BPMN and XACML meta-
models to provide a model-driven extraction of security policies from a business
process model. Specific types of organisational control and compliance policies
that can be expressed in a graphical fashion at the business process modeling level
can now be transformed into the corresponding task authorizations and access
control policies for process-aware information systems.

As a proof of concept, we extract XACML access control policies from a secu-
rity augmented banking domain business process. We present an XSLT converter
that transforms modeled security constraints into XACML policies that can be
deployed and enforced in a policy enforcement and decision environment. We
discuss the benefits of our modeling approach and outline how XACML can sup-
port task-based compliance in business processes.

Keywords: Policy Definition, Integration, Enforcement, Separation of Duties
Business Process Modeling, eXtensible Access Control Markup Language.

1 Introduction

The control and audit of activities is a fundamental principle in systems with a high
degree of human interaction [1]. In the domain of information systems security and
compliance, access control models are used to decide on the ways in which the avail-
ability of resources is managed and company assets are protected.

A multitude of access control models and related specification languages have
emerged over the last decades. Requirements, such as “access control models must
allow high level specification of access rights, thereby better managing the increased
complexity [..]” [2], are representative of today’s collaborative, service-integrated, and
process-aware information systems. What is evident is the need for business experts to
able to define their compliance requirements at a business process level, while the corre-
sponding access control policies need to be specified and enforced at the backend- and
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service-level of an enterprise information system [3]. In the domain of access control
engineering Crampton et al. state “[..] that existing approaches to the specification of
authorization constraints are unnecessarily complicated” [4]. For instance, this applies
to the well defined eXtensible Access Control Markup Language [5]. This XML-based
notation is very expressive, but policy definition is cumbersome and tool support is
scarce. The manual definition of XACML policies is slow, error prone and may lead to
policy inconsistencies and disruption of related business process execution.

We base our work on two key observations with respect to business process driven
security administration and compliance management for service-based integrated enter-
prise environments. First, there is a set of well defined and accessible business process
modeling notations used to describe enterprise service orchestration based on Web Ser-
vices that are widely accepted and standardized. Second, only the security specialists
specify security policies for enterprise services on a very technical level to create re-
lated security policies instead of the actual stakeholder which is the business process
domain expert.

Based on these observations, as an initial step, we had enriched the semantics of the
Business Process Modeling Notations (BPMN) in [6] to leverage the specification of ac-
cess control security policies (e.g., separation of duty ) for process-aware information
systems onto the level of the process model definition itself. In this paper, we now ad-
dress the issue of XACML policy specification usability and present a novel approach
to derive concrete security policies, from a business process model, transform them
into a dedicated policy specification language, such as RBAC-extended XACML pol-
icy sets, and deploy these policies in a policy enforcement enriched process execution
environment based on Web Services. In essence, in this paper we provide:

– An evaluation of the BPMN and XACML meta-model and description of which
entities must be mapped to each other in order to derive XACML security policies
from BPMN models.

– A mapping to define a model transformation that extracts policy information from
an XML-based business process model description to automate the generation of
according XACML policies.

– A proof of concept prototype XSLT transformation script, applied on some example
separation of duty constraints taken from a banking process [1].

The rest of this paper is organized as follows. The next section provides some back-
ground information about the Business Process Modeling Notation along with our
security augmentation for task-based authorization. In Section 3 we discuss the under-
lying meta-models of BPMN and XACML and identify a mapping between entities of
both models in order to define a model transformation to derive XACML policies. In
Section 4 we demonstrate the feasibility of our mapping proposal by presenting an
XSLT transformation applied to a given example banking process. The process is stored
as an XML document and parsed by an XSLT transformer to generate XACML policies.
Section 5 presents some related work in the area of policy modeling and model-based
policy generation. The last section discusses our current approach and outlines future
work, such as policy analysis that goes beyond syntactical validation of policy sets.
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2 Background

In this section we provide some short background information about the Business Pro-
cess Modeling Notation and the eXtensible Access Control Markup Language.

2.1 Business Process Modeling Notation

The Business Process Modeling Notation has emerged as a standard notation for cap-
turing business processes, especially at the level of domain analysis and high-level
systems design. The notation inherits and combines elements from a number of other
proposed notations for business process modeling, including the XML Process Defini-
tion Language (XPDL) [7] and the Activity Diagrams component of the Unified Mod-
eling Notation (UML). Figure 1 depicts an excerpt of the BPMN meta-model. For the
sake of simplicity we omitted some elements that are not relevant in the course of this
paper. BPMN process models are composed of flow objects such as routing gateways,
events, and activity nodes. Activities, commonly referred to as tasks, represent items
of work performed by software systems or humans, i.e. human activities. Activities are
assigned to pools and lanes expressing organizational institutions, roles and role hier-
archies. Routing gateways and events capture the flow of control between activities.
Control flow elements connect activity nodes by means of a flow relation in almost ar-
bitrary ways [8]. BPMN supports so called artifacts that enrich the process model by
information entities that do not affect the underlying control flow and are a dedicated
extension points to add additional information to the model. We provided an extension
for security semantics in BPMN by adding an authorization constraint artifact.

Fig. 1. BPMN Entitiy Diagram Excerpt

2.2 Constrained Business Process

The authorization constraint artifacts we proposed in [6] basically consist of two argu-
ments nu and mth (cf. Figure 2). The first denotes the number of different users that
must perform at least one activity of the set of activities indicated by a group or lane
element the constraint is applied to. The latter argument defines the maximum number
of activity instances of a given set of activities a single user may perform. This thresh-
old value is necessary to restrict the number of possible task invocations of looped or
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Fig. 2. Modeling of Authorization Constraints [6]

Fig. 3. Example Business Process Model

multiple-instance tasks. Crampton et al. defined such constraints as cardinality con-
straints [4]. The authorization constraint artifact can be assigned to groups, lanes, and
repetitive activities.

We applied our notation to a banking process illustrated in Figure 3 and modeled
security constraints for this process that are discussed in [1]. The process describes the
necessary steps for opening an account for a customer. Therefore, the customer’s per-
sonal data is acquired. The customer is identified and the customer’s credit worthiness
is checked by an external institution. Afterwards, one of several product bundles is cho-
sen. A form is printed for the selected bundle that is signed by the customer and the
bank.

A role-based authorization constraint for a role Clerk is expressed by assigning the
set of tasks {T 1, T 2, T 3, T 4, T5, T6, T8} to the lane labeled Clerk. A second role-
based authorization constraint for the role Manager is expressed by combining the tasks
of the role clerk with the task T 7. The nesting of the lane Clerk within the lane Manager
expresses a role hierarchy. We defined two separation of duty constraints for the pairs of
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conflicting tasks {T 3, T 4} and {T 7, T 8} by adding the related authorization constraints
to both groups. In the same way we expressed a binding of duty constraint for tasks
{T 1, T 2}. A last operative separation of duty constraint is directly assigned to the lane
Clerk that restricts the executive power of a single clerk for a process instance to five
activities.

2.3 eXtensible Access Control Markup Language

XACML is an OASIS standard that allows the specification of XML-based access con-
trol policies, primarily applied to the domain of Web Services. Referring to Figure 4,
XACML specifies a request-response protocol and a data flow model between a service
requester, a policy enforcement point (PEP), a context handler, and a policy decision
point (PDP). Each access request is send to the PEP and forwarded to the context han-
dler. The context handler creates a request context that is unique for each access request.
The request context holds a snapshot of the overall system state. For instance audit
log information, timestamps, or a subject’s organisational context, such as user role.
This information is collected from diverse backend systems, e.g. directory services,
database systems, or workflow management systems. This request-dependent informa-
tion is stored as context attributes and is used by the policy decision point to decide
whether to grant or deny an access request. A detailed description of the data flow is
given in [5].

The meta-model of XACML is shown in Figure 5. The root of all XACML policies
is a policy or a policyset element. Policysets may hold one or more policies or other
policysets. Each policy contains rule elements which are evaluated by the PDP. Target
elements specify the context a rule applies to or not. A target is composed of subject,
resource, and action elements. A subject element defines a human interacting with the
system. A resource element defines a protected entity, such as a Web Service, file or
process task in the context of a workflow management system. An action element de-
fines the operation that is performed on the protected resource element. If more than
one rule applies a rule combining algorithm defines the outcome of the overall decision
request.

Condition elements further restrict the overall decision based on the contextual at-
tributes of the access request. A condition contains a predicate which evaluates to either
true or false, e.g. a subject’s role attribute must be clerk. If the condition returns true
the rule’s effect is returned. The effect may result in a permit, deny, or not applicable

Fig. 4. XACML Overview
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Fig. 5. XACML Entity Diagram Excerpt [5]

statement. An obligation is an additional activity (e.g. sending a notification email) that
must be performed by the policy enforcement point in case a policy applies to a specific
request and rule effect.

3 Mapping of BPMN to XACML Elements

In order to automate the extraction of security policies from process models we discuss
in this section the relationship and respective mapping between selected meta-model
entities of BPMN and XACML. The dotted lines in Figure 6, indicate the mappings we
are discussing in the following:

XACML subject role attributes of the policy target can be derived from lanes and
nested lanes respectively. A lane represents an organisational role, thus the semantic of
embedded human activities is interpreted as a role-task assignment.

The BPMN elements activity and human activity are mapped to XACML resource
elements as part of the policy target. In the context of a workflow management system
we consider a process task as a resource. In the domain of process management an
activity has several possible states that are related to human interaction, namely ready,
activated, completed, or canceled. Therefore, for each task we derive three XACML
action elements for the XACML policy target, each related to a state transition that can
be performed on a task.

BPMN group, lane, and authorization constraint elements are mapped onto an
XACML condition element of an XACML policy rule. A condition describes under
which circumstances a rule applies for a matching target or not. This supports fine-
grained access control and is essential to express separation of duty or binding of duty
constraints. In case of separation of duty authorization constraints an XACML condi-
tion is generated, where the condition must not be met. For instance a specific task must
not be performed by the same subject. Binding of duty constraints result in an XACML
condition element that must be met. For instance, a subject must have executed a previ-
ous activity in order to perform the requested activity.

BPMN authorization constraint elements also map onto an XACML obligation ele-
ment. Obligation elements represent meta-information for an XACML enabled policy
enforcement point and contain activities that must be performed by the enforcement
point depending on the outcome of the policy evaluation. For instance in case of op-
erational separation and binding of duty constraints potential obligations for a policy
enforcement point are extended audit information housekeeping in a backend system to
store a subject’s activity history information.
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Fig. 6. Mapping of BPMN to XACML

4 Extraction of XACML Elements from BPMN

We developed an XSLT transformation script that automates the generation of XACML
policies and stores them in an XML format file that can be read by an XACML based
policy decision point. Basically, the script performs the following steps on a given
BPMN process source stored in XML-format (cf. Figure 7):

Fig. 7. BPMN Process Source

1. Role Engineering
The process model is parsed for lane elements. For each lane the script generates
a role-based policy set. Each human activity that is assigned to that lane results
in a policy and three rules. These rules allow the actions activate, complete, and
cancel for each human activity by a subject that holds a role attribute with the
corresponding role represented by the lane. If the transformer detects a nested lane
a new role-based policy set is created and its contained policies are referenced by
the parent lane. According to [5] this allows to express role-hierarchies in terms of
role seniority.
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2. Condition Definition
If the transformer detects an authorization artifact it adds a condition element to the
affected policy rule. In the case of separation of duty constraints the logical function
of the condition is NOT. For binding of duty constraints the logical function AND
is used. This logical function will be applied to all arguments within the condition
element. The authorization constraint references a set of activities either by pointing
to a group artifact or a lane element.

3. Argument Generation
For each human activity defined in a referenced task group or lane element an at-
tribute function is applied to the condition element. This element takes a subject
identifier, a process identifier, a set of task identifier (i.e. argument bag), and an op-
tional threshold value as arguments. We defined an abstract check:history function
for the XACML context handler able to query audit log information from work-
flow systems. Depending on the utilized system this function must be adapted. The
check:history function returns true or false if the subject has performed any of the
tasks referenced by the set of tasks in the argument bag.

Fig. 8. Policy Generation as a Petri-Net

The described steps are implemented by an XSLT script. The overall algorithm is
shown in Figure 8 as a Petri-Net. This script extracts information from a BPMN source
process, such as shown in Figure 7, and stores them as XACML policies. Please note,
due to the length of the overall transformation we can only provide a small script extract
in this paper. Parts of the resulting XACML policy set that is generated based on our
example (cf. Figure 7) is depicted in Figure 9. The extract shows a separation of duty
condition between the two tasks Check Credit Worthiness and Check Rating as well
as a simple task-role assignment of the task Check Credit Worthiness to the role Clerk.
Regarding the syntactical complexity of a simple separation of duty policy between two
tasks in XACML, it is comprehensible why XACML lacks a wide spread deployment in
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Fig. 9. Resulting XACML Policy Set Extract

enterprise environments and how our model transformation approach to automatically
derive security policies from business process models may mitigate this situation.

While this description is tailored for the BPMN meta-model, our approach is general
in nature and can be applied to other process modeling notations, for instance XPDL
[7] or jPDL [9].

5 Related Work

Our integration approach of BPMN and XACML on the meta-model level is related to
some areas of model-driven security and general modeling of authorizations in work-
flow systems.

In the domain of UML-based security modeling several approaches exist, such as
UMLSec [10], SecureUML [11], or a modeling methodology presented by Dobmeier
and Pernul in [12]. These approaches allow to model fine-grained access control on
the application level for accessing services in open systems, such as Web Services, by
terms of generating code fragments from UML models, but they do not address access
control in the context of workflow management systems. In SECTET [13] a novel ap-
proach for the specification of model-driven access rights for service-oriented architec-
tures is presented. In SECTET security policies are expressed in a predictive language
and are translated into platform independent XACML permissions interpreted by a se-
curity gateway. A similar approach is taken in [14] by deriving XML-based security
policies from policies described in natural language. They created a set of grammars
which execute on a shallow parser that are designed to identify rule elements in natural
language policies. In the domain of graphical security policy specification Hoagland



Deriving XACML Policies from Business Process Models 151

et al. developed LaSCO [15] a graph-based specification language for security policies.
LaSCO policies are specified as expressions in logic and as directed graphs, giving a
visual view of the policy. A LaSCO specification can be automatically translated into
executable code that checks an invocation of a Java application with respect to a pol-
icy. In [16], Neumann et al. discussed a graphical role engineering and administration
tool to define authorization constraints that can be enforced as part of RBAC context
constraints.

In [17] and [18] various workflow meta models are analysed in order to evaluate the
capabilities to model a workflow as a set of relating roles. Roles are defined in term
of goals, qualifications, obligations, permissions, protocols, etc. Nevertheless, they did
not address the problem of task-based authorization and their enforcement in a process-
aware environment. In [19], Atluri et al. define role allocation constraints in the context
of workflows and then assign one or more users to each role. They are able to express se-
curity policies, such as separation of duties, as constraints on users and roles and devel-
oped a constraint consistency analysis algorithms, but provide no translation to actually
enforce their policies in an information system. In the area of model transformation
for business processes Strembeck et al. [20] presented a transformation algorithm to
extract RBAC policies from process models expressed in BPEL. They present an ap-
proach to integrate Role-Based Access Control (RBAC) and BPEL on the meta-model
level and automate steps of the role engineering process. Transforming process models
into a machine executable notation is also discussed in [21] by Aalst et al. They defined
a mapping to convert the control-flow structure of a BPMN source model into BPEL, a
language supported by several process execution platforms. The workflow meta-model
described in [22] by Leymann and Roller also contained access control elements, but
omitted a detailed discussion and extraction of enforceable security policies.

6 Conclusion

In this paper we presented an approach for the automated derivation of authorization
constraints from BPMN model annotations to enforceable XACML policies. This was
based on an analysis of the two corresponding meta-models and the definition of an
appropriate transformation algorithm. Our work is motivated by two main observations.

First, the definition of XACML policies is overly complex, cumbersome, and time
consuming. This may result in syntactical and semantical errors. The automated gen-
eration of XACML policies from a modeling notation that is more accessible by hu-
mans than directly editing XACML policies will speed up the whole policy engineering
process. It allows for the direct definition of policies in the context of the underlying
business process, avoiding potential inconsistencies between defined security policies
and process models based on model changes.

Second, the usability and benefits of our compliance extensions for the Business Pro-
cess Modeling Notation are strengthened by the mapping to XACML policies that can
be directly enforced in an enterprise environment based on Web-Service orchestration
and demonstrate how the complexity of XACML-based policy administration can be
reduced by defining them on a more abstract level. A reduced complexity of XACML
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policy administration may lead to a wider roll-out of the XACML standard in enterprise
information systems and overall increased general acceptance.

In future work we plan to integrate an XACML-based policy enforcement and deci-
sion point into a process execution engine that works in conjunction with an user man-
agement service. As mentioned in Section 4, we will implement the XACML context
handler extension check:history capable of accessing audit logs and activity specific his-
tory information stored in workflow management systems along with a new XACML
obligation method used for policy-based auditing. In conjunction, both will support
task-based compliance for business critical processes that goes beyond traditional role-
based security and access control lists. Another interesting aspect would be to apply a
consistency checking algorithm, such as proposed in [4], to avoid the creation of contra-
dicting policies either on the XACML model or the BPMN model itself. From a model
transformation perspective, we also think about bi-directional model transformation ap-
proaches to enable the import of existing XACML policies into a given process model
in order to support system migration scenarios.
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Abstract. Customizability is generally considered a desirable feature of web 
portals. However, if left uncontrolled, customizability may come at the price of 
lack of uniformity or lack of maintainability. Indeed, as the portal content and 
services evolve, they can break assumptions made in the definition of 
customized views. Also, uncontrolled customization may lead to certain content 
considered important by the web portal owners (e.g. advertisements), to not be 
displayed to end users. Thus, web portal customization is hindered by the need 
to enforce customization policies and guidelines with minimal overhead. This 
paper presents a case study where a combination of techniques was employed to 
semi-automatically enforce policies and guidelines on community-built 
presentation components in a web portal. The study shows that a combination 
of automated verification and semantics extraction techniques can reduce the 
amount of manual checks required to enforce these policies and guidelines.  

Keywords: web portal, customization, policy, guideline.  

1   Introduction  

Continuing advances in web technology combined with trends such as Web 2.0 are 
generating higher expectations for user participation and customized user experiences 
on the Web [4]. These heightened expectations entail additional maintenance costs for 
community-oriented web sites, such as web portals. A natural way for web portal 
owners to balance higher expectations with the imperative of keeping a manageable 
cost base, is to “open up the box” by allowing the community to contribute content, 
services and presentation components into the portal. This way, the portal owner can 
focus on developing and maintaining the core of the portal instead of doing so for 
every service and presentation component offered by the portal. Also, increased 
openness and community participation has the potential of promoting fidelity, by 
motivating end users and partner sites to continue relying on the portal once they have 
invested efforts into customizing it or contributing to it. On the other hand, this 
increased openness needs to be accompanied by a sound governance framework as 
well as tool support to apply this framework in a scalable manner. Indeed, a manual 
approach to reviewing and correcting user-contributed components would easily 
offset the benefits of accepting such contributions in the first place.  
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This paper considers the problem of allowing third parties to contribute 
presentation components to a web portal, while enabling portal administrators to 
enforce a set of policies and guidelines over these components in a scalable manner.1 
Specifically, the paper presents a case study where a team of web portal 
administrators needed to enforce a number of such policies and guidelines. Central to 
the approach adopted in this case study is a language, namely xslt-req, that allows 
portal administrators to capture the impact of policies and guidelines on the XML 
transformations that presentation components are allowed to perform. As a result, the 
portal administrators do not need to inspect and to fix every single submission in all 
its details; instead, most of the enforcement is done by a set of tools based on xslt-req. 
A key feature of xslt-req is that it builds on top of well-known web standards, 
specifically XML Schema and XSLT, thus lowering the barriers for its adoption.  

The paper is structured as follows. Section 2 introduces the case study, including 
the policies and guidelines that needed to be enforced. Next, Section 3 discusses the 
techniques used to specify and to enforce these policies and guidelines. Related work 
is discussed in Section 4 while Section 5 draws conclusions.  

2   Case Study: VabaVaraVeeb  

VabaVaraVeeb (http://vabavara.net) is an Estonian portal for freeware.2 A key feature 
of the portal is its high degree of customizability. Specifically, the portal allows third-
parties to layer their own presentation components on top of the portal’s services. 
Third parties may introduce custm-built presentation components for various features 
of the portal, such as the ‘mailbox’ feature, the ‘user menu’ feature or the ‘statistics’ 
feature. Once a third-party has registered a presentation component in the portal, they 
can re-direct users into the portal in such a way that users will consume 
VabaVaraVeeb’s services through this presentation component. This allows third 
parties to loosely integrate services from VabaVaraVeeb with their own services at 
the presentation level, while enabling VabaVaraVeeb to retain some control over the 
delivery of its services. For example, a third-party web site that maintains a catalogue 
of security software, namely Securenet.ee, has added a presentation component on top 
of VabaVaraVeeb, to match its own presentation style. This way, users of Securenet 
are transferred to VabaVaraVeeb and then back to Securenet transparently, since the 
presentation style remains the same when moving across the two sites. The degree of 
customizability has been pushed to the level where the portal’s services can be 
rendered not only through traditional HTML web pages, but also through alternative 
technologies such as XAML (eXtensible Application Markup Language) and XUL 
(XML User Interface Language). Presentation components are defined as XSL 
transformations [3] while the data delivered by the portal is represented in XML.  

Figure 1 shows the default interface of VabaVaraVeeb while Figure 2 displays a 
modified interface. One can see that Figure 2 has a different main menu that appears 
at the top on the page (below the banner), and a repositioned right pane and search 
 

                                                           
1 In this paper, the term policy refers to a rule that must be followed and for which violation can 

be objectively defined, while the term guideline refers to a rule that should generally be 
followed, but for violations can not always be objectively asserted. 

2 The first author of this paper is one of the co-founders and administrators of this portal. 
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Fig. 1. VabaVaraVeeb default interface 

 

Fig. 2. Modified VabaVaraVeeb interface with new main menu and other layout changes 
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box. There are other less visible differences. For example, the presentation component 
corresponding to Figure 2 uses JavaScript to a larger extent than the default one.  

Even though the portal gives significant freedom to third parties, all presentation 
components are required to conform to a set of portal policies and guidelines in order 
to achieve a certain level of uniformity and manageability. Originally, user-defined 
presentation components were manually verified for conformance against the portal 
policies and guidelines. However, as the portal grew, it became clear to the 
administrators that this manual approach would not scale up. Indeed, each contributed 
presentation component has to be checked against each policy and guideline, and each 
check is time-consuming. In addition, new versions of existing presentation 
components are submitted from times to times, and need to be verified again and 
again. This led to the need to automate the conformance verification of submitted 
presentation components against policies and guidelines.   

The portal’s policies and guidelines can be classified as follows:3 

1. Certain content is mandatory and must always be presented to the users. Although 
the portal does not currently generate revenue through advertisement, it is foreseen 
this will happen sooner or later. Hence, it is important to ensure that paid 
advertisements and special announcements produced by the portal are always 
displayed, regardless of the presentation components in use. Some of this 
mandatory content must be presented to the users “as is”, while other content may 
be presented in alternative ways. For example, promotional announcements may 
have different presentation requirements than other announcements.  

2. Conversely, certain content must never be presented to the user. Presentation 
components are applied directly to the XML documents managed by the portal. 
Some information contained in these XML documents (e.g. user’s access rights) 
may be sensitive or may only be needed by internal procedures. This information 
should therefore not be included in the generated pages.  

3. Certain content must/may be delivered in certain output formats. For example, for 
banners we have both the URL of the banner and the URL of the advertised 
service. While rendering in graphical format, both URLs are marked compulsory, 
while in text mode the banner’s URL is not marked as compulsory, however, the 
advertisement’s alternate text is marked as compulsory.  

4. Some content may need to be hidden or shown depending on the values of certain 
elements/attributes in the XML documents.  

5. Styles should use existing or common controls when possible. This avoids 
duplicate code and contributes to forward compatibility [1], which is one of the 
design goals in VabaVaraVeeb.  

6. Generic services must be preferred over internal components to expose similar 
aspects of objects or types of objects. Generic services are services used to 
perform common tasks like presenting simple dialogues or notifying about errors.  

7. Complex services should be composed of individually addressable and 
“subscribable” services. Services built this way lower communication overhead 
and follow service-based approach [2] to enable forward compatibility. This 
service-based approach also allows portal owners to bill usage of every service 

                                                           
3 For detailed specifications of these policies and guidelines, the reader is referred to [6]. 
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separately (hence the requirement for “subscribability”). Users only need access to 
services and sub-services they are subscribed to.  

8. The need for presentation components to access additional metadata to render a 
document should be minimized. On the other hand, the metadata already contained 
in the document should be used extensively. The names and values of XML 
elements often give valuable hints about their underlying semantics. For example, 
an element name with a suffix ‘s’ in English, usually denotes multiple items, and 
this knowledge can be exploited to render the element’s contents as a list. Also, in 
some cases, the XML document contains URLs and by inspecting such URLs, we 
can derive valuable metadata and use it for presentation purposes.  

Rules 1 to 4 above correspond to policies while rules 5 to 8 represent guidelines. 
Guideline 7 does not relate to presentation components but to actual services provided 
by the portal. At present, third parties are not allowed to contribute such services, but 
it is foreseen that this will happen in the future, thus the guideline has been introduced 
and is being applied to all services internally developed by the VabaVaraVeeb team.  

In principle, the conformance of a submitted presentation component against the 
first four policies can be automatically determined if the document structure is rigidly 
defined, i.e. not allowing unqualified nodes and nodes of type “any”, and not allowing 
cyclic constructs in the document schema. Indeed, if the structure of the document is 
rigid, we can compute all possible source document classes that lead to different 
output document in terms of their structure and we can test the presentation 
component on sample documents representing each class. For each page generated by 
these tests, we can then automatically check if the policy is violated or not.  

However, constantly evolving web portals can not rely on strict definitions of 
document structures as these definitions change too often and styles would need to be 
updated with every change. Due to this continuous evolution, document schemas must 
be designed in a forward-compatible manner by making them as loose as possible. 
This in turn makes the automatic enforcement of policies difficult. As explained 
below, we have found techniques to enforce these policies to some extent, but endless 
possible rulesets and document structures make it impossible to enforce in all cases.  

Guideline 5 can be enforced by removing the users’ ability to create custom basic 
controls. This may, however, result in lower performance of the solution as some 
simple tasks might have to be addressed using complex components. In some cases 
common controls are not present and have to be created beforehand.  

Guideline 6 is difficult to enforce automatically as it requires detection of 
semantically similar code portions.  

Guideline 7 is subjective as there is no metrics to decide whether or not a service 
should be divided into sub-services. It is still possible to use some metrics for 
approximation and compile-time warnings can be displayed at chosen value ranges.  

By removing the ability for presentation components to access information in the 
portal – other than the presented document – we can easily enforce Guideline 8. 
However, if we enforced this guideline too strictly, we would lose forward 
compatibility. In Section 3.2, we discuss a technique to enforce this guideline while 
achieving forward compatibility, by following conventions in the naming of XML 
elements and exploiting these conventions to derive semantic information.  
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3   Defining and Enforcing Policies and Guidelines  

To facilitate the enforcement of the policies and guidelines introduced above, several 
techniques are currently employed by VabaVaraVeeb’s administration team. Central 
to these techniques is a language for capturing requirements over stylesheets, namely 
xslt-req [5]. Some of the guidelines are not crisply defined, so their enforcement can 
not be fully automated. Hence, other strategies are used to complement xslt-req. This 
section provides an overview of xslt-req and the techniques and strategies used for 
policy and guideline enforcement in VabaVaraVeeb.  

3.1   The XSLT Requirements Definition Language (xslt-req)  

In the context of VabaVaraVeeb, restrictions over the transformations that 
presentations are allowed to perform are treated as a natural extension of restrictions 
over the structure of documents over which these transformations are applied. 
Accordingly, xslt-req was defined as an extension of XML Schema and the syntax of 
these extensions is similar to XSLT. In addition to providing an integrated framework 
for expressing document structure and allowed transformations, this design choice has 
the benefit that the portal developers and third-party contributors are familiar with 
XML Schema and XSLT, and it is thus straightforward for them to learn xslt-req.  

The aim of xslt-req is to capture allowed and required data transformations. For 
each element, attribute or group in a schema, xslt-req provides extensions to specify:  

1. whether the value of the element or attribute may be used in the output directly;  
2. whether the value of the element or attribute may be used in the output indirectly;  
3. whether the value of the element or attribute may be ignored; and  
4. whether the values of the element’s children may be ignored.  

xslt-req also supports the specification of conditions that determine when should 
these rules be applied. These conditions are captured as XPath expressions over the 
source document. They may also depend on the requested output format. Additionally 
xslt-req can be used to limit the set of allowed output formats. Finally, xslt-req 
supports versioning and allows developers to explicitly designate the root element of 
the source document and to attach default policies to the document’s nodes.  

As mentioned earlier, xslt-req was designed to be easy to learn for developers 
familiar with XML Schema and XSLT. All xslt-req directives are in XML Schema 
appinfo sections. The similarity with XSLT can be seen in the following listing.  
 
1 <?xml version="1.0" encoding="UTF-8"?>
2 <xs:schema  xmlns:xs="http://www.w3.org/2001/XMLSchema"
3 xmlns:xr="xslt-req" xr:schemaLocation="xslt-req.xsd">
4 <xs:annotation>
5    <xs:appinfo>
6      <!— Declaration of a new ruleset -->
7      <xr:xslt-requirements id="näide" version="1"
8 rootName="root" ignoreChildsDefault="false" />
9 <!— Output formats used in transformation rules-->
10      <xr:output-format name="xhtml" method="xml"
11 namespace="http://www.w3.org/1999/xhtml" />
12 <xr:output-format name="rss" method="xml"
13 namespace="http://backend.userland.com/rss2" />  
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14 <xr:output-format name="text" method="text" />
15 </xs:appinfo>
16 </xs:annotation>
17 <xs:element name="root">
18 <xs:complexType>
19 <xs:sequence>
20 <xs:element name="child">
21 <xs:annotation>
22 <xs:appinfo>
23 <xr:choose>
24 <xr:when matchOutputFormat="text|rss">
25                  <!— Transformation rules -->
26 <xr:transformation-rules   
27 ignoreChilds="true" outputIgnore="true"
28 outputValue="false" outputCondition="false" />
29 </xr:when>
30 <xr:otherwise>
31 <xr:transformation-rules
32 ignoreChilds="true" outputIgnore="false"
33 outputValue="true" outputCondition="false" />
34 </ ...>  

The xslt-requirements element in lines 7-8 of this listing specifies the version of the 
xslt-req ruleset, its identifier, and the name of the root element. XML Schema allows 
multiple root elements in a document. However, xslt-req requires that there is a single 
root element. This feature makes it easier to verify stylesheets. The 
ignoreChildsDefault boolean attribute specifies that unless elsewhere overridden, 
presentation component may not ignore child nodes of any element. Boolean 
attributes outputValueDefault, outputConditionDefault, outputIgnoreDefault specify 
other default values of xslt-req transformation rules, the meaning of which is 
explained below. By default, these attributes are false except for outputValueDefault 
which is true by default. Rules for unqualified elements and attributes can be 
specified in the xslt-requirements element as well. One can specify multiple xslt-req 
rulesets in one file by using different namespace prefixes.  

Lines 10-14 specify the output formats affected by the ruleset. Output formats are 
given a name, which is used later to specify rules specific to that output format. The 
element for specifying output formats also includes an attribute called method, 
corresponding to the method attribute of XSLT’s output element. Optionally, the URL 
to the document schema can be supplied with attribute schemaLocation.  

Lines 23 to 34 illustrate the choose-when-otherwise construct. The syntax of this 
construct is defined in Figure 3. It is similar to XSLT’s choose-when-otherwise 
construct. The main difference is that the element when in xslt-req contains an output 
format selector attribute, namely matchOutputFormat. Lines 24-29 formulate rules 
that apply only to “rss” or “test” output formats. Meanwhile, lines 30-34 formulate 
rules that must be followed in other cases. Element when also allows using attribute 
test as selector on the source document. This is similar to how XSLT elements when 
attribute test is used. It is possible to have multiple when elements (i.e. multiple 
selectors). It is also possible to use choose or if elements as children of when or 
otherwise elements (i.e. nested conditional statements are allowed).  

Lines 26-28 and lines 31-33 show examples of xslt-req transformation rules. The 
syntax of such rules is given in Figure 4. Attribute ignoreChilds states whether or not 
an element’s children may be ignored. Attributes outputIgnore, outputValue and 
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Fig. 3. Syntax of choose-when-otherwise construct in xslt-req 

 

Fig. 4. Syntax of transformation-rules in of xslt-req 
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outputCondition state, respectively, whether or not the element or attribute may be 
ignored in the output, whether or not the nodes value may be included in the output 
(i.e. used in XSLT value-of or copy-of expressions) and whether or not the node’s 
value may be used for formatting (i.e. used in XSLT when or if statements).  

Even though the portal core is small and the structural descriptions and core 
services amount to less than 1% of the internal data structures, they have a significant 
impact on how presentations are built. This is the reason why about half the 
customizations made by users are to the presentation of the core services. Therefore, 
defining the internal data structures and using XML Schema with xslt-req to verify 
user stylesheets has significantly reduced the human workload of verifying stylesheets 
manually. This also allowed community-built presentation components to remain 
functional despite changes in the core services.  

3.2   Exploiting Implicit Metadata  

The workload for maintaining stylesheets was also lowered by using metadata 
implicitly contained in the source XML documents. In the early days of 
VabaVaraVeeb, the portal developers noted that the names of elements and attributes 
gave valuable hints for their presentation, and this was used to make the stylesheets 
simpler, forward-compatible and in line with the guidelines. In particular, the portal 
developers found they could use the suffixes of element names to detect lists of items. 
This enables the use of a single template for catalogue entries, search results, message 
lists and other list-like structures within the portal. When an element is identified to 
be a list, special attributes attached to this element are used to display information like 
the total number of items, the number of displayed items, the list name, page number 
(for multi-page lists) and buttons for navigating to previous and next page. The names 
of these special attributes tend to follow certain naming conventions. If some of the 
special attributes are missing, the features expressed by the missing attributes are not 
displayed. Using this simple detection made it possible to implement a presentation 
component for the search feature of one of the modules of the portal, and then reuse 
this presentation component for other modules. Another usage scenario for this 
technique is detecting modules themselves to display them in a special area of the 
page. Also, user input areas can be identified similarly for presentation purposes.  

Initially, the portal administrators applied this technique to simplify their 
stylesheets and to increase reuse. After successful trials, third parties were also 
encouraged to use implicit metadata when contributing presentation components. This 
was achieved by emphasizing the transient nature of any internal structure and by 
supplying examples of detection rules.  

This technique, in conjunction with the hard-coded requirement that all user-
contributed stylesheets must have a fall-back to the default style, has made it possible 
to enforce policy number 8 and indirectly helped to enforce policies 5 and 6. This 
technique is, however, applicable only manually. It is interesting to note that users 
apply this technique naturally in about 80% of cases.  

This technique is not error fail-proof. Rare oddities of general rules can be 
expressed by using templates with higher priority level than the priority level of the 
general templates thus ensuring that specialized templates are chosen over general 
ones. This kind of ‘overriding’ has been used in several cases to fine-tune the 
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detection rules. For example the template for displaying lists of messages overrides 
the general template for rendering lists.  

3.3   Additional Techniques  

Additional techniques included combining similar code snippets and updating the 
portal’s core to manage services in an addressable and subscribable way.  

Similar code snippets were identified automatically using code profiling scripts 
that collect information on certain portions of code. The collected information 
included function parameters or code block input values, code block length in lines of 
code (with and without comments). This information was used to review code blocks 
that were similar according to the profiler script output. If these code blocks did turn 
out to have similar functionality, they were extracted and generalized functions were 
made to replace these code blocks. The profiler found only a small portion (less than 
0.5% of lines of code) of the whole code-base to have similar code blocks. Of these, 
less than half were false positives. This technique is now used for all new services.  

The new version of the portal’s core features improved support for tracking service 
access. This allows one service to be responsible for tracking service usage and 
therefore manage subscriptions to services. As the portal core manages the addressing 
of portal services, services only need to handle their internal addressing and 
subscription to their sub-services.  

3.4   Outcomes  

The guidelines put into effect have reduced the complexity of the presentation layer 
significantly. Management of all the presentation components (i.e. styles) has become 
a task requiring minimal manual intervention. And because the guidelines are 
designed to ensure forward compatibility, styles written once can be and are often 
used to display new features and services without modification. This has led to shorter 
development effort for adding new features into the portal, since these new features 
tend not to break the existing styles, and when they do, the source of the problem is 
easier to find. Furthermore, guideline 8 has reduced the number of lines of code in the 
presentation layer by almost half, lowering the human effort for verifying styles.  

The impact of automatic tools used to verify the styles, based on xslt-req, is as high 
as that of using code examples and suggestions on how to follow the guidelines. Also, 
deviations from policies which are not automatically verified are often accompanied 
by deviations from policies that are automatically verified. This might be caused by 
the different levels of experience in programming among the contributors.  

It is estimated that the cost of maintaining the portal has been reduced by more 
than 50% thanks to the contributions from third parties, the enforcement of the 
policies and guidelines, and the lowered costs of enforcement.  

4   Related Work  

There is extensive literature dealing with the enforcement of access control policies 
on XML content [7]. Policy definition languages proposed in this area allow one to 
attach access control policies to an XML document node and its descendants. In this 
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sense, these policy definition languages share commonalities with xslt-req. However, 
they differ in several respects: First, access control policy languages focus on 
capturing under which conditions can a given XML node be read or updated by a 
user. Thus, they cover cases such as the one in the second policy outlined in Section 
2. In contrast, they do not allow one to capture obligations such as “a given element 
must be displayed” or “an element must be displayed only in certain formats”, both of 
which are key features of xslt-req. Nevertheless, xslt-req may benefit from ideas in [7] 
and in similar work, to improve its ability to capture access control requirements.  

There is also significant literature related to enforcing accessibility and usability 
guidelines on web sites. For example, Vanderdonckt & Beirekdar [8] propose the 
Guideline Definition Language (GDL) which supports the definition of rules 
composed of two parts. The structural part designates the HTML elements and 
attributes relevant to a guideline. This part is expressed in a language corresponding 
to a limited subset of XPath. The second part (the evaluation logic) is a boolean 
expression over the content extracted by the structural part. In contrast, xslt-req 
operates over XML documents representing the internal data managed by the portal, 
so that policies and guidelines are checked before the HTML code is generated.  

The work presented in this paper is also related to the integration of services 
(possibly from multiple providers) at the presentation layer. This integration is 
supported by various portal frameworks based on standard specifications such as Java 
Portlets or WSRP [10]. More recently, Yu et al. [9] have proposed an event-based 
model for presentation components and a presentation integration “middleware” that 
enables the integration of services from multiple providers at the presentation layer 
without relying on specific platforms or APIs. However, these frameworks do not 
consider the enforcement of policies and guidelines as addressed in this paper.  

5   Conclusion and Future Work  

The paper discussed various techniques for enforcing guidelines in community-built 
web portals. Some of these techniques involve automatic verification of user-
contributed components, others were merely suggestive, meaning that they give 
suggestions to the portal administrator regarding potential deadline violations, but 
still, the administrator has to manually verify the suggestion. The usefulness of 
automatic verification techniques was found to be at the same level as that of 
suggestive techniques. Therefore, these latter techniques should not be undervalued. 
Even though there are still verifications that require human intervention, much of the 
enforcement occurs before the components reach the portal administrators.  

The automatic verification techniques can be costlier to the portals maintenance 
team as these techniques usually required human proofing or solving of the problems. 
Even if the output of automatic verification were presented directly to the authors of 
presentation components, (s)he might not be able to understand and solve the 
problems reported without help from the portals developers.  

Less than half of policy and guideline deviations detected by automatic verification 
techniques were false positives, verification against xslt-req does not lead to false 
positives due to its design. Automatic verification was used to detect less than 30% of 
all identified types of policy/guideline deviations. However, this 30% of types of 
deviations contained the most common deviations experienced.  
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The techniques presented in this paper have room for improvement along several 
directions. For example xslt-req could be extended to support the specification of 
rules based on patterns or XPath expressions. This way, xslt-req could be applied to 
more than just the static core structure. This would make it possible to allow all 
business layer services to have mandatory content or hidden content. In addition to 
extending xslt-req, the verification methods that use xslt-req need to be reviewed, as 
they currently assume that the document base structure is rigid.  

As discussed in Section 3, templates that automatically extract semantics from 
XML element names and values have been successfully used to achieve forward-
compatible stylesheets and to enhance reuse, despite the fact that these techniques are 
not fail-proof. Making these techniques more robust and studying their applicability 
in a wider setting is an avenue for future work.   
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Abstract. This work is in line with the CoopFlow approach dedicated
for workflow advertisement, interconnection, and cooperation in the con-
text of virtual enterprises. To support cooperation, one has to deal with
the partners’ privacy respect. In fact, cooperation needs a certain degree
of inter-visibility in order to perform interactions and data exchange.
Nevertheless, cooperation may be employed as a cover to internalize
the know-how of partners. To preserve privacy and autonomy, one must
reduce workflow inter-visibility as tiny as the cooperation needs. We
present in this paper a novel reduction-based method to preserve part-
ners’ privacy. The principle of the algorithm is to get rid of all activities
as well as control and data flows that don’t play any direct role into
cooperation and don’t affect the behavior of the original workflow.

Keywords: cooperation, visibility, abstraction, inter-organizational
worklows.

1 Introduction

In context of globalization, organizations are increasingly using process-aware
information systems to perform automatically their business processes. Based
on such systems, organizations focus on their core competencies and access
other competencies through cooperation, moving towards a new form of net-
work known as virtual organization. To support cooperation, one has to deal
with the important issue which is the partners’ privacy respect. In fact, coop-
eration needs a certain degree of inter-visibility in order to perform interactions
and data exchange. Nevertheless, cooperation may be employed as a cover to
internalize the know-how of partners. The question here is how to best preserve
the know-how of each partner and capitalize on the accumulated experience and
knowledge to allow cooperation and to improve productivity.

The study of the existing approaches shows that most of the proposed solu-
tions does not respect the privacy of participants [7,8] often due to the limitation
of a single overall process ownership. In order to preserve privacy and autonomy
of workflow of participants, we propose to reduce workflow inter-visibility to be
as little as the cooperations need.
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To meet this objective, we have developed the CoopFlow approach [1,2,5] in-
spired by the Service-oriented Architecture that requires three operations: pub-
lish, find, and bind. Service providers publish services to a service broker. Service
requesters find required services using a service broker and bind to them. Ac-
cordingly, our approach consists of three steps: workflow advertisement, intercon-
nection, and cooperation. In fact, for building an inter-organizational workflow,
each organization has to advertise, within a common registry, a description of
its offered and required activities within their workflows. For workflow intercon-
nection, each organization identifies its partners using a matching mechanism.
Workflow cooperation consists of deployment and execution of an inter-organiza-
tional workflow involving different, may be heterogeneous, workflow management
systems (WfMSs). In this paper we will focus on the first step of CoopFlow, espe-
cially on the workflows abstraction procedure to preserve the partners’ privacy.

The rest of this paper is organizedas follows. Section 2 summarizes our approach
to inter-organizationalworkflowcooperation and presents a running example. Sec-
tion 3 describes our novel method of workflow abstraction based on structural re-
duction process. Section 4 discusses related work for inter-organizationalworkflow
cooperation. Conclusion and perspectives are presented in Section 5.

2 CoopFlow: An Approach for Workflow Cooperation

In line with our fundamental objective to support a virtual organization we have
developed a novel bottom-up approach that consists in three steps: (1) adver-
tisement of parts of organizations’ workflows that could be exploited by other
organizations, (2) interconnection of cooperative workflows and (3) workflow
cooperation and monitoring according to cooperation policies (rules). In the fol-
lowing, we present this approach. Next sections detail the abstraction procedure
to preserve the partners’ privacy.

The approach we present here is inspired by the Service-oriented Architecture
that requires three operations: publish, find, and bind. Service providers publish
services to a service broker. Service requesters find required services using a ser-
vice broker and bind to them. Accordingly, our approach consists of three steps:
workflow advertisement, workflow interconnection, and workflow cooperation.

Step 1: Workflow Abstraction. For building an inter-organizational work-
flow, each partner has to advertise, using a common registry, its offered and
required activities within its workflow. In order to preserve privacy and auton-
omy, one must reduce workflow inter-visibility to be as tiny as the cooperation
needs. Therefore, we propose here to advertise an abstraction of workflow’s be-
havior. The abstraction process is presented in section 3.

Step 2: Workflow Interconnection. To carry out a work that is not with
the range of only one organization, a partner begins by searching organizations
with complementary skills via the cooperative interfaces they published. Part-
ners identification is based on an automated research of the new enterprises and
potentially partners, looking for joining a virtual enterprise. Research will be
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based on the semantic description of information, which the enterprise requires,
and the level of the cooperation that it wishes to establish (i.e. the profiles of
the business processes to be interconnected). The various profiles published can
be managed within an accessible registry on the Web. In order to construct a
virtual organization, we have to match cooperative interfaces. Matching takes
into account the flow control, the data flow and semantic descriptions of coop-
eration activities. Given two cooperative interfaces, the matching result can be
(1) positive (i.e. interfaces match) (2) negative (i.e. interfaces do not match) or
(3) conditional (i.e. interfaces match if a given condition holds). If the matching
result is not negative, the cooperative interfaces are interconnected.

Step 3: Workflow Cooperation and Monitoring. The third and last step
within our approach for workflow cooperation consists in the inter-organizational
workflow deployment and execution. To do that, we have developed a work-
flow cooperation framework that allows different workflow management systems
to interconnect and making their workflows cooperate. In addition to coopera-
tion, this framework mainly enforces cooperation policies identified during the
workflow interconnection step. Cooperation policies enforcement could be im-
plemented by many styles, we can cite: (1) organizations trust each other suf-
ficiently to interact directly with each other. Cooperation policies enforcement
is completely distributed. (2) no direct trust between the organizations exist, so
interactions take place through trusted third parties acting as intermediaries.

In the remaining of this paper we’ll interest in the CoopFlow ’s first step,
especially we propose a workflow reduction-based abstraction procedure and
demonstrate step by step how this abstraction preserve partners’ privacy.

3 Workflow Abstraction

This section presents the workflows’ abstraction procedure. We begin by giving
some preliminary definitions useful for the comprehension of the rest of this
paper. Then, we focus on the abstraction process and propose a set of reduction
rules as well as an abstraction algorithm to reduce the visibiliy of partners’
workflows as tiny as the cooperation needs.

3.1 Definitions

Definition 1. A Workflow W(P,T,F) is determined by:

– a finite set P={p1, p2,. . . ,pn} of places
– a finite set T={t1, t2,. . . , tm} of transitions (P ∩ T = ∅)
– a set of arcs F ⊆ ( P × T) ∪ (T × P)

The set of input (output) places for a transition t is denoted •t (t•). The set of
transitions sharing a place p as output (input) place is denoted •p (p•).

The set T = Tcoop ∪ Tint where Tcoop is the set of cooperative activities and
Tint is the set of internal activities.
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Definition 2. A petri net W(P, T, F) is a WF-net (Workflow net) if and only
if [6]:

1. W has one source place i ∈ P such that •i=∅ and one sink place o ∈ P such
that o•=∅, and

2. Every node x ∈ P ∪ T is on a path from i to o.

Definition 3. Let ti, tj ∈ T and pij ∈ P. ti and tj are sequent and denoted
seq(ti, tj, pij) if and only if : (1) •pij = {ti}, (2) pij• = {tj}, (3) ti• = {pij}
and (4) •tj = {pij}.

Definition 4. Let ti, tj ∈ T and pi
ij, po

ij ∈ P. ti, tj are alternative and denoted
alt(ti, tj , pi

ij , p
o
ij) if and only if: (1) ti, tj ∈ pi

ij•, (2) ti, tj ∈ •po
ij, (3) •ti = •tj

= {pi
ij} and (4) ti• = tj• = {po

ij}.

Definition 5. Let ti, tj, tk, tl ∈ T and pki, pil, pkj , pjl ∈ P. ti, tj are syn-
chronized and denoted sync(ti, tj , tk, tl, pki, pil, pkj , pjl) if and only if: (1) •pki =
{tk}, pki• = {ti}, (2) •pkj = {tk}, pkj• = {tj}, (3) •pil = {ti}, pil• = {tl},
(4) •pjl = {tj}, pjl• = {tl}, (5) •ti = {pki}, ti• = {pil}, (6) •tj = {pkj}, tj•
= {pjl}

After having given the definitions of a workflow, a WF-Net and sequent, alter-
native and parallel activities, we will interest in the remainder of this section
in the presentation of the set of abstraction rules allowing the reduction of a
partner workflow.

3.2 Workflow Abstraction Rules

The objective of the abstraction is to preserve the privacy and to simplify work-
flows by removing all information that are not necessary to the cooperation
description and hiding all the activities and control and data flows not playing
a direct role in the cooperation nor in the initial workflow semantic retaining.
Given an internal workflow Wi (Pi, Ti, Fi), the activities of Wi are reduced based
on the following rules:

Sequent Activities

Rule 1 (Sequent internal activities). ∃ ti, tj ∈ T, pij ∈ P where
P = {p1, . . . , pij , . . . , pn}
P’ = P-{pij}
T = {t1, . . . , ti, tj , . . . , tm}
T’ = T - {ti}
F = {f1, . . . , (ti, pij), (pij , tj), . . . , fk}
F’ = F - ({(ti, pij), (pij , tj)} ∪ {(pk, ti)/pk ∈ •ti}) ∪ {(pk, tj)/pk ∈ •ti}
C = seq(ti, tj, pij), ti ∈ Tint et tj ∈ Tint
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Rule 1 shows that if we dispose of an internal activity ti followed by another
internal activity tj and linked to it via pij , then we eliminate ti and pij as well
as all the flows between ti and tj . Moreover, we get rid of all the flows coming
from •ti to ti and create new flows linking the places belonging to •ti to tj .

Rule 2 (Internal activity followed by a cooperative activity). ∃ ti, tj ∈
T, pij ∈ P where
P = {p1, . . . , pij , . . . , pn}
P’ = P-{pij}
T = {t1, . . . , ti, tj , . . . , tm}
T’ = T - {ti}
F = {f1, . . . , (ti, pij), (pij , tj), . . . , fk}
F’ = F - ({(ti, pij), (pij , tj)} ∪ {(pk, ti)/pk ∈ •ti}) ∪ {(pk, tj)/pk ∈ •ti}
C = seq(ti, tj, pij), ti ∈ Tint et tj ∈ Tcoop

Rule 2 shows that if we dispose of an internal activity ti followed by a cooperative
activity tj and linked to it via pij , then we eliminate ti, pij and all the flows
existing between ti and tj (i.e. (ti, pij) and (pij , tj)). In addition, we eliminate all
the flows coming from •ti to ti and create new ones linking the places belonging
to •ti to tj .

Rule 3 (A cooperative activity followed by an internal activity). ∃ ti,
tj ∈ T, pij ∈ P where
P = {p1, . . . , pij , . . . , pn}
P’ = P-{pij}
T = {t1, . . . , ti, tj , . . . , tm}
T’ = T - {tj}
F = {f1, . . . , (ti, pij), (pij , tj), . . . , fk}
F’ = F - ({(ti, pij), (pij , tj)} ∪ {(tj, pk)/pk ∈ tj•}) ∪ {(ti, pk)/pk ∈ tj•}
C = seq(ti, tj, pij), ti ∈ Tcoop et tj ∈ Tint

Rule 3 shows another case of sequent activities compaction where we dispose
of a cooperative activity ti followed by an internal one tj and linked to it via
pij . In this case, we remove the internal activity tj , the place pij and all the
flows belonging to •tj . Besides, we create new flows linking ti to all the places
belonging to tj•.

Alternative Activities

Rule 4 (Alternative internal activities). ∃ b1, b2, . . . , bn ∈ BSint, pi, po

∈ P where
T = {b1, b2, . . . , bn}
T’ = T - {b2, . . . , bn}
F = {f1, . . . , (pi, b1), (b1, po), . . . , (pi, bn), (bn, po), . . . , fk}
F’ = F - {(pi, b2), (b2, po), . . . , (pi, bn), (bn, po)}
C = alt(b1, b2, . . . , bn, pi, po) et b1, b2, . . . , bn ∈ BSint
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In rule 4 we show that if we dispose of alternative activities t1, . . ., tn then we
remove all activities ti, i ∈ {2, 3, . . . , n}, as well as all the flows that are directly
linked to it.

Rule 5 (Internal activities alternative to blocks of activities). ∃ b1, b2,
. . . , bj ∈ BS, ∃ bj+1, . . . bn ∈ B/BS pi, po ∈ P where
T = {b1, b2, . . . , bm}
T’ = T - {b2, . . . , bj}
F = {f1, . . . , (pi, b1), (b1, po), . . . , (pi, bj), (bj , po), . . . , fk}
F’ = F - {(pi, b2), (b2, po), . . . , (pi, bj), (bj , po)}
C = alt(b1, b2, . . . , bn, pi, po) et b1, b2, . . . , bj ∈ BSint

Rule 5 shows that if we dispose of internal activities b1, . . . , bj alternative to
blocks of activities bj+1, . . . , bn, then we remove all internal activities bi, i ∈ {2,
3, . . . , j} as well as all the control flows that are directly linked to them.

Rule 6 (Alternative internal and cooperative activities). ∃ b1, b2, . . . bj

∈ BSint, bj+1, bj+2, . . . bn ∈ BScoop, pi, po ∈ P where
T = {b1, . . . , bj , bj+1, . . . , bn}
T’ = T - {b1, b2, . . . , bj}
F = {f1, . . . , (pi, b1), (b1, po), . . . , (pi, bj), (bj , po), . . . , fk}
F’ = F - {(pi, b1), (b1, po), . . . , (pi, bj), (bj , po)}
C = alt(b1, b2, . . . , bn, pi, po) et b1, . . . , bj ∈ BSint

In Rule 6 we show that if we dispose of a set of internal activities ti, i ∈ {1,
. . . , j} alternative to a set of cooperative activities or blocks of activities tk, k ∈
{j+1, . . . , n}, then we remove all internal activities ti, i ∈ {2, . . . , n} as well as
all the control flow that are directly linked to them.

Rule 7 (A single internal activity followed by a set of alternative ac-
tivities). ∃ bi ∈ BSint, bj,. . . bk ∈ B, pi, pj et pk ∈ P where
P = {p1, p2, . . . , pj , . . . , pn}
P’= P-{pj}
T = {b1, . . . , bi, . . . , bm}
T’ = T - {bi}
F = {f1, . . . , (pi, bi), (bi, pj), . . . , fk}
F’ = F - {(pi, bi), (bi, pj)} ∪ {(pi, bl), l ∈ {j,. . .,k}}
C = alt(bj, . . . , bk, pj , pk)

In Rule 7 we show that if we dispose of an internal activity followed by a set of
alternative activities, then we remove the internal activity as well as the control
flows that are directly linked to it.

Rule 8 (Alternative activities followed by a single internal activity).
∃ bi ∈ BSint, bj,. . . bk ∈ B, pi, pj et pk ∈ P where
P = {p1, p2, . . . , pk, . . . , pn}
P’= P-{pj}
T = {. . . , bi, . . . , bm}
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T’ = T - {bi}
F = {f1, . . . , (bl, pj), (pj , bi), (bi, pk), . . . , fk, l ∈ {j, . . . , k}}
F’ = F - {(pj, bi), (bi, pk), (bl, pj), l ∈ {j, . . . , k}} ∪ {(bs, pk), s ∈ {j, . . . , k}}
C = alt(bj, . . . , bk, pi, pj)

Rule 8 illsustrates the case of a set of alternative activities followed by a single
internal activity. In this situation we remove the internal activitiy as well as all
the control flows that are directly linked ti it.

Rule 9 (Renaming of internal activities). ∃ b1 ∈ Bint, b2, . . . bn ∈ B, pi,
po ∈ P where
T = {b1, . . . , bn}
T’ = (T - b1) ∪ INTERNAL
F = {f1, . . . , (pi, b1), (b1, po), . . . , (pi, bn), (bn, po), . . . , fk}
F’ = (F - {(pi, b1), (b1, po)}) ∪ {(pi,INTERNAL), (INTERNAL, po)}
C = alt(b1, b2, . . . , bn, pi, po)

In Rule 9, we show that if we dispose of an internal activity alternative to a set
of cooperative activities, then it is renamed to INTERNAL. The objective of the
transformation is to hide the activity details without affecting the semantic of
the workflow.

Parallel Activities

Rule 10 (Parallel internal activities). ∃ b0, b1, . . . , bn−1, bn ∈ BS et p0i,
pi(n+1) ∈ P, i ∈ {1, 2, . . . , n} where
P = {p1, . . . , pij , . . . , pn}, j ∈ {1, 2, . . . , 2k}
P’ = P-{pij}, j ∈ {2, . . . , n-1}
T = {b0, . . . , bn−1, . . . , bm}
T’ = T - {bi}, i ∈ {2, . . . , n-1}
F = {f1, . . . , (b0, pij), (pij , bj), (bj , pi(k+j)), (pi(k+j) , bn), . . . , fk}, j ∈ {1, . . . , k}
F’ = F - {(b0, pij), (pij , bi), (bi, pi(k+j)), (pi(k+j), bn)}, j ∈ {2, . . . , k}
C = sync(bl, . . . , bn, pij) et bl ∈ BSint, l ∈ {1, . . . , k}, j ∈ {1, . . . , 2k}

In Rule 10 we show that if we dispose of a set of parallal activities, then we
retain only one activity and we remove the others.

Rule 11 (Internal activities parallal to blocks of activities). ∃ b0, b1,
. . . , bn−1, bn ∈ B et pil ∈ P, l ∈ {1, 2, . . . , 2k} where
P = {p1, . . . , pij , . . . , pn}, j ∈ {1, 2, . . . , 2k}
P’ = P-{pil}, l ∈ {1, . . . , j, k+1, . . . , k+j+1}
T = {. . . , b1, . . . , bj , . . . , bm}
T’ = T - {bl}, l ∈ {1, . . . , j}
F = {f1, . . . , (b0, pil), (pil, bl), (bl, pi(k+l)), (pi(k+l), bn), . . . , fk}, l ∈ {1, . . . , j}
F’ = F - {(b0, pil), (pil, bl), (bl, pi(k+l)), (pi(k+l), bn)}, l ∈ {1, . . . , j}
C = sync(b0, . . . , bn, pil) et bx ∈ BSint, l ∈ {1, . . . , 2k}, x ∈ {1, . . . , j}, by ∈
B/BS
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In Rule 11, we show that if we dispose of a set of internal activities parallal to
blocks of activities, then we remove all the internal activities.

Rule 12 (Parallal internal and cooperative activities). ∃ t0, t1, . . . , tn,
tn+1 ∈ T ∪ B et p0i, pi(n+1) ∈ P, i ∈ {1, 2, . . . , n} where
P = {p1, . . . , p0j , pj(n+1), . . . , pn}, j ∈ {1, 2, . . . , n}
P’ = P-{p0j, pj(n+1)}, i ∈ {1, . . . , i}
T = {t0, . . . , tn, . . . , tm}
T’ = T - {tj}, j ∈ {1, . . . , i}
F = {f1, . . . , (t0, p0j), (p0j , tj), (tj , pj(n+1)), (pj(n+1), tn+1), . . . , fk}, j ∈ {1, . . . ,
n}
F’ = F - {(t0, p0j), (p0j , tj), (tj , pj(n+1)), (pj(n+1), tn+1)}, j ∈ {1, . . . , i}
C = sync(t0, . . . , tn, p0j, pj(n+1)), tj ∈ Tint pour tout j ∈ {1, . . . , n} et tj ∈
Tcoop ∪ B pour tout j ∈ {i+1, . . . , n}

In Rule 12, we show that if we dispose of a set of internal activities parallal to a
set of cooperative of block of activities, then we remove all the internal activities
as well as all the control flows that are directly linked to them.

Iteration

Rule 13 (Iterations). Let p be an iteration and ti ∈ Tint s.t ti• = •ti = p then

P = {p1, . . . , pn}
P’ = P
T = {t1, . . . , ti, . . . , tn}
T’ = T - {ti}
F = {f1, . . . , (p, ti), (ti, p), . . . , fm}
F’ = F - {(p, ti), (ti, p)}
C = iter(p)

Rule 13 shows that if we dispose of an iteration formed by a single internal
activity then this later is removed.

After having presented the diffrent reduction rules, in the next Section, we will
show how to use these rules to transform an internal workflow into a cooperative
one.

3.3 Abstraction Algorithm

In this Section we give the algorithm of abstraction of workflows. Given an initial
workflow, the principle of the algorithm consists in removing all internal activities
that don’t play any direct role in the cooperation and whose elimination doesn’t
affect the visible behavior of the initial workflows.

Thus we start by identifying the various reduction patterns and then applying
them the suitable reduction rules. This procedure is repeated until the removing
of all internal activities that don’t play a direct role in the cooperation.

The methods used in this algorithms are existsSEQ(), existsPAR(), exist-
sALT(), existsIT(), existsInternal-Then-ALT(), existsALT-Then-Internal() that
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allow to identify workflow patterns and applyRules() that allow to apply a rule
to a certain pattern.

Algorithm 1. Abstraction d’un workflow
1: Abstract(workflow w);
2: workflow w’;
3: workflow* patron = null;
4: if ((patron =existsSEQ(w)) �= null) then
5: w’ ← applyRules(w, patron, [R1, R2, R3]);
6: else if ((patron =existsPAR(w)) �= null) then
7: w’ ← applyRules(w, patron, [R10, R11, R12]);
8: else if ((patron =existsInternel-Then-ALT(w)) �= null) then
9: w’ ← applyRules(w, patron, [R7]);

10: else if ((patron =existsALT-Then-Internel(w)) �= null) then
11: w’ ← applyRules(w, patron, [R8]);
12: else if ((patron =existsALT(w)) �= null) then
13: w’ ← applyRules(w, patron, [R4, R5, R6]);
14: else if ((patron =existsIT(w)) �= null) then
15: w’ ← applyRules(w, patron, [R13]);
16: end if
17: if (patron �= null) then
18: Abstract(w’);
19: else
20: renameINT(w);
21: return;
22: end if

The termination of the abstraction algorithm consists in providing a well
founded order on the algorithm parameters. Let W be the set of workflows and
order relation ≺ defined on the set of workflows as follows: for two workflows
w(P, T, F ) and w′(P ′, Y ou, F ′) of W , w ≺ w′ if and only if card(P )+ card(T )+
card(F ) < card(P ′)+card(Y ou)+card(F ′) such that card(E) denotes the num-
ber of elements of a given set E and < represents the usual order on the natural
numbers. The order prec is well-founded since it does not contain infinite descen-
dant elements. Let w(P, T, F ) ∈ W . We note W1 the set of w′(P ′, Y ou, F ′) such
that Abstract(W) calls Abstract (w’). forall w′(P ′, Y ou, F ′) ∈ W1, card(P ′)+
card(Y ou) + card(F ′) < card(P ) + card(T ) + card(F ) since the size of an ab-
stracted workflow is always less than the size the initial workflow. Indeed, this
is valid for the whole of the abstraction rules. By consequent, the algorithm of
abstraction terminates.

In the graph theory, a plain graph is a graph with the particularity of being
able to be represented on a plan such that none of the arcs crosses the others. It
is known, in the field of the grpah theory that finding a pattern in a plain graph
has a linear complexity [3]. However it is evident that a structured workflow is
a plain graph (by construction). Thus, the application of reduction rules has a
linear complexity and consequently the algorithm complexity is polynomial in
the worst case.



Workflow Abstraction for Privacy Preservation 175

3.4 Running Example

For illustration, consider the workflow of a product provider presented in Figure 1-
(a) using Petri nets as specification language [6]. First, the provider waits for an
order request. Then he notifies the client that her order was taken into account
and he assembles the components of the product. After that two cases can happen:
the client is a subscriber (she often orders products) or she is not. In the first case,
the provider sends the product and the invoice and waits for the payment. In the
second case, the provider sends the invoice, waits for the payment and then sends
the product. Filled activities, in Figure 1, are the ones that cooperate with the
partner. The application of the abstraction algorithm to the internal workflow of
the provider results in the abstracted workflow of Figure 1.

Fig. 1. The provider’s abstraction

4 Related Work

Research on workflow management has focused on inter-organizational issues
and much has been achieved so far. In [7], the author presents some forms of
workflow-interoperability and focuses on capacity sharing, chained execution,
subcontracting, (extended) case transfer, and loosely coupled [8]. Problems to
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be encountered on the way to workflow interoperability include mainly auton-
omy of local workflow processing, confidentiality that prevents complete view of
local workflow [10], and especially flexibility that needs no definition of a global
workflow that describes cooperation between local workflows.

In the public-to-private approach, a common public workflow is specified and
partitioned according to the organizations involved by private refinement of the
parts based on a notion of inheritance. Each partner has a copy of the work-
flow process description. The public-to-private approach consists of three steps.
Firstly, the organizations involved agree on a common public workflow, which
serves as a contract between these organizations. Secondly, each task of the pub-
lic workflow is mapped onto one of the domains (i.e., organization). Each domain
is responsible for a part of the public workflow, referred to as its public part.
Thirdly, each domain can now make use of its autonomy to create a private
workflow. To satisfy the correctness of the overall inter-organizational workflow,
however, each domain may only choose a private workflow which is a subclass
of its public part [8]. A drawback of the approach public-to-private is the lack
of the preservation of established workflows. In fact, in this approach, one has
to look for which rules, in what order and how many times one has to apply
them in order to match the established workflow with the public part which is
deduced from partitioning of the public workflow. If not impossible, this is hard
to do. Moreover, there is no defined procedure to do that.

The inter-organizational cooperation problem has also been addressed by the
CrossFlow approach [4,9] that uses the notion of contracts to define the business
relationships between organizations. This approach does not support arbitrary
public processes.

5 Conclusion and Perspectives

In this paper we presented important steps to provide support for inter-organiza-
tional workflow cooperation. They consist in the advertisement, interconnection
and cooperation of workflows. To preserve partners’ privacy, we proposed a poly-
nomial algorithm for workflows’ behaviors abstraction based on a reduction pro-
cedure. The principle of the abstraction is to reduce the workflow inter-visibiliy
as tiny as cooperation needs by removing all activities as well as the set of the
control and data flows that don’t play any direct role in the cooperation. The
abstraction concept provides a high degree of flexibility for participating orga-
nizations, since internal structures of cooperative workflows may be adapted
without changes in the inter-organizational workflows.
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Abstract. The realization and documentation of an effective Internal Controls 
System is required by regulations such as Sarbanes Oxley Act (SOX). In this 
paper we introduce a pattern based approach for modeling of the Internal 
Controls in Business Processes. They can be captured as declarative rules and 
checked during execution time of processes. The approach supports the 
definition of the controls outside of the operative Business Processes run by  
e-Business Systems in order to enable the reuse of process models and controls 
in different business and compliance environments. A detailed discussion on the 
domain model of Internal Controls and the system architecture necessary for 
realizing the approach is provided. 

Keywords: BPM, Regulatory Compliance, Internal Controls, Patterns. 

1   Introduction 

Regulations such as Sarbanes Oxley Act (SOX) [1] require the implementation of an 
effective Internal Controls system and define it as a management responsibility in 
enterprises. Internal Controls system is a well know technique to ensure among others 
reliable financial statements in enterprises and the transaction in their e-Business 
Systems. COSO (Committee of Sponsoring Organizations of the Treadway 
Commission) has already proposed in early 90s an integrated framework [2], which is 
recognized by regulation bodies and auditors as a de facto standard for realizing the 
Internal Controls System.   

Following the COSO recommendations for the realization of Internal Controls 
Process a set of effective Controls have to be designed in order to prevent or detect 
the occurrence of the identified risks based on a defined set of Control Objectives for 
Business Processes. The controls must be tested and used in daily operations. The 
Internal Controls Compliance is not a one-time task; it is rather a continuous process. 

This paper introduces an abstraction layer above a Business Process, in which the 
controls are formally modeled and evaluated against existing process models and 
instances. It describes a novel, model-driven approach for the automation of Internal 
Controls in an enterprise, based on their conceptual separation from Business Process 
Management (BPM). The approach advocates the use of control patterns in the 
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proposed abstraction layer.  Two sets of patterns are introduced: i) a set of empirically 
determined high level control patterns, which represent the way Compliance/Business 
Process experts communicate about the compliance domain and ii) a set of system 
level control patterns based on the property specification pattern system proposed 
originally by Dwyer et al [5], in which the system developers speak about the domain. 
Each pattern set should give software/system and compliance/business practitioners 
access to specify and design the compliance requirements. 

We are mostly concerned with automation of the so called Application Controls 
(AC), which control Business Processes to support financial control objectives and to 
prevent or detect unauthorized transactions. However, the approach provides a 
general framework that can be applied with respect to any other compliance domain 
using BPM technology. 

We start by a motivating scenario. In section 3 we introduce our domain model of 
the Internal Controls followed by the controls patterns that we propose in that domain 
in Section 4. In section 5 we introduce our approach for designing the controls and to 
ensure their effectiveness during runtime of BPs from a system architecture 
perspective. Concluding remarks are given in section 6. 

2   Motivating Scenario 

We use the Purchase-To-Pay (P2P) Process delivered by an ERP product as an 
example. The process starts by creating the request for a Purchase Order (PO) and 
ends when the payment of that PO is recorded in Accounting.  

The Internal Controls compliance of such a Business Process depends on each 
enterprise specific risk assessment. Table 1 shows an excerpt of the risk assessment 
carried out by Compliance experts of two different enterprises. It shows their different 
control objectives, risks, and controls on the same standard P2P Process.  

Table 1. Risk assessment on Purchase-To-Pay (P2P) Process for two different enterprises 

Control Objective  Risk Control 
Enterprise A: 
Prevent 
unauthorized 
use 

Unauthorized creation of POs 
and payments  for not existing 
suppliers   

1) POs for material types which 
have not been ordered during 
last year and an amount higher 
than 5000 $ must be double 
approved by two different 
purchasing clerks (Second Set 
of Eyes Control - SSE). 
 

Enterprise B: React 
flexible on changes 
in the supplier 
market 

Dependancy on one single 
supplier in the market 

Minimum Number of Suppliers 
is 2 for material type 5: Keep at 
least two contracted Suppliers 
in your Supplier Relationship 
Management (SRM) System for 
the given material type. 
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We have identified that there exist frequently defined patterns of controls on 
Business Processes at different enterprises. Taking the perspective of an ERP vendor, 
providing this set of patterns in a repository where a certain pattern can be selected, 
instantiated to a real control, and applied on Business Processes by their customers 
brings a higher level of system and component reusability for the ERP/BP products. 
Taking the perspective of a customer company building their compliance on top of 
such a pattern repository can reduce the required domain specific knowledge in 
compliance projects. Therefore, the process models become nowadays too 
complicated, not readable and manageable when they are directly, i.e. manually 
enriched with the necessary compliance controls. In the rest of the text we present an 
approach that copes with this kind of complexity. 

3   Domain Model for Internal Controls Compliance 

3.1   Roles Involved 

We distinguish three roles involved in Business Process Compliance with the specific 
interests/expertise, as follows:  

Business Process Expert. A Business Process expert knows how to configure and 
maintain the processes having business objectives (goals) in mind. The business 
objective for, e.g. a purchasing process, is simply to set up a process in which internal 
orders created can be processed and sent to suppliers, to receive the ordered goods, 
and to pay the supplier invoices. This group of persons in an enterprise has no or little 
knowledge about regulations and compliance requirements, but very detailed 
knowledge on how a process is implemented. 

Compliance Expert. The auditing consultants are Compliance/SOX experts and have 
detailed knowledge about the regulatory requirements. They have no or little 
knowledge about the realization of Business Processes in an enterprise. Their main 
task is rather to define and monitor the necessary controls according to the risk 
assessment and to notify other entities in the enterprise in case of control violations. 
They do not define how to bring a process in a compliant state because this is the task 
of Business Process experts. They are not involved in design and operation of 
operative Business Processes such as Purchase, Sales, Production etc. 

External Auditors. External auditors are regulation bodies or official firms who 
certify the design and effectiveness of the Internal Controls system in an enterprise 
on a periodical basis. The external auditors are out of scope in this work. 

3.2   Interplay of the Entities in the Domain Model 

In the following we enrich the entities resulted from our analysis of (mainly not IT-
related) COSO by additional entities. These additional entities will enable the model 
to serve to us as an operational basis for our approach later on. We discuss those parts 
of the model that are relevant for our approach in detail: Business Process and 
Application Control (we simply use the term Control). 
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3.2.1   Control - Business Process Model 
Below we further detail the relationship between a Business Process and a Control as 
shown in Figure 1. We interpret a business process according to [6], where it is 
defined as a set of logically related tasks (or activities) to achieve a defined business 
outcome. An Activity can be aggregated by other activities. A special kind of activity 
is the Coordinator Activity (such as switch/fork/join etc.), which defines the behavior 
of the flow in a Business Process known from workflow modeling. An Activity 
consumes and produces Business Documents (such as Purchase Order, Invoice etc.). 
And finally an Activity is performed by a User (human or computer).  

For each Control at least one Recovery Action must have been designed, which 
reacts on the violation of a control. The nature of the recovery action depends on the 
current role of the person involved in the Business Process compliance: The 
Compliance expert or the Business Process expert. We detail this in the next 
subsection. 

 

Fig. 1. Relationship between a Control and a Business Process 

3.2.2   Role Based Recovery Action Model 
Our model for Business Process compliance recognizes the fact that there are 
different roles. Every role has a specific view involved in the Business Process 
Compliance, introduced by a role based recovery action model. In the following we 
first explain the different types of possible recovery actions in case of a control 
violation: 

Ignore: The control violation is ignored. 
Block: The current instance of the BP, which generated a control violation, is 
blocked. 
Notify (User, Message): A notification message for the specified user User is 
created with the given message Message. 
Retry: The activity that generated the violation is retried again. 
Rollback (Activity): The current instance of the BP that generated the control 
violation is rolled back to the given activity Activity. 
Recover (RecoveryProcess): A previously designed recovery process 
RecoveryProcess is instantiated parallel to the current instance of the original 
BP that generated the control violation. The recovery process itself is an 
autonomous Business Process. 
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Please note that a combination of the above listed recovery actions is also possible 
such as Retry & Notify etc. 

During the Control design a Compliance expert defines the recovery actions as a 
minimal set of actions regarding the Business Process logic. The decision on recovery 
action selection in a certain control design is up to the Compliance expert based on 
the enterprise specific risk assessment. Please remark that this leads to the fact that 
even for the same control violation different recovery actions may be designed in two 
different enterprises.  

A Business Process Expert can modify and extend the recovery actions of a 
control, in order to avoid permanent blocking of process instances in case of a control 
violation. The valid combination of recovery actions set by the Compliance expert 
and Business Process expert follows these basic rules: 

- A control violation always requires a reaction, particularly a single Ignore is 
never allowed. 

- The recovery action designed by a Business Process expert is never allowed to 
“weaken” the original recovery action designed by the Compliance Expert. For 
instance if an Compliance expert requires a Block & Notify on a Business 
Process instance in case of a certain control violation, the Business Process 
expert is not allowed to redesign the recovery of a control to only Notify. 

To clarify the Role-Based Recovery Action model we give below an example: 
 

Scenario Revisited: Recall the required control “Minimum Numbers of Suppliers” 
specified for the Enterprise B in the “Motivating Scenario”. The Compliance expert in 
that enterprise designs the control according to the risk assessment of enterprise B and 
decides to select the Block & Notify recovery action in case of the control violation. 
The Compliance expert at this stage is not concerned about all the possibly blocked 
P2P instances having material type 5 in their PO if the number of valid contracts to 
possible suppliers of this material type becomes lower than 2. 

When the control is stored in the control repository, the business process expert 
having detailed knowledge about P2P process gets notified and checks the recovery 
action of the control. Since the business process expert has the Business Objective 
“Purchase Goods” in mind, he is aware that some process instances may be blocked 
completely by that control. Further he is aware of a Business Process RfQProcessing 
which creates a so called Request for Quotation (RfQ) for a supplier. The business 
objective of RfQProcessing is to contract the selected Supplier in the SRM system of 
enterprise B. 

The Business Process expert extends the recovery action model of the control by 
adding the recovery action Recever (RfQProcessing) & Retry to the control design. In 
case of the control violation the RfQProcessing is enacted in parallel additionally to the 
current P2P Process instance. The process step is retried again and in case that the control 
violation does not exist anymore (RfQProcessing has increased the number of contracted 
suppliers in backend system SRM to 2 or more), the process instance can continue. 

3.2.3   Controlled Entities 
We can see that in the domain model of Business Process compliance for Internal 
Controls, we have four different types of first class entities: activities, business 
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documents, users, and the controls. We refer to these four different entities as 
Controlled Entities (CE) in a Business Process.  

We consider a control as a controlled entity in a Business Process because the 
effectiveness of a control should impact the execution of a Business Process. This 
means basically that if a control is not effective, i.e. its violation has no implications 
on a Business Process, the enterprise runs the risk of not being compliant. Thus the 
main tasks of Compliance experts include not only to design the controls but also to 
assure their effectiveness. 

CEs have dependent artifacts in common in their structural composition as 
visualized in Figure 2. The concept of these artifacts will serve us as a basis for 
implementing the controls in Business Processes. 

 

Fig. 2. Composition of Controlled Entity - CE 

A CE may have additional Meta data information (CEHeader) specifying an 
instance of that CE in more detail. Each instance of a CE has a current state (CEState) 
and a set of valid state changes, which are caused by activities executed on an 
instance of that CE. Interestingly a Control itself has also a set of states and can be 
treated in the same way as a business document.  

The item (CEItem) of a CE Business Document represents all sub parts of that 
entity (For instance a PurchaseOrder PO may contain several items for different 
material types as sub orders). The item can be a CE itself and it may consist of other 
sub items. The query of a CE (CEQuery) determines the number of all instances of 
that CE according to a given filter (CEQueryFilter). An example:  

- A Query for all POs POQuery with a filter POQueryFilter approved POs in the 
period of last quarter and for a certain supplier ”XYZ” 

will return the number of all PO instances satisfying the given filter criteria. 

4   Control Patterns 

In the following we introduce two different sets of patterns, which we call high level 
and system level control patterns. They basically represent the same thing on different 
abstraction levels in a domain, namely frequently recurring/defined patterns of 
controls on Business Processes. The high level control patterns provide the basis for 
the terminology in which the Compliance experts communicate about the domain. We 
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have determined the presented set of high level control patterns empirically by 
analyzing different kinds of typical ERP Scenarios (Purchasing, Sales and Human 
Resource Management and all belonging side and sub processes such as Goods 
Return, Payment, Dunning, etc.). Here we have grouped typical control categories 
that are defined on those Business Processes at different enterprises built on top of a 
provided set of process reference models inside an ERP Product. 

The system level control patterns represent a more technical view on the controls 
and their introduction is aimed to facilitate the use of formal methods by system 
developers/technical personnel having the task of implementing the controls in 
ERP/BPM Systems. The system level patterns themselves are generic in their nature 
in that way that they are not bound to the usage of certain formal logics. Each 
development team can select its favorite and suitable technical representation of the 
system level control patterns which can vary from database-oriented/SQL to different 
temporal logics such as LTL or CTL (see Figure 3). 

 

Fig. 3. From a High level Control pattern to its technical Representation 

4.1   High Level Control Patterns 

In Figure 4 we expose different categories of control patterns on Business Processes 
and give a brief description for each pattern category type without going into details 
of its sub categories: 

SSE patterns: We already mentioned this kind of control patterns briefly in the 
scenario section, which basically requires the double eyes- principle on certain 
transactions. Here we add the comment that a control demanding a “higher number of 
eyes” would also be possible and would fall into this category as well. 

Business Document control patterns: Here the syntax and semantics in and between 
different business documents are subject to the controls. 

Inter Activity control patterns: The controls satisfying these patterns require that 
certain activities occur (or are absent) if certain set of other activities occur in a 
Business Process (or a side process). 

Report patterns: Reports are collected based on attributes on certain types of 
activities and business documents in an enterprise during a certain period, e.g. 
monthly turnover reports. The purpose of report control patterns is not the definition 
of a report, but rather to control that a report has been generated respectively reports 
are compared to each other as required in the control. 



 Using Control Patterns in Business Processes Compliance 185 

 

Fig. 4. High level Control Patterns 

SoD patterns: In order to minimize fraud or misusage it is required that an activity is 
divided into sub activities and each sub activity is executed by different users or roles. 

Authorization patterns: These controls limit users/roles access to CEs. 

Escalation patterns: In case that detected controls are ignored by the responsible 
users, this fact can/has to be escalated to responsible entities in the enterprise. 

Each pattern is specified by a set of attributes. Below we give an example for the 
specification of the pattern “N-Way-Match” including its description: 

 Description: certain fields in header and items of different business 
document types belonging to the same Business Process instance must match 
each other 

 Subjected CE: Business Document 
 Objected CE: Business Document, Activity 
 Related to: - 
 Control Trigger: State change of an Activity or Business Document 
 Example: 3-way match control on PO, Invoice, and Delivery of Business 

Documents of a P2P process instance if the supplier identification is 
identical. 
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4.2   System Level Control Patterns 

System level patterns are used to represent the technical representation of a high level 
compliance pattern. Each high level control pattern corresponds to a system level 
pattern, which is described by a Control Strategy: 

A Control Strategy defines the way a control monitors the behavior of one or more 
controlled entities inside a Business Process. In order to become active a control 
requires to be triggered according to the state of the process parameters in a scope. 
We defined the two elements of a control strategy scope and pattern based 
conceptually on the work done by Dwyer et al [5]. Although their patterns are mainly 
used for defining formal requirements on program specifications, they can be applied 
to Internal Controls compliance and the monitoring requirements there. For a detailed 
description of the scopes and patterns and their semantics please refer to [5].  

We have extended the Dwyer patterns by an entity called CECondition, which 
represents a constraint on one or more CEs. This extension is necessary in order to 
reflect special conditions in the subjected and objected CEs, as discussed in [11]. 
 

Example: Recall the first control on the P2P Process of enterprise A given in the 
scenario section. This is an “Intra Role SSE” Pattern, which means that it is sufficient 
that each approver belongs to the same role and can be mapped to the following 
system level control strategy: 

 ControlTrigger = Activity “SelectSupplier”  
 Scope = Between  the activity “SelectSupplier” and activity “SendPO” 
 Control Pattern = Bounded Existence of n=2 on CE “ApprovePO”-

Activity 
 CEConditions: 

o POHeader.amount > 5000$ 
o ApprovePO1.User.Role = “Purchasing Clerk” 
o ApprovePO2.User.Role = “Purchasing Clerk” 
o ApprovePO1.User.Id ≠ ApprovePO2.User.Id 
o ∀ti,∀POItemi ∈ {PO.POItems),POQueryFilteri=POItemi.lastOrderDate 

ti = POQuery(POQueryFiliter) | ti > 1 year 

5   The Approach 

In order to realize the separation of the business and control objectives, our approach 
introduces another layer above the Business Process model. This layer is called 
“SemanticMirror”. According to the assessed risks, a set of Controls is defined on that 
layer. Finally, by executing a Business Process, the semantic process layer will be 
continually updated with information needed for the evaluation of defined controls in 
order to ensure that compliance tests will pass. The approach spans over three phases, 
described below. The first two phases have a sub phase, which we call Business 
Process Model Adaptation. 

5.1   Phase 1 - Control Design Phase  

Before this phase, the process models may be non-compliant in terms of they do not 
contain the required controls according the risk assessment of the enterprise. During 
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this phase, a Compliance expert goes through the relevant Business Process model, as 
it may be delivered by an ERP vendor. First, the Compliance expert selects an activity 
contained in the process model. Then he selects a certain control pattern from the 
control pattern repository. He instantiates the selected pattern by configuring it 
according to the enterprise’s specific requirements. He then stores the control: a) the 
control is stored in the SemanticMirror and b) the currently selected activity in the 
process model is extended by the control (Business Process model adaptation). 

 

Fig. 5. Phase 1 and phase 2 

5.2   Phase 2 - Recovery Action Design Phase  

After a new control is created in the SemanticMirror, the according Business Process 
expert is notified about this fact. He checks the recovery action part of the control 
and, if necessary, he modifies/extends the recovery action model of the control. After 
this phase, the control in the SemanticMirror and the process model in the BP 
repository are updated with necessary modifications done by the Business Process 
expert (Business Process model adaptation). 

The cooperative interactions of the actors and the systems during phase 1 and 2 are 
summarized in Figure 5. 

5.3   Phase 3 - Business Process Execution Phase 

This phase enables the bidirectional interaction between BPM and Internal Controls 
management: The SemanticMirror will be updated by information about the current 
instance of the Business Process enacted and if a control is violated, the recovery 
action defined in the control will be executed. 

In order to enable the automated generation of the SemanticMirror during 
execution time, it has to be continuously updated when an activity is performed in the 
given Business Process instance.  
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In the following we describe the validation of control c during execution time of 
Business Process p with a recovery action on violation of c Retry & Notify & 
Recover( r ). The nodes cd and cn and their transitions exist after the Business Process 
Model Adaptation phase ( See step 3c/6c in previous Figure 5). cd is a decision-node 
(Coordinator) and cn is an activity that generates a notification message. All steps are 
visualized in Figure 6: 

• 1. The process context is written to SemanticMirror.  
• 2a. As the state of the SemanticMirror changes in terms of adding/updating CE 

facts to it, the trigger of control c gets activated. The condition of c is 
determined by the values of the CE facts in the SemanticMirror itself or 
optionally by 

• 2b. querying the necessary backend systems using the CEQuery of a subjected 
CE. 

• 3. If the conditions of the controls are violated, a new fact in the 
SemanticMirror (cViolation) will be generated signaling that control c has 
been violated. 

• 4. An instance of the recovery process r is generated. 
• 5. The instance p steps into the decision node cd. 
• 6a. cd, being a decision node, is a coordinator activity. The activity of cd 

queries the SemanticMirror for a fact instance called cViolation. 
• 6b. In case of existence of a cViolation in the SemanticMirror, cd sets the 

transition to “ok”, otherwise to “notOK”. 

 

Fig. 6. Phase 3 

Please notice that the approach described above will still detect a control violation 
in the SemanticMirror, even if a Business Process expert/technical consultant will 
remove the control from the process model being not aware of the necessity of that 
control: the process context is always written to the SemanticMirror during step 1 and 
the controls exist independently in the SemanticMirror. Further, the described 
approach enables dynamical application of the controls during the execution phase of 
a Business Process. There is a minimum overlap between Business Process design 
and compliance design.  
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6   Conclusion 

In this paper we introduced a pattern based approach for modeling Internal Controls 
required by regulations such as SOX. They can be captured as declarative rules and 
checked during execution-time on Business Processes. We built the model based on 
the de facto Internal Controls standard called COSO. The approach supports the 
definition of the controls outside of the workflow in order to enable the reuse of 
process models and controls in different business environments.  

Currently our approach requires the manual selection of a concrete control pattern 
and its specific design on a Business Process according to the enterprise-specific 
compliance needs. A higher level of automation can be brought to the approach by 
building a “Risk Repository” as a starting point of the approach.  

Another issue that must be addressed is the inter-control dependency: in order to 
become effective, a “well-designed” control may depend on existence, effective 
design, and operation of other controls. This issue is also mentioned directly by law in 
[10]. We currently recognize this fact by introducing the “related to” attribute in a 
pattern specification. On a similar note, different designed controls can contradict, 
subsume or block each other in a Business Process. We have to extend the Control 
Design phase by concepts to detect and avoid such situations. 
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Abstract. Organisational control principles, such as those expressed in the 
separation of duties, delegation of obligations, supervision and review, support 
the main business goals and activities of an organisation. One specific type of 
an obligation is that of a workflow task. The delegation of a task from one 
principal to another will result in a review task on the side of the delegating 
principal, allowing for the meaningful tracking of work. The target of this 
review task is the delegated task and a defined evidence needs to be negotiated, 
generated by the delegatee and reviewed by the delegator. This paper expands 
on earlier work we have done on delegation and revocation of tasks and the 
resulting review relationships. The concept of evidence had not yet been treated 
in sufficient detail and accordingly, a more detailed discussion around a 
framework for evidence lifecycle management is the subject of this paper. 

Keywords: Delegation, review, evidence, organisational control. 

1   Introduction 

Organisations are determined by their goal-orientation [7], [8]. High-level goals are 
decomposed until they become operational and executable. Workflow systems 
provide some of the technical means to support such goal decomposition and 
operationalisation. Workflow models allow to arrange tasks in a manner such that the 
execution of a workflow will result in the achievement of a goal. 

Within workflow systems research we observe a tendency moving away from strict 
enforcement approaches towards supporting exceptions that are difficult to foresee 
when modeling a workflow [9]. Along those lines one specific set of mechanisms is to 
provide delegation features that allow for the exception-based delegation of a task at 
workflow execution time between principals. The ability to demonstrate the tracking 
of the distribution of work is imperative. 

When tasks are delegated between principals, the delegating principal may become 
subject to a new task, that is, to review that the task he delegated will eventually be 
executed in a satisfiable manner. In fact, at the time of delegation the delegating 
principal will negotiate with the delegatee what kind of evidence needs to be provided 
such that the delegator can fulfill his review task. 
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Fig. 1. Overall architecture 

We propose a framework to support the negotiation, generation and evaluation of 
evidence in the context of delegated tasks. This framework entails a description of a 
proposed Evidence Controller and its relationship to a workflow system and business 
object repository. A set of protocols for the negotiation, generation and evaluation of 
evidence as well as their inter-dependencies is presented based on the evidence 
controller. 

As it can be seen in figure 1, principals interact with applications and the 
underlying business objects through a workflow management system. A workflow 
management system will control the execution of tasks as defined in a workflow 
model. The execution of a task may result in a change of state of a business object. 
For example, such a workflow management system could support the processing of a 
loan application, supporting clerks in accessing credit check databases, customer files 
as well as automated calculation of the credit conditions of a client. 

When an exception occurs, a principal has the ability to delegate the task he has to 
perform to another principal (the delegatee). The delegation server, a component of 
the workflow management system, will coordinate such delegation activities and keep 
track of which task has been delegated to whom. As part of a delegation, the delegator 
may request from the delegatee to provide him with evidence that the delegated task 
has been performed at some stage. As such, the workflow system will invoke the 
services of an evidence controller, a component that supports the negotiation, 
generation and evaluation of evidence. 



 A Framework for Evidence Lifecycle Management 193 

2   Basic Concepts 

2.1   Delegation and Review 

One specific type of an obligation may be that of a workflow task. Obligations are 
continuously created, delegated, revoked or discharged according to the overall goals 
of an organisation and the general principle of distributing work. Ideally, there should 
never be any uncertainty about who currently holds an obligation, whether somebody 
has discharged his obligations, the effect of such a discharge, and who has to 
ultimately ensure that the tasks of an obligation are performed. For this reason it is 
necessary to hold to account persons who delegate obligations. This also includes the 
ability to trace back any delegated obligations to the initial delegator. In order for 
them to be able to give an account of the obligation that they have delegated, they 
must review it. We propose that this may be done by creating a review obligation 
referring to the delegated obligation. In this context, review is understood as an 
obligation referring to a previously delegated obligation which has to examine the 
results of the discharge of this delegated obligation. The holder of such a review 
obligation has then to make sure that the obligation he delegated has been carried out 
satisfactorily based on some evidence. We point to [13] for detailed formal discussion 
and examples. 

A review does not act as a direct enforcement mechanisms for the delegated 
obligation, but as a post-hoc control and detective mechanism. If the review fails 
because the delegated obligation has not been discharged at all or satisfactorily, this 
may trigger corrective measures to be taken by the reviewer himself or some other 
principal.  

In [7] a distinction between procedural and output controls is made as the 
components of administrative controls. We argue that review conforms to both these 
definitions of control. On the one hand the creation of a review is part of the 
delegation procedure for certain obligations, while on the other hand this review then 
controls the output of the discharge of a delegated obligation.  

A set of formal models has been presented in [1],[2],[4] supporting our concepts of 
delegation and review. The Alloy [3] constraint analyis tool was used for formal 
verification (http://alloy.mit.edu/). 

2.2   Evidence 

Evidence is itself a specific type of business object that can be manipulated by a task. 
That means that execution of a task may generate evidence referring to some review 
task on the delegators side symbolizing that his prior delegation now requires him to 
check the results. 

Being a business object, Evidence has some defined attributes. While these 
attributes are application specific, they can be grouped into primitive data types (such 
as integers and strings), the state of a business object (such as an loan application 
object which is in the state pending) and free types that are defined and evaluated by 
human user (e.g. textual definition of what determines the quality of some piece of 
work).  
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Being a business object, Evidence has itself states (Figure 4) which can be 
categorised as "partial, adduced, rejected and accepted". These states and their 
respective transitions are based on several events. The states "accepted" and 
"rejected" are determined by the execution of the review task. The states "partial" and 
"adduced" are determined by the actions performed by the delegatee and refer to the 
generation of evidence. 

Evidence specifications are stored within an evidence repository. This allows 
principals to search this repository during the evidence negotiation phase for already 
existing evidence specifications that can be instantiated depending on the delegation 
context. Ad-hoc negotiated evidence can then also be stored in the repository for 
future reference. 

3   General Scenarios 

Delegation may have several reasons, ranging from simple automated workload 
management to supporting decomposition of tasks. Note that when speaking about 
principals, this can mean both, human actors as well as automated agents.   

The following describe a set of delegation scenarios that outline the working of our 
proposed framework. Note that the evidence to be supplied by a principal subject to a 
delegation is characterised by being small enough so that the later review causes 
significantly less overhead on the delegator's side than having performed the 
delegated task himself. Examples 1 - 3 describe the delegation of tasks where the 
evidence is already specified within the evidence repository. Examples 4 and 5 
describe the negotiation between two principals where there is no evidence proposed 
by the repository. Example 6 is an example of a delegation activity between two 
automated principals (e.g. applications or services). 

 
• Example 1: We consider a principal delegating the task of preparing the 

quarterly results. When this task is delegated, the delegating principal would 
find that the evidence repository proposes him the numeric value of the final 
credit and debit sheet as possible evidence that the quarterly results have been 
prepared. This is in fact also a checksum, as the expected value would be a zero. 
This type of evidence is a set of numeric values for later Boolean comparison. 

• Example 2: We consider a principal delegating the task of preparing the 
shipment for a customer. The evidence repository proposes him to use the final 
delivery note listing the shipment details as the evidence to be provided. This 
type of evidence is based on the business object "Shipment" and a query on its 
attributes. 

• Example 3: We consider a principal delegating the task of following up on a 
sales opportunity. The evidence repository proposes him to check on the follow-
up sheet (e.g. phone calls towards customer's number) as provided by the 
Customer Relationship Management. This type of evidence is based on the 
business object "Sales Opportunity" and a query on its attributes. 

• Example 4: We consider a principal delegating the task of implementing a 
software component. In this case there is no predefined evidence suggested by 
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the evidence repository. The two principals agree that the evidence to be 
delivered by the delegatee consists of a set of unit tests and test scenarios that 
the delegatee needs to deliver. This type of evidence is specific to the delegated 
task but is still something that can be automatically verified and validated, e.g. 
unit tests succeeds or fails or test scenario shows that a specific property such as 
required time for computation is below defined threshold. 

• Example 5: We consider a principal delegating the task of preparing the answer 
to a tender. This is a one-time project like activity, and no evidence template can 
be provided by the evidence repository. The delegating principal and the 
delegatee agree that the delegatee will prepare the tender and two types of 
evidence are agreed upon. The first is that of providing a draft document with 
some baseline calculations on the feasibility of answering the tender. The 
second is that of the final proposal that then needs to be signed-off by the 
delegating principal. The first evidence is an example of a numeric value, e.g. 
that the projected profit when entering the tender is within a set general range. 
The second type of evidence is in fact the entire business object which was the 
target of the delegated task, evaluation of this evidence is subjective though 
certain properties may be defined as part of general corporate style guide or 
existing best-practice templates. 

• Example 6: The credit range checking application of a bank usually handles all 
bank internal queries as well as external queries by customers through a defined 
interface. Due to an increase in queries as well as down-time of a server, the 
application decides to delegate handling of all internal and external queries for 
small customers to a 3rd party offering the same services. The two applications 
agree to base the review of this delegation on the evidence of every credit range 
check returning a succeed or fail plus the integer value of the range. The 
delegating application will use these data for comparison of random samples 
with its historic data to detect any deviations. 

4   Detailed Discussion 

4.1   Overall Structure 

Figure 6 details the overall architecture from a state-based perspective. We can 
observe that the top layer (Main Phases) shows the three states of evidence 
negotiation, generation and checking and how these states relate to each other. 

Based on this overall state-machine, three other state machines were defined: A 
negotiation supporting state machine (Figure 3), an evidence generation supporting 
state machine (Figure 4) and an evidence review and check state machine (Figure 5). 
Since individual states in these machines do show some dependencies, we decided to 
model these by dotted lines, symbolising that some state in some state machine may 
either act as direct trigger or be a required state to cause a state change. 

The phase of evidence negotiation was also modeled in form of a sequence 
diagram to emphasise the notion of "evidence as a business object", as one key 
distinguishing and novel aspect of our proposal. 
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4.2   Evidence Negotiation 

Figure 3 shows that when two principals start negotiation of evidence for a task to be 
delegated, the first step is to check for an already existing evidence specification 
within the evidence repository. If this is the case, the principals do agree on this 
specification and the negotiation is finished. 

If there is no specification or the existing specification needs to be modified, one of 
the two principals will propose a specification. Either this proposal is accepted by the 
other principal and the negotiation is finished, or the other principal makes a 
counterproposal which will eventually be subject to acceptance or the negotiation 
needs to be terminated and with it the delegation of a task. 

Figure 2 expands on this state machine from a message exchange perspective. In 
particular, the delegatee may utter some preference in case there already is a set of 
existing predefined evidence specifications (Step 6). 
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Fig. 2. Evidence negotiation 
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In case no predefined evidence specification can be obtained, the delegating 
principal will analyse the business object(s) that are likely to be affected by the 
delegation of a task (Step 7). This analysis will yield a set of possible manipulation 
criteria (Step 8). Based on these criteria, the delegating principal will compute the 
evidence specification (Step 9) which will then be accepted by the delegatee (Steps 10 
and 11). 

Only then will the preliminary task acceptance (Step 2) by the delegatee become 
final (Step 12) and once the delegatee successfully performed the task (Step 13), 
generated evidence (Step 14) and informed the delegator (Step 15), the delegator can 
register the negotiated evidence specification for future reuse (Step 16). 

4.3   Evidence Generation  

Evidence is then generated when performing a delegated task, according to the agreed 
evidence specification. Evidence may be partial, evolving with along the completion 
of the task. Once the task has been completed, full evidence will have been adduced 
which may then be accepted or rejected as part of the final review and checking 
phase. If the evidence has been rejected, the delegatee may be asked to deliver 
supplementary evidence expressed by setting the state of the currently adduced 
evidence back to partial. 

4.4   Evidence Check and Review  

When checking the evidence adduced by the delegatee as part of performing a 
delegated task, the first step is to determine whether an automated check is possible. 
If this is the case and the check succeeds, the delegated task has been accepted as 
performed. If an automated check is possible but fails, the reason for this will be 
determined resulting in either a choice of revocation, re-delegation and compensation 
or in a manual check. 
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Fig. 3. State machine for negotiation with respect to overall protocol 
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Fig. 4. State machine for evidence generation with respect to overall protocol 

This manual check could have also been triggered in case of an automated check 
not being possible. In the simplest case, the manual check succeeds and the delegated  
task may be accepted as performed. If the manual check does not succeed, it may be 
the case that some secondary evidence is required which may eventually lead to a 
successful check. If neither automatic-, semi-automatic nor fully manual checks 
succeed, the check and review phase will terminate unsuccessfully. 
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5   Conclusion and Summary 

In [1] we have presented our initial investigations into the delegation of obligations 
and the concept of review as one kind of organisational principle to control such 
delegation activities. This initial work led us to a more detailed and refined analysis of 
organisational controls [2], [4] with a particular emphasis on the notion of general and 
specific obligations (e.g workflow tasks).  

However, we had not yet discussed the notion of evidence at a level of detail that 
would allow for its implementation in a workflow system supporting delegation 
activities and controlled distribution of work. This paper tried to fill this gap by 
providing a first framework for evidence lifecycle management, focusing on the 
stages of evidence negotiation, evidence generation and evidence checking. We chose 
a state-machine-based approach but did not yet formally verify its correctness (as we 
did in our previous work using the Alloy constraint analysis tool [3]). This 
verification is subject to future work. 

Another future line of work will be to further investigate into the semantics of 
business object repositories to support evidence negotiation. Status and Action 
management tools and models for business objects such as those presented in [10], 
[11] may be a starting point. 

As a last item we intend to investigate the relationship of evidence to the notion of 
revocation of delegated tasks [12]. More specifically, we will clarify how revocation 
actions (that may not necessarily stem from the original delegator) influence the 
generation of evidence or how they already take partially generated evidence into 
account. 
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Fig. 6. Summary of general state machine (Figures 3 -5) 
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Abstract. The execution of cross-domain eGovernment processes is a
challenging topic. In earlier work, we presented an approach based on col-
laborative workflows to support eGovernment interoperability. However,
such collaborative workflows often appear to be lacking transparency
and control supporting concepts and mechanisms. These are needed as
eGovernment workflows appear to be heavily human-centric. What is in
many cases described as collaboration appears to be a mere coordination
and synchronization of processes, often ignoring human-centric interac-
tions. One type of transparency and control supporting mechanism in
human-centric collaboration is that of task delegation.

In this paper we aim to analyse the gap between coordination and
collaboration in the context of workflow management for eGovernment.
First, we present a real case study to identify the key distinguishing
factors regarding collaboration as opposed to coordination. Based on this,
we present our approach to support cross-organisational collaboration.
In particular, we will focus on the concept of delegation in the context
of heavily human-centric collaborative workflows. Finally, we propose a
delegation extension and structured set of future requirements regarding
a coordination architecture presented in earlier work.

Keywords: eGovernment, R4eGov, workflow coordination, workflow
collaboration, delegation.

1 Introduction

Electronic government (eGovernment) is the civil and political conduct of gov-
ernment, including services provision, using information and communication
technologies. The concept of eGovernment has been gaining ground from initial
isolated to extensive research and applications. The prerequisites for an
e-Government enactment strategy are the achievement of a technological interop-
erability of platforms and a deeper cooperation and security at the organisational
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level. Those requirements are related with the environment in which the public
agencies operate, strictly constrained by norms, regulations, and result-oriented
at the same time [1]. Actually, most governmental organisations offer electronic
services within a collaborative environment. However, inter-organisational col-
laboration, especially by means of workflows, is not as widespread.

The R4eGov project consists of inter-organisational collaboration between
European administrations [2]. An example domain for such collaboration is Eu-
ropol1 (European Police Office) and Eurojust2 (European Judicial Cooperation
Unit). It describes an interagency collaboration within the areas of law enforce-
ment and justice. One of the objectives is to establish a collaboration, including
information exchange between both parties based on legal constraints, such as
European laws, to which they have to comply to, but sustain effective degrees
of freedom for each department to solve their issues in the way they think is the
most efficient and effective [3]. Those objectives can be achieved using collabora-
tive workflows [4,5]. This is a novel approach supporting interoperability between
organisations without the burden of centralized workflow management systems.
The perspective is to enable a particular workflow model to be executed collabo-
ratively by different workflow engines located on the private network perimeters
of their respective owners.

However, recent works [6,7] presented new requirements such as control and
transparency in collaborative workflows. What is in many cases described as
collaboration appears to be coordination and synchronization of processes by ig-
noring human-centric interactions. Actually, we need to consider all the relevant
participating systems and workflows even if they are not directly involved in the
current control-flow sequence of the workflow.

This paper expands on earlier work we have done in R4eGov to support inter-
organisational collaboration between European administrations based-workflow.
We aim to elicit the collaborative requirements between Europol and Eurojust
and the definition of methods and tools to support such an human-centric col-
laboration. This collaboration requires transparency and control supporting con-
cepts and mechanisms. The concept of delegation had not yet been treated in
sufficient detail in the context of heavily human-centric collaborative workflows,
and is the subject of this paper to foster transparency and control mechanisms
in collaborative workflows according to global policies and European law regu-
lations in R4eGov.

The remainder of this paper is organized as follows. Section 2 presents a
workflow example inspired from an R4eGov scenario and shows the difference
between workflow coordination and collaboration. We motivate in section 3 the
use of collaborative workflow management for eGovernment and present our ap-
proach to support cross-organisational collaboration. In particular, we will focus
on the concept of delegation. Section 4 extends our approach and presents some
future requirements. Section 5 presents some related work regarding delegation.
Section 6 concludes and presents some future works.

1 http://www.europol.eu.int/
2 http://www.eurojust.europa.eu/
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2 eGovernmental Workflow Scenario

We introduce in this section an R4eGov workflow scenario related to the Euro-
pean administrations collaboration. Europol and Eurojust are two key elements
of the European system of international collaboration within the areas of law
enforcement and justice. They carry out very specific tasks in the context of
dialogues, mutual assistance, joint efforts and cooperation between the police,
customs, immigration services and justice departments of the EU member states
[3]. During their collaboration, Eurojust and Europol are involved and a num-
ber of legal instruments are used. A Specific scenario for this collaboration is the
Mutual Legal Assistance (MLA)3.

2.1 Mutual Legal Assistance (MLA)

Figure 1 depicts a global workflow scenario called Mutual Legal Assistance
(MLA) involving two national authorities of different European countries regard-
ing the execution of measures for protection of a witness in a criminal proceeding.
This simplified collaborative workflow is inspired by and in parts derived from
the case studies delivered in the European research project R4eGov [3].

The workflow shows a member of the Europol National Unit in country A
asking for an MLA request. The rules of procedure on the processing and protec-
tion of personal data at Eurojust refer to a ”Case Management System” (CMS).
The measure is to be executed in country B. Europol National Unit makes a
written request of assistance (witness protection) to Eurojust National Member
(EJNM) A. Then, EJNM A opens a Temporary Work File in the CMS, and
contacts EJNM B forwarding the request of assistance. The EJNM B contacts
the responsible national authority of country B. Finally, steps will be taken by
the responsible national authority to provide the requested assistance.

As shown in the example, four different parties are involved in this collabora-
tion. After the Europol National Unit A sends the request to the corresponding
contact point it waits until the follow-up is established by the other authori-
ties. What is going on between the two EJNMs A and B is not mediated to
the Europol National Unit A. Hence, this appears to be more than coordination
and synchronization of processes between governmental organisations. Actually,
several of the depicted tasks involve human interactions and are possibly time
consuming. For instance, steps taken by the responsible national authority to
provide the requested assistance might involve several stakeholders that decide
on this subject, hereby considering different aspects like the severeness of the
case or concurrent investigations. With respect to transparency, the current pro-
cess status needs to be communicated to EJNM B. In addition, unexpected
events can happen during any task (unexpected in the sense that it cannot be
modeled beforehand, e.g. changing bilateral agreements between countries A an
B) that need to be propagated to every other participant of the collaborative

3 This case study has been performed in joint collaboration between Eurpol, Eurojust
and Unisys in the context of the EU FP6 IST Integrated Project R4eGov.
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Fig. 1. Mutual Legal Assistance scenario

workflow (especially to the Europol National Unit A, the initiator of the collab-
orative workflow) even if they do not interact directly with each other in terms
of control-flow.

2.2 Problem Statement

In the common understanding a collaborative workflow consists of one global
workflow model composed of public views of each collaborative partner, with
each public view abstracting a concrete private workflow behind it [5]. Existing
choreography and collaboration approaches support the control-flow related mes-
sage exchange that is part of the workflow model itself. Apparently this message
exchange in case of status notification or cancellation is not part of the collab-
orative workflow model [6]. What is in many cases described as collaboration
or collaborative mechanisms appears to be coordination and synchronization
of processes by ignoring human-centric interactions. The requirements for in-
teractions and monitoring can be summarized as transparency and control [8].
Transparency addresses the revelation of collaborative dependencies. This allows
to react accordingly to exceptions and compensations implied by law regulations.
Control fosters the behaviour of partners according to the collaborative policies
(e.g. European laws).

This scenario depicts that we need to consider all the relevant participat-
ing systems and workflows even if they are not directly involved in the current
control-flow sequence. Moreover, emergency situations can necessitate delega-
tion of some activities intra and inter-organisations. For instance, EJNM B can
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delegate its part of the work to the last party. This delegation has to be legal
and compliant with the R4eGov laws regulations policies. In the next section,
we motivate the concept of delegation as a support for transparency and control
within an human-centric collaboration between Europol and Eurojust.

3 An Extended Analysis of Collaboration for
eGovernmental Workflows

As stated before, control and transparency are important for a successful eGov-
ernment collaboration. Hence, we follow a decentralized approach, combining the
local workflows to form a collaborative workflow, integrating the existing systems
of the involved partners, and adding a decentralized collaborative administration
architecture to support human interactions (e.g. during a delegation request).

3.1 Workflow Engine Encapsulation

One re-occurring requirement is to enable collaborative workflows across different
organisations without changes to the existing IT landscape of each organisation.
A solution that enables collaborative workflows therefore needs to be built on top
of existing solutions. Considering that assumption, the purpose of the workflow
engine encapsulation is to offer a common interface to collaborative components
(that would need to be deployed on each participants system) independent of
the underlying workflow engine in place.

Such an interface needs to work in both directions: The collaborative com-
ponents need to access engine and process specific functionalities. The process,
during its execution, needs to publish events or performs requests to the collab-
orative components. Dealing with those requirements, we propose to set up a
workflow to workflow collaboration by realizing a layer which we call an Admin-
istrative Communication Layer (ACL).

3.2 Administrative Communication Layer (ACL)

Wolter and al. [6] proposed an abstract modular infrastructure for collaborative
workflow management and identified key components to leverage an existing
workflow system onto decentralized collaboration. As indicated by Figure 2 the
proposed architecture is divided into a control-flow layer and an administration
layer.

In [7], we developed a prototype extended collaborative workflow tool to sup-
port the collaboration between the MLA partners. The term Administrative
Communication Layer refers to the distinction of administrative events (e.g.
starting/completion of one task) with control events (e.g. triggering a workflow
instance) in each workflow engine. Our collaborative communication is event-
based, on demand, or a combination of both. Therefore, ACL enables admin-
istrative information exchange by mediating information to the collaborative
event management and process management components of the collaborative
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Fig. 2. Administrative Communication Layer

partners. The following aspects of administrative communication between the
local process engine and the collaborative partners are supported:

– Status management to represent the overall status of the collaborative work-
flow (displaying the local process of the executing participant together with
the overall workflow of all involved parties).

– Exceptions handling and execution of alternative scenarios which cannot be
handled as part of the regular process model (e.g. EJNM delegates a part of
his work to another authority due to legal changes).

3.3 Delegation Scenarios in MLA Request

Delegation is an important factor for secure distributed computing environments.
It consists of delegating a part of a work to another partner according to laws
regulations policies. Delegation can be motivated by many factors (e.g. lack of
resources, organisational policies, etc.) [9] and can take place depending on the
delegator/delegatee agreement. This agreement is closely related to the delega-
tion criteria. In the following, we identify two different criteria of delegation from
the MLA scenario:

Role-Based Delegation: The basic idea behind a role-based delegation is that
users themselves may delegate role authorities to others to carry out some func-
tions authorized to the former. Our interest is in the Eurojust’s side, the main
actors involved in Eurojust’s information workflow are: Eurojust National Mem-
bers and National Correspondents (NCs). Eurojust National Member of country
A can play a role of a senior, an experienced prosecutor, or a judge. As a leader
of the Eurojust organisation, EJNM, confronts problems that are particularly
perplexing, collaborations are necessary for information sharing with members
from the same organisation. Since EJNM believes in delegating responsibility,
he would like to delegate certain responsibilities to the NC member where the
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Fig. 3. Role-based delegation

former define the delegation condition based on the organisation Role Hierarchy
(RH) (see figure 3). The delegation request is inspired from RDM2000 proposed
by Zhang and al. [10].

Task-BasedDelegation: Our interest is in the collaborationbetween the EJNM
and the responsible of national authority in country B (see figure 1). What do we
mean by task-based delegation is the delegation of a set of tasks to the delegatee.
The condition of delegation depends on the organisational task alignment. Actu-
ally, a task Ti can be delegated if and only if the delegatee has a task Tj where Tj
can give the same feedback/output than Ti and can substitute it.

Due to emergency situations, EJNM B needs to delegate to an external party.
The main task of EJNM B consists of determining the Judicial Authority (JA).
Since the latter organisation role is JA, we assume that a delegation request
can be motivated by the factor of specialisation. Nevertheless, the condition of
delegation doesn’t depend on the delegation factor (the specialisation of the
JA member). Actually, a delegation request can be done if and only if the latter
organisation offers the same service (set of tasks) to ensure the well and coherent
deployment of the process. Coherency is closely related to the global policies of
the MLA request. Here, our concern is the output of the task and not the ”how”
of the task. Since, the delegatee (JA member) provides tools, platforms and
solutions to handle this delegation, there is no need to go deeper in his process
attributes and then disclose his privacy. The agreement can be defined according
to tasks alignment between organisations. This alignment is defined in the global
policies of the process.

3.4 Extended Architecture

The scope of our approach is to address user-to-user delegation supporting
human-centric collaborative workflows. We propose an abstract modular archi-
tecture to extend the architecture presented in [6].

Once a delegator needs to delegate, ACL communicates a delegation request
to the delegatee where the former invites the latter to accept to be in charge of
one or more tasks of his local process.

A preliminary prototype implementation of the delegation mechanisms has
been developed. It is based on mail request where a delegator sends a delegation
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Fig. 4. Extended architecture supporting delegation

Fig. 5. Dialogue states and actions

request and wait for the approval of the receiver (the delegatee). The delegation
dialogue between the two actors is depicted in figure 5. The acceptance/decline
of the request and the delegating access rights (e.g. credentials, resources, etc.)
will depend on the MLA global policies. Actually, ”Receive Access Rights” step
is more complicated: it depends on the delegation criteria (e.g. role, permission)
and the availability of the resources to the delegatee. This step needs more
investigations and time and will be a part of our future works.

4 Additional Requirements for Delegation

Delegation offers a suitable solution to support both ad-hoc and process-based in-
teractions in an eGovernment context. In this highly dynamic environment, dele-
gation is closely related to other concepts and mechanisms such as authorizations
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policies and revocation to allow the compliance and on-the-fly shift of responsi-
bilities with respect to an ongoing collaboration both on a (atomic) task level
and on a (global) process level.

4.1 Authorization Policy Model from the MLA Scenario

Authorization policy model can be used to specify public roles and their privi-
leges and provides means to specify role mapping to internal and external roles
of participating organisations. This specification will be used to identify the
delegating access rights requirements afterwards. The Mutual Legal Assistance
(MLA) scenario is being used as an example to illustrate the requirements of
the authorization policy specification. Some of the related authorization policies
rules are listed below:

1. Europol National Unit A: Only national units, liaison officers, and the
Director, Deputy Directors or duly empowered Europol officials shall have
the right to input data directly into the information system and retrieve it
therefrom.

2. Eurojust National Member A: The case management system shall allow
National Members to define the specific items of personal and non-personal
data to which they wish to give access to other National Member(s), Assis-
tant(s) or authorized staff members that are involved in the handling of the
case.

3. Eurojust National Member B: When a National Member gives access
to a temporary work file or a part of it to one or more involved National
member(s), the case management system shall ensure that the concerned
users have access to the relevant parts of the file but that they cannot modify
the data introduced by the original author.

4. Responsible National Authority B: The case management system shall
mark such data in a way that will remind the person who has introduced the
data in the system of the obligation to keep these data for a limited period
of time.

The involved participants are highly heterogeneous, and they intend to stay
autonomous in terms of controlling their resources and executing tasks respon-
sible for them. Moreover, fairly fixed, globally known roles for the collaboration
are already established, and lastly, their privileges are often derived from Euro-
pean laws and regulations that must be followed by all participants. The last two
characteristics make the Role Based Access Control (RBAC) model an extremely
attractive choice to specify public roles and their privileges [11].

4.2 Revocation

Revocation is an important process that must accompany the delegation. It is the
subsequent withdrawal of previously delegated objects such as a role or a task.
A vast amount of different views on the topic can be found in literature [12,13]
where each author having their own assumptions and opinions on how to model
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revocation. For simplification, our model of revocation is closely related to the
delegation model based user-to-user. Actually, the decision of revocation is issued
from the delegator in order to take away the delegated privileges, or the desire
to go back to the state before privileges were delegated. The privileges consist of
the delegating access right provided to the delegatee. Basically, delegating access
rights issued from the delegator describes the permission given to access to the
task resources such as rogatory letters or legal requests in the MLA scenario.

5 Related Work

In this section, we present a literature review related to the delegation require-
ments. Basically, we aim to come up with a delegation classification of models,
policies, and technologies that will fit with the motivation criteria for delegation
in our future works.

The eXtensible Access Control Markup Language is an XML-based, declar-
ative access control policy language that lets policy editors to specify the rules
about who can do what and when. As an OASIS standard, its greatest strength
lies in interoperability [14]. Unlike other application-specific, proprietary access-
control mechanisms, this standard can be specified once and deployed beyond
the boundaries of organisations and countries. In [15], Rissanen and Firozabadi
add new structured data-types to express chains of delegation and constraints
on delegation. The main result of their research is an administrative delegation.
It is about creating new long-term access control policies by means of delegation
in a decentralised organisation. However, this approach does not cover ad-hoc
interactions and seems to not support decentralized delegation in the context of
MLA.

In [16,17], they tackle new requirements for delegation such as delegating in
a dynamic and light-weight manner, performing single sign-on, and reusing ex-
isting protocols and software with minimal modifications. Welch and al. define
Proxy Certificates allowing an entity holding a standard X.509 public key certifi-
cate to delegate some or all of its privileges to another entity. This delegation can
be performed dynamically, without the assistance of a third party. However the
problem with the X.509 proxy certificates is that commercial tooling for Web
Services does not necessarily recognize and properly process these certificates
[18]. Wang and Del Vecchio try to leverage and extend existing Web Services
standards, without breaking the existing tooling by exploiting the Security As-
sertion Markup Language (SAML) inherent extensibility to create a delegation
framework. They develop a set of verification rules for delegation tokens that
rely on WSSecurity X.509 signatures, but do not force any trust relationship
between the delegatee and the target service. However, this approach support
heavily computing and is time consuming that may slack the MLA deployment
during a delegation request.

Role-based access control (RBAC) is recognized as an efficient access con-
trol model for large organisations. Most organisations have some business rules
related to access control policy. Delegation of authority is among these rules
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[11]. In [19,20], authors extend the RBAC96 model by defining some delega-
tions rules. Barka and Sandhu proposed a role-based delegation model. They
deal with user-to-user delegation. The unit of delegation in them is a role. How-
ever, users may want to delegate a piece of permission from a role [20]. Zhang
and al. propose a flexible delegation model named Permission-based Delegation
Model (PBDM). PBDM supports user-to-user and role-to-role delegations with
features of multi-step delegation and multi-option revocation. It also supports
both role and permission level delegation, which provides great flexibility in au-
thority management. However, neither RBAC nor PBDM support the task-based
delegation criteria described in the MLA delegation scenario.

6 Conclusion and Future Directions

In this paper we presented a novel approach to support an human centric col-
laborative workflow for eGovernment. Our primary concern is to analyse the
gap between coordination and collaboration by distinguishing factors regarding
collaboration as opposed to coordination. Actually, transparency and control
supporting concepts and mechanisms are not taken into account in the context
of heavily human-centric collaborative workflows. To satisfy this need we pro-
pose an extended architecture supporting task delegation as a mechanism in
human-centric collaboration. Further, we discussed future requirements regard-
ing a coordination architecture presented in earlier work.

We consider this paper as a primer for future related work in the areas of col-
laboration and security. Our concern will be to come up with a secure delegation
mechanism supporting privacy and dynamic human interactions by addressing
the delegating access rights issue. Moreover, we plan to further investigate the
area of compliancy accordingly to the R4eGov laws regulations policies.
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Motivation 

The rise of service-oriented architectures will boost the amount of available Web 
services in the future. This will put the question of proper Web service discovery and 
description on the agenda. Current technologies such as UDDI and ongoing research 
efforts on semantic service technology are usually focused on technical, theoretical 
and correctness issues rather than on the ease of use. This results in high requirements 
on both the service requesters who are searching for services, and the service 
providers who have to contribute proper descriptions of their services. 

This workshop aims at being a platform for the discussion on how semantic service 
technology can be made easier to use and handle to make it applicable in “real-world” 
usage scenarios which involves “normal” users instead of hard-core logic and 
semantic experts. 

Overview of Workshop Papers 

Gennady Agre and Ivan Dilov present the INFRAWEBS Designer in their paper titled 
“How to Create a WSMO-based Semantic Service without Knowing WSML”. This 
tool provides a user-friendly and easy-to-use way to graphically model semantic 
descriptions of Web services and goals according to the WSMO Framework. 

In their paper on “User-friendly Semantic Annotation in Business Process 
Modeling” Matthias Born, Florian Dörr, and Ingo Weber presents an approach and 
their proof-of-concept prototype tool for the semantic annotation of business 
processes. Their main idea is to increase the precision of business process models by 
adding semantic information and thus ease the Web service discovery and 
composition when it comes to the implementation of business processes. 

Ivan Markovic and Mario Karrenbrock take up the topic of semantic business 
process modeling in their paper on "Semantic Web Service Discovery for Business 
Process Models". They present an approach and a prototypical implementation for the 
discovery of Semantic Web services for process task implementation based on 
semantically enriched business process models. 

An extension of the Web Service Modeling Toolkit (WSMT) is presented by 
Michael Stollberg and Mick Kerrigan in their paper on “Goal-based Visualization and 
Browsing for Semantic Web Services”.  This allows clients to browse and search for 



216 D. Kuropka 

 

Web services on the level of goals that can be solved by them, which allows to better 
comprehend the available Web services from a problem-oriented perspective and 
significantly eases their handling. 

David Lambert, Stefania Galizia, and John Domingue diagnose in their paper on 
“Agile elicitation of semantic goals by wiki” that there are three, usually disjoint 
parties involved when it comes to Semantic Web services: people who need a specific 
functionality (users), people who provide functionality by exposing Web services 
(service providers) and people who usually do the semantic annotation of services. In 
their paper the authors present a wiki-based technique which eases the communication 
between these three groups. 

Web service searching can be performed by various stakeholders, in different 
situations, making different forms of queries appropriate. Therefore Jianguo Lu and 
Yijun Yu argue in their paper “Web service search: who, when, what, and how” that 
all those combinations of the stakeholders should result in different ways of 
implementation of the Web service search. Using a real web service composition 
example, the authors describe in their paper when, what, and how to search web 
services from service assemblers’ point of view. 
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Abstract. In order to make accessible new Semantic Web Services technologies 
to the end users, the level of tools supporting these technologies should be 
significantly raised. The paper presents such a tool - an INFRAWEBS Designer –  
a graphical ontology-driven development environment for creating semantic 
descriptions of Web services and goals according to WSMO Framework. The tool 
is oriented to the end users – providers of Web services and semantic Web 
services applications, who would like to convert their services into WSMO 
based semantic Web services. The most character features of the tool – 
intensive use of ontologies, automatic generation of logical description of a 
semantic service from graphical models and the use of similarity-based 
reasoning for finding similar service descriptions to be reused as initial 
templates for designing new services are discussed.   

Keywords: Semantic Web Services, Web Service Modeling Ontology, 
Graphical Modeling, Case-based Reasoning. 

1    Introduction 

At the moment the practical application of Semantic Web Service (SWS) technologies 
is still rather restricted due to several reasons, some of which are the high complexity 
of both OWL-S 10] and WSMO [12] Frameworks, the lack of standard domain 
ontologies, unavailability of mature tools supporting WSMO or OWL-S, and the 
absence of pilot applications focusing on every-day needs of consumers, citizens, 
industry etc., which can demonstrate the benefits of using semantics [15]. The IST 
research project INFRAWEBS [1] proposed a technology-oriented step for 
overcoming some of the above-mentioned problems. It focused on developing a 
Semantic Service Engineering Framework enabling creation, maintenance and 
execution of WSMO-based SWS, and supporting SWS applications within their life-
cycle. Being strongly conformant to the current specification of various elements of 
WSMO, the INFRAWEBS Integration Framework (IIF) hides the complexity of 
creation of such elements by identifying different types of users of Semantic Web 
Service Technologies; clarifying different phases of the Semantic Service Engineering 
process, and developing a specialised software toolset oriented to the identified user 
types and intended for usage in all phases of the SWS Engineering process. 
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The necessity of intensive development of tools supporting SWS technology and 
especially WSMO initiative has been clearly recognized in WSMO community and 
several such tools have been developed or still under development (e.g. WSMO 
Studio [17], Ontology Editing and Browsing Tool [16], WSML Editor [7]). However, 
the analysis of these tools for creating WSMO objects has shown that they are 
oriented mainly to the researchers and developers, working in the area of SWS 
technology, rather than to the real users of such a technology – Web service 
providers, semantic service brokers and semantic application providers. The creation 
of SWS is done by using structural text editors, which of course simplify the process 
for creating WSML description of a service, but still request strong knowledge of 
WSML – the logical language used for describing SWS and goals in WSMO [6]. 

A different approach was proposed in the INFRAWEBS Designer - a graphical, 
ontology-based, integrated development environment for designing WSMO-based 
SWS and goals. The INFRAWEBS Designer is oriented to Web service providers and 
Web service application providers, and does not require any preliminary knowledge 
of WSML. The most important characteristics of the Designer are: 

• User-friendliness: it proposes an intuitive graphical way for constructing and 
editing service and goal descriptions, abstracting away as much as possible from 
the concrete syntax of the logical language used for implementing it. The WSML 
description of the semantic object under construction is automatically generated 
from the graphical models created by the user. 

• Intensive use of ontologies: the process of constructing logical descriptions of 
semantic objects is ontology-driven - in each step of this process the user may 
select only those elements of the used ontologies that are consistent with the 
already constructed part of the object description.  

• Reusability: creation of semantic descriptions is a complex and time-consuming 
process, which can be facilitated by providing the designer with an opportunity to 
reuse existing, similar descriptions, created by the designer herself or by other 
users. The INFRAWEBS Designer provides the user with such an opportunity by 
applying the case-based reasoning approach. 

The detailed description of the INFRAWEBS Designer conceptual and functional 
architecture can be found in [2]. The main objective of this paper is to show how this 
tool can be used by service providers to create a WSMO-based semantic Web service 
and to present some conclusions on the tool applicability based on our experience in 
creating two pilot INFRAWEBS applications - the first uses a travel agency scenario 
[8] and the second is based on an eGovernment scenario [11]. 

The structure of the paper is as follows - the next section introduces a general 
structure of a WSMO-based SWS and describes how this structure is represented in 
the INFRAWEBS Designer. Section 3 considers a 6-steps procedure for creating and 
publishing the semantic (WSML) description of a Web service. Section 4 briefly 
presents two INFRAWEBS test beds and discusses some results of using the 
INFRAWEBS Designer for their development. The last section is a conclusion. 
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2   WSMO-Based Semantic Service and Its Graphical 
     Representation 

A WSMO-based semantic description of a Web 
service contains three types of information [12]: the 
service top entity is the information related to 
service identification (service non-functional 
properties, name spaces etc.), service advertisement 
(a logical description of service capability that is 
used for semantic service discovery), and a service 
choreography (a logical description of service 
behaviour that is used for communication with and 
execution of the service). Although such 
information is very heterogeneous it is displayed in 
the Designer in a uniform way – as a service tree in 
which internal (functional) nodes represent the 
roles of each specific portion of the information 
and are used for editing the tree structure, while the 
tree leaves serve as pointers to the content of each 
information portion (Fig. 1). 

Two of the service tree sections – “Namespaces” 
describing the correspondences between short (so 
called SQ-names) and full names (IRI) of 
ontologies used for description of the service and 
“Imported ontologies” describing which ontologies 
are needed for service description are created by 
the Designer automatically. The list of imported 
ontologies is created as a result of analysis of the 
WSML text of logical axioms used for describing 
the service capability and choreography. The 
namespaces for these ontologies are created by 
means of a special algorithm assigning unique SQ-
names for ontologies used in the service. The fully 
automatic way for creating these parts of WSMO 
service description guarantees the correctness of 
the description and solves the problem with possible repetition of the same SQ-names 
used for describing different ontologies by different users. And, what is the most 
important, it allows the user of the Designer to create correctly these parts of WSMO 
SWS description without any knowledge of WSML syntax. “Non-functional properties” 
section of a service tree visualizes all non-functional properties (NFP) of the service 
entered by the service designer. The INFRAWEBS Designer provides a special 
structural text editor for creating and editing NFP of a WSMO service – the NFP Editor. 

The most important part of the WSMO service identification information, is the 
service IRI, which uniquely identifies the service. Following the basic design principles 
of the INFRAWEBS Designer this record is also created fully automatically.  

The service capabilities are represented in the service tree by five functional nodes - 
“Shared variables”, “Preconditions”, “Assumptions”, “Post-conditions” and “Effects”, 

 

Fig. 1. An example of service tree 
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which visualize the corresponding parts of a SWS description. The last four nodes can 
have leaves which are the named pointers to the corresponding WSML logical 
expressions (axioms) represented by their graphical models.  

The last part of the service tree shows the WSMO service choreography which 
according to the WSMO specification consists of the service state signature and state 
transition (choreography) rules. The service state signature is represented as a sub-
tree, which nodes correspond to different ontology concepts playing the specified 
roles (“in”, “out”, “shared” or “controlled”). Some of them can have successors 
pointing to the WSDL operations grounded to those concepts. The context-sensitive 
right-click menus associated with the nodes of the state signature tree allow creating 
and editing this part of the service tree.  

The state transition rules are shown as sub-trees, which roots provide information 
of the rule type and concrete values of the rule parameters. Double-clicking the rule 
roots leads to visualizing and editing the graphical model corresponding to the logical 
WSML axiom describing the condition part of the selected rule. 

The leaves of each transition rule sub-tree show the conclusion part of the 
corresponding rule (so called “update rules”). Each update rule is represented by a 
special graphical symbol corresponding to the rule type (“add”, “delete” or “update”) 
and a string corresponding to the WSML content of the rule (so called “fact”). 
Double-clicking the update rule leads to visualizing and editing the graphical model 
corresponding to the logical WSML axiom describing the “factual” part of selected 
rule. A set of context-sensitive right-click menus associated with each node of the 
choreography part of the service tree allows creating and editing the corresponding 
elements of the tree. 

3   Designing a WSMO-Based Semantic Web Service 

In the INFRAWEBS Framework the SWS design process is considered as a complex 
activity for creating a semantic (WSML) description of a given non-semantic Web 
service (described by its WSDL file), based on a set of appropriate WSML ontologies 
and (optionally) facilitated by a set of similar descriptions of other semantic services. 
In order to facilitate this very complex activity it is split into several steps, which are 
described in the next subsections in more details.  

3.1   Step 1 - Finding a WSDL Description of a Semantic Web Service 

The description of a WSMO-based semantic Web service can be seen as a semantic 
extension (annotation) of a real Web service (represented by its WSDL file) allowing 
automatic service discovery, enactment and execution. We assume that the selection or 
finding the appropriate WSDL file is, usually, a first step in a long process of converting 
an ordinary Web service into semantic (WSMO-based) service. That is why, the 
INFRAWEBS Designer provides the user not only with conventional means for 
selecting a WSDL file from her local computer store based on the file name, but with a 
specially designed tool for finding and selecting the desired WSDL file from the remote 
repository (the SIR component of the INFRAWEBS Framework [14]) based on the 
similarity of this file with its description represented by a special WSDL query form. 

The query form allows specifying terms the user expects to find in the WSDL 
service metadata created during the service annotation in the SIR as well as words she 
expects to find in the service content, i.e. in the names of service operations, messages 
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etc. Moreover, the user can select a category (or several categories), to which the 
desired WSDL file is expected to belong, using for this purpose a graphical 
representation of the service categorization scheme as a special WSML ontology. The 
filled query form is converted to the XML query and sent to the Organizational 
Memory (OM) – a special IIF components playing a role of the case-based memory in 
the INFRAWEBS Framework [5], which translates it to a SPARQL query and sends 
it to the SIR. After receiving the results, the OM ranks them according to the 
similarity coefficient and parameters specified by the user (the minimum similarity 
threshold and the maximum number of the results) and returns the ordered list back to 
the Designer along with some textual annotations. The user can browse the list of 
matched WSDL services and select the desired one, which will be downloaded from 
the SIR to the special in-memory store of the Designer - WSDL Store. The 
downloaded WSDL file can be saved manually to the local store of the user’s 
computer or be saved automatically during saving the semantic service if the WSDL 
file will be grounded to the description of this semantic service. 

3.2   Step 2 – Finding Appropriate WSML Ontologies 

A process of converting a non-semantic Web 
service into a WSMO-based semantic Web 
service may be seen as an interactive 
ontology-driven process of Web service 
annotation. Creation of such an annotation 
crucially depends on the availability of 
proper ontologies. In practice finding the 
appropriate set of ontologies is one of the 
initial steps the user has to do before creating 
a semantic description of a Web service.  

The IIF assumes that all ontologies are 
stored in the Remote Repository of WSMO 
Objects (DSWS-R [9]). Thus, the process of 
finding ontologies is implemented in the 
Designer as a complex procedure for 
communicating with the IIF, in which the user 
describes the expected content of the required 
ontology, the Designer translates this 
description into a XML query and sends it to 
the OM component, which plays a role of an 
indexer of the DSWS-R in the IIF. The OM 
matches the query against its internal 
representation of ontologies stored in the 
DSWS-R (cases) and returns a set of ontology 
identifiers, which are the most similar to the 
query. After the user has inspected and 
selected the desired set of ontologies, they are 
downloaded to the Designer’s Ontology in-
memory Store from the remote DSWS-R. 

 

 

Fig. 2. Searching ontologies 
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The ontology query form allows the user to specify words she expects to be used 
for describing concepts or relations in the desired ontology. As an example of such 
words it is also possible to use the WSDL file, describing the Web service that the 
user wants to convert into semantic one. As usual, the user can set the minimal 
threshold for lexical similarity between the searching ontology and the query as well 
as the maximum number of matched ontologies she would like to be presented in the 
result section of the query form (Fig. 2). 

Ontologies can be also loaded from the Designer Temporary Store (workspace) 
located at the user computer. Since the process of designing a semantic service is 
rather time consuming, the Designer allows the user to locally store the ontologies 
found in the remote repository and temporary loaded into the in-memory Ontology 
Store of the Designer. However, such manual saving of ontologies may be avoided 
since the Designer automatically saves all ontologies used for describing a semantic 
service when the service is saved into the workspace.  

It should be mentioned that all WSMO objects (ontologies, services and goals) are 
identified in the Designer and DSWS-R by their IRI (not by names of files where they 
are stored). The specially designed file manager supporting the correspondence 
between a unique IRI of a WSMO object and a name of a file where the object is 
stored is used both for downloading and loading all WSMO objects.  

Ontologies describe inheritance between concepts. A concept usually has one or 
more super-concepts that can be defined in other “imported” ontologies mentioned in 
the corresponding section of the ontology description. Normally the imported 
ontologies are not loaded into the Ontology Store and as a result, all concepts having 
their super-concepts defined in such ontologies can not inherit any of the super-
concepts’ attributes. In order to avoid this deficiency the INFRAWEBS Designer 
provides a mechanism for on-demand loading of imported ontologies when a concept, 
which super-concepts are defined in the imported ontologies, is selected. 

It should be noted, that the Designer does not know in advance where the ontology 
that has to be loaded on-demand is stored. That is why it initially attempts to load the 
ontology from the local workspace and then, if the Store does not contain such 
ontology, tries to download the ontology from the remote store (DSWS-R).  

All ontologies are loaded into the Ontology Store, which is a global structure 
accessible for all semantic services loaded into the Designer. Such an organization 
allows to design in parallel several new semantic services using the same set of 
ontologies from the Ontology Store. It is very convenient in cases, when the user is 
going to design several semantic services from a single complex Web service (e.g. 
Amazon.com), using different sets of the Web service operations. 

3.3   Step 3 - Creation of a Service Choreography  

The semantic service choreography describes how the service works. The 
choreography description of a WSMO service consists mainly of three parts [13]:  

• Top level choreography elements, which include a set of imported ontologies used 
for describing the service choreography and a set of non-functional properties of 
the choreography. In the Designer the imported ontology set is constructed 
automatically by analyzing the content of the choreography state signature and 
rules. The non-functional properties of the service choreography can be created and 
edited in a uniform way by means of the NFP Editor (see Section 2).  
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• State signature, which contains main ontological concepts describing the service 
behaviour and how some of these concepts are related to input/output operations of 
the Web service (service grounding).  

• State transition rules, which describe how the user can communicate with the 
semantic service in order to execute the Web (WSDL) service grounded to the 
semantic service description.  

The creation of a state signature is implemented as a two steps procedure – 
specifying the mode (role) an ontology concept or relation will play in the state 
signature, and then selecting a proper concept for this role. The mode of the desired 
concept is selected from the right-click menu associated with the state signature node 
of the service tree while the selection of the concrete ontology concept (relation) for 
the specified node is realized as a selection from the window listing all ontology 
concepts (relations) available in the in-memory Ontology Store. 

When a concept is selected to be 
used as “in”, “out” or “shared” mode, 
an additional step (or several steps) 
are needed in order to specify to 
which WSDL operation the concept is 
grounded.  

The WSMO service grounding 
plays a very important role to specify 
the connections between the 
ontological concepts used for 
semantic description of the Web 
service and input/output messages of 
the operations of the WSDL 
description of the service. The service 
grounding process is implemented as 
a two-steps procedure in which the 
user initially selects a node (ontology 
concept or relation) from the service 
state signature tree (with the mode 
“in”, “out” or “shared”) and then 
selects a proper operation message 
from the context-sensitive menu 
graphically presenting the corresponding (in” or “out”) WSDL operations. The 
grounding procedure is guided by a set of checks, which guarantee the semantic 
correctness of the created WSML description of the grounding. All groundings can be 
easily edited or deleted by means of the corresponding operations proposed as options 
in the context-sensitive right-click menus associated with the nodes of the state 
signature tree (Fig. 3). 

In the WSMO choreography specification transition rules express changes of states 
by changing the set of instances (adding, removing and updating instances to the 
signature ontology). The different transition rules take the following form: if 
Condition then Rules endIf, forall Variables with Condition do Rules endForall and 
choose Variables with Condition do Rules endChoose. The Condition under which a 
rule is applied is an arbitrary logical expression as defined by WSML. The Rules may 

 

Fig. 3. Representation of a service choreography 
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take the form of Updates, whose execution is to be understood as changing (or 
defining, if there was none) instances in an ontology. The update rules take the form 
of add, delete, and update, hence allowing to add/remove instances to/from concepts 
and relations, and also add/remove attribute values for particular instances. More 
complex transition rules can be defined recursively by if-then, for-all and choose 
rules. Since the syntax of Condition and Rules are different the creation of the 
transition rules in the Designer is split into two separate steps – creation of the 
conditional parts and creation of the conclusion part (update rules). An empty 
skeleton of a transition rule is created by specifying the desired type of the rule. These 
types are presented as options in the right-click menu associated with “Rules” node of 
the service tree. In order to guarantee the syntactical correctness the rule is always 
created as a pair – condition – update rule, where both parts are empty. The Double-
clicking on the conditional part of the transition rule leads to opening the modeling 
area, where the user can create the graphical model of the conditional part of the rules.  

3.4   Step 4: - Creation of a Service Capability  

According to WSMO Framework a capability of a semantic service describes what 
the service can do. Usually, a capability of a WSMO-based semantic service is 
represented in terms of its inputs (pre-conditions), outputs (post-conditions), 
assumptions and effects. All these parts as well as conditional and conclusion parts of 
transition rules describing the service choreography are written as logical expressions 
(also called “axioms”) in a special language – WSML. The conceptual syntax for 
WSML has a frame-like style - the information about a class and its attributes, a 
relation and its parameters and an instance and its attribute values is specified in a 
large syntactic construct, instead of being divided into a number of atomic chunks. 
WSML allows using of variables that may occur in place of concepts, attributes, 
instances, relation arguments or attribute values [6]. Although the machines can easily 
handle such axioms, creating and comprehending the axioms are very difficult for 
humans. That is why we have developed an approach in which the text (WSML) 
representation of such expressions is automatically generated from their graphical 
models. The approach has been implemented as a special software component called 
Axiom Editor. A detailed description of the functionality of this component as a 
stand-along software component is presented in [3]. It was also included as an Eclipse 
third party plug-in in the last version of WSMO Studio1. The present section contains 
brief description of the main ideas of the approach as well as a description of an 
additional functionality of this component caused by its usage as a main tool for 
graphical creating the semantic service capability and choreography descriptions in 
the INFRAWEBS Designer. 

3.4.1   Representation of WSML Logical Expressions 
A WSML logical expression is graphically modeled as a labeled directed acyclic 
graph (LDAG), which can contain four types of nodes: 

• A root node which may have only outgoing arcs. The node is used for marking the 
beginning of the graphical model corresponding to the WSML logical expression. 

                                                           
1 The latest release can be downloaded from http://www.wsmostudio.org/download.html 
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Graphically the root node is represented as a yellow oval with the name 
corresponding to the role, played by the graphical model in the description of the 
WSMO service - “Precondition”, “Postcondition”, “Assumption” or “Effect” (for 
axioms forming the service capability); “if-then”, “for all” or “choose” (for axioms 
forming conditional parts of the transition rules), and “add”, “delete” or “update” – 
for axioms forming “factual” parts of the update rules. In the case of using this 
node for describing the service capability, the node corresponds to the WSML 
statement defineBy.  

• Intermediate nodes called variables. Such nodes can have several incoming and 
outgoing arcs. Each variable has a unique name and poses a frame-like structure 
consisting of slots represented by attribute–value pairs. Such a variable 
corresponds to a notion of compound molecule in WSML [6] consisting of an a-
molecule of type Vari  memberOf Γ and conjunction of b-molecules of type Vari [p1 

hasValue Varj1] and Vari [pk hasValue Varkl] respectively, where Vari,Varj1, Varkl  

are WSML variables and Γ is a concept from a given WSML ontology. Graphically 
each variable is represented as a rectangle with a header containing variable name 
and type (i.e. the name of concept, which has been used for crating the variable), 
and a row of named slots. 

• Intermediate nodes called relations. A relation node corresponds to a WSML 
statement r(Par1, …, Parn), where  r is a relation from a given ontology, and  Par1, 
…, Parn are WSML variables – relation parameters. Graphically each relation node 
is represented as a rectangle with a header containing relation name and a row of 
relation parameters. 

• Intermediate nodes called operators that correspond to WSML logical operators 
AND, OR, IF-THEN2, NOT and Old-New3. Each node can have only one incoming 
arcs and one (for NOT), two (for IF-THEN and Old-New) or more (for AND and 
OR) outgoing arcs. Graphically each operator is represented as a blue oval, 
containing the name of the corresponding operation. 

• Terminal nodes (leaves) called instances that can not have any outgoing arcs. An 
instance corresponds to the WSML statement Var hasValue Instance, where Var is 
a WSML variable and Instance is an instance of a concept from a given ontology. 
Graphically an instance is represented by a pink rectangle with header containing 
the instance name and type. 

Directed arcs of a graph are called connections. A connection outgoing from a 
variable or relation has the meaning of refining the variable (or relation parameter) 
value and corresponds to WSML logical operator AND. A connection outgoing from 
an operator has the meaning of a pointer to the operator operand.  

The proposed model allows considering the process of axiom creation as a formal 
process of LDAG expanding (and editing) and to formulate some formal rules for 
checking syntactic and semantic (in relation to given ontologies) correctness of the 
constructed logical expressions. 

                                                           
2 This operator corresponds to Implies and ImpliedBy operators in WSML. 
3 This operator can be used only for creating the update rules and corresponds to the WSML 

“=>” operator. 
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3.4.2   A Model for Constructing Logical Expressions 
Constructing a logical expression is considered as a repetitive process consisting of 
combination of three main logical steps – definition, refinement and logical 
development. The definition step is used for defining some general concepts needed 
for describing the meaning of axioms. During this step the nature of a main variable 
defining the axiom is specified. Such a step is equivalent to creating a WSML 
statement ?Concept memberOf Concept, which means that the WSML variable 
?Concept  copying the structure of the Concept from a given WSML ontology is 
created. Attributes of the concept, which are “inherited” by the axiom model variable, 
are named variable attributes. By default the values of such attributes are set to free 
WSML variables with type defined by the definition of such attributes in the 
corresponding ontology.  

The refinement step is used for more concrete specification of the desired 
properties of such concepts and may be seen as a specialization of too general 
concepts introduced earlier. This step is implemented as a recursive procedure of 
refining values of some attributes (or relation parameters) defined in previous step(s). 
In terms of our model each cycle in such a step means an expansion of an existing 
non-terminal node – variable (or relation). More precisely that means a selection of an 
attribute of an existing model variable and binding its value (which in this moment is 
a free WSML variable) to another (new or existing) node of the axiom model. The 
main problem is to ensure semantic correctness of the resulted (extended) logical 
expression. Such correctness is achieved by applying a set of context-sensitive rules 
determining permitted expansion of a given node.  

The logical development step consists of elaborating logical structure of the 
axioms, which is achieved by combination of general concepts by means of logical 
operators AND, OR, IF-THEN and NOT. Such operators may be added to connect 
two independently constructed logical expressions or be inserted directly into already 
constructed expressions. The operation is controlled by context-dependent semantic 
and syntactic checks that analyze the whole context of the axiom.  

It should be underlined that during this step the user is constructing the axiom by 
logical combination of main axiom objects defined in the previous steps. In other 
words, the logical operators are used not for refining or clarifying the meaning of 
some parameters of already defined objects, but for complicating the axiom by 
specifying the logical connections between some axiom parts which are independent 
in their meaning. 

3.4.3   Creation of Service Capability Axioms 
Creation of a service capability axiom is a complex process, which can be 
conceptually split into two tasks – the definition of a role the axiom should play in the 
service capability description, and the construction of a graphical model of the desired 
axiom. The first task is solved via using a context-sensitive right-click menus 
associated with different nodes of the service capability tree. They allow the user to 
create new or to delete, edit and rename already created service capability axioms 
and/or axiom definitions, represented as nodes in the service tree.  

The graphical creating or editing the content of an axiom is performed in the 
graphical model area by means of operations provided by the Axiom Editor module of 
the INFRAWEBS Designer and is guided by the model of this process described in 
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the previous subsection. At each step of her work the user is assisted by a set of 
context-sensitive menus proposing only that operations or ontology elements that are 
allowable for using in the current moment. In such a way the Designer guarantees 
both semantic and syntactic correctness of the axiom under construction (Fig. 4). 

 

 

Fig. 4. An example of graphical representation of an axiom 

The complete description of all menus and operations that the user can use and 
perform during the process of graphical creating the service capability axioms can be 
found in [3] as well as in “Axiom Editor User’s Guide” (http://www.infrawebs-
eu.org/opensoftware/Axiomeditor-1.5.0.pdf).  

3.5   Step 5: Loading a Service  

Most of the existing WSMO tools for creating a service description save such a 
description in a text file with extension .wsml. The tools provide specialized structural 
text editors facilitating the creation of WSML text of the service, which are integrated 
with WSMO Validator for checking the syntactical correctness of the description. In 
order to be compatible with such tools the INFRAWEBS Designer also stores the 
automatically generated WSML text of the service description in such text file. 
However, using only this single text file is not enough to guarantee the semantic 
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correctness of the service description. That is why in the Designer we consider a 
WSMO service as a complex object consisting of:  

• a text file containing the WSML description of the semantic service  
• a set of text files containing the WSML descriptions of all ontologies mentioned in 

the “imported ontology” section of the service description  
• a set of graphical files containing the graphical models of all WSML axioms used 

for describing service capability and choreography  
• a text file containing the WSDL description of a Web service grounded to the 

semantic service  

From the user point of view a service (or another WSMO object) is represented in 
the Designer as a single text file with extension .wsdl, which can be found and opened 
by means of a standard Open Dialog Window. However, the Designer is also 
equipped with a special “Navigator” module, which aims at browsing a special area of 
the Temporary Store – the Designer Workspace. The selecting a text file from this 
workspace leads to:  

• Loading the service description into the memory and its visualization in the 
WSMO Navigator Window as a service tree.  

• Loading all WSML ontologies mentioned as imported ontologies in the service 
description into the Ontology Store of the Designer. 

• Loading the WSDL file grounded to the service into the WSDL Store.  

The graphical models corresponding to different axioms forming the service 
descriptions are loaded to the Designer modeling area on-demand, when the graphical 
pointer to a concrete model (a leaf of the service tree) is selected in the service tree. 
The correspondences between graphical models and different parts of the WSML 
description of a service are maintained by a special internal module of the Designer - 
Graphical Model Manager.  

3.5.1   Reusing Descriptions of Existing Semantic Services  
Although the usage of graphical models makes easier the process of designing the 
WSML description of a semantic service, it still remains a rather complex and time-
consuming activity. The next step towards facilitating this process is to provide the 
service designer with an opportunity to reuse the description of the existing semantic 
services. More precisely, the idea is to provide the user with graphical models of 
service description parts (e.g. capability axioms or transition rules) similar to what she 
wants to construct, which can be farther adapted by graphical means provided by the 
INFRAWEBS Designer. 

In order to be reused, semantic descriptions of  Web services and other objects 
(goals, ontologies, mediators) are considered in the INFRAWEBS Framework not 
only as logical (WSML) representations of these objects but also as a special class of 
text documents, containing natural language and ontology-based words. Such special 
“text” representation is extracted by the OM from each object stored in the DSWS-R 
and serves as a basis for constructing case representation of such an object. An 
INFRAWEBS case is a triple {T, P, S}, where T is the type of the WSMO object  
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stored (service, goal or ontology), 
which determines the structure of 
object representation P; P is the 
special representation of a 
WSMO object as a structured 
text, and S is the service IRI, 
which is used for locating the 
service in the remote repository 
(DSWS-R) where the WSML 
(and graphical) description of the 
object is stored.  

The user describes a semantic 
service to be found by filling a 
standard request form, which is 
sent to the OM playing a role of a 
case-based memory in the 
INFRAWEBS Framework. The 
form consists of three sections 
allowing constructing different 
queries based on the amount of 
information the user has in the 
current moment (Fig 5).  

The first section (“Text”) 
allows the user to describe the 
desired functionality of a service 
to be found by means of natural 
language keywords. All non-
functional properties (of type 
“string”) occurred in the WSML 
descriptions of semantic services 
stored in the DSWS-R will be 
matched against these keywords, 
and services with the best match 
will be returned. The second 
section (“Ontologies”) allows the user to find services using a set of ontologies 
similar to that specified in the request form. Since in the INFRAWEBS Designer the 
user can work with several services in parallel, the filling of this section is done by 
pressing the corresponding button when the service containing the desired set of 
ontologies is active. By switching among descriptions of services loaded into the 
Designer, the user can construct the desired set of ontologies, which combines 
ontologies from different services. During processing the request form the Designer 
analyses each of the specified services and extracts from their descriptions a list of 
names of ontologies imported by each service. These names are used by the OM as 
keywords in the process of finding the existing semantic services using the same (or 
similar) set of ontologies The third section (“Capability”) is devoted to the ontological 
description of the capability of the desired service. It is split into five subsections – 
the first four of them correspond to the sections of the service capability description 

 

Fig. 5. The service request form 
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according to the WSMO Framework, and the last one (“Functionality”) allows 
constructing a general description of the capability of a service to be found.  

The first four sub-sections can be filled by the following two ways (which can not 
be combined):  

• Semiautomatic - by selecting the ontological elements (concepts, instances or 
relations) from the ontologies shown in the Ontology Store. In such a way the user 
can specify that she expects that the desired service should contain similar set of 
ontology keywords in the WSML (logical) description of the corresponding section 
of its capability.  

• Fully automatic – by specifying the name of a service, whose corresponding 
capability description section will be used as an example of what the desired 
service should have in its capability section description.  

When the user has no clear idea about the content of a concrete section of the 
desired service capability description or no “example” service descriptions exist, she 
can express her general idea of what ontology keywords the desired service capability 
description should have as a whole. Such general description is the content of the 
subsection “Functionality”. The subsection can be filled by selecting ontological 
elements from all available ontologies shown in the Ontology Store.  

The filled request form is translated into a complex XML query, in which each 
form subsection determines a separate (local) criterion for evaluating the similarity. 
The overall aggregated similarity is calculated based on a weighted sum of all local 
criteria [4]. The user can set the weight (from 0 to 1) for each criterion by means of a 
slider placed on the right from the corresponding form subsection (or section).  

At the bottom of the form there is an additional section “Options”, which allows 
the user to adjust two global parameters of the search. The first one, implemented as a 
slider, determines the minimum similarity threshold, which should be exceeded by the 
service in order to be returned as a search result. The second one sets a maximum 
number of elements that may be returned.  

The query results returned by the OM are represented as an annotated list of 
services IRI ordered by the value of their ontological similarity coefficient or by the 
value of the lexical similarity coefficient if only the text section of the query form has 
been filled by the user. The Designer allows the user to send several queries to the 
OM without losing the results of previous query implementing in such a way the 
effects of searching alternatives.  

The INFRAWEBS Designer allows working simultaneously with the descriptions 
of several services and/or goals. Such WSML objects can be downloaded from the 
remote repository (the DSWS-R) or loaded from the Temporary Store. In both cases 
the reuse of the object descriptions is organized as a procedure for copying and 
pasting different part of these descriptions. Following the basic design principles of 
the INFRAWEBS Designer, the user never works with WSML description of the 
object under construction. The Designer allows her to copy and paste graphical model 
of object capability axioms and/or axiom definitions, as well as the set of such models 
forming the whole capability description of the object (including the shared 
variables). The same is true for the choreography description of the object – it is 
possible to copy and paste the state signature, some state transition rules or the whole 
choreography of the service (or goal). Moreover, the Designer allows constructing a 
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service description from the parts of several service and goal descriptions and vice 
versa. In all cases the Designer guarantees that the newly created description of a 
WSMO object is syntactically correct and consistent with the existing WSML 
ontologies.  

3.6   Step 6: Uploading a Service to a Remote Repository  

The main objective for creating the semantic description of a Web service is to allow 
the service to be discovered and used by other users. This is achieved by publication 
of the semantic service description in a remote repository (in the case of the IIF, it is 
the DSWS-R component). It is assumed that only valid WSML definitions are stored 
in the DSWS-R, which means that components providing functionality for creation or 
modification of ontologies, goals or Web services are expected first to validate them 
and only store them if they are valid. That is why the process of storing a WSMO 
object created in the Designer is implemented as a two-steps procedure – validating 
the object description and then uploading the created WSMO object to the DSWS-R. 

3.6.1   Validating the Description of a WSMO Object Created in the Designer  
As it has been mentioned several times, the Designer does not allow creating 
syntactically incorrect descriptions of WSMO services and goals. Moreover, all 
created descriptions are semantically consistent with the WSML ontologies used for 
creating these descriptions. That is why, only the semantic completeness of the 
created objects in respect to the WSMO specification for the corresponding objects 
should be verified. Since the Designer can be used for creating two types of WSMO 
objects – WSMO services and WSMO goals, two separate validation procedures (for 
each type of the objects) are developed. Both of them consist of a set of different tests 
that can issue two types of messages – error messages and warnings. The presence of 
error messages means that the description of the current object does not contain some 
elements, which are crucial for further use of the object, and that is why, such an 
object can not be uploaded to the DSWS-R. The presence of warnings reminds the 
user that some parts of the object description are missing but even in its present 
condition the object is usable. The user should decide whether to upload the object as 
it is or to complete the missing parts of the object description and only then to upload 
it. In order to facilitate the work of the user for removing the discovered 
incompleteness in the object description, the validation procedure is stopped only 
after performing all tests.  

3.6.2   Uploading a WSMO Service (Goal)  
After passing the validation phase a process for uploading the object to the remote 
local repository is started. The Designer considers (internally) a WSMO object 
(service or a goal) as a complex object consisting of object description, files 
containing the WSML descriptions of all ontologies mentioned as “imported 
ontologies” in the object description as well as a set of all graphical models 
corresponding to the logical expressions used for defining the object. That is why, all 
these elements of a WSMO object should be uploaded along with the WSML  
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description of the object. However, in order to avoid the problem with overwriting the 
already published ontologies, only imported ontologies, which have been loaded into 
the Ontology Store and not published in the DSWS-R, are uploaded. The graphical 
models are always uploaded along with the WSML description of an object and 
overwrite “old” models of the object if such exist.  

4   Lessons Learnt 

The INFRAWEBS Designer has been used for creating two Demonstrators. The first 
one is STREAM Flows! System (SFS) in which the customers can create and reuse 
travel packages [8]. The application is built upon a Service Oriented Architecture, 
accessing, discovering, composing and invoking Semantic Web Services for the man-
agement of the Travel Packages. The second  Demonstrator is based on the 
eGovernment scenario, which illustrates some interactions carried out by semantic 
Web services in the scope of public administrations, and interactions among these and 
citizens and enterprises with emphasis on the E2A (Enterprise-to-Administration) 
integration [11]. 

The results of such test applications of the Designer can be summarized as follows: 

• As a tool for automatic generation of programs (descriptions of WSMO services 
and goals written in WSML language), the Designer always produces syntactically 
correct programs that pass all checks applied by WSMO Validator and WSML 
Parser. Moreover, the auto-generated WSML programs are semantically consistent 
both with WSML ontologies used for their creation and with the last WSMO 
specification for WSMO objects described by these programs. The evidence for 
this conclusion is the ability to use the produced WSML files both for service 
discovery and execution. 

• As a tool oriented towards end-users of semantic Web service technology, who are 
not familiarized with WSML language, it can be concluded that the proposed 
approach for graphical creating the WSMO objects is understandable and usable. 
Guided by the Designer the users are able to create rather complex (from logical 
point of view) axioms and transition rules without any knowledge of WSML 
syntax. The developed GUI is sufficiently intuitive and easy learnable by the users. 
The available set of primitives (the Designer operations) is adequate for 
constructing and editing descriptions of goals and services used in the test beds. 

• The developed model of the process for graphical creation of WSML expressions 
is flexible enough and allows using alternative ways for constructing the same 
expression, depending on the experience and the way of thinking of the concrete 
user of the Designer. 

•  The developed mechanism for reusing the existing descriptions of WSMO objects 
via “copy-and-paste” of graphical models is understandable to the users and 
significantly reduces time and efforts for creating new objects.  

• The integration of the Designer with facilities for creating WSMO goals has made 
it a powerful instrument for creating composite goals and significantly simplifies 
the work of the service application Designer. 
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The use of the INFRAWEBS Designer for preparation of the test bed 
demonstrators has shown some additional advantageous features of the tools: 

• The Designer can be effectively used for validation of the semantic correctness and 
completeness of WSML descriptions of WSMO services and goals created without 
using the Designer. The ontology-driven approach used for creating logical 
expressions in the Designer, allows identification of all erroneous usages of names 
of ontologies, ontology concepts and concept attributes, as well as errors caused by 
improper use of the concept types. Moreover, the Designer is able to find errors 
and incompleteness in the description of imported ontologies used by the object as 
well as in description of the service interface. The problems discovered in a “third-
party” WSML file can be easily identified based on error messages issued by the 
Designer and the graphical representation of logical expression, which is 
automatically produced by the tool. For identifying the problems, users who are 
more experienced in WSML can also analyze the difference between original 
WSML text written without using of the Designer and the WSML text 
automatically generated by the Designer from the graphical model of the 
corresponding logical expression. 

• The Designer can be effectively used even for validation of the semantic 
correctness and completeness of WSML descriptions of WSMO ontologies. For 
example, the Designer built-in mechanism for on-demand loading of ontologies 
enables identifying the incorrect use of ontology names, imported by the concrete 
ontology, the lack of the cited ontology in the workspace as well as an incorrect 
use of concept attributes inconsistent with attribute inheritance rules. All these 
features of the Designer make it a powerful tool not only for novices in WSML but 
for WSML experts as well. 

As main shortcoming of the INFRAWEBS Designer we can mention the 
insufficient support that the Designer provides to an “industrial” Web service provider 
for filling the conceptual gap between the descriptions of “normal” and semantic 
(WSMO-based) Web service. The WSMO representation of a semantic service is too 
complex and more logic oriented, which is significantly different from more 
functionally oriented non-semantic description of Web services. As a future work in 
this direction we foresee more intensive use of WSDL description of the service, for 
example for automatic generation of initial, rough WSML description of the semantic 
service state signature and choreography rules. Another promising step in this 
direction, in our opinion, is a more intensive use (and reuse) of existing descriptions 
of Web service business logic. For example, it will be fruitful to develop some 
methods for automatic generation of an initial WSMO-based choreography (or 
orchestration) from the available BPEL files. 

Another weakness of the current version of the Designer, as a complex tool for 
creating WSMO-based services, is a lack of means for automatic creation of schema 
mapping, which is needed for finding (building) correspondence between data types 
presented in the WSDL file and WSML ontology concepts that describe the service 
domain. The WSMO community has not found yet a commonly accepted solution for 
this problem. If the using of XSLT transformations will be accepted as a WSMO 
standard, in the future versions of the Designer we are going to integrate it (or to 
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develop) with some tools for automatic generation of such transformation given 
WSML ontologies and the  WSDL file of the service. 

5   Conclusions  

The paper has presented the INFRAWEBS Designer – a graphical ontology-driven 
development environment for creating semantic descriptions of Web services and 
goals according to WSMO Framework. This tool is oriented to the end users – 
providers of Web services and semantic Web services applications. The Designer 
allows a user to graphically compose a WSMO-based semantic description of a given 
Web service based on existing WSDL description of this service and a set of WSML 
ontologies. To ease this process the graphical descriptions of look-alike semantic Web 
services can be found and used. Such descriptions can serve as templates for the 
WSMO object under construction. In fact, the reuse of available semantic Web 
services makes the otherwise tedious process of composing a WSMO object 
(requiring expert knowledge of the WSMO model and WSML language) a task 
doable for the ordinary Web service developers. Easing the hurdle of WSMO object 
construction is an achievement of the INFRAWEBS project that has a potential 
impact on the adoption of semantic Web services on a larger scale. 

The INFRAWEBS Designer is a standalone desktop Java application, which is 
based on Eclipse Rich Client Platform (RCP). It is distributed as a simple archive and 
does not require any complex installation – after the archive is expanded, the 
Designer is ready for use.  

The Designer is also available as open source under LGPL license  
(http://www.infrawebs.eu/index.html?menue=dissemination&site=open_software). 
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Abstract. We present a goal-based approach for visualizing and brows-
ing the search space of available Web services. A goal describes an ob-
jective that a client wants to solve by using Web services, abstracting
from the technical details. Our visualization technique is based on a
graph structure that organizes goal templates – i.e. generic and reusable
objective descriptions – with respect to their semantic similarity, and
keeps the relevant knowledge on the available Web services for solving
them. This graph is generated automatically from the results of seman-
tically enabled Web service discovery. In contrast to existing tools that
categorize the available Web services on the basis of certain descrip-
tion elements, our tool allows clients to browse available Web services
on the level of problems that can be solved by them and therewith to
better understand the structure as well as the available resources in a
domain. This paper explains the theoretic foundations of the approach
and presents the prototypical implementation within the Web Service
Modeling Toolkit WSMT, an Integrated Development Environment for
Semantic Web services.

1 Introduction

The provision of suitable search facilities for Web services is one of the major
challenges for realizing sophisticated SOA technologies. One desirable feature are
browsing facilities that support Web service application developers in the search
and inspection of potential candidate services for a specific problem. Existing
tools for this mostly follow the registry approach already defined in UDDI [3]:
Web services are categorized with respect to certain description elements, and
graphical tools support the search and browsing of these registries.

We take a different approach for visualizing the search space of available
Web services. Our technique is based on goal templates as generic and reusable
descriptions of objectives that clients want to achieve by using Web services. We
organize them in a graph structure with respect to their semantic similarity, and
we keep knowledge on the suitability of the available Web services for solving
the goals that is obtained from Web service discovery runs. Our graphical user
interface visualizes this graph and provides browsing facilities for this. This is a
novel approach that allows clients to browse and understand the available Web
services on the level of the problems that can be solved by them.
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The basis for our search space visualization is the Semantic Discovery Caching
technique (short: SDC), a caching mechanism for enhancing the computational
performance of automated Web service discovery engines [14]. Its heart is the
so-called SDC graph that organizes goal templates in a subsumption hierarchy
and captures knowledge on the suitability of the available Web services from
Web service discovery results. The SDC graph is generated automatically by
semantic matchmaking of sufficiently rich formal descriptions of goals and Web
services. It provides an index structure for the efficient search of suitable Web
services, and thus serves as the data structure of our search space visualiza-
tion. The graphical user interface is implemented in the Web Service Modelling
Toolkit WSMT [9], an Integrated Development Environment for the Semantic
Web service technology developed around the WSMO framework [5].

This paper explains the theoretic foundations of our visualization technique
and presents the prototype implementation. Section 2 recalls the idea of the
goal-based approach for Semantic Web services. Section 3 explains the struc-
ture, definition, and properties of the SDC graph, and Section 4 presents the
visualization and browsing support developed in WSMT. Section 5 discusses the
approach and positions it within related work, and Section 6 concludes the pa-
per. For illustration and demonstration, we use the shipment scenario from the
SWS Challenge, a widely recognized initiative for the demonstration of SWS
techniques (see www.sws-challenge.org).

2 The Goal-Based Approach for Semantic Web Services

In order to introduce into the overall context, the following explains the aim of
the goal based approach for Semantic Web services as promoted by the WSMO
framework and recalls the foundations of our approach from previous works.

While the initial Web service technology stack as well as most approaches in
the field of Semantic Web services (SWS) only pay little attention to the client
side of SOA technology, the WSMO framework promotes a goal driven approach
for this [5]. Therein, a goal is the formal description of an objective that a client
wants to achieve by using Web services. Goals focus on the problem to be solved,
abstracting from technical details on how to invoke a Web service. The overall
aim is to facilitate problem-oriented Web service usage: the client merely specifies
the objective to be achieved as a goal, and the system automatically discovers,
composes, and executes the necessary Web services for solving this. Therewith,
goals shall allow to lift the client-system interaction to the knowledge level in
the tradition of previous AI technologies for automated problem solving.

Figure 1 provides an overview of the goal-based SWS framework that has
been developed throughout several works around WSMO [7,16,15,18,14]. This
distinguishes goal templates as generic and reusable objective descriptions which
are stored in the system, and goal instances that denote concrete client requests
and are defined by instantiating a goal template with concrete inputs. On this
basis, we can separate design time and runtime operations. At design time, suit-
able Web services for goal templates are detected. For simplification, we here use

www.sws-challenge.org
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Fig. 1. Overview of Goal-based SWS Framework

‘Web service detection’ as a general term for SWS discovery, selection, ranking,
and composition techniques. The result is captured in the SDC graph which
provides an index for the efficient search of goal templates and Web services
(see Section 3). At runtime, a client defines a concrete objective in terms of a
goal instance, and the captured knowledge is used to detect the suitable Web
services in an efficient manner. Finally, the detected Web service or composition
is executed and the result is reported to the client.

For illustration, let us consider the following setting from the shipment sce-
nario as described in the SWS Challenge. A client wants to ship a package of
40 lb weight from New York City to Bristol in the UK, and there are several
available Web services that offer package shipment. In our framework, a goal
template describes the objective of package shipment on the schema level, e.g.
that the sender is located in a US city and the receiver in a European city, and
the maximal weight class (e.g. from 0 - 1.5 lb, 1.5 - 10 lb, etc.). Let the client
create a goal instance for this goal template by defining the concrete input data.
To determine the suitable Web services for solving the goal instance, the system
can make use of the knowledge on design time Web service detection results.
This allows to develop efficient and workable SWS technologies. For example,
in this specific use case there are only 4 Web services out of all available ones
that are suitable to solve the goal template. One of these must be chosen to be
executed for solving the goal instance: this requires a detailed investigation at
runtime of only 4 Web services instead of all the available ones.

Summarizing, goal instances are the primary element for clients to interact
with the system, i.e. end-users who want to use Web services to solve a certain
task. The aim of the visualization and browsing technique presented in this paper
is to aid clients in the goal instance formulation process as well as to provide
graphical support for better understanding the available resources.
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3 The Semantic Discovery Caching Technique

The following resumes the Semantic Discovery Caching technique (short: SDC),
a caching mechanism for enhancing the computational efficiency of Web service
discovery [14]. Its heart is the SDC graph that provides an automatically gener-
ated index structure for efficient search of goals and Web services, which serves
as the basis for the search space visualization presented in Section 4.

The main purpose of the SDC technique is to increase computational perfor-
mance of the Web service discovery task, which is considered as the first process-
ing step for detecting the Web services that are suitable for solving a goal [12]. It
captures design time discovery results for goal templates in the SDC graph, and
effectively uses this knowledge in order to minimize the computational costs of
Web service discovery for goal instances at runtime. The SDC graph organizes
goal templates in a subsumption hierarchy, and the leaf nodes represent the
available Web services whose suitability for solving goal templates is explicated
by directed arcs. Therewith, the SDC graph provides a directed graph structure
that describes the usability of Web services in a problem domain with respect
to the goals that can be solved by them. The following explains the structure of
the SDC graph and the underlying semantic matchmaking techniques.

3.1 Formal Functional Descriptions and Semantic Matchmaking

The SDC technique is based on the Web service discovery approach presented
in [15] that performs semantic matchmaking on the goal template and the goal
instance level on the basis of rich functional descriptions.

A functional description D = (Σ, Ω, IN , φpre, φeff ) is defined over a signature
Σ with respect to a domain ontology Ω; IN is the set of input variables, φpre is
the precondition, and φeff is the effect wherein the predicate out() denotes the
outputs. Such a functional description precisely describes the possible executions
{τ}W of Web services, respectively the possible solutions {τ}G of goal templates
with respect to the start- and the end-states. We denote the functional usability
of a Web service W for a goal template G by the matchmaking degrees shown
in Table 1; therein, φD is a FOL-formula of the form φpre ⇒ φeff that defines
the formal semantics of D as an implication between the possible start- and the
possible end-states. The first four degrees distinguish different situations wherein
W is usable to solve G, and the disjoint degree states that this is not given.

A goal instance is defines as a pair GI(G) = (G, β) with G as the correspond-
ing goal template and β as the input binding for the input variables IN defined
in the functional description DG. A goal instance must be a valid instantiation
of the corresponding goal template in order to be a consistent objective descrip-
tion. This is given if DG is satisfiable under the input binding β. Then it holds
that {τ}GI(G) ⊂ {τ}G, meaning that the solutions of the goal instance are a
subset of those for its corresponding goal template. In consequence, only those
Web services that are suitable for solving the goal template G are potential can-
didates for every of its goal instances GI(G) and no others can be. This allows
to effectively distinguish design- and runtime operations as explained above.
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Table 1. Definition of Matching Degrees for DG, DW

Denotation Definition Meaning
exact(DG, DW ) Ω |= ∀β. φDG ⇔ φDW {τ}G = {τ}W

plugin(DG, DW ) Ω |= ∀β. φDG ⇒ φDW {τ}G ⊃ {τ}W

subsume(DG, DW ) Ω |= ∀β. φDG ⇐ φDW {τ}G ⊂ {τ}W

intersect(DG, DW ) Ω |= ∃β. φDG ∧ φDW {τ}G ∩ {τ}W �= ∅
disjoint(DG, DW ) Ω |= ¬∃β. φDG ∧ φDW {τ}G ∩ {τ}W = ∅

3.2 The SDC Graph – Structure and Definition

The SDC graph is automatically generated from the results of design time Web
service discovery on goal templates. It organizes goal templates in a subsumption
hierarchy with respect to their semantic similarity, which constitutes the indexing
structure of the available Web services. The leaf nodes represent the Web services
that are functionally usable for solving the goal templates.

We consider two goal templates Gi and Gj to be similar if they have at
least one common solution. Then, mostly the same Web services are usable for
them. We express this in terms of similarity degrees d(Gi, Gj); defined analog
to Table 1, they denote the matching degree between the functional descriptions
DGi and DGj . The SDC graph is defined such that the only occurring similarity
degree is subsume(Gi, Gj). This allows efficient search because then (1) the
solutions for the child Gj are a subset of those for the parent Gi, and thus (2)
the Web services that are usable for Gj are a subset of those usable for Gi.

In consequence, the SDC graph consists of two layers. The upper one is the goal
graph that defines the subsumption hierarchy of goal templates by directed arcs.
This constitutes the index structure of the available Web services with respect
to the goals that can be solved by them, whereby the subsumption hierarchy
represents the specialization in a problem domain. The lower layer is the usability
cache that explicates the usability of each available Web service W for every
goal template G by directed arcs that are annotated with the usability degree
d(G, W ). This is generated from the results of Web service discovery on the goal
template level that is performed at design time. The discovery operations use
this knowledge structure by inference rules of the form d(Gi, Gj) ∧ d(Gi, W ) ⇒
d(Gj , W ) that result from the formal definitions.

Figure 2 illustrates the SDC graph for our running example along with the
most relevant inference rules. There are three goal templates: G1 for package
shipment in Europe, G2 for Switzerland, and G3 for Germany. Their similar-
ity degrees are subsume(G1, G2) and subsume(G1, G3), which is explicated in
the goal graph. Consider some Web services, e.g. W1 for package shipment in
Europe, W2 in the whole world, W3 in the European Union, and W4 in the
Commonwealth. Their usability degree for each goal template is explicated in
the usability cache, whereby redundant arcs are omitted: the usability degree of
W1 and W2 for G2 and G3 can be directly inferred, thus the arcs are omitted.
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Structure of SDC Graph Inference Rules for subsume(Gi, Gj)

(1) exact(Gi, W ) ⇒ plugin(Gj , W ).

(2) plugin(Gi, W ) ⇒ plugin(Gj , W ).

(3) subsume(Gi, W ) ⇒ exact(Gj, W )∨
plugin(Gj , W )∨
subsume(Gj , W )∨
intersect(Gj , W )∨
disjoint(Gj , W ).

(4) intersect(Gi, W ) ⇒ plugin(Gj , W )∨
intersect(Gj , W )∨
disjoint(Gj , W ).

(5) disjoint(Gi, W ) ⇒ disjoint(Gj , W ).

Fig. 2. Example of a SDC Graph and Inference Rules

The SDC graph provides an index structure of the search space of the available
Web services with respect to the goals that can be solved by them. It can be
automatically generated, and – in contrast to most existing clustering techniques
for Web services – it is based on semantic matchmaking that ensures a high
accuracy of the obtained graph structure. The generation and maintenance is
supported by algorithms that ensure that the SDC graph exposes its properties
at all times. We refer to [14] for details on this, in particular for the resolution
of intersection matches in the goal graph which is necessary to ensure that the
only similarity degree is subsume, cf. clause (i) in the following definition.1

Definition 1. Let d(Gi, Gj) denote the similarity degree of goal templates Gi

and Gj, and let d(G, W ) denote the usability degree of a Web service W for a
goal template G. Given a set G of goal templates and a set W of Web services,
the SDC graph is a directed acyclic graph (VG ∪ VW , Esim ∪ Euse) such that:
(i) VG := G ∪ GI is the set of inner vertices where:

- G = {G1, . . . , Gn} are the goal templates; and
- GI := {GI | Gi, Gj ∈ G, d(Gi, Gj) = intersect, GI = Gi ∩ Gj} is the

set of intersected goal templates from G
(ii) VW := {W1, . . . , Wm} is the set of leaf vertices representing Web services
(iii) Esim := {(Gi, Gj) | Gi, Gj ∈ VG} is the set of directed arcs where:

- d(Gi, Gj) = subsume; and
- not exists G ∈ VG s.t. d(Gi, G) = subsume, d(G, Gj) = subsume.

(iv) Euse := {(G, W ) | G ∈ VG , W ∈ VW} is set of directed arcs where:
- d(G, W ) ∈ {exact, plugin, subsume, intersect}; and
- not exists Gi ∈ VG s.t. d(Gi, G) = subsume, d(Gi, W ) ∈ {exact, plugin}.

1 The SDC prototype is open source software available from the SDC homepage
at members.deri.at/∼michaels/software/sdc/. It is realized as a discovery com-
ponent in the WSMX system (the WSMO reference implementation, www.wsmx.org).
We use vampire for matchmaking, a FOL automated theorem prover.

members.deri.at/~michaels/software/sdc/
www.wsmx.org


242 M. Stollberg and M. Kerrigan

4 Visualization and Browsing

We now turn towards the visualization and browsing support for the search space
of Web services. The aim is to provide a graphical representation that allows
clients to better understand the available Web services as well as the problems
that can be solved by them. This occurs to be desirable in order to determine
which tasks in a client application can be solved by the Web services. Moreover,
the graphical user interface supports clients in the selection of an appropriate
goal template for expressing a specific objective or request, therewith providing
graphical support for the goal instance formulation process (see Section 2).

The search space visualization uses a SDC graph as the data structure. As
explained above, this provides an index structure of Web services on the level
of goal templates that is obtained by semantic matchmaking and thus exposes
a high accuracy of the relevant relationships of goals and Web services. The
SDC graph visualization is implemented as a new plug-in for the Web Service
Modeling Toolkit WSMT [9], an Integrated Development Environment (IDE)
implemented in the Eclipse framework that provides the graphical user- and
developer tools for the Semantic Web service technologies developed around
the WSMO framework. In particular, we extend the WSMT Visualizer [8] that
provides a graph-based editor and browser for ontologies.2

For illustration of the visualization and browsing facilities, we have created
the SDC graph for the original data set of the shipment scenario as defined in the
SWS Challenge. This defines 5 Web services that offer package shipment from
the USA to different destinations in the world, and a collection of exemplary
client requests. These correspond to goal instances in our framework, while goal
templates define the generic and reusable objective descriptions.3

The following presents the technical realization of the SDC graph visualization
and browsing in WSMT, and explains the obtained surplus value for clients as
well as the integration with SWS environments for automated goal solving by
the discovery, composition, and execution of Web services.

4.1 SDC Graph Visualization in WSMT

As explained above, a SDC graph consists of two layers: the upper one is the
goal graph wherein the existing goal templates are organized in a subsumption
hierarchy, and the lower layer is the usability cache that explicates the suitabil-
ity of the available Web services for each goal template (cf. Definition 1). The
visualization of an SDC graph that is initially presented to the user displays the
subsumption hierarchy of the goal graph along with a cluster of the usable Web
services for each goal template. This allows to get a complete overview of the

2 The Web Service Modeling Toolkit is open source software available for download
from the sourceforge web site at: http://wsmt.sourceforge.net.

3 The complete resources for this use case are available at http://members.deri.at/~
michaels/software/sdc/resourcesSWSC.zip; the scenario description is given at
http://sws-challenge.org/wiki/index.php/Scenario: Shipment Discovery.

http://wsmt.sourceforge.net
http://members.deri.at/~michaels/software/sdc/resourcesSWSC.zip
http://members.deri.at/~michaels/software/sdc/resourcesSWSC.zip
http://sws-challenge.org/wiki/index.php/Scenario:_Shipment_Discovery
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Fig. 3. SDC Graph Visualization in WSMT

available resources. The user can then browse and navigate through the search
space via more detailed perspectives as we shall explain below.

Figure 3 shows the visualization of the SDC graph for the shipment scenario in
WSMT. The root node of the SDC graph gtRoot is a goal template that describes
the objective of shipping a package of any weight from anywhere in the world
to anywhere in the world. This denotes the most general objective description
in the problem domain of package shipment. The goal template gtUS2world is
concerned with package shipment from the USA to anywhere in the world; this is
a child node of gtRoot in the goal graph because every solution for gtUS2world
is also a solution for gtRoot but not vice versa (see Section 3.2). Analogously, the
child nodes of gtUS2world describe the objective of package shipment from the
USA to specific continents, the goal templates on the subsequent levels of the goal
graph specify local regions and cities, and finally the lowest levels differentiate
the weight classes for the packages.

Two interesting properties result from the structure and definition of the
SDC graph. At first, the Web service cluster of a child node contains a subset
of the Web service cluster of its parent. For example, from the 5 Web services
for gtUS2world only 3 are usable for the goal template gtUS2AS that defines
package shipment from the USA to Asia. This reflects the nature of most problem
domains: the deeper a goal template is allocated in the goal graph, the more
specialized is the described objective, and the fewer Web services are usable for it.
Secondly, a SDC graph may contain disconnected subgraphs when there are two
goal templates that do not have any common solution. One can understand each
connected subgraph to cover a particular problem domain: apart from the one
for the shipment scenario, there could be a set of goal templates for the problem
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domain of ticket booking, and another one that is concerned with purchase or-
der management. Furthermore, it is possible to generate the goal templates for
a problem domain from a given goal description and the underlying domain
ontologies. For example, in the shipment scenario we can generate gtUS2world
from gtRoot by restricting the molecule for the sender location in the goal de-
scription from world to USA. Eventually, we can generate all goal templates that
can be expressed on the basis of the domain ontologies and therewith maximize
the granularity of the SDC graph [14].

The SDC graph visualization plug-in reuses the JPowerGraph4 graphing li-
brary developed for the visualization of ontologies and other WSMO elements in
WSMT [8]. This provides a powerful framework with a number of layout algo-
rithms for user-facing, interactive graphs with any type of interconnected data.
The prototype employs a simple vertical-tree layout; however, a spring-layout al-
gorithm where the nodes in the graph repel each other while the edges between
nodes draw them back together can be employed to display larger and more
complex SDC graphs. The display of Web service clusters extends the technique
for the clustering of ontology instances in larger knowledge bases.

4.2 Browsing Facilities

The SDC graph visualization as explained above is complemented with brows-
ing facilities that allow to inspect goal and Web service descriptions on more
fine-grained levels. By double-clicking on a goal template in the SDC graph,
the user can step down to the next level wherein the visualization is focused
on the selected goal template. This view shows the relevant branch of the goal
graph, and the suitable Web services for the selected goal template along with
the concrete usability degrees as the disaggregation of respective Web service
cluster. Figure 4 below illustrates this for the goal template gtUS2EU that corre-
sponds to the introductory example discussed in Section 2. As the next level of
detail, the user can browse the specification of individual goal and Web service
descriptions by double-clicking on the element in the SDC graph; these facilities
already exist in WSMT, and we omit further screen shots here with respect to
space limitations. The segmentation of the browsing support into multiple levels
allows to manage the complexity of the SDC graph while presenting all relevant
information to the user in a browsable fashion.

In addition, the SDC graph visualization is equipped with a number of features
for adjusting the visual presentation. Zoom and rotate functionalities allow to po-
sition and size the graph. The graph display can also be adjusted by dragging and
dropping nodes into other positions. Individual node types can be filtered to in-
crease the understandability, e.g. filtering out the Web service clusters allows to
see the goal graph more clearly. In the case of multiple sub-graphs – i.e. when sev-
eral problem domains are captured in the SDC graph as explained above – the root
nodes can be used to filter out entire subgraphs so that the user can focus on the
relevant problem domain.
4 The JPowerGraph is a Java library available under an LGPL open source license

and can be downloaded from http://jpowergraph.sourceforge.net.

http://jpowergraph.sourceforge.net


Goal-Based Visualization and Browsing for SWS 245

Fig. 4. SDC Graph Browsing for a Single Goal Template

4.3 Integration with SWS Environments

The Web Service Modeling Toolkit WSMT is an IDE for the WSMO framework
that aims at supporting developers and end-users through all activities in the
software life-cycle of Semantic Web services. It currently encompasses text- and
graph-based editing facilities for WSMO elements, a graphical tool for the cre-
ation of ontology mappings, and the graphical editing and browsing tool that
we have extended for visualizing and browsing of SDC graphs.

Alongside the textual and graph-based editing support, the WSMT provides
full syntactic and semantic validation of the entities created by the developer
in order to ensure that modeling mistakes are caught early in the life cycle
and do not propagate to later activities. Beyond the validation, the WSMT
embeds reasoning support and discovery engines that allows the automatic and
manual testing and verification of ontologies, goals, and Web service descriptions.
Furthermore, the WSMT deployment functionalities allow to register WSMO
elements within a Semantic Execution Environment (SEE) like WSMX [6] or
the IRS system [2], which provide the facilities for the automated discovery,
composition, and execution of Web services in order to solve a given goal.

Thus, the development of the SDC graph visualization as a new plug-in for
the WSMT ensures a tight integration and reusability of already existing editing
facilities as well as a seamless interaction with SWS environments for the auto-
mated solving of goals by the detection and execution of Web services. In fact,
the SDC graph along with the presented visualization can be seen as a registry
technique for goal-based SWS applications.

5 Related Work

We are not aware of any other existing approach or available tool that provides
visualized browsing of Web services in a similar way. Goal-based approaches for
Semantic Web services are rare in literature; however, some works that are not
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based on the WSMO framework also adopt the idea of managing Web services
on the level of semantically described client requests, e.g. [11].

Most existing graphical user interfaces for the search and inspection of avail-
able Web services follow the registry approach already supported by UDDI, i.e.
to organize Web services with respect to certain description elements that often
are based on domain ontologies (e.g. [13,17,1]). Other tools provide Web service
search engines in a google-like style, e.g. [10]. Our approach is based on a graph
structure that is automatically created by semantic matchmaking of sufficiently
rich semantic descriptions, which ensures a high precision and accuracy of the
relevant relationships and does not require any additional descriptions apart
from those required by the SWS techniques for automated goal solving.

Existing graphical user interfaces for managing WSMO elements provide form-
based registry views that simply enlist the available goals and Web services
(e.g. in the IRS system [2] or in WSMO Studio [4]). Our visualization tool
overcomes the deficiencies in the comprehensibility and scalability by providing
multi-leveled browsing facilities that allow clients to navigate from the complete
overview of the search space down to detailed views on individual resources.

6 Conclusions and Future Work

This paper has presented a novel approach for the visualization and browsing
of Web services that allows clients to comprehend and inspect available Web
services on the level of problems that can be solved by them, abstracting from
the technical details which are the focus of most existing tools. We use goals as
the constituting element, and SDC graphs that define subsumption hierarchies of
goal templates as the indexing structure and capture knowledge on the suitability
of the available Web services from discovery results. The multi-leveled browsing
facilities allow to navigate from the overall view of the search space down to
more detailed views, and the realization as a plugin-in for the WSMT ensures a
tight integration with SWS environments for automated goal solving.

For the future, we plan to extend the SDC graph visualization with graphical
user interface and API for the creation and management of goal instances, and
to further integrate the SDC technique within SWS environments.
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Abstract. Formal goal and service descriptions are the shibboleth of
the semantic web services approach, yet the people responsible for creat-
ing them are neither machines nor logicians, and rarely even knowledge
engineers: the people who need and specify functionality are not those
who provide it, and both may be distinct from the semantic annotators.
The gap between users’ informal conceptualisations of problems and for-
mal descriptions is one which must be effectively bridged for semantic
web services to be widely adopted. We show how a simple technique—
using a wiki to collect user requirements and mediate a progressive, it-
erative refinement and formalisation of user goals by domain experts
and their knowledge engineer colleagues—can achieve this. Further, we
suggest how the process could be extended, so as to itself benefit from
semantic technologies.

1 Introduction

Service oriented computing (SOC) offers a promising new approach to program-
ming, resource sharing, and organisational collaboration. Semantic web services
address several of the problems SOC faces as the number and complexity of ser-
vices grows, such as finding appropriate services, composing, and invoking them
correctly. But the mechanisms used to enable this magic require formal, logical
specifications of user goals and the web services that can satisfy them.

We are currently working with biomechanics researchers who have chosen se-
mantic web services as the best platform to support their work. In this context,
we faced the problem of capturing the users’ notions of their goals, and translat-
ing them to formal representations. These formalisations, for the static Semantic
Web as well as Semantic Web Services, are far from intuitive. In our case, we
have tried to bridge the chasm with a methodology where domain experts can
express their requirements in natural language and, through interaction with a
semantic web expert mediated by a wiki, progressively refine their goal into one
expressible in a formalism suitable for use by semantic web services.

We review the context of the work in the next section, then examine the
problem of goal conception and description for users in section 3. In sections 4
and 5 we present our solution and a worked example of the method, respectively.
Section 6 outlines the future direction of the work. Related research is discussed
in section 7, and we conclude in section 8.

M. Weske, M.-S. Hacid, C. Godart (Eds.): WISE 2007 Workshops, LNCS 4832, pp. 248–259, 2007.
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2 Background

In this section, we recount a short history of the two sides of our problem, as well
as the source of our solution. First, we introduce our application domain, an on-
going programme to develop web services for use in a biomechanics application.
Section 2.2 reviews semantic web services, noting why they have been selected as
the most promising solution for our application. Finally, in section 2.3 we look at
the existing software process for LHDL, with which they were comfortable and
wished to use to develop semantic web services goals.

2.1 The Living Human Digital Library

The creation of in-silico models of entire organisms has been identified as a
‘Grand Challenge’ problem for informatics, and several projects have begun
working towards the construction of multi-domain, multi-scale models. Our work
concerns one such project, the ‘Living Human Digital Library’ (LHDL) [1], which
intends to lay a technical foundation for virtual physiomes by first developing
techniques and infrastructure for distributed modelling and analysis of the hu-
man musculoskeletal system.

For the immediate purposes of supporting LHDL, web services are appropriate:
they address the need for distributed, autonomous provision and invocation of
computational services and data storage facilities that the web services approach
provides. Longer term, simulations of entire physiomes will require integration
across scales and between disciplines (e.g. chemistry, biomechanics, clinical) and
sub-systems (e.g. neurological, renal, cardiac). These programmes are about co-
ordination: the intention is not to create a single federation of services that define
a single virtual physiome, but rather a framework to enable the integration of
services to suit particular requirements—even to the point of modelling indi-
viduals for clinical purposes. As the number of services available for use, and
the number engaged in any one simulation, increase, it will become infeasible to
manage them manually. With the future in mind, LHDL is investigating semantic
web services as the most promising technological solution.

2.2 Web Services and Semantics

Service-oriented computing [2], and especially web services [3], have forced a
paradigm shift in computing provision. They enable computation to be dis-
tributed, and easily invoked over the internet. ‘Virtual organisations’ of services
can be constructed for tasks the component services were not designed for. How-
ever, as services become more complex, and their numbers increase, it becomes
more difficult to comprehend and manage their use. Tasks such as service dis-
covery, composition, invocation, process monitoring and fault repair cannot be
successfully automated for web services, because the descriptions involved are
only syntactic, and require human engineers to interpret them. Semantic web ser-
vices [4] add rich, formal semantics to enable this automation. By modelling the
purpose and interfaces of the services in logical formalisms such as description
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logics [5] or abstract state machines, we allow machines to reason in powerful
ways about the services in ways that otherwise must be done by humans, or are
simply too expensive to be done at all.

The Web Services Modelling Ontology (WSMO) [6] is a leading framework for
semantic web services. Its four key concepts of domain ontologies, goals, web ser-
vices, and mediators evidence its commitment to separation of concerns. WSMO
insists on a clear distinction between user goals and their realisation by web ser-
vices, thus enabling capability-based invocation. The user’s needs and context are
given first-class status in the modelling process, while intelligent middleware can
determine how to satisfy a user’s goal with the services available to it. Similarly,
the necessary loose-coupling of services, goals, and ontologies is handled by the
systematics use of mediators, which intervene in several places where otherwise
heterogeneity would cause incompatibility. Between ontologies, OO-mediators
perform ontology mapping wherever necessary; WW-mediators allow web ser-
vices to interact correctly, primarily addressing choreography mismatches; user
goals are mapped to web services by WG-mediators; and GG-mediators allow
the creation of new goals by composing others.

Our WSMO implementation is the Internet Reasoning Service (IRS) [7], a
general-purpose semantic services platform which has been used in several do-
mains including business process management, e-learning, and e-government. In
its current implementation, it adopts and extends the epistemological commit-
ments of WSMO. Its internal representation format is OCML [8], a frame based
knowledge modelling language. The IRS can invoke web services exposed via
SOAP or XML-RPC, and export legacy Java and Common Lisp code as web
services by automatically generating wrappers. Goals can be executed by send-
ing SOAP messages or making HTTP GET requests, thus supporting the REST
paradigm. A process of ‘elevation’ deals with mapping the XML messages of
services to internal ontological representations expressed in OCML.

2.3 LHDL’s Existing Software Development Process

Even as LHDL moves towards a web-based infrastructure, the project must con-
tinue to support the development of the legacy client software. For some time the
LHDL members responsible for the LhpBuilder software (covered in section 3.1)
had been successfully using agile development methods, and wanted to retain
them.

Agile development [9] is a software development philosophy which empha-
sises people and communication over (usually heavy-weight) processes. There
are several flavours of agile development, but they agree on the following ‘agile
manifesto’ (http://agilemanifesto.org/):

– individuals and interactions over processes and tools
– working software over comprehensive documentation
– customer collaboration over contract negotiation
– responding to change over following a plan
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These principles are typically realised in the following ways:

– the writing of use-case ‘stories’ which capture a facet of functionality that
the customer describes in their own terms, and that become specifications
for the software developers

– rapid turnaround, where users see their requirements implemented within
weeks, fostering trust between customer and engineers

– emphasis on working, executable code instead of design documents
– simple solutions, which should never be more complicated than the current

requirements necessitate
– continuous improvement, including refactoring, lessens the cost of future

development
– test-driven development, applying automated tests to code

In this paper, we are particularly interested in the first two points, since
these are the aspects of agile development most concerned with requirements
specification. In LHDL, domain experts and software developers used wikis to
develop and record the use-cases. Wikis [10] are websites where the content is
user-editable. Wikis lower the bar for generating web content by both providing
a simplified language for data entry, and sidestepping bureaucratic control of
websites. The wiki engines which drive them often provide additional function-
ality such as versioning and notification. They are frequently used to support
community websites, like BiomedTown, since they support a very collaborative
workflow. Users can add their own material and edit the work of others, and the
iterative, distributed efforts of many users—often experts—can quickly lead to
impressive content.

3 What Is Involved in Creating Goals?

Having established that semantic web services are an appropriate way to attack
the problems LHDL has set out to tackle, we face a new inconvenience: how can
users who are not IT-experts construct the formal goal definitions? In this sec-
tion, we examine the user’s and then the middleware’s perspectives on semantic
web services, and then present criteria for reconciling the two in the context of
LHDL project.

3.1 The User’s View

The user experience in LHDL is mediated by the LhpBuilder and a community
website, BiomedTown (www.biomedtown.org). The community services include fo-
rums, wikis, mailing lists and file storage, and are accessed via a web browser.
The principle desktop tool is LhpBuilder [11], a legacy application which en-
ables a user to create, store, and manipulate Virtual Medical Entities (VMEs).
VMEs are collections of data such as MRI images, gait analysis data or finite
element analysis results. LhpBuilder can perform operations such as extract-
ing two-dimensional slices from volume data, virtual palpations, or combining
motion-capture data with bone images.
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Some of the tasks a user may wish to carry out include: registering as a member
of BiomedTown (for any of several projects hosted there); searching and retriev-
ing data resources; using data resources within LhpBuilder; creating new data
resources by editing existing ones, or by defining processing pipelines on existing
data; importing and exporting data resources from LhpBuilder; uploading data
objects to the repository; and adding meta-data to stored data objects. These
tasks are defined as ‘stories’, written by the users, and stored at BiomedTown.

There are different classes of users, who have different relationships with the
goal generation processes. Most users will simply use existing goals, often without
realising that they are goals: for example, by submitting a normal web form, or by
invoking some functionality through LhpBuilder which is implemented through
semantic services. Another class of users will go to the lengths of suggesting
or requesting new goals, but will not take part in seeing them through the
specification process. Those who actively participate in the generation of goals
will be a small minority. Even these practitioners, who are technically savvy and
familiar with particular computational tools of their trade, do not typically write
Perl programs, as may bioinformaticians working in genetics or proteomics, nor
are they familiar with the logical languages used on the semantic web.

3.2 The Machine’s View

Semantic web services require several components, which in the case of the
WSMO framework, include the following:

– user goal description
– domain ontologies
– web service description description of web services
– mapping goals to web services either directly or using composition
– identifying mediator requirements mismatches between ontologies, goals, and

web services identified and dealt with

of which only the first two should be of interest to the typical user, and we
will only consider the first here. WSMO, and hence IRS, impose a strict division
between goal and service. This allows us to explicitly model the user’s needs,
without regard to how it might be implemented. This allows the middleware
to better understand the context of a goal invocation, and flexibility in how to
satisfy it. An IRS goal consists of several components:

name which identifies the goal
superclasses which may anchor the goal in a goal taxonomy
inputs the parameters passed to the goal
output the returned value
capability which is a context in which the goal is applicable

Goals may have several superclasses, so the taxonomy is a graph, not a tree.
Inputs and outputs are named parameters, and each is typed by association
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with a concept from an appropriate domain ontology. The capability in turn is
expressed by four kinds of axioms:
– preconditions and postconditions conditions on the inputs and outputs that

must be met for the goal to execute
– assumptions and effects conditions in the world which should hold true and

after invoking the goal, respectively

Preconditions and postconditions can be verified at invocation time by the
middleware or the services themselves. Assumptions and effects are predicates
on a world state which cannot be easily verified by the middleware or services
at run time, and which may be unverifiable in principle. All four are sentences
in restricted predicate logic, and all are optional (or true by default, whichever
interpretation suits).

A goal definition in IRS’s internal representation language of OCML, and a
corresponding graphical representation are shown in figures 2 and 3 respectively.

3.3 Requirements for a Goal Formalisation Process

Given the discrepancy between users who can describe their goals informally and
perhaps imprecisely, and the representation required by semantic middleware,
we required a process that meets the following criteria:
1. Perform requirements capture We are concerned not just with generating the

formal goal, but with the very act of discovering what the user wants.
2. Generate formal goal descriptions Identification and description of semantic

goals using requirements documents. Necessary domain ontologies created or
reused.

3. Generate natural-language documentation Not only are formal descriptions
hard to write for non-specialists: they are not much easier to read.

4. Easy to use Users must be comfortable with the process itself.
5. Fit well with current practice. The users have a methodology which worked

well for the non-web services version of the software and which they intend
to use as they move to web services. They are happy with the results, and
comfortable with the process.

6. Support distributed development. The teams responsible for LhpBuilder and
the semantics are geographically separated, so collaboration must work at
a distance. This will often be the case in SOC environments, since one of
SOC’s key features is its distributed nature.

4 A Lifecycle for Agile Goal Specification

Our solution is iterative collaborative refinement of goals, mediated by a wiki.
Just as wikis simplify the HTML notation of websites, so we use a wiki to simplify
the entry of goals. Where the wiki engine turns simplified markup into HTML, we
use the intervention of ontology engineers to refine the informally stated, natural
language requirements into OCML ones. The lifecycle then looks like this:
1. User conceives task and develops story
2. User enters natural language goal definition in wiki
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3. Knowledge engineer clarifies the natural language
4. User agrees or refines this new definition
5. Knowledge engineer creates the formal goals, retaining the natural language

as documentation

In actual use, the process will involve more iteration, sometimes a substan-
tial amount, depending on circumstances. The user’s initial goal descriptions are
lodged in terms of natural language descriptions. For instance, a user might say
that they want to search for VMEs. We use a template to structure the definition
(see figure 1 for a completed example). The distinction between precondition/-
postcondition versus assumption/effect is not only often subtle and difficult for
domain experts to comprehend, it can also be an arbitrary distinction, since it
depends on how the interface develops. This requires input from the engineer as
well as the user, and emerges in the process. Initially, we just ask for ‘before’
and ‘after’ conditions.

Following submission, a semantic web services expert reviews the goal, refining
it by making the types and conditions more concrete (i.e. aligning it with the
current ontology). The goal may suggest a class of goals which are best separated,
in which case the engineer can split the goal into several pages and proceed
with each. The domain ontology (or ontologies) may also require extension or
revision in the light of the developing goal. The domain ontology can usefully be
inspected in a graphical format by the domain expert, to ensure the correct terms
are being used. At this point, the engineer has essentially formalised the goal,
but checks with the user via the formalised natural language. If this is correct,
the engineer proceeds to a fully formal representation but retains the natural
language definitions as comments. This provides documentation, which can be
hyperlinked to other pages in the wiki. This can also be used as a ‘cookbook’ by
semantic engineers when they construct other goals.

5 Example

In this section, we illustrate the process of requirements elicitation and goal
formalisation for an LHDL project goal. We use the example of a user requirement
to find the URLs of VMEs which match given search criteria.

The user begins by filling the template form: figure 1 is a goal showing
the use-case story. The ontology engineer begins by creating a new goal class,
search-goal. The user seems to want several kinds of goal, searching by one of
several criteria such as donor attributes, data type, or VME attributes, or cre-
ation attributes. The engineer divides them out into separate pages, linked from
the general search-goal superclass’s page. Common to all, however, is that every
goal returns a list of URLs: this can be recorded on the top-level goal’s page. We
will focus here on searching by acquisition attributes.

The user’s story for this particular goal type says the following: “Example:
Find all scans with slice spacing smaller than 2mm, generated with an axial
scan.”
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Fig. 1. Wiki page with a goal in development. Note that some parameters have been
given types and are hyperlinked to the relevant pages.

(defclass search-goal (lhdl-goal ) ?goal
(output-role :type (list-of vme-url )))

(defclass search-by-acquisition (search-goal ) ?goal
(( input-role acquisition-filter :type acquisition-filter )
( has-postcondition
(kappa (? goal )

(and (has-value ?goal acquisition-filter ?filter)
(has-value ?filter slice-spacing-max

? slice-spacing-min )
(has-value ?filter slice-spacing-min

? slice-spacing-max )
(has-value ?filter scan-type ?scan-type )
(has-value ?goal output-role ?urls )
(forall ?url ?urls

(and (<= (value ?url slice-spacing )
?slice-spacing-max )

(>= (value ?url slice-spacing )
?slice-spacing-min )

(= (value ?url scan-type )
?scan-type ))))))))

Fig. 2. The search goal in OCML
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The search is expressed by a list of criteria which must be true of each URL
returned. Again, another page is built where the engineer can develop and explain
the a search filter for acquisition data:

(defclass acquisition-filter ()
(( slice-spacing-max :type float)
( slice-spacing-min :type float)
(scan-type :type scan-type )))

But this is explained to the user in the following terms: “The user creates a
search filter object with field which reflect maximum or minimum values that
are acceptable for VMEs.”

At this point, or perhaps after some iterations in which the user and engineer
reach agreement via English, the OCML descriptions are in place. The result is
fully formalised (figure 2).

Fig. 3. An intermediate depiction of the search goal as UML

6 Future Development

We have used this method successfully to produce real goal definitions and built
services to support them, but there is obviously scope for enhancement. Most con-
spicuous is the absence of semantics, the use of which would open several options.
The process could be partially automated and brought within the semantic web
services umbrella. An obvious integration would be with semantic wikis, in which
the final ontological goal descriptions are stored in a knowledge base and intelli-
gently extracted into the wiki as required, instead of being merely presented
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as text in the wiki [12]. Goals could be categorised simultaneously goals at the wiki
and semantic levels.

If we reexamine the agile manifesto in section 2, we see that we have not
addressed all the points. Without pushing the analogy too far, we can ask what it
would mean to have ‘working code’: this might correspond to having the formal
definitions stored in a reasoner which would continually check for consistency
(and refactoring could be partially addressed by checking for redundancy).

Similar problems confront those creating service descriptions. Although ser-
vice builders are likely to be software engineers and therefore might be expected
to be more familiar with formal notations, they may still need help with particu-
lar formalisms like WSMO. Wikis provide a convenient meeting place for software
engineers and semantic web services ‘consultants’.

7 Related Work

The semantic services literature is replete with work on service descriptions and
useful, machine-reasonable semantics [13] and how to attach them to directory
services but the question of where the semantics themselves come from is largely
ignored. Most of the talk is of describing services, or discovering them, not
defining users’ intent.

The IRS was previously used in MiAKT [14], brokering the invocation of ser-
vices for medical imaging. The two best-known bioinformatics projects using
web services are myGrid and BioMOBY. myGrid [15] is an on-going project which
provides bioinformaticians with workflow tools which can alleviate the chores of
manually discovering genome-related web services and data stores, and the sub-
sequent programming to invoke them. They essentially worked backwards from
already implemented services, annotating them and then using the annotations
to constrain (by reasoning over input/output types) and suggest workflow con-
struction (services were also (coarsely) categorised by task type). In the myGrid
project, DAML+OIL was initially used [16], but moved to using an extended
RDF [17]. In particular, they note that DAML-S does not intrinsically support
task typing. This is a disadvantage, because users think more along the lines of
tasks they must complete, and not about the inputs and outputs to them. They
have also looked at the question of workflow discovery [18]. Where myGrid has
generated third party annotations of existing, non-semantic web services, the
BioMOBY [19] project set out to create a unified ontology, with services strictly
adhering to the standard terminology and XML message structures. Despite the
ontology itself being developed collaboratively, in an ‘open source’ way, this ap-
proach precludes incorporation of legacy services and third-party annotation.

myGrid and BioMOBY are targeted at the genetics and molecular biology
communities where practitioners had long used scripting languages to call web
services. They are thus not addressing the goal formulation problem to the same
extent, since the users have already mostly formulated them, and have prac-
tice in refining them to an executable form, as well as being more conscious
of what services are available. Even then, in both projects, familiarity of the
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practitioners with the ontology languages was considered more important than
their expressivity. LHDL has a commitment to applying a comprehensive seman-
tic web services framework in a domain where there has previously been little use
of web or grid technologies. The goals and practises for the new computational
environment are naturally less developed, and requirements elicitation plays a
more prominent role.

8 Conclusions

The LHDL project is driven by researchers in biomechanics who have opted to
use semantic web services technologies to simplify the provision and use of their
computational and data services. They must specify semantic web services goals,
but are not experts in the relevant formalisms. This problem has been largely
ignored, but threatens to be a bottleneck as demand for semantic web services
increases from the small number currently built by semantic web researchers.

In our approach, we closed the gap by using a wiki to mediate communica-
tion between domain experts and knowledge engineers, allowing the progressive
formalisation of goals initially expressed in natural language. Since the Biomed-
Town citizens were already using the wiki to record use-cases for their agile
development process, it was a natural step to adopt the wiki for goal require-
ments recording, and then further to perform the ‘agile development’ in the wiki.
The wiki’s normal function as a communal blackboard means the final definitions
can be annotated by the users.

The point of the semantic web, of course, is to give the machine a greater
understanding so that it can reason about our problems and provide intelligent
assistance. We plan to implement this technique as a workflow within our web
services platform, and offer more hints from the middleware, both to the domain
experts and engineers.

Acknowledgements. This work was supported by the Living Human Digital
Library project, European Union programme FP6-026932.
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Abstract. Current problems in Business Process Management consist
of terminology mismatches and unstructured and isolated knowledge rep-
resentation in process models. Semantic Business Process Management
aims at overcoming many of those weaknesses of Business Processes Man-
agement through the use of explicit semantic descriptions of process arti-
facts. However, this vision has a prerequisite: semantic annotations need
to be added to the process models. In this paper, we present an approach
that allows flexibly annotating semantics in a user-friendly way, by expos-
ing ontological knowledge to the business user in appropriate forms and
by employing matchmaking and filtering techniques to display options
with high relevance only. By adding semantic information the precision
of process models increases, ultimately supporting Web Service discovery
and composition. As a proof-of-concept, the work has been implemented
prototypically in a process modeling tool.

1 Introduction

A core aspect of Business Process Management (BPM) is creating models of
business processes. These models are used in various contexts: communication,
documentation, implementation, and automated execution. Companies try to
establish a common basis of business terminologies using process repositories.
However, this approach only helps to a certain degree and does not address the
overall business process lifecycle. General issues within a business process lifecy-
cle are that business consultants and IT experts do not speak the same language,
do not share the same concepts of processes, or use the same tools. Semantically
annotated process models could enable support for the modeler in various asso-
ciated tasks: reusing parts of process models when creating new models; making
process models executable; detecting cross-process relations; facilitating change
management; and providing a structured basis for knowledge transfer. Semantic
Web Service technology, like Web Service Modeling Ontology (WSMO) [16] or
OWL-S [14,2] provide methods and tools for creating these machine-accessible
representations of knowledge. The Semantic BPM (SBPM) approach attempts
to take BPM to the next level by integrating and utilizing semantics to improve
the modeling and management of business processes.[7]

Within this context, our paper presents an approach for the integration of
semantics in modeling tools to support the graphical modeling of business pro-
cesses with information derived from domain ontologies. For this purpose, we
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identify suitable semantic information to specify business process models more
precisely. We then present a concept for the integration of the identified semantic
information in modeling tools utilizing ontological descriptions of the business
process models and the domain world to augment and annotate process models.
We exploit the particular nature of business process models, e.g., their control
and data flow, and suggest a specific structure of the domain ontology. This
structure defines business objects in the domain of discourse, alongside with
their lifecycle. If the domain ontology is not expressed in this structure, our
techniques for string-based matchmaking are still applicable, but the additional
precision in filtering with regard to the objects and their states is lost.

Finally, we present matchmaking functionalities for supporting users in model-
ing semantically annotated process models. This is achieved by matching elements
of the graphical business process model with elements of domain ontologies. We
demonstrate a way how textual fragments are used to match semantic annota-
tions to elements of a process model based on the Business Process Modeling
Notation (BPMN)1,2. In short, this is achieved by comparing the context and
any given textual descriptions to the applicable instances in a domain ontology.

Our approach enables that partial process fragments can be used to support
the modeling tasks given an underlying ontological description of the domain.
Further, the augmented business process models facilitate the discovery of ap-
propriate Web Services. The semantic annotations can be used when querying an
enterprise-wide process model repository, by allowing for more informed search
techniques and fuzzy results.

As a proof-of-concept, the SAP Research modeling tool “Maestro for BPMN”
has been extended with a prototypical implementation of this approach.

The remainder of the document is structured as follows. The requirements for
our solution are described in Section 2. Based on this, we present an approach
for user-friendly semantic annotation in Section 3, followed by a description of
the related prototypical implementation in Section 4. Subsequently, related work
is discussed in Section 5. Finally, Section 6 concludes.

2 Requirements

In the scope of our approach the additional information, i.e. the semantic an-
notations, sometimes referred to as tags or markups, for semantically enriched
process models, should comply with the following requirements. First of all, the
information should be definable by business experts during modeling time. Users
of modeling tools should be able to understand the semantic information they
deal with. Therefore, the semantic information may not be too IT specific or
low-level. The ease of use is essential regarding user acceptance. Second, the ad-
ditional information should facilitate the realization of the processes and support
querying the process space. It should allow users to specify process models more
1 OMG, BPMN Information, http://www.bpmn.org/
2 Note that our conceptual solution is independent of BPMN as a concrete graphical

business process modeling notations.

http://www.bpmn.org/
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precisely, couple these process models tighter to existing domain concepts, and
help to find and compose according Web Services for the activities of the process
models (Web Service discovery and composition). Third, in order to support the
semantic augmentation of the process models, information should be derived
from appropriate domain ontologies. In order to realize this kind of support the
following competency questions should be taken into account:

1. What are the objects, states & actions of a domain and what are their names?
2. What are possible states of a certain object?
3. What are possible predecessor and successor states of a certain state?
4. Which actions are possibly relevant for a certain object?
5. Which objects are manipulated (state changes) by a certain action?
6. Which state changes (transitions) for which objects can be caused by which

actions?

Based on these requirements the next section shows the generic approach
which we developed for user-friendly annotation of process models.

3 Solution Approach

To provide the information described above, different BPMN elements are ex-
tended and utilized. Figure 1 illustrates the main components of our semantic
extension for business process modeling tools. Especially, BPMN Data Objects
and Associations are used to describe the activities of a process model more pre-
cisely by defining associated objects and their state transitions: Data Objects
identify the objects an activity deals with and Associations link the Data Objects
to the corresponding activities in the process diagram. The user modeling the
process may name and define the activities, may specify pre- and post conditions
for the activities in natural language, and may define the objects as well as the
objects’ states before and after an associated activity has been executed within
the graphical model. Through our extensions for business process modeling tools,
business experts are supported in specifying this additional information during
the graphical modeling phase of business processes. To help users annotating
their process models, different matchmaking functionalities utilize parsed-in do-
main ontologies, which in turn describe available elements like objects and their
states. The matchmaking functionalities thus help to link the model elements to
available domain concepts.

The following subsections show how we used ontologies and describe the dif-
ferent matchmaking functionalities in more detail.

3.1 Ontology Engineering

We identified the following additional semantic information for business process
models:

– The objects relevant for each activity in the process model can be specified
and, if applicable, get directly linked to according objects of a domain.
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– The states of these objects, before and after the according activity on the
objects has been performed, can be specified.

– Natural language definitions of pre- and post conditions for the activities
within a process model can be provided.

grounded in selected from
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Fig. 1. Realization Overview

All this information helps to ease the realization of the processes and supports
querying the process space by answering questions regarding which objects are
manipulated within which business process models.

Two kinds of ontologies are used to enable the semantic support of modeling
activities. First, the evolving sBPMN ontology [1] of the SUPER3 project as a
format for representing BPMN process models, featuring basic concepts and at-
tributes for standard BPMN elements, has been extended. Our ontology provides
possibilities to define states of a Data Objects before and after corresponding
activities have been executed, to link objects, states, and activities to elements
of domain ontologies describing them, and to capture natural language pre- and
post conditions for activities. With these extensions, the sBPMN ontology can
be used as an internal and external format for semantically augmented BPMN
process models in the scope of our approach. Second, we will define a possible
structure of domain ontologies along with a short concrete example. Our domain
ontology covers information concerning domain objects and states which helps
3 Integrated Project SUPER (Semantics Utilised for Process Management within and

between Enterprises), http://www.ip-super.org/

http://www.ip-super.org/
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Fig. 2. Domain Ontology Visualization

to model business processes more precisely. This kind of domain ontology may
then be used within process modeling tools to support the user in finding and
defining appropriate activities, data objects, and states.

The left part of Figure 2 illustrates the information which our domain ontol-
ogy provides. The ontology contains information about domain objects, states,
transitions, and actions. For each domain object, possible states and state tran-
sitions are described which together form the lifecycle of a domain object. Ac-
tions represent activities in the domain and can cause multiple state transitions
on different objects. States are described by more fine-granular definitions (e.g.
constraints over attributes). The right part of Figure 2 shows an extract from
an example of a domain ontology. Domain ontologies that provide this kind of
information support our semantic business process modeling approach. During
modeling, these domain ontologies are queried and utilized to help the user spec-
ifying model elements and states by proposing appropriate domain concepts or
instances.

Not only states but also objects can be defined, described, and considered.
The objects defined in the ontology represent the nouns used within this lan-
guage, actions may be regarded as verbs and states virtually are adjectives. The
structure relates objects (nouns), actions (verbs), and states (adjectives) to each
other and thus defines a normalized modeling language in the scope of specific
domains. This correlation and interrelation together with ontology-specific de-
scriptions and definition potentials (e.g. hierarchies, inheritance, subsumption
relationships, etc.), which may be exploited for reasoning tasks, is a major con-
tribution and benefit of the approach developed within this paper.

3.2 Name-Based Matchmaking

Different matchmaking functionalities that are required to bridge the gap be-
tween the business process model and the domain world are incorporated into
our semantic extension approach, in order to allow matching elements of the
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graphical business process model with elements of domain ontologies and to sup-
port the user in semantically specifying or refining the process. Utilizing appro-
priate domain ontologies, the matchmaking functionalities address the problem
of deriving a list of proposals for a selected model element (Data Object, Activ-
ity, Association/State) that a user has chosen for semantic refinement. To solve
this problem, we use a combination of different text and name matching meth-
ods and utilize process diagram context information as well as domain ontology
knowledge. For name matching tasks, we use a combination of heuristic com-
parison methods on the strings of characters, well-known string distance metrics
[4,3], and matching methods considering synonyms and homonyms. The addi-
tional utilization of the diagram context information of selected model elements
and domain knowledge to match model fragments with domain instances leads
to even better results. Domain element proposals can be derived with the help
of elements already specified in the process model and the information covered
by domain ontologies.

3.3 Process Context-Based Matching

Furthermore, the actual control and data flow in the process model can be lever-
aged in our approach.

send Offer Task deliver Goods settle Account

RequestOfCustomer

CustomerOrderState Before

Current State

State After

Precondition

Postcondition

Name/Type

ok cancel

find

find

find

order has been received

find

Semantic Extension

Proposals:

select cancel

create Offer
send Offer
process Order
deliver Goods
settle Account

Matching List

all

process Order

domain
ontologies

< created
> sent

Offer

Fig. 3. Simple Ordering Example

– With respect to the control flow, the lifecycle of a domain object can be used
to suggest next activities during modeling. E.g., in Figure 3, the modeling
tool can suggest “process Order” as the next activity in the process, because
it follows “send Offer” in the CustomerOrder’s lifecycle.

– Also, the lifecycle can be employed for making targeted suggestions for the
semantic refinement of activities, e.g., by not suggesting an already used
action again in a process model.

Analogously, the data flow in process models can be supported. Note that con-
sistency checks between process control, data flow, and object lifecycles can be
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provided as well. Furthermore, the semantic business process models contribute
to mechanize the realization of the processes. The additional information about
how objects are changed by the activities of a process model can help to derive
pre- and post conditions for goal descriptions. By considering the states – which
may for example be defined in terms of object-attribute-constraints in domain on-
tologies – of all associated objects before and after a particular activity has been
carried out, high-level goal definitions for the activities of a business process model
can be derived. These goal definitions can then be used as an input to business pro-
cess composition approaches [19] or directly to functional discovery engines, like
the prototype integrated in Web Service Execution Environment (WSMX)4. By
comparing goal descriptions, such discovery engines try to find appropriate Web
Services to achieve the goals. On this way, Web Services implementing the desired
functionality can automatically be discovered for the activities of a business pro-
cess model. If no single Web Service satisfies the goal, a composition of Web Ser-
vices can be searched, which together then achieve the goal.

4 Prototypical Implementation

The solution approach has been successfully implemented using the SAP Re-
search modeling tool, namely “Maestro for BPMN”. Our assumption of the
implementation is that a domain ontology was created before a business ex-
perts starts modeling the process. The application is based on the Tensegrity
Graph Framework5, which provides basic functionalities like rendering, editing
of diagram elements, event propagation mechanisms, a command stack, and a
persistency service for diagrams. To give an impression how context informa-
tion can be utilized for matchmaking tasks, Figure 4 sketches a simple example
scenario concerning the definition of a Data Object.

The Activity “send Offer” has been linked to the domain action “send Of-
fer”. This action causes two transitions, one of them affecting the domain object
“Offer” the other one affecting the domain object “Customer Order”. When the
user wants to define the Data Object more precisely, these two domain objects
are proposed as possible elements because the Data Object is associated to the
Activity “send Offer”. If the Activity “send Offer” is not linked to the domain
action “send Offer” the list of proposals would only contain the domain ob-
ject “Offer”, which can be found via name matching with “send Offer”. Similar
matchmaking capabilities regarding Data Objects, States, and Activities are also
incorporated into our extension approach. A whole business process diagram
could be described in this manner.

Figure 5 shows an example for an enriched business process model. The Data
Object states before the execution of the associated activity are indicated by a
“less than” sign (<), the states afterwards by a “greater than” sign (>). The
Data Objects and states identified with the help of domain ontologies could be
linked to appropriate elements within these ontologies. Not all objects or states
4 http://www.wsmx.org/
5 http://www.tensegrity-software.com

http://www.wsmx.org/
http://www.tensegrity-software.com
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Fig. 5. Use Case Example

may be found in domain ontologies, there may also be unknown or new objects
and states in the business process diagrams modeled. These unlinked objects
and states may indicate that such new elements should be created and realized
respectively within the domain described by the ontologies in order to implement
the business process model.

The semantically augmented process models can be used to enhance querying
the process space, by answering questions regarding which objects are manipu-
lated within which business processes. If, for example, the EU enacts a new law
concerning the expiration date of dairy products, the augmented process models
and the knowledge of the domain ontologies can help to find out, which business
processes are affected by the new law.

5 Related Work

Since this paper envisions an improvement regarding process modeling activities,
the work is related to the field of business process modeling tools. There is a
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plethora of different BPMN modeling tools like for example Intalio Designer6,
the Eclipse STP BPMN Modeler7, and ITP-Commerce’s Process Modeler8. To
our knowledge, no commercial tool enables the semantic annotation of business
process models.

The working group concerned with semantic business process modeling and
analysis tools within the SUPER project is currently working on a prototype of
a Business Process Modeling Ontology (BPMO) Editor for modeling seman-
tic business processes in SUPER. The first version of the BPMO modeling
environment provides basic functionality for enriching existing process models
with semantic annotations (e.g. by assigning a pre-defined semantic goal to an
activity).[5,18] In contrast, the approach introduced within this paper allows for
a flexible and fine-granular semantic annotation of processes by directly accessing
single ontology elements from the business domains of interest. Regarding pro-
cess ontologies our work is closely related to the sBPMN ontology [1] developed
in the SUPER project. The sBPMN ontology acts as the basis for our prototyp-
ical implementation. In a different context, Lin and Strasunskas [12,13] present
an approach of a General Process Ontology and discuss a semantic annotation
framework.

Other related work can be found in [8,9,10], which is also based on semantic
business process modeling. In [10], a class of Petri Nets, so-called Pt/T-Nets are
modeled in OWL, and elements can be brought in relation to (ontology-based)
data items. These relations are specified in terms of attributes and values, and
how these are inserted or deleted as the process executes. There seems to be a
clear focus on data instances, and there is a prototypical implementation in a
Petri Net modeling tool. [8] presents, among others, a slightly updated model
of the Petri Net ontology together with an approach to process decomposition,
which is based on the “linguistic specificity” of the terms used in the labels of the
elements in a process model. One of the goals is to normalize the terminology in
a process model, but rather in terms of the abstraction level used in the labels.
The focus in this work, in contrast, is on specifying the semantics of a process
model by making use of a given domain ontology. Also, the data objects in our
domain ontology structure can be easily used for capturing business objects, not
only data.

The domain ontologies in this paper describe – among other information –
data objects including their life-cycles. Hence, any suitable formalism may be
used instead which is based on Finite State Machines [6]. However, our ontology-
based approach allows capturing intentional human language and machine inter-
pretable information jointly in a standardized language. With the help of these
domain descriptions, object state information can be added to the process model.
With a different focus, the idea of relating object state information to business
process models is also presented in [17]. The approach taken there is to check
the consistency of business process models and object lifecycles by adding object

6 Intalio Designer, Available: http://www.intalio.com/products/designer/
7 STP BPMN Modeler, Available: http://www.eclipse.org/stp/bpmn
8 Process Modeler for Microsoft Visio, Available: http://www.itp-commerce.com/

http://www.intalio.com/products/designer/
http://www.eclipse.org/stp/bpmn
http://www.itp-commerce.com/
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state information to specific points in a process model and comparing the process
model’s usage of the objects with the objects’ lifecycles. The approach presented
in this paper has a quite different target, as an object’s lifecycle is not perceived
as an authoritarian model. In [11], an approach for automatic “synthesis” of pro-
cesses is presented, which means calculating the optimal combination of them.
This work describes how annotated reference process models using UML syntax
may be used for the synthesis task and describe synthesis algorithms.

The work concerning name-based matchmaking (see Section 3.2) is related
to schema matching efforts. A survey of Rahm and Bernstein [15] presents a
nice overview of this research area. However, the fundamental difference is that
schema matching tries to map between two formalized schemas (e.g. defined in
XML), whereas the matching problem addressed in this paper is to find appro-
priate domain ontology elements given a free-text name entered by the user and
context information derived from the process model, concerning the selected ele-
ment. Nevertheless, the name matching tasks are similar for the two approaches.
A comparison of Cohen et al. [4] describes different string distance metrics, some
of which are utilized for name matching tasks in this work. Therefore, these es-
tablished, general approaches for name matching tasks are reused to some extent
and are enhanced with new (context-related) matching functionalities.

6 Conclusion

In this paper, we presented an approach for the integration of semantics in mod-
eling tools to support the graphical modeling of business processes with informa-
tion derived from domain ontologies. The goal is to make these business process
models more precise, to ease their (semi-automatic) realization, and to enable
querying large process model repositories. For this purpose, we defined suitable
semantic information, ontology-based descriptions for business process models
and domains, and matchmaking functionalities to support users in modeling se-
mantically annotated process models. Our current implementation assumes the
existence of suitable domain ontologies which potentially are created by knowl-
edge engineers. An example approach is to specify the concepts of such a domain
ontology manually and derive the instance data from other (non-semantic) mod-
els, e.g. from MDD9/MDA10 artifacts or other (structured) knowledge bases.
An existing domain ontology does not replace a process model as the purpose of
both is quite different. A domain ontology can be seen as a knowledge base for
the actual process model, whereas a business process model is used by business
experts to capture process knowledge graphically. A remaining open research
question is whether a business expert should be able to change the structure of
a domain ontology and, if so, what are the appropriate methods and techniques.

We also outlined how Web Service discovery and composition can be facili-
tated without forcing business process modelers to use unfamiliar, technical ter-
minology, or even formal (ontology) languages. At the same time our approach is
9 Model Driven Development.

10 Model Driven Architecture.
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more flexible and generic then just attaching predefined goals to the activities of
a process model. Besides the ontology-based matching functionalities supporting
the process modeling activities with semantic techniques is a major benefit of
our approach as opposed to the capabilities of current modeling tools. To prove
our concept the SAP research modeling tool “Maestro for BPMN” has been used
for a prototypical implementation. In addition, a smart technological concept is
needed to utilize the semantically annotated process models and find appropri-
ate services to implement these processes. The areas of potential future work
comprise the utilization and enhancement of our approach for the implementa-
tion of Web Service discovery and for querying the process space as well as for
composition activities in order to (semi-automatically) realize business process
models and make them executable. We took first steps towards this goal, which
may serve as a basis for further enhancements and new extensions.

Acknowledgement. The work published in this paper was partially conducted
within the EU project SUPER (www.ip-super.org) under the EU 6th Framework.
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Abstract. Information technology is seen as a critical tool to increase
the level of automation when incorporating new business requirements
due to changing needs. Therefore, one of the key challenges in the or-
ganizations today is to ensure the alignment between the business goals
and the flexibility and responsiveness of IT systems to meet those goals.
In this work we make a step forward in bridging the eternal gap be-
tween business and IT. Contribution of this work is two-fold. First, we
present an intuitive way of specifying expressive user requests for the
implementation of tasks in business process models. Second, we design a
comprehensive approach to discovery of Semantic Web Services for pro-
cess task implementation. The work has been prototypically implemented
in a process modeling tool and can be used in different scenarios.

1 Introduction

Modern businesses constantly look for ways to shorten the time to act on business
opportunities and differentiate themselves from competitors. Information tech-
nology (IT) is seen as a critical tool to increase the level of automation when
incorporating new business requirements. Therefore, one of the key challenges
in the organizations today is to ensure the alignment between the business goals
and the flexibility and responsiveness of IT systems to meet those goals.

Business process (BP) modeling is used to capture business requirements.
BP models are created by business experts to enable a better understanding
of business processes, facilitate communication between business people and IT
experts, identify process improvement options and serve as a basis for derivation
of executable business processes.

In this work, we make a step forward to deriving executable processes out
of BP models, i.e. mapping the view of a process model from the business per-
spective to the IT perspective (Web services) in an organization. In particular,
we apply semantic technologies to represent the business goals set by business
experts and services at the IT level and design an approach for translating these
goals to their corresponding implementation in the IT system.

There are two major initiatives working on developing a standard for the
semantic description of Web services: OWL-S [1] and Web Service Modeling
Ontology (WSMO) [2]. These two initiatives aim to enable effective exploitation
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c© Springer-Verlag Berlin Heidelberg 2007



Semantic Web Service Discovery for Business Process Models 273

of semantic annotations in discovery, composition, execution and interoperability
of Web services. WSMO provides several advantages when compared to OWL-S:
it’s conceptual model has a better separation of the requester and provider point
of view, it provides better language layering and it describes user requirements
in a more natural fashion [3]. The Web Service Modeling Language (WSML) [4]
provides a formal syntax and semantics for WSMO. In this work, we use WSML
as a representation language for the domain ontologies as well as Semantic Web
Service (SWS) descriptions.

This paper is structured as follows. In Section 2 we present a motivating
scenario. Section 3 gives a list of requirements for the designed solution. In
Section 4 we present our discovery framework. Section 5 discusses some related
work. We conclude and give an outlook on future research in Section 6.

2 Motivating Scenario

To motivate our approach, we use a business travel scenario in the domain of
e-tourism. This scenario describes the process of organizing business trips for
the employees in a company. This process comprises of booking flights, hotels,
trains, cars, shuttles etc. The organization of business trips for employees is not
the core business of most companies and therefore companies constantly try to
decrease travel costs. Thus, companies are interested in using price discounts
and serving their employees by booking a convenient trip.

To give an illustrative example, let’s imagine that one of a company’s sales
representatives must participate at a conference in Vienna. The company resides
in Cologne and the sales representative wants to fly from an airport nearby. The
conference will last three days and the employee will therefore stay in a hotel.
Taking this description into account, several tasks must be processed by the
company to organize the trip of the sales representative: i) book a flight from
Cologne to Vienna, ii) book a hotel for the stay, iii) rent a car in Vienna. The
figure below depicts the process model for our business travel scenario:

Fig. 1. Business travel scenario
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Note that we used the Business Process Modeling Notation (BPMN)1 for
specifying the BP model. The tool used for this purpose is the SAP Research
modeling tool “Maestro”, which has also been used as a basis for building the
Discovery System described in Section 4.

In this work we want to support the business expert (refered to as “user” in
the sequel) in deriving executable business processes which implement BP mod-
els as the one shown in Figure 1. As a first step in achieving this, we address
the following problems: i) supporting the user in creating machine processable
representations of his intentions (goals) for individual tasks in the BP model,
ii) designing automated support for mapping the specified user goals to the IT
artifacts that implement the desired functionality. This will reduce the amount
of work for the user significantly as he doesn’t have to search the Internet for
services to book flights, hotels and cars or contact a tourist agency. In the fol-
lowing section we present a list of requirements that a designed solution to this
problem must fulfill.

3 Requirements Analysis

– Req. 1: Support for user-friendly specification of the user goals The users of
the system are business people, therefore they must be able to specify their
intentions in an easy and convenient way.

– Req. 2: Querying support There needs to be a mechanism that will perform
matching of user requests against SWS descriptions to get a list of services
that provide the required functionality. The matchmaking algorithm should
return a ranked list of SWS that match the functional request.

– Req. 3: User preferences specification Provide support for an intuitive spec-
ification of user preferences. It is not enough to search for SWS based on
functional requirements, but also non-functional properties such as price,
speed, availability, etc. The system must be able to evaluate these requests
against SWS descriptions and rank the list of services based on the degree
of match.

– Req. 4: Flexibility The designed solution must provide support for relaxation
and refinement of user queries. In the case that we get too less results match-
ing the query, we can relax the query, i.e. incrementally abstract elements of
the query, e.g. by using subsumption hierarchy. Similarly, if we get too many
results, the user needs to be provided with a possibility to refine his request.

In the next section, we describe how our solution meets the listed requirements.

4 Discovery Framework

In our previous work [5], we presented a general framework for derivation of
executable service orchestrations from business process models. Here we take
a step further and design a comprehensive approach to discovery of SWS for
process task implementation.
1 http://www.bpmn.org/



Semantic Web Service Discovery for Business Process Models 275

4.1 Process Task Annotation

The first step in the discovery lifecycle is to annotate a process task with a
WSMO goal. The WSMO goal describes the capability which a desired WSMO
Web service must provide. It formaly captures the user’s desired functionality of
a process task.

The user must be able to specify his requirements in a natural way. In WSMO,
goals are used to represent the user’s intention in a formalized way and define
the desired capability of a Web service. Each goal is represented as a set of
WSML logical expressions and consists of the same elements as the capability
description of a WSMO Web service [2]. It is unrealistic to assume that i) the
business expert can express his request by writing logical expressions, ii) it is
possible to automatically translate arbitrary user request to a WSMO goal.

To overcome this problem, we propose using lightweight ontologies for de-
scribing the user domain. These ontologies can be used for generating the user
request templates which can be instantiated with concrete parameters by the
user. Consider our example scenario described in Section 2 and suppose that the
user wishes to specify the intention “I want to book a flight from Cologne to
Vienna” as a WSMO goal. In this case, the user domain is flight booking with
flightTicket as a domain concept used for annotation. Note that we consider the
approach for annotating the process task in terms of “Object to be delivered”
presented in [6] as the most intuitive way of describing user goals. Our assump-
tion is that the lightweight ontologies for capturing the user domain can either
be reused or created by an IT expert without much effort. In the process of gen-
erating the goal template, not every concept from domain ontology is considered
relevant for task annotation. There are three conditions to be fulfilled to consider
a concept relevant for annotation:

1. Concept has attributes
2. At least one attribute type is based on a complex type
3. Concrete instances are available for an attribute

To emphasize this, we give an illustrating example using the concept flightTicket
from the flight domain ontology.

In Figure 2 we can see that the concept flightTicket has four attributes, satis-
fying our first condition. The attribute flightNumber of the concept flightTicket
is based on the simple data type ”String” and the other three attributes namely
originAirport, destinationAirport, and planeType are based on complex types.
The attributes originAirport and destinationAirport are both of type Airport
which presents another concept in the flight domain ontology. The same holds
for the attribute planeType of type Plane which is also modeled in the do-
main ontology. Having identified these three complex attributes in the concept
flightTicket, the second condition to consider a concept relevant for task annota-
tion is satisfied. The rationale for the second condition is that advanced querying
and reasoning can only operate with values that are linked to the context and
the hierarchy of the domain ontology. Concepts with attributes of only simple
types don’t contain any domain ontology specific context information and are
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Fig. 2. Concept flightTicket

therefore not considered relevant for task annotation. The third condition to be
satisfied by a concept is that there must be at least one defined instance for ev-
ery complex attribute in the domain ontology. In the flight domain ontology an
instance Cologne is defined for the concept Airport and an instance Airbus330
is defined for the concept Plane. Note that the flight domain ontology could not
be presented due to space limitations.

A template for specifying user requests is generated from the selected domain
ontology, as shown in Figure 3.

The figure shows a screenshot of the Maestro modeling tool that has been
extended to support SWS discovery in BP models.

In the first step, the user selects a particular task that he wants to annotate (in
our case Book a Flight). After choosing the option Specify, a screen for defining
a user request, Build Postcondition, is shown. Using a drop-down box, the user
can specify the domain ontology he wants to use for annotating the task. When
a domain ontology is chosen, the rest of the GUI is built by reading the concepts
and their attributes from the selected ontology. In our case, the user specified
flightDomainOntology which has a concept flightTicket with attributes origi-
nAirport, destinationAirport and planeType. The default value of the attributes
for all concepts in the template is undefined. Now the user can instantiate the
attribute values according to his needs and respectively assign the dinamically
built, parameterized goal template as a formalized WSMO goal description by
selecting the option Save. Note that in the case shown in Figure 3 the user does
not care for the specific type of plane to fly with and leaves the default value for
this attribute. Following these steps, the user can select other domain ontologies
(Hotel booking, Car rental) for annotating the remaining tasks in the process
model. In this way, we support the user to intuitively define his request while
hiding the complexity of logical expressions for goal specification.

4.2 Functional Discovery

To address the second requirement described in Section 3, we designed a match-
making engine which evaluates the user-defined WSMO goals against a repos-
itory of SWS for each process task. In this step we match the functional part
of the SWS description (capability) with the desired functionality from the user
goal.
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Fig. 3. Goal template

We follow a particular matching technique proposed in [7]. This technique
is based on the intersection of ontological elements in service descriptions and
rates two descriptions as relevant whenever they specify an overlapping func-
tionality. We distinguish between various degrees of match introduced in [8] and
[9]: the degree of match between concepts Cr and Cp in the user request and
service description is rated “exact” if Cr and Cp are semantically equivalent, as
“plugin” or “generalization match” if Cr is a subconcept of Cp, as “subsumes” or
“specialization match” if Cp is a subconcept of Cr, as “intersect” if Cr and Cp

are not disjoint, and as “fail” if they are. We further follow [6] and apply the
degrees of match to semantic descriptions that capture the service functionality
as a whole by a concept in an ontology. Consequently, we distinguish between
a concrete service which contains all details about service parameters and an
abstract service where an approximate description of functionality is given. An
abstract service captures a set of concrete services. The intuition is that Web
service descriptions should be filtered gradually, in several steps, to achieve the
best discovery results as shown in Figure 8.
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The presented idea of intersection-based matchmaking is realized within our
discovery component by means of a standard reasoning task of concept satisfi-
ability of a conjunction between the concepts Cr and Cp, taken from the user
goal and service descriptions. To illustrate this, consider Figure 4.

Fig. 4. SWS - goal degrees of match

We check if the concept from the domain ontology used for representing the
functionality of a SWS matches the concept that describes the user goal specified
during process task annotation. This verification is performed in two directions.
First, we use the capability description of a SWS as a query against the user
goal. In the next step, we use a user goal as a query against SWS descriptions.
“Generalization match” means that the SWS offers a more abstract (or equal)
functionality than the one user requested. “Specialization match” stands for hav-
ing a SWS that fulfills a more specific (or equal) functionality compared to the
one required by the user. In the case that the verification returns true in both
directions, we have an “exact match”.

Consider that we want to book a flight from Cologne to Vienna without having
specified the type of plane we prefer. The object that should be delivered by the
SWS is a flight ticket. In our example, the flight domain ontology is linked to the
location domain ontology through a locatedIn attribute of the concept Airport.
In the location ontology, concrete cites such as Vienna or Cologne are listed
and also clasified in terms of concepts that group together cities in a certain
geographic areas like regions and countries. Therefore, our knowledge base states
that Cologne is a city in North Rhein-Westphalia (NRW), an example region
which is a subconcept of Germany as it is located there. When we consider this
kind of hierarchy, a “generalization match” for our request would be every SWS
delivering a flight ticket and starting in Cologne, as well as the SWS describing
the start location in a more abstract way, e.g. as a city in NRW. The same applies
for the destination airport attribute. If we take into account that Vienna is in
Austria we can state that also SWS offering flights to Austria can be considered
relevant to satisfy the users intention.

After selecting a particular task, as in Figure 3, the user can initiate the
matchmaking process by choosing Discovery SWS option. Consequently, the list
of matching SWSs is presented to the user as a result of the functional discovery
process (Figure 5).

In this case, we get one match precisely corresponding to our request, one
“specialization match” offering the flight with a particular type of a plane and
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Fig. 5. Functional discovery process results

four “generalization matches” offering more abstract functionality, as derived
from our knowledge base.

4.3 QoS-Based Discovery

The following step in the discovery sequence is discovery of SWS based on quality
of service (QoS) criteria. For this action, a WSMO goal containing QoS require-
ments must be created. To support the QoS-based discovery of SWS we have
adapted an available prototype2 to our framework. A detailed description of the
approach to QoS discovery for which the prototype was built can be found in
[10], we will give a short overview of how we adapted the underlying ideas to our
context. The core of the QoS discovery system consists of two ontologies: QoS
Base and the ranking ontology. The QoS Base ontology defines the structure to
be used by every domain QoS ontology, e.g. flight domain QoS ontology. This
implies that for each domain ontology we need to define a QoS ontology which
will extend the QoS Base structure to the specific domain. Based on the domain
ontology selected (see Figure 3) and after functional discovery is performed (see
Figure 5), selection of QoS discovery option will generate a template for QoS
goal specification. This template is generated from the domain QoS ontology in
a way similar to functional goal template generation described in Section 4.1. In
Figure 6, we present the template generated from flight domain QoS ontology
and used for specifying a WSMO goal consisting of QoS requirements.

2 http://lsirpeople.epfl.ch/lhvu/download/qosdisc/
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Fig. 6. Template for QoS goal specification

Fig. 7. Selectable SWS

The user can define various parameters, such as FlightTime, Price, Availabil-
ity, which are used for ranking purposes based on the information contained in
the ranking ontology. As a feature, the QoS discovery template offers the option
to assign weights to individual parameters which are used in the ranking algo-
rithm. Note that the parameters whose weight is marked as Very important are
eliminatory. This means that if the flight Price in Figure 6 is not less than 100
Euro the SWS is filtered out of the resulting set.

As a result of the QoS discovery process, the user gets a ranked list of SWS
from which he can select the most suitable one (Figure 7).

4.4 SWS Selection

The essential concern of the discovery sequence is to filter the SWS suitable to
provide the desired functionality and satisfying the required QoS parameters. To
achieve this, two complementary discovery actions are performed in a sequence
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to decrease the amount of matching SWS at each step. In the last step of the
discovery process, a single SWS is selected from the filtered set as depicted in
the following figure:

Fig. 8. Discovery Filter

After the user selects the SWS, a binding of the service to the process task
is performed. This results in storing the service descriptor in the task properties
and marking the process task as an executable service task.

4.5 Usage Scenarios

We disinguish two possible scenarios for using the discovery component:

– Scenario 1: Design-time SWS discovery In this scenario both types of dis-
covery are performed during design-time, resulting in a SWS selection for
each task during process modeling phase. Note that this is the scenario we
presented in this work.

– Scenario 2: Partial design-time SWS discovery Discovery based on func-
tional aspects takes place at design-time as it is a computationaly expensive
operation, performing on a full set of SWS from the repository. The set of
SWS filtered in this step is linked to each process task and the model is ready
for being deployed to the execution engine. At runtime, the engine calls the
QoS discovery component in order to do further filtering of pre-discovered
SWS based on non-functional properties. The execution engine automati-
cally selects the highest ranked SWS for process task implementation. This
scenario is designed for the situations where e.g. the availability of services is
low, thus ensuring the correct execution of process models during runtime.

5 Related Work

In [11], an approach to model Web services composition for business process model
implementation is presented. The user is supported in modeling by filtering out the
services that can be used in the next modeling step based on matching the pre- and
postconditions. Main difference to our approach is that the modeling is done us-
ing a bottom-up approach, i.e. the user actually models service orchestration. We
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consider the top-down approach where the business expert starts from designing a
business process model much more intuitive. Furthermore, the user can not spec-
ify his request in a user-friendly manner. He is only supported by suggestions for
the next available service to use in the composition. In addition, discovery based
on QoS parameters is not supported in this work.

The approach presented in [12] aims to apply Model Driven Development
techniques to business process modeling. We consider semantic technologies as
more powerful since they, apart from model transformation, bring the value of
automated reasoning over resources. This is the main difference to our approach,
as we are able to do automated matchmaking of user requests against the avail-
able service descriptions. In this way, we reduce the amount of manual work in
the process of deriving an executable process model in comparison to [12].

So far, we have not seen other approaches addressing the problem of discovery
of SWS for process task implementation in business process models.

6 Conclusion

In this work we presented an approach for an intuitive and expressive specifi-
cation of user goals for process task annotation in BP models. Furthermore, we
devised a solution for comparing user requests against the available SWS descrip-
tions, resulting in a ranked list of SWS for task implementation. The complete
approach has been prototypically implemented and can be used in different sce-
narios during design-time and runtime.

We are currently working on the extension of our matchmaking algorithm
to support matching the dynamic (behavioral) part of SWS description. This
will allow the user to pose behavioral constraints on the SWS that he wants
to find. As part of our future work, we will devise an approach to validation of
behavioral conformance for discovered SWS in a process model. In the long term,
we plan to investigate techniques for composition of SWS to support situations
when a process task can not be implemented by a single SWS, but rather an
orchestration of several SWS.
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Abstract. Web service search is an important problem in service oriented 
architecture that has attracted widespread attention from academia as well as 
industry. Web service searching can be performed by various stakeholders, in 
different situations, using different forms of queries. All those combinations 
result in radically different ways of implementation. Using a real world web 
service composition example, this paper describes when, what, and how to 
search web services from service assemblers’ point of view, where the 
semantics of web services are not explicitly described. This example outlines 
the approach to implement a web service broker that can recommend useful 
services to service assemblers. 

Keywords: Web service searching, web service composition, signature 
matching, XML Schema matching. 

1   Introduction 

Web service reuse is the number one drive for service oriented architecture. To reuse 
web services, it is paramount to develop web service repository architectures and 
searching methods. There have been tremendous researches on web service searching 
[2, 4, 7, 16]. However, in many cases, web service searching means different things 
for different people. Before implementing web service searching platforms and 
methods, we need to discuss who needs to search web services, when searches happen 
exactly, what are the queries to be sent out, and, once the queries are formulated, how 
to execute the queries.  

This paper delineates various stakeholders in web service searching, and tries to 
give answers to the above questions using a real world web service composition 
example, where the semantics of web services are not explicitly described. In this 
example, we constructed a real web service from five atomic services. During the 
integration process, various searches are carried out in order to find relevant and 
reusable services in this scenario.  

This paper details web service searching from a web service assembler’s 
perspective. An assembler starts from an abstract description for the composite web 
service. From the description, an initial query is constructed in the form of service 
signature, i.e., the name of the operation and its input and output types. Based on the 
search results and the current service signature, subsequent queries are derived. As 
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service signatures are well-structured in XML, such queries can be found using 
approximate XML Schema matching [8].  

2   Cube of Web Service Searching 

Unlike web pages that are presented for humans to read, web services are meant to be 
invoked by programs. Hence web services are usually searched by programmers, or 
sometimes by software agents that can automatically adapt their behavior by using 
new services. Either way, web services are consumed by programs.  

Different stakeholders search for web services for different purposes, using 
different resources, and in different ways. Main stakeholders in web service searching 
can be categorized as follows: 

1) Web service end users: End users are programmers who search for web 
services in order write a program to invoke them directly as is.  

2) Web service assemblers: web service assemblers search for web services in 
order to compose them to perform some tasks that cannot be fulfilled by a 
single service. Once reusable atomic services are found, assemblers can use 
conventional programming languages to compose the services, either manually 
or supported by service composition tools. 

3) Web service brokers: web service brokers are programs that assist web service 
assemblers by recommending relevant web services during the assembly 
process. Just the same as various code recommendation systems for 
conventional programming languages [24], web service brokers can watch 
over the shoulders of assemblers and are able to recommend services 
proactively according to existing code that has been written by service 
assembler.  

4) Web service agents: They are intelligent programs that are able to 
automatically find relevant web services to use at system run time, when a new 
task occurs or when existing web services is not functioning properly and a 
replacement is called for.  

 

The classification of various web service searches can be depicted in Figure 1. In 
addition to the main stakeholders in web service searching, there are a variety of 
forms of queries to search web services, including: 

1) A set of keywords [5, 17];  
2) Signature or part of the signature of the service [25, 17]; 
3) Context of the service to be used [24, 22, 23];   
4) Semantic description of the service [16, 17]. 

 

These different kinds of queries form the Y axis in Figure 1. 
Another dimension is when the searches are carried out. Roughly speaking, web 

services searching can happen at development time or run time. For web service end 
users and assemblers, web service searching happens at development time and is 
initiated by humans. Service brokers can recommend the services proactively while a 
web service is being developed. Service agents will search and consume the services 
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Fig. 1. Varieties of web service searches 

dynamically at run time. In this case the service agent needs to have the complete 
semantic description of the service in order to conduct the correct search without 
human intervention. 

Combinations of the three parameters (i.e., who, what, and when) constitute the 
variety of the searches. However, not every combination makes sense. For example, 
for end-user programmers or service assemblers, searches should happen in 
development time instead of run time, and usually keyword based search is more 
convenient (search type ). If the number of returns is large, maybe signature search 
can be performed to narrow down the results. Although semantic description is 
essential in determining equivalent web services automatically, for end user 
programmers it is neither necessary nor practical to write semantics such as ontology 
or functional specification to search for services.  

On the other hand, if an intelligent agent wants to replace an existing service, 
semantics for the services must to provided in order to decide whether they are 
performing the same task (search type  in Figure 1). In this case, search happens at 
run time instead of development time.  

For service assemblers, keywords or signatures may be enough since programmers 
can judge whether the search results are good. Besides, it would be too cumbersome 
for programmers to spell out the semantics or the context of the web services in 
details. Hence the search type could be  and .  

For a service broker, the program has the knowledge of the current code that 
service assembler has written, hence it has the context the service will be used (type 
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 search). This context, including other services already used and even the 
documentation, can be utilized to recommend the next service to be used [24, 1, 22].  

Each combination determines how the search should be implemented. For 
example, search type  is usually implemented by information retrieval methods 
such as vector space model. Type  includes inferences on ontology and functional 
specifications [17, 16]. 

3   When Do We Need to Search for Web Service  

Since web service searching can happen in many different situations, it is not possible 
in this paper to discuss all of them in details. In the following anatomy of web service 
searching, we will focus on search type  in Figure 1, i.e., we suppose that web 
service assemblers will search for the services. We will discuss exactly when we need 
to search the services, and what the queries will be.  

As a running example, let us start with the following task for service assemblers: 

Given a zipcode, find its closest airport name.                                   (1) 

Given the large number of web services that are available on the web, it is 
reasonable to assume that there should be a solution for such a problem. But how to 
solve the problem is by no means obvious. Before starting to write the program, 
service assemblers should first formalize the problem. Following the conventional 
program specification methods, the task could be formalized as follows by defining 
the concepts zipcode, airport and “closest”:  

 

Description 1. for all Zipcode, find Airport, such that  

1) isAirport(Airport) ∧ distance(Zipcode?, Airport ?, Distance),  
and for any other airport Airport’,  

2) isAirport(Airport’) ∧ distance(Zipcode?, Airport’?, Distance’) 
       →Distance’ ≥ Distance.                         (2) 

 

Here distance and isAirport are two predicates that need to be refined so that they can 
correspond to some web services. There are arguments in the predicates. For example, 
in distance(X?, Y?, Z), X, Y, and Z are arguments in the predicate. An argument with a 
question mark adornment such as X? denote that the value of argument X needs to be 
provided. Arguments without a question mark such as Z denote the returned value 
after the service is executed. 

If there is an existing service that implements (2), then the task has been fulfilled. 
Otherwise, which is true in this case, we need to refine (2) into subtasks (2.1) and 
(2.2) that may be implemented by existing Web services.  

isAirport(Airport)                                          (2.1) 
      distance(Zipcode?, Airport?, Distance)                     (2.2) 

      
The task isAirport(Airport) returns a set of airports without any input. The other 

task distance(Zipcode?, Airport?, Distance) accepts a zipcode and an airport code, 
and returns the distance between them.  
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At this stage, web service assembler needs to search for those two services. 
Searching for a service for the isAirport(Airport) specification using signature  

isAirport:  Airports 

doesn’t return an exact match. However, a similar service (http://www.farequest.com/ 
FASTwebservice.asmx?WSDL1) can be found, whose signature (i.e., the name of the 
operation and its input and output types) is 

stateAirport: stateAbbr Airports, 

where Airports is the Schema for airport(code, city, state, country, name)*. The 
predicate representation of the service is 

stateAirport(StateAbbr?, Airports)                      (2.1’) 

As a service assembler, what is the next service to search for? Next section will 
give more cases as for when searches are carried out as development of the composite 
web service unfolds. Searching for this kind of similar services is also not a trivial 
task. Section 5 will discuss in more details regarding how to find this kind of related 
services. 

4   What Are the Queries to Search for the Relevant Web Services  

Even though now we are assuming using type 3 search and the queries are in the form 
of signatures, it is not always clear what the queries are exactly. In the running 
example, once we have the problem description, service assemblers know that we 
need to search for the predicates referred in the specification, such as isAirport. The 
query in the form of signature is isAirport:  Airports. In other cases queries to be 
issued may not be straightforward, as we will see in the next section.  

4.1   Query Formulation 

By issuing the query isAirport:  Airports, we can find the service 
stateAirpor(StateAbbr?, Airports). At this stage we cannot invoke the stateAirport 
service yet in our composite service since it needs to use a StateAbbr as input in order 
to return the airport data. In order to obtain the state name, we need a service in the 
following signature:  

→ <stateAbbr/>                              (S1) 

Or, we can utilize some known values from our existing input list. Currently, the 
only input is ZipCode. Hence we can search for a service of the following signature as 
an alternative:  

<ZipCode/> → <stateAbbr/>*              (S2) 

From here and hereafter, we omit the service name in signature when it is not 
important. 
                                                           
1 All the web services listed in this paper are active during the month of April 2007. As web 

services are volatile, some of them may not be functioning now.  
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Now using these two signatures S1 and S2 to search for web services, we found the 
following web service(http://www.farequest.com/FASTwebservice.asmx?WSDL): 

 zipState(ZipCode?, State), 
 

Whose signature is <ZipCode/> → <State/>*  
Up to this stage, isAirport(AirportCode) is refined into 

 zipcodeState(ZipCode?, StateAbbr)  
∧  stateAirport(State?, AirportCode) 

 

Generalizing from this example, the service assembler can use the following rule to 
form the query: 

 

Σ∈→
→
→

ACB
C

BA
             (Rule 1) 

 

The meaning of the rule is that to derive a service of signature C, suppose that 
we already have a service of signature B C, and suppose we have A in the known 
list, we need to find a service of signature A B.  

Now Description 1 is refined as the following: 
 

Description 2. for all Zipcode, find Airport, such that  
2) zipcodeState(Zipcode?, State) ∧ stateAirport(State?, AirportCode) ∧  

distance(Zipcode?, AirportCode?, D), and  
3) for any other AirportCode’,   
       zipcodeState(Zipcode?, State) 
      ∧ stateAirport(State?, AirportCode’)  
      ∧ distance(Zipcode?, AirportCode’?, D’) 
     →  D’ ≥ D.                                                                                                    (3) 

 
In Description 2, predicates zipcodeSate and stateAirport correspond to two real 

web services.  Before Description 2 can be implemented, the predicate distance needs 
to be refined further into a real service. Similar to the previous steps, first we search 
for distance(Zipcode?, Airport?, Distance).  There is no exact match again. The 
closest match is the following service (http://ws.cdyne.com/psaddress/ 
addresslookup.asmx?wsdl): 

 

calculateDistanceMiles(latitute1?,longitude1?,  latitude2?, longitude2?, 
 DistanceInMiles)  

 

Whose signature is  
 

calculateDistanceMiles: ( latitute1,longitude1, latitude2, longitude2) 
   DistanceInMiles 
 
Since the inputs latitude and longitude in this service are not in the known list, we 

need to find a service that provides those parameters, i.e., we need to find a service 
that is compatible to the following signature: 
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 <Zipcode | State/>  <latitude/><longitude/> 
 
And  
 

<AirportCode | State/>  <latitude/><longitude/> 
 
We add <AirportCode>, <Zipcode> and <State> in the input type because those 

values are already available at this stage. 
To formalize the process of generating the above query, we need Rule 2 as below: 
 

CB
CA

BA →
→
→

                   (Rule 2) 

 
The meaning of the rule is that to derive a service of type A C, suppose that we 

already have a service of type B C, then we need to find a service of type A B so 
that A B and B C can be composed into a service which is of type A C.  

In general, Rule 2 can seldom be applied directly. A general form would be the 
following: 

 

Σ∈→
→

→→
i

nn
DCBB

CAA

BDDABDDA
),(

),(

|...|||...||
21

21

212111
       (Rule 3) 

 
Rule 3 means that to find a service of type (A1, A2) C, and if we already have 

found a service of type (B1, B2) C, what we need is to find a service of type 
A1|D1|…|Dn B1, and A2|D1|…|Dn B2, where Di is the type of available values.  

Corresponding to Rule 3, we need to find a service of type  
 
 (Zipcode, Airport)  Distance. 
 
And suppose that we have already found a service of type  
 

( latitute1, longitude1, latitude2, longitude2)  Distance 
 

Hence the services we need to search for should be compatible to the following types: 
 

<Zipcode | State/>  <latitude/><longitude/> 
 
And  
<AirportCode | State/>  <latitude/><longitude/> 
 

Using those two queries, the following two web services are found:  
 
airportCoordinate(AirportCode?,  

LatitudeDegree,LatidudeMinute, LongitudeDegree, LatitudeMinute) 
 

zipCodeCoordinate(ZipCode?, LatDegrees, LonDegrees). 
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Using those two web services, the distance predicate is refined into the following 
three services (predicates): 

 

airportCoordinate(AirportCodeCode? LatitudeDegree, LatitudeMinute, 
 LongitudeDegree, LongitudeMinute) 

∧  zipCodeCoordinate(ZipCode?, LatDegrees, LonDegrees). 
∧ calculateDistanceMiles(latitute1?,longitude1?, latitude2?,  
 longitude2?, Distance)  

 

Using the above three web services found, Description 2 is derived into the 
following: 

 

Description 3. for all ZipCode, find Airport, such that  

1) zipcodeState(Zipcode?, State) ∧ stateAirport(State?, AirportCode)  
∧  airportCoordinate(AirportCode?LatitudeDegree, LatitudeMinute,   

         LongitudeDegree, LongitudeMinute) 
     ∧  zipCodeCoordinate(ZipCode?, LatDegrees, LonDegrees) 
    ∧ calculateDistanceMiles(latitute1?, longitude1?, latitude2?,  

longitude2?, Distance)  
and for any other AirportCode’,  

2) zipcodeState(Zipcode?, State) ∧ stateAirport(State?, AirportCode’)  
      ∧  airportCoordinate(AirportCode’?LatitudeDegree, LatitudeMinute,   

      LongitudeDegree, LongitudeMinute) 
      ∧  zipCodeCoordinate(ZipCode?, LatDegrees, LonDegrees) 
      ∧ calculateDistanceMiles(latitute1?,longitude1?, latitude2?,  
                          longitude2?, Distance’)  
       Distance’ ≥ Distance                                                                                        (4) 

Airport 

ZipCode WS1 WS2

WS3WS3WS3

WS4WS4WS4

Dist. 1 Dist. 2 Dist. n

. . .

. . .

. . .

Nearest
Airport

. . .

state

coordinate

WS5
Airport Airport 

Coordinate Coordinate Coordinate

. . .

 

Fig. 2. The composite web service 
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Now that all the predicates in the composite web service definition refer to existing 
web services, we can generate the program to glue those web services. The integration 
program can be written in existing general purpose programming languages such as 
Java, or in languages for web service composition such as BPEL. The overall picture 
of the composition is depicted in Figure 2. 

5   How to Search for Relevant Services 

Now that we have described the ways to formulate the queries, the next task is to 
construct a query to locate relevant services. Given our first query for example, it is 
not a trivial task to run the query “isAirport:  Airport” in order to find the 
approximate matching 

stateAirport: stateAbbr  airport(code, city, state, country, name)* 

Note that there are at least two issues need to be tackled. One is the matching 
between tag names in XML Schema. For example, <state/> should be matched with 
<stateAbbr/>. The other is the matching between the structures of the schemas. For 
example, Airport in Description 1 needs to be matched with the structure 
(airport(code, city, state, country, name))*.  

In order to find approximate signature matchings, we need to construct a matching 
algorithm between XML Schemas, since input/output types in web services are 
described in XML Schema. Because XML Schemas are trees, we reduced schema 
matching problem to the classic tree matching problem [8], and developed Common 
Substructure algorithm to find the matching effectively. Instead of giving rigorous 
definitions for such matching problem, we use the following example to illustrate the 
problem and the solution.   

Figure 2 shows two similar schemas. In order to find the matches, we locate the 
largest common substructures as described in Figure 3. In the system, we use Wordnet  
 

 

Fig. 3. Car-Driver Schemas 

  

Fig. 4. A common substructure (left) and two similar substructures (middle and right figures) 
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to capture the synonyms. In addition, composite tag names such as StateAbbr is 
broken into a word list (State, Abbr). 

6   Conclusions 

There have been tremendous researches on web service searching. The notion of web 
service searching varies greatly. We classify various searches in terms of the 
stakeholder who will initiate the search. In the case of web service assembler, we 
described in detail as for when the searches are needed, what are the queries should be 
issued, and how the queries should be executed, by locating five real world web 
services that are needed in creating a new web service. In particular, we give the 
formal rules to derive the service queries in the process of service composition. This 
formalism can be used to implement a service broker that can recommend the services 
to programmers, i.e., the search type  in Figure 1. If context information is included, 
the service broker can be expanded to search type .  

This paper outlines the plan for implementing a web service broker, illustrated 
using a concrete real word web service composition example. While service 
assembler refines the definition of a composite web service, service broker 
recommend the relevant atomic services that could be used, mainly rely on 
approximate signature matching between atomic web services and the tasks at hand. 
We have already implemented the XML Schema matching system [8] as our first step 
in implementing such a system. The query will be automatically generated using the 
rules outlined in this paper. In addition, context information will be used to increase 
the precision of recommendation. 

Our early work on a generic matching system encompasses all kinds of queries 
ranging from keywords to signatures and ontology in the form of description logic 
[17]. While it is a comprehensive matching system involving various matching 
algorithms, yet we need to answer the questions such as who will use the system, and 
how the queries are formed. This paper is a step towards answering those questions in 
one particular scenario.  
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Through the Web, huge amounts of information are now widely accessible. As a 
matter of fact, the Web can be seen as a large corpus accessed through Web-based 
Information Systems (WIS) which rely on classical client/server, n-tier or even 
services-oriented architectures. Due to recent advances in wireless and ubiquitous 
computing technologies, these WIS can now be used by nomadic as well as sedentary 
users, connecting from different kinds of access devices (workstation, laptop, PDA, 
mobile phones, etc.). 

Considering the Web as a huge and growing corpus, one of the main challenges of 
WIS designers is to prevent users from experiencing the all too prevalent cognitive 
and informational overload. Meeting this goal guarantees to some extent the usability 
and the durability of a WIS. While in the field of Information Retrieval some 
solutions have been proposed to query specialized and limited corpora with good 
performances, access to information on the Web as a whole has still to cope with the 
limited capabilities of existing search engines. 

Personalization is one of the keys towards a better access to information. The 
notion of personalization is closely related to the notion of context. The context (of 
use) of a Web-based Information System can be seen as an extensible set of meta-
data. These meta-data can be of very different kinds: information defining the user's 
profile, hardware and software characteristics of the used access device, parameters of 
the physical environment surrounding the user and his/her access device, etc. 

Three steps are essential in the management of the context. The context modeling 
phase consists of determining whether the considered context is extensible or not and 
what are its components. Once described and made operational by a given 
representation formalism, the context model has to be filled (context acquisition 
phase). The system can then exploit the context model for adaptation purposes. It 
consists of completing the query with context elements to make it more precise and/or 
to trigger an adaptation mechanism in order to adapt both the content and the 
information presentation, sent as a result of the interaction between the user and the 
WIS. 

The PAWI workshop brings together researchers from various fields (Information 
Systems, Information Retrieval, and Adaptive Hypermedia) to present and discuss 
recent ideas and results about personalization and access to information on the Web. 
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The nine selected papers cover several aspects linked to personalized access to 
Web information:   

- User Models dedicated to Personalization are proposed by Santos et al. whose 
approach combines user modeling and machine learning techniques in order to 
produce adaptive interfaces in the field of Life Long Learning (LLL) in Higher 
Education. Targeting a meta-level approach, Abbas et al. presents a user’s 
profile modeling framework whose goal is twofold: first, based on a meta 
description, profile and context can be described, second, profile rules 
corresponding to the current user’s profile are selected in order to adapt 
information. Chevalier and al. present a generic and flexible user model which 
supports the interoperability of the information search tools (matching between 
profiles coming from various applications) and allows the system to model the 
user like any other element involved in the application. In Daoud and al., the 
authors present a semantic representation of the user interests based on the 
ODP ontology, and a method for learning and maintaining the user’s interests. 

- More generic than user models, Context models are proposed by Jrad et al. who 
adopt the ontology formalism in order to describe three kinds of contexts (user, 
working, use) for the improvement of Web recommender systems. The work 
Carrillo et al. gives a formalization of three types of user preferences: Activity, 
Result and Display), a Contextual Matching Algorithm, for comparing the 
current context of use and the user preferences.  

- New peripherals are explored by Windfeld et al. who propose an interesting 
discussion about the expected benefits of using large, high resolution screens. 
Such large displays ease interactive collaboration. 

- Tracing the link paths followed by users in order to identify navigation patterns 
or classes of users is the purpose of the framework proposed by Monaco et al. 
for the structural modelling and statistical navigational analysis of Web 
applications. From these observations, information restructuring, pre-fetching 
and adaptation can be applied.  

- Van and al. address the problem of document relevance estimation in digital 
libraries. These authors focus on co-citation based methods for document 
selection. They propose some similarity measures to be exploited within a 
personalized retrieval process.  

We thank all the authors who have submitted a paper for their interest to PAWI 
Workshop, the program committee for their excellent reviews and the WISE 
conference organization. 
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Abstract. In this paper we provide our general approach and discuss relevant 
issues in providing a dynamic user modelling approach for attending functional 
diversity for accessible lifelong learning (ALL) in Higher Education. Our 
approach to provide universal and personalized access lies on combining user 
modelling and machine learning techniques to cope with the needs for ALL 
with a pervasive support of standards and supporting the full life cycle of 
service adaptation. The modelling differs from others in i) coping with 
interactions and context of the user that can only be considered at runtime and 
ii) characterising interaction capabilities of different kinds of devices. Models 
are used to personalize and adapt learning materials, pedagogical settings and 
interactions in the environment to satisfy both the individual learning needs and 
the access preferences, taking into account the context at hand. 

Keywords: Personalization, User-centered design, Context, Access devices, 
Machine learning, Multiagent systems, Knowledge modelling, Education, 
Distance Learning, Accessibility, Disability, Functional diversity. 

1   Introduction 

It is a fact that the introduction of Information and Communication Technologies 
(ICTs) in education has made possible moving the traditional teaching paradigm 
based on the one-size-fits-all maxim to a user-centered approach in which technology 
supports attending in a personalized way the learning needs of the students. 
Nowadays, these learning needs are becoming more and more required in current 
knowledge-based societies, in which there is an increasing demand a continuous 
updating of knowledge, known as the lifelong learning (LLL) paradigm. Works in 
instructional design, adaptive hypermedia, user modelling, artificial intelligence or 
human computer interaction, to name but a few, can be taken as a solid foundation for 
this approach. However, there are still open issues to be solved, which relay on the 
proper integration of the existing different techniques to effectively attend the 
learning needs in a personalized way. Moreover, user information has to be 
considered regarding the way they interact with the system due to their technological 
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context, preferences or ability profile. This last factor is of major importance in this 
new paradigm. The LLL paradigm is to be addressed by higher education (HE) 
institutions, which have the infrastructure and experience to handle this challenge. 

In line with the functional diversity paradigm [1] that we fully subscribe, some 
relevant stakeholders (e.g. ISO/IEC JTC1 SC36) consider that learners experience a 
disability when there is a mismatch between the learner’s needs (or preferences) and 
the education or learning experience delivered. Disability is thus not viewed as a 
personal trait, but as a consequence of the relationship between a learner and a 
learning environment or resource delivery system. While pursuing accessibility, 
providers of e-learning services should adapt learning objects to both personal and 
context circumstances.  

Our approach to provide universal and personalized access to LLL lies on 
combining user modelling and machine learning techniques to produce adaptive 
interfaces that cope with the needs for all users in HE with a pervasive support of 
standards. Some of the issues we are addressing are: 1) the semantic interoperability 
among the different data available, such as user data (personal, interaction 
preferences, learning styles, ability profile, learning needs, previous knowledge, 
background, course outcomes, …), context (e.g. device, environment) and course 
(metadata of contents), 2) personalized content and service delivery taking into 
account the user, context and course data, and 3) the generation of context-sensitive 
feedback through the provision of dynamic support considering the current situation. 

In this sense, aDeNu (Adaptive Dynamic on-line Educational systems based oN 
User modelling) is leading the development of a flexible, standard-based architecture 
to support the lifelong learning paradigm within the European Unified Approach for 
Accessible Lifelong Learning (EU4ALL Project - IST-2005-034778). This project, 
scientifically coordinated by aDeNu group, focuses on developing learning services 
for accessible lifelong learning (ALL) at HE institutions which are prepared both to 
assist learners and to support service providers. It is based on previous research of the 
group within aLFanet Project (IST-2001-33288), where we researched for three years 
on how to combine design and runtime adaptations to provide recommendations to 
learners [2]. However, when taking a comprehensive user-centred approach where 
functional diversity has to be addressed, open research questions appear, since neither 
the data to be gathered nor the way to present the information is the same. Some of 
the open questions are: a) acquisition, updating and management of user models, and 
very specially which user, usage and context data have to be considered, b)knowledge 
representation and reasoning for user models, following a standard based approach 
combined with machine learning techniques, c) adaptation to user, in order to enhance 
accessibility and usability in web-based system interfaces, d) context awareness and 
device modeling, considering how to integrate user and device profiles, 
e)recommender systems to promote dynamics for students with disabilities, 
f)evaluation of user experience when providing adapted responses to people with 
functional diversity. 

In this section we support our objectives with institutional and operational reasons, 
review some related work in the field and briefly discuss the state of the art. Next we 
introduce the approach followed by the EU4ALL project and describe the scenario 
upon which this approach is based. We then present the user modelling for ALL, 
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focusing on the way the accessibility needs can be attended. Finally, we make some 
conclusions and outline the future works.  

1.1   Why Personalized and Accessible Services for ALL? 

Personalized learning provides facilities for LLL to upgrade the skills of people with 
disabilities. However, this “student-centered approach” poses too many challenges to 
both traditional HE institutions and distance teaching universities. One key question 
to be answered is how to construct learning management systems (LMS) that support 
the HE user-centered scenario. Most courses on current LMS hardly offer any 
information about which didactical methods and models they use. As far as adaptation 
is concerned, they just offer predefined settings for a particular course that turn out to 
be the outcome of extensive customizations. Moreover, in HE institutions eLearning 
services are included in a wide variety of ICT services that cover many other relevant 
issues that could eventually affect user’s behavior in a particular learning situation 
within a concrete course such as management of users (faculty staff, students, tutors, 
and administrative people), contents of varied nature (exams, study guides, calendars, 
bibliographic resources, videos, audios, etc.) and communication channels and means 
(e-mail, forums, news, radio, educational TV, IP telephone, etc.).  

Moreover, two different types of reasons underpin the importance of attending 
accessibility issues at HE institutions throughout Europe. On the one hand, from the 
institutional viewpoint, different European action lines and initiatives relate to this 
issue. The “eEurope 2005” aims at bringing ICT applications and services to 
everyone, every home, every school and to all businesses. What is more, the European 
Lisbon strategy is not just about productivity and growth but also about employment 
and social cohesion. The purpose here is to put users at the centre. It will improve 
participation, open up opportunities for everyone and enhance skills. Moreover, on 25 
October 2006, the European Parliament adopted the Commission’s ambitious 
proposals for a new action programme in the field of education and training. For the 
first time, a single programme will cover learning opportunities from childhood to old 
age under the umbrella of the “Lifelong Learning Programme”.  

The Lifelong Learning Programme is actually an over-arching structure that is built 
on four pillars, or sub-programmes, one of them focused on addressing the teaching 
and learning needs in formal HE. In particular one of the key activities to be 
supported is “development of innovative ICT-based content, services, pedagogies and 
practice for lifelong learning”. With respect to those from disadvantaged groups the 
LLL programme remarks that “there is a need to widen access for those from 
disadvantaged groups and to address actively the special learning needs of those with 
disabilities”. The same orientation has been previously advocated in different 
European countries by means of their respective legislations and related actions plans. 
To name but a few, the 2001 legislation SENDA (Special Educational needs and 
Discrimination Act – which became the Disability Discrimination Act (DDA) Part 4) 
in UK, the “Plan Avanza” from the Spanish Ministry for Industry, Tourism and 
Commerce, and the German Barrier free Information Technology Regulation (BITV). 

On the other hand, and in accordance with the 2006 European Ministerial 
Conference on “ICT for an inclusive society”, from the operational viewpoint the 
main goal is to provide the required ICT services that enable people with disabilities 
as well as elderly citizens, while not excluding other minority groups, to get improved 
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access to education. This enhances their potential and autonomy, because they get less 
dependent on others, can embark in new professional activities, and also can enjoy 
these “basic” services just as any regular citizen.  

1.2   Overview of Related Work 

The analysis done shows that although there are several research works on modelling 
users to take into account their accessibility needs, they just focus on adapting the 
user interface and work with static user models (user profiles) that are managed 
directly by the users. Users define their preferences, characteristics, abilities and 
needs and the system applies predefined rules to present the interface according to the 
user profile. Some of these works are briefly described next.  

One of the first approaches for a universal framework in design and development 
of user interface systems targeted at users with functional limitations at university was 
defined in the CORES project [3]. They set out from the Slinky metamodel of user 
interface management systems, which split the functional core from the user interface 
component, and incorporated the user modelling to support the required degree of 
flexibility and intelligence to dynamically adapt the user interface to the users’ needs. 
Particular modifications of usual modelling techniques were considered to build such 
models when the user has any impairment (i.e. the I/O device transparency). 
However, one limitation of their work is that they only consider the speech 
characteristics of the users, which helps them to make the system’s usability 
evaluation one dimensional and thus, much simpler.  

The IRIS project (IST-2000-26211) has developed a design support environment 
built on open source frameworks and web service technologies to help design web 
applications/services based on user modelling. The user modelling includes both 
usage and access device profiles based on P3P (Platform Privacy Preferences)1 and 
CC/PP (Composite Capabilities/Preferences Profiles)2 specifications and the 
deployment of user profile agents. The opposite approach is followed by [4]. Instead 
of a proactive approach oriented to the design of accessible web sites, they follow a 
reactive approach based on introducing web accessibility enhancements in existing 
web sites. They have developed the eAccessibilityEngine tool which employs 
adaptation techniques to automatically render web pages accessible to users with 
different types of disabilities by transforming web pages to attain conformance to 
W3C Web Accessibility Initiative3 considering. The output depends on the specific 
user needs and the assistive software and hardware used and it is based on stereotypes 
directly kept by the users.  

The limitation of these approaches is that the adaptation does not take into account 
the users’ interactions during run-time in order to enrich the user model and adapt the 
interface. In this sense, [5] propose a model based architecture which uses both 
decision-making at runtime and the rule-based paradigm to enable the efficient use of 
all kinds of user information (static and dynamic). However, they do not explicitly 
consider accessibility needs in the user model.  

The samples of the state of the art presented above show that the systems 
addressing the particular needs of people with functional diversity work on user 
                                                           
1 P3P: http://www.w3.org/P3P/  
2 CC/PP: http://www.w3.org/Mobile/CCPP/  
3 W3C WCAG: http://www.w3.org/WAI/  
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profiles with static information of the users’ features. There are systems that consider 
both static and dynamic data, but without paying special attention to the needs derived 
from the functional diversity. Moreover, they all promote adaptation at information 
presentation, processing and storage levels. However, the adaptations needed in the 
learning process go beyond the adaptation of contents and their presentation, and 
should take into account both the learning models and the psychological procedures.  

These adaptations are not explicit and cannot be directly managed by the user. 
Specifications such as IMS Learning Design4 can contribute to specify guidelines in 
the delivery of learning contents and services for people with disability considering 
pedagogical and psychological requirements. However, in practical situations that is 
not sufficient since it is not possible (in terms of time, effort and knowledge) to 
specify the whole design in advance. Moreover, it is not feasible either to collect 
directly from the users the values of the required attributes to build the model that the 
adaptation tasks will consider. There is a need for an intelligent support that analyses 
the learners’ interactions at run time and process them to learn their usage preferences 
and thus, some attributes of the user model. In particular, artificial intelligence 
techniques, such as data mining (DM) to extract the knowledge from the interactions, 
and machine learning (ML) to classify user according to their behaviour, are used 
when dynamic support is required. In turn, collaborative filtering (CF) techniques are 
useful to offer recommendations to the users based on other users’ experience and the 
similarity of user models (and thus, needs and preferences) among the users.  

2   EU4ALL Approach 

Students and professionals with disabilities have problems in accessing lifelong 
learning because of the diverse barriers that may exist in the various stages they must 
go through to realise their learning goals. They have to negotiate pre-established 
general procedures, which are usually more focused on the institutions needs than the 
students, and generally consider a single standard set of student needs.  These are far 
from considering the individual needs and preferences of their student users. Learning 
ideally should be a personalised and adaptive process for ALL, which from the 
beginning till the end should consider the learner’s specific needs. Students requiring 
“Accessible Lifelong Learning” (ALL) suffer from a lack of information about pre-
established procedures and practices that meet their needs. In addition, there are many 
difficulties in providing the appropriate infrastructure to support them. 

To address these issues, EU4ALL project,seeks to define and construct an 
extensible architecture of European-wide services to support lifelong learning in HE. 
In the next subsections we describe the objectives of the project and outline a scenario 
to present our approach. 

2.1   Objectives  

The concrete objectives of EU4ALL are as follows: 

1. From an in-depth research, achieve a unified, agreed, shared and usable vision of 
the standards work, users’ requirements, service definition, technologies 

                                                           
4 IMS-LD: http://www.imsglobal.org/learningdesign/  
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2. Define practical specifications and implement in terms of standards an open and 
extensible architecture of services for ALL which is prepared both to assist 
learners and to support service providers 

3. Provide user-centered services that consider individual user’s needs and 
preferences, pedagogical guidelines and adaptive behaviour based on users’ 
interactions 

4. Bring together major service providers, like mega-universities to foster the 
awareness of best practices in providing educational services for ALL  

5. Impact on major standardisation bodies, identifying where the creation of new 
standards or extension of existing ones supports the establishment of the EU4ALL 
framework and pursue this into the relevant standard bodies 

6. Create a channel for the diffusion and benchmarking of these research results in 
all major distance training universities in Europe by means of an European-wide 
ALL repository, which facilitates a common understanding of learning 
methodologies, access needs, cognitive requirements, assessment procedures and 
LLL issues for people with disabilities. 

One key issue in EU4ALL is to support the personalization of services to attend 
individual user’s needs and their evolution over time. In this respect, services 
provided following objective 3, will be integrated in the architecture according to an 
iterative process along different prototypes, which includes technology users and 
other relevant stakeholders throughout the entire process of design and redesign. 

2.2   Sample Scenario 

Within this section we would like to outline some situations that illustrate the benefits 
that modelling users could bring to e-learning systems. 

When Gabriella was enrolled in her university, she was asked to include her 
personal information in the e-portfolio of the university site. She is dyslexic, and 
during the process she was assisted by a consultant from the Disability Office. Due to 
her impairment, she has problems for organisation and time management, for 
remembering, concentrating, and understanding. Every time she connects to the 
system, she receives Post-It style messages through which she is reminded to start a 
new lesson. As the layout for a new lesson, the server provides her with the 
corresponding text. Should the lesson contain a graphical symbol, it is automatically 
substituted by vocal information based on familiar words that support comprehension.     

Eva is a vision impaired student using her faculty computer lab to access a forum 
where a discussion is going on about gender issues in developing countries. Once she 
has logged into the forum, and according to her user profile, the computer checks that 
there is a screen reader installed, and then it is run to output vocally the WAI 
compliant web based content. Eva plugs the jack connector of her earphones into the 
Braille identified computer deck, to preserve her privacy, and also to avoid any 
annoyance for the colleagues working around her.  

John drives every morning to work when traffic is very heavy. The full journey 
takes more than one hour. In such situations, it is very convenient for him to take a 
lesson of Psychology from his distance learning university. He uses his internet 
enabled mobile phone, and the hand-free set that is integrated with the Bluetooth and 
HiFi system of his car. The university server detects that John is connecting from his 
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car terminal, and automatically streams the audio version of the lesson. John listens to 
a synthetic voice reading the text and summarizing the key content of lesson statistics. 
Would traffic get more fluid, and driving demand more concentration, he pronounces 
the voice command “Stop” to pause the lesson. He can resume it when desired. 

Modelling user related information is essential to permit the automatic adaptation 
of content to user needs and preferences: 

• User and context data. It deals with the needs of the person regarding how the 
interaction must be performed (input and output) because of impairments 
(dyslexia, visual disability) or because of context of use (driving a car). The 
information can be acquired by explicit or implicit procedures (e.g. filling the 
enrolment form, or detecting that the connection is performed from a car). 

• Use of assistive technologies and enhancements. When a person with impairments 
is accessing the e-learning system, assistive technologies must be identified, and 
content must be provided accordingly. The content can be accessible just because 
of its universal design (WAI compliant content) or because the content can be 
generated/composed/enhanced (alternative vocal content substituting images). 
Assistive technologies must be seamlessly interoperable with generic consumer 
goods. Hands free kits are quite interoperable with car systems, and constitute an 
example of assistive technologies in use by people without disabilities.   

• Content. Metadata about content must be available to identify its layout capabilities 
(textual, vocal content). Authoring tools should ease this to professionals.   

3   User Modeling for ALL 

The user model is a core element in an adaptive system since it stores the known data 
from the users’ features and actions in a way that it is understood by the systems. Its 
purpose is to support the system in reasoning about the needs, preferences and future 
behaviors of the user in order to produce adaptation tasks or recommendations. 
Specifications can be useful to build explicit user models. However, as introduced 
before, they are not sufficient and a hybrid approach which combines explicit and 
implicit models is required. The later types of models are obtained from ML tasks on 
usage and interaction data. As introduced in section 1.2, ML techniques can be used 
to learn the user preferences from their behaviour in the system.  

On the other hand, when learners have disabilities that affect their interaction with 
a computer system, not only the different interests and sets of needs have to be taken 
into account, but also the preferred access strategy for each user. The requirements, 
preferences and access strategies that assistive technologies and adaptations bring into 
play make this a very complex picture and provide a severe test for the design of 
representations of user information to support them. An open research issue that we 
are dealing with in EU4ALL project is to define how to store this information in a 
standardised way for learners with disabilities.  

3.1   Supporting Functional Diversity in e-Learning by User Modelling 

User modelling may constitute a significant driver for personalisation of e-learning, 
and thus improve notably the quality of user experience. This approach includes the 
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provision of accessible e-learning services and contents, accordingly to user 
circumstances. These are composed by personal information (needs or preferences), 
user context, and the interaction capabilities of the device being used for the 
communication with the information system.  

Providing appropriate delivery of contents to persons with functional diversity will 
require an in-depth characterisation of the interaction capabilities of user agents, 
including potential assistive technologies which support users with functional 
limitations to interact with the e-learning system. Comprehensive, standard based 
characterisation of devices will also be of use in situations where context imposes 
restrictions for the way in which content is delivered to people with or without 
disabilities, such as noisy environments, locations with inadequate lighting, etc. 
Consistently, formal definition of context is also required. 

The learning resource also demands a metadata description. According to the draft 
standard produced by ISO/IEC JTC1 SC36, by learning resource we mean the 
learning content that is transmitted over the communications network. This resource 
could be characterised by its requirements/potentialities in terms of interaction 
(input/output) with the user, as well as the available alternatives, if any. 

This on-going standardisation group proposes the consideration of two sets of 
information, related to characterisation of accessibility needs and e-learning resources 
in terms of human interaction:   

• The description of a learner's accessibility needs and preferences including: a) how 
resources are to be displayed and structured, b) how resources are to be controlled 
and operated, and c) what supplementary or alternative resources are to be 
supplied. 

• The description of the characteristics of the resource that affect how it can be 
perceived, understood or interacted with by a user, including: a) what sensory 
modalities are used in the resource, b) the ways in which the resource is adaptable 
(i.e. whether text can be transformed automatically), c) the methods of input the 
resource accepts and d) the available alternatives. 

On the other hand, CC/PP was created by W3C as a framework to support the 
formal specification of characteristics describing users and client devices taking part 
in web based communications. This formal characterization enables the negotiation 
between web entities (namely clients and servers) with the aim to produce a suitable 
presentation for the exchanged content. CC/PP makes use of W3C RDF (Resource 
Description Framework) as the language to model the needed metadata. 

Despite the CC/PP framework potentially supports the description of users and 
their agents, its industry implementation has mostly focused the latter so far. The User 
Agent Profile (UAProf), a CC/PP based standard developed by the Open Mobile 
Alliance (OMA), was designed to allow Internet enabled phones to send a profile of 
their capabilities to a server for obtaining an optimised layout of contents. 
Furthermore, emerging mobile communication services based on user location 
include this information by making use of the UAProf element used for storing 
terminal location.   

Even though there is no commercial implementation available, the above 
mentioned research by the IRIS project focused on the definition of a user profile 
based on the CC/PP framework. This profile includes personal information, user 
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preferences regarding input and output modes, as well as preferences about how to 
interact with the content (navigation, search and highlighting preferences). The 
delivery context is also described through the location component, complemented 
with biometrical and emotional data. Furthermore, the same work proposes an 
extension of the UAProf Hardware-Platform and Software-Platform components 
through the definition of input and output subcomponents. These subcomponents are 
used to characterise interaction capabilities of user agents, including assistive 
technologies. The project also issued an implementation for blending user and device 
profiles, based on an iterative process of translating user interaction needs into the 
interaction capabilities of the service [6].      

3.2   Covering the Full Life-Cycle of Services' Adaptation  

In order to effectively adapt the contents and services to ALL, the needs and 
preferences of the users (i.e. the user model) have to be managed along the full life 
cycle of eLearning. Therefore, EU4ALL architecture supports the full life cycle of 
adaptation for service provision, which covers the following phases: design, 
publication, use and auditing [7]. The management of this cycle is focused on 
individual users’ needs, which are diverse and change over time. To cope with these 
issues, an approach based on standards for combining design and runtime adaptations 
is being developed considering related work performed in the aLFanet project.In 
EU4ALL architecture, the management of service adaptation consists on a loop of 
continuous interactions, where the following phases are identified: 

• Design: provides the logic for the pre-design adaptations and provides the hooks 
and information upon which the runtime adaptation bases its reasoning. The 
services are to be defined in terms of IMS-LD (extended to fulfil the requirements). 

• Publication: includes the storage and management of data to be retrieved by the 
different components. The usage of standards (e.g. IMS family) guarantees the 
required interoperability. 

• Use: focuses on the environment while running the service. It deals with the 
delivery of contents taking into account the learning design specifications, the user 
profile and the accessibility requirements by properly adapting the user interface 
and by producing dynamic and contextual recommendations. 

• Auditing: closes the cycle and provides reports on the actual use of services.  

Although the needs and preferences of the users are being managed along the full life 
cycle of eLearning, there is still a need to implement accessibility and usability 
evaluations along the eLearning cycle to enrich the adaptation coverage. The goal is to 
ensure that usability and accessibility requirements can be assured and validated in the 
whole cycle. Methodologies are detailed elsewhere [8]. Therefore, results and impacts 
from the adaptation cycle are evaluated against accessibility and usability criteria, which 
are themselves user centered and therefore closely related to the user model. 

3.3   Implementation 

The strategies presented here are being developed within a flexible, extensible, open, 
standard-based architecture of services for ALL which is prepared to assist learners 
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and support service providers [9]. Relevant components of the architecture regarding 
the personalization task are: 1) User Modelling for ALL (UM4ALL -see below), 2) 
Device Model Manager, aware of the CC/PP capabilities of the device, 3) the 
Learning Object Metadata Repository, which characterizes the contents that are to be 
delivered, 4) the Psycho-pedagogical module, delivering IMS-LD guidelines defined 
by the corresponding experts, and 5) the Content Personalization service, which 
selects the appropriate content to be delivered taking into account the user preferences 
and context, the device capabilities and the content’s metadata. Other components are 
in charge of providing the user agent features and tracking the users’ interactions.  

In particular, at aDeNu we focus on the User Modelling for ALL system, or 
UM4ALL. It consist on three parts, the User Model itself (which stores the user 
personal data, needs and preferences in IMS Learner Information Profile –IMS LIP5-, 
including its extension for accessibility, i.e. IMS Access for All6), the User Modelling 
Engine, which includes the ML and DM algorithms to learn some of the attributes of 
the model, and the Recommending system, which copes with the needs for ALL via 
generating dynamic recommendations that can be provided to the users at runtime. In 
this way, it provides personalized services delivery in terms of dynamic 
recommendations on what to do. By analyzing users interactions, context-sensitive 
feedback is given to learners taking into account the current situation in the course 
and the device at hand. In order to build the recommendations, collaborative filtering 
techniques are applied.  

Moreover, other modules can interact with the User Model (via web services) to 
get the corresponding information about the user so the user interface and the content 
can be modified according to the users’ needs, pedagogical and psychological 
procedures, the context in which the user is accessing the information and the device 
used for that purpose.  

The UM4ALL is a particularization of A2M [10] and follows the same approach as 
defined in aLFanet Adaptation Module [2], which includes a two level hierarchy of 
multi-agent architectures that work autonomously to solve adaptation tasks. The high 
level consists of a set of agents that interact to select the recommendations to be given 
to the learners (i.e. the Recommending system). In turn, the low level is used to learn 
the attributes of the models from the interaction data (i.e. the User Modelling Engine). 
A hybrid approach that combines knowledge-based methods and machine learning 
techniques is to be used, since both approaches are complementary.    

4   Conclusions and Future Works 

In this paper we have provided our general approach and discussed relevant issues in 
providing a dynamic user modelling for attending functional diversity for accessible 
lifelong learning in HE. The user model is the key element in the adaptation process 
since it is needed by the system to reason about the needs, preferences and future 
behaviors of the user in order to produce adaptation tasks or recommendations. 

                                                           
5 IMS LIP: http://www.imsglobal.org/profiles/index.html  
6 IMS Access for All: http://www.imsglobal.org/accessibility/ 
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When learners have disabilities that affect their interaction with a computer 
environment, not only the different interests and sets of needs that build the user 
model have to be taken into account, but also the preferred access strategy for each 
user. Providing appropriate delivery of contents to persons with functional diversity 
will require an in-depth characterisation of the interaction capabilities of user agents, 
including potential assistive technologies which support users with functional 
limitations to interact with the e-learning system. 

An open research issue that we are dealing with in EU4ALL project is to define 
how to store this information in a standardised way for learners with disabilities. In 
this sense, we are making an intensive use of standards (IMS LD, IMS LIP, IMS 
Access for All and CC/PP) to allow the semantic interoperability of the different data 
available and provide personalized content and services delivery. Moreover, thanks to 
the dynamic analysis of users interactions, context-sensitive feedback is given to 
learners taking into account the current situation.  

User modelling within EU4ALL relies on standards and the state of the art in this 
field to build a personalized e-learning platform. The project envisages the use of 
quantitative and qualitative methods for definition of user profiles [11]. Quantitative 
methods include eliciting of user information using questionnaires, observing users 
and stereotyping using statistical information. Qualitative methods provide objective 
data such as records of the tasks performed by the users and sensors to get 
information about the user activities and context of the user environment.  

Specifically, our approach to provide universal and personalized access lies on user 
modelling and the generation of dynamic recommendations to cope with the needs for 
ALL with a pervasive support of standards covering the full life cycle of service 
provision. The modelling differs from others not only in i) taking into account the 
interactions and context of the user that take place at runtime and ii) characterising 
interaction capabilities of user agents, but in defining how we apply the models built. 
User models are used to personalize and adapt learning materials, pedagogical models 
and interactions in the environment to satisfy both the individual learning needs and 
the access preferences. 

EU4ALL will ensure that user modelling solutions consider human factor 
recommendations which are applicable (ETSI EG 202 325). These guidelines propose 
that profile solutions 1) must be provided for the primary benefit of the user,2) should 
give the user rights to modify profile contents affecting directly him/her and 3) should 
give the user the right to accept or reject proposed changes to the profile. 

The project will design interfaces with the IMS e-Portfolio7. This specification 
constitutes the appropriate framework for providing users with control about the 
profile that characterizes them within the e-learning system.   
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Abstract. With the considerable amount of data and the diversity of the user’s 
needs, the personalization of information becomes a real challenge in web-
based information systems. This paper presents a personalized access technique, 
based on a profile modeling. This technique requires two steps: 1) building 
user’s profile and 2) using profile content for filtering information. The first 
step consists in modeling a global profile which can be used for different and 
independent requirements of personalization. The profile modeling takes into 
account the user’s context when defining user’s profiles. We describe a global 
profile in three levels: meta-description level, description level for a specific 
domain, instances (data). The second step consists in selecting the profiles rules 
which correspond to the user and his current context and to filter information 
accordingly.          

Keywords: personalized information access, profile modeling, web-based 
information system, context.  

1   Introduction 

Current web-based information systems try to improve continuously the access 
quality to information in different domains: economic, scientific, technical, etc. 
However the considerable amount of data increasing tremendously over time, and its 
large accessibility trough the web have made finding relevant information a quite 
challenging task. Indeed, a user is quickly submerged by a considerable number of 
information often unintelligible while searching information on the web, which leads 
to user disorientation. Then it becomes essential to take into account the needs and the 
heterogeneity of users in the information access process in order to adequately tailor 
user-system interaction. The personalization and user modeling process are the key 
elements to propose solutions to these challenges. Several works have been proposed 
in the literature such as recommendation system, adaptive hypermedia application, 
digital libraries, etc. However, the majority of them proposes actually specific 
solutions, suited only for predefined personalization requirements (usually device 
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characteristics and user preferences) and is hardly reusable when new personalization 
functionality needs to be added. Furthermore most of them do not take into account 
the current situation of users and their physical environment when it design 
personalized access tools. Certainly, the need for information can differ according to 
user’s preferences and goals. But with the spread of mobile device providing access to 
the web everywhere and anytime, it is important to take into account the user context 
which modifies the personalization process accordingly. 

In this context, we propose an approach which models user’s profiles in order to 
personalize user-system interaction and to provide relevant information. This 
approach requires two steps: 1) building a generic profiles model and 2) using the 
profiles content to filter data before displaying it. This personalized access approach 
should guarantee a high level of flexibility in terms of 1) responsiveness to highly 
changing requirements of personalization and 2) suitable actions to be undertaken to 
meet these requirements.  

This adaptation approach will be integrated in an Iconic Interface Management 
System (I2Ms) [1]. This system aims to access data friendly and easily in a graphical 
interface in which data are represented with icons.   

This article is organized as follows: section 2 deals with the general architecture of 
the system. Section 3 describes the principle of the profiles modeling. Section 4 
presents a scenario of use of the profile model. Section 5 shows how to use these 
profiles in the data filtering process. Section 6 presents related works 

2   General Approach 

The approach we propose aims to facilitate access to relevant information, adapted to 
users’ needs and context of use. This personalised process is based on the profile 
modeling. This leads to define characteristics which distinguish users. These 
characteristics are classified into two parts: user characteristics called user profile and 
context characteristics called context profile. The first part presents a collection of 
information concerning personal data (name address, etc.), professional data (activity, 
organisation, etc.), domain of interest, preferences, goals, competences, context, 
access right, etc. The second part concerns the description of parameters (such as 
location, task, etc.) which characterise the user contextual situation. The profiles 
modeling process depends strongly on the context parameters. We can have various 
profiles according to the user contextual situations. To the end, we propose to build a 
generic profile model which can be used for different and independent requirements 
of personalization, possibly not defined in advance. The model is flexible and 
reusable to guarantee that different requirements of personalization and different 
contextual situations can be taken into account in the personalization process.   

This personalization approach requires two steps: the former consists in building 
the global profile in order to contain a collection of profiles for a set of contexts. The 
latter uses the profiles content for the filtering process applied to data in response to 
user query. The query result is represented in a XML graph. Thus the personalization 
approach provides information access personalised in the appropriate form at the right 
time and with minimal user effort.   
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Fig. 1. General Architecture 

3   Global Profile Modeling  

We propose to model a generic profile in order to cover the different personalization 
goals for the different scenarios of use. These scenarios depend on user’s needs and 
his environment. An orderly do not have the same preferences and knowledge if he 
works in hospital or he follows-up a patient with cancer at home. Then, the generic 
model, called global profile, has to take into account the heterogeneity of users and 
the different contextual situations. The global profile models two basic notions: the 
user profile and the context profile. The first profile describes information 
characterizing a user such as personal data (name, address, etc.), professional data, 
preferences, goals, skills, etc. the second profile represents a description of an 
autonomous aspect of the contextual situation in which a user interacts with the 
system. This situation can be described by a set of parameters such as the location, 
role, task, expertise domain and devise. 

3.1   Profile Model Representation 

The global profile is modeled in three levels: 

- A meta-description level: this level corresponds to a high abstract description 
of concrete concepts characterizing the user and his context.  

- A description level of concrete concepts: this level describes concepts adapted 
to a particular domain (medicine for example). These concepts are a 
specialisation of the abstract meta-description objects. 

- Instances: the concepts described for a specific domain are instantiated. 

The definition of the concepts describing a global profile is supported by well-
estimated needs in terms of personalization and well-understand contextual situations.   

The definition of user profile meta-description consists in supporting an abstract 
view of the concrete concepts describing user profile. This profile is structured in 
dimensions such as skills, preferences, etc. Then a dimension describes information 
that characterizes a user profile. A dimension is related to one or more attributes. An 
attribute describes information on a dimension. It can be simple or complex. A simple 
attribute is associated with a value, whereas a complex attribute expresses two forms: 
1) an association relation between a set of (simple or complex) attributes or 2) 

Global Profile Modeling 

RDF Profile database

Data filtering process 

Profile Update 

Result query document 
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decomposition relation. In the two cases, this attribute is called relation. The instances 
of the composition relation are ordered (or unordered) sequence of instances of other 
attributes. The attribute simple can be isolated information associated to a printable 
value (integer, boolean, string and so on) or information referring to a set of instances 
of a class associated with it.     

 

 

Fig. 2. User profile meta-description and instantiation 

Figure 2 presents the user profile meta-description and an example of the profile 
description. This example is composed of the dimension “Preferences” which 
contains Interests (simple attribute) and Presentation (complex attribute). The 
attribute “Interests” refers to the class “Object”. The attribute “Presentation” 
represents an association composed of two simple attributes: Color and Size.   

The context modeling focuses on the mobile use of the personalized access system. 
A object-oriented  representation of context is illustrated in the figure 3. The context 
is modeled by two basic classes Context and C_parameter. The first class is a 
superclass of the second one which is a superclass of the specialization classes 
characterizing a set of contexts. Moreover, we have semantic links between context 
parameters. For example, a process is composed of a set of tasks.   

C_parameter Context  

Situation Role Expertise domain Location Task Process 

 

Fig. 3. Context modeling  

The dependence relation between user profile and context profile is modeled by a 
semantic relation between class Dimension and class C_parameter (figure 4). This 
relationship defines a profile composed of one or more dimensions depending on one  
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Fig. 4. Profile modeling 

or more C_parameters. Then for each contextual situation (one or more C_parameter), 
we can have a profile with a set of dimensions.   

Then, the global profile is a collection of generic profiles. A generic profile is a 
function which associate a set of context parameter C1,C2,.., Cj with 1 ≤ j ≤ n to a set 
of dimensions D1,D2,.., Dk with 1 ≤ k ≤ n. the profile attributes are associated to 
values.   

The profile model uses the subsumption relation which allows to classify profiles 
in order to generate inheritance relation between them. Intuitively, given two profiles 
P1 and P2 included in global profile. P2 contains dimension D1 and depends on 
context parameters C1 and C2 and P1 contains D2 and depends on C1. We say that P2 
subsumes P1 if context parameters of P1 are included in the ones of P2. Then P2 
inherits the dimensions of P1 (an example is gived in section 4).        

Let us sum that, a global profile is a collection of profiles. Each profile is 
composed of dimensions. Each dimension is composed of attributes (simple and/or 
complex) and depends on one or more context parameters.  

3.2   Profile Model Management  

To implement the profile metadata and instances we use the RDF language [2] for 
several reasons: it is flexible (it supports schema refinement and description 
enrichment) and extensible (it allows the definition of new resources or properties  
 

 

Fig. 5. RDF profile description 
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without updating the RDFS schema). The description of global profile concerns the 
structure and instances of both profiles: user profile and context profile.     

RDF is a language based on resource-property-object triples designed for 
expressing statement about resources on the web. For example we can have a 
statement like (User, name, smith). User is a resource, name is a property of class and 
smith is an object. RDF schema is required for including concepts of class, property, 
subclass and sub-property relationships, a primitive type ‘Literal’, bag and sequence 
types, domain and range constraints on properties.  

Figure 5 shows a RDF profile meta-model in which Ellipses denote class, P denote 
RDF:domain, R denote RDF:range and T denote RDF:type 

We propose a tool for implementing a profile and managing it. A graphical 
interface is proposed to define the different objects and instances.  

 

Fig. 6. Graphical interface 

Figure 6 show a screen of the interface which allows to add new dimensions and 
attributes. This screen is composed of three parts: 1) the first part is dedicated to 
define dimensions, 2) the second one allows to specify if the dimension will be 
managed in the bottum part otherwise complex attribute and 3) the third part is 
reserved to manage attributes. If dimension management is selected, simple attributes 
and complex attributes are defined for a given dimension. Otherwise they are defined 
for a complex attribute.  

The definition of a specific profile can not use all abstract profile objects. The 
expert builds his own profile with respect to the personalization needs.  
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4   Personalization Approach for I2Ms  

This personalization approach will be implemented in an Iconic Interface 
Management System (I2Ms). This system aims mainly at accessing medical data 
friendly and easily in a graphical interface in which data are represented with icons. 
Then the goal of this approach is to personalize information before displaying it in the 
interface. Firstly the personalization approach has to define user profiles. Secondly 
these profiles can be used for filtering information. We use the generic profile model 
described above for building a profile structure specific to medical domain. The 
profile model is classified into three dimensions:  

Profile (Access right, Skills, Preferences)   

- Access right defines access rules to medical data in order to guarantee the 
confidentiality and the availability of data.  

- Skills are represented by a combination of knowledge and expertise degree. They 
are primarily characterized by the capacity of a user to understand medical terms.  

- Preferences mainly concern the user’s interests and their choices for presentation 
of medical information. To define the preferences, a questionnaire is used and a user-
system interaction is studied. 

The personalization process is applied to medical objects that are disease, 
diagnosis, medical history, biological tests, etc. represented in a hierarchical structure, 
called Unique Medical Record Structure (UMRS). This structure is built by 
integrating heterogeneous medical record structures from legacy information systems 
into a unique medical record structure. A medical record integration technique has 
been proposed in [3]. 

Our profile model introduces the role for modeling profiles (figure 7). Indeed, 
users acting a common role can have the same goals, preferences, access right, etc. 
Then it is interesting to regroup them by role and assign profiles to roles. The profile 
is called role profile. Thus a given user acting a given role can inherit personalization 
rules defined in the role profile. 

Now, we describe the composition of each dimension of role profile:  

- The access right dimension is modeled by a complex attribute “Authorize” 
which is composed in three simple attributes: “Role, Object, and Action”. Role 
and Object refer to class role and class Object. Action is an isolated attribute 
which has a value “R, W, D, S” for read, write, delete and send.    

- The preferences dimension is composed of a complex attribute pref_obj 
composed of three simple attributes: Role, Object, Page_type. The attribute 
page_type identifies the type of the page like navigation page or search page.  

- The skills dimensions define a simple attribute and a complex attribute. The 
simple attribute is identified by Level which designates one of the three levels: 
beginner, intermediary or expert. The complex attribute is Object which refers 
to one or more instances of the class Object. 

 

As the I2Ms is used within the framework of health network, users can work in 
very different conditions, using different technologies and have different needs and 
priorities[4]. For example, an orderly can work in different places; he can both follow  
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Fig. 7. User and role profile modeling for I2Ms 

up a patient at home and work in hospital. Then we have to take into account the 
different contexts when modeling profiles. 

We define three context parameters which can influence the user’s behaviour. 
These parameters are Expertise domain, Location, Role. Then the modeling of 
dimensions depends on these parameters. 

Table 1. Classification of profile according to contexts 

        Context 
 

 Dimension 
Role Location Expertise domain Profile 

Access right Yes No No P1 

Preferences Yes Yes No P2 

Skills Yes Yes Yes P3 

 
Dimensions are classified in three profiles (P1, P2 and P3) according to context 

parameters. Each profile has an identifier. As the context parameters of P1 are 
included in ones of P2 then Profile1 is subsumed by P2. In the same manner, P2 is 
subsumed by P3.  

There are exceptional situations or rules specific to a given user and not applied to 
a role acted by the user. For example, in common situations, a physician can read his 
medical record. But in emergency, he can have a direct access to every medical 
record. These exceptional situations are taken into account in a profile of the given 
user. Then if we have personalization rules specific to a user and not applied to a role, 
these rules are integrated in the user profile. The user profile is also classified in three 
dimensions: access right, skills and preferences.  

The Access right dimension of the user profile is specified by two complex 
attributes: Acess_user composed by two simple attributes ref_Play and constraint and 
Authorize_user composed of refPlay1, Action, Object, refPlay2, constraint. This first 
complex attribute specifies that a user playing a given role (referred to an instance of 
class act) uses the system according to the defined constraint. For example, a 
physician is on duty on Saturday night in the hospital. Then he is authorized to access 
information on Saturday of 10 p.m to 8 a.m. The second complex attribute is applied 
on data access authorizations. The attribute ref_Play1 of this relation refers to a  
 

Role Role Profile  

User 
User Profile  

Skills 

Preferences 

Access right 

Has_a 

Has_a 
Object 

Refer to 

Act Inherit 

Contains 
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person that describes the constraint (an administrator or a user). The attribute refPlay2 
represents a user on which the constraint is applied. For example, a physician 
(represented by ref_play1) can delegate his rights to another physician (represented by 
ref_play2).  

The Skills dimension is modeled by defining two complex attributes: expertise and 
experience. The first attribute is composed of three attributes: Disease, User, and 
Degree. Disease refers to class disease which contains the disease classification. User 
refers to the class User. Degree is an isolated attribute which has an integer value. The 
second complex attribute is composed of three attributes: user (refer to class User), 
role (refer to class Role) and number_exp which is an isolated attribute indicating the 
number of month practiced in the role.   

5   Use of the Profiles in the Personalization Process   

The personalization approach is based on a filtering process in two steps. The first 
step selects the profiles rules which correspond to user and his current context from 
profile database. The second step applies the filtering rules on XML data. This data is 
extracted from various databases in response to a user query and structured in a XML 
document. 

Profiles  

database 

Query response in 

XML

Current context Elements 

Matching between current elements and 

profiles context parameters 

Data in XML document
Step 1 

Selecting profiles according 

to user’s context 

Filtering Services 

by dimensions Filtering process by services 

Personalised Query response in XML
Step 2 

Applying filtering process 

on XML query response 

 

Fig. 8. The filtering process according the user’s current context  

5.1   Selecting Profiles According to the User’s Context 

This step selects from profile database profiles rules that are valid with respect to the 
user’s current context. We remember that a user may have several profiles. Each 
profile contains dimensions (one or more) according to one or more context 
parameters. Then to obtain the dimensions content, we proceed in two steps:  firstly 
we determine the context parameters of the user’s current context situation; secondly 
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we extract from profile database the dimensions which are valid with respect to the 
context parameters. The first step is performed by matching current situation  
parameters with ones of stored profiles. This operation is realized as follows: 

- Let C = {C1, …,Cn} a set of current situation parameters. We search all the 
possible combinations, called M, between the elements of C.  For example, we 
have three parameters C1, C2 and C3; the combinations proposed with the 
following elements are {C1, C2, C3, C1C2, C1C3, C2C3, C1C2C3}. 
- We match each element of M with the context parameters of the stored 
profiles. We start by a single element (for example C1, C2 or C3). If an element 
has the same set of parameters, we proceed as follow: 

-We extract the part of data corresponding to the dimensions of the 
current profile and insert it in a XML document (dimension.xml) 
dedicated to filtering operation. 
- We test if the current profile subsumes other profiles and their 
context parameters are among the graph elements. In this case, data of 
their dimensions are extracted and added to XML document. 

Thus, extracted data (dimension.xml) will be used in the filtering process in order 
to personalize XML data.       

5.2   Filtering Data According to Preferences 

The filtering process is applied to XML data extracted from various databases in 
response to user’s query. The process filters XML data according to a set of services. 
A service is a program developed for describing the steps necessary in the filtering 
data. In general, a service is proposed for each dimension. These services are based on 
the principle of matching process. It mainly consists in comparing between nodes of 
the XML graph and objects designated in each dimension. We use the XPATH tool 
for accessing XML nodes. Indeed some attributes of dimension refer to objects. These 
objects refer to metadata of system information database. Then there is a semantic 
link between dimension objects and XML graph nodes. If a node of XML graph 
corresponds to an object, a set of operations are performed in order to separate 
relevant information from irrelevant information. These operations have been 
described in each service for each dimension.  

The filtering process starts by extracting data concerning each dimension from the 
file dimension.xml. Then a service dedicated for each dimension is performed. As a 
result, we have a modified XML document with data which will be displayed in the 
graphical interface.   

6   Related Works  

Accessing relevant information, adapted to user’s needs and context of use is a real 
challenge in web-based information systems [5][6]. Many works have been developed 
in the literature to address the issue of personalization by presenting suitable models 
based on the user’s profile. The main goal of these techniques [7][8][9]  is to propose 
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a global view of the user’s characteristics, needs and preferences. These user models 
consists mainly in classifying the user characteristics into a set of categories such as 
demographic attributes (identity, personal data), professional attributes and behaviour 
attributes (traces of navigation on Web), goals, preferences, skills, Accessibility, 
Activity, Interest, Affiliation. The profile information are defined explicitly by a user 
through a questionnaire or implicitly by analyzing behavioural observation of the user 
navigation [7][8][9][10]. The majority of these works is actually specific solutions 
suited only for predefined adaptation requirements and are hardly reusable for a new 
adaptive application. Moreover these techniques have focused on the user and rarely 
considered the contextual situation in which a user interacts with the system. Taking 
into account the user’s context is a key element to improve personalized information 
access process. A largest view is given by Dey[11], who defines context as “any 
information that can be used to characterise the situation of an entity. An entity is a 
person, place or object that is considered relevant to the interaction between a user 
and an application”. Commonly, context aware systems limit the notion of context, 
referring to the situation in which the user is acting, to the concepts of user’s location 
and device [12][13]. These approaches are focused on the system environment and 
ignored the user preferences. Nowadays some current models [14][15] try to take into 
account the user preferences and the context. But it is more interesting to have a 
flexible model which manages, in additional to the predefined categories, other user 
information such as skills, security, goals in order to provide a complete personalised 
system. Then, the combination of user characteristics and user context gives two 
important key elements to cover all facets of personalization process. Our work takes 
into account the challenge and proposes a personalization technique based on the both 
user and context modeling. Our technique builds a generic profile model in order to 
model a global profile which describes several categories characterizing a user. Thus, 
the flexible model can easily add new profiles, objects without modifying the global 
profile design.                 

7   Conclusion 

In this paper, we have proposed a personalization approach based on the profile 
modeling for web-based information systems. This approach defines a global profile 
in order to take into account different contextual situations. Modeling a generic 
profile allows to propose a general model adapted to any application according to its 
personalization needs. This personalization technique is applied to a medical 
application in order to provide to user relevant data corresponding to his current 
context.  

We expect to improve the profile modeling in order to take into account any 
contextual situation and user characteristics. We will work to adapt the user interface 
(content and presentation) according to data defined in the global profiles. For each 
profile dimension, a service is proposed to adapt the interface. A set of services will 
be developed and implemented to complete the data filter process and personalize 
user-system interaction anywhere and anytime.      
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Abstract. The key for providing a robust context for personalized in-
formation retrieval is to build a library which gathers the long term and
the short term user’s interests and then using it in the retrieval process
in order to deliver results that better meet the user’s information needs.
In this paper, we present an enhanced approach for learning a semantic
representation of the underlying user’s interests using the search history
and a predefined ontology. The basic idea is to learn the user’s interests
by collecting evidence from his search history and represent them con-
ceptually using the concept hierarchy of the ontology. We also involve a
dynamic method which tracks changes of the short term user’s interests
using a correlation metric measure in order to learn and maintain the
user’s interests.

Keywords: user’s interests, search history, concept hierarchy, personal-
ized information retrieval.

1 Introduction

The explosion of the information available on the Internet and its heterogeneity
present a challenge for keyword based search technologies to find useful infor-
mation for users [2][11]. These technologies have a deterministic behavior in the
sense that they return the same set of documents for all the users submitting the
same query at a certain time. On the other hand, the effectiveness of these tech-
nologies is decreased by the ambiguity of the user’s query, the wide spectrum of
users and the diversity of their information needs. Recent studies [2] show that
the main reason is that they do not take into account the user context in the
retrieval process.

The development of relevance feedback [15] and word sense disambiguation
techniques [16] aim to assist the user in the formulation of a targeted query,
and have shown an improvement of the information retrieval (IR) performance.
Effectively, relevance feedback techniques require that a user explicitly provides
feedback information, such as marking a subset of retrieved documents as rele-
vant documents. On the other hand, the word sense disambiguation techniques
use generally an ontology-based clarification interface and require that the user
specify explicitly the information need. However, since these techniques force
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the user to provide additional activities, a user may be reluctant to provide such
feedback and the effectiveness of these techniques may be limited in real world
applications [5].

The above situation gave rise to contextual IR which aims to personalize the
IR process by integrating the user context into the retrieval process in order to
return personalized results. In [1] contextual IR is defined as follows: Combine
search technologies and knowledge about query and user context into a single
framework in order to provide the most appropriate answer for a user’s infor-
mation needs.

It is common knowledge that several forms of context exist in the area of
contextual IR. The cognitive context reflects the user’s domains of interest and
preferences about the quality of the results returned by the system such as fresh-
ness, credibility of the source of the information, etc. We cite also the physical
context which reflects constraints on the materials and the user geographical lo-
cality, etc. Personalized IR is done when additional information about the user
context defined previously is integrated into the IR process so as contextual IR
takes place. We present some works within the scope of the personalized IR
where the context is modeled as being a user profile representing the user’s in-
terests. These works explored various techniques to build the user profile using
implicit feedback techniques [10][16][18][3].

In order to endow personalized IR systems with the capability to focus their
knowledge on the user’s domains of interests, we extend in this paper a related
work [17] on building and learning the user’s interests across past search ses-
sions in order to enhance the keyword representation of the user’s interests to a
semantic representation one using a concept hierarchy. We use in our approach
both of the search history and the concept hierarchy to learn and maintain the
long term user’s interests at the time the user conducts a search. We also involve
a method which tracks the changes in the short term user’s interests.

The paper is organized as follows: Section 2 reviews previous works on person-
alized IR that learn and maintain the user’s interests. Section 3 presents our ex-
tended approach of representing and maintaining the user’s interests during search
sessions. Finally, some conclusions and future works are given in section 4.

2 Related Work

Traditional retrieval models and system design are based solely on the query
and the document collection which leads to providing the same set of results
for different users when the same query is submitted. The limitation of such
systems is that the retrieval decision is made out of the search context while the
IR takes place in context. Effectively, the IR process depends on time, place,
history of interaction, task in hand, and a range of other factors that are not
given explicitly but are implicit in the interaction and the ambient environment,
namely the context [4]. The definition of context in IR is widely abused. While
the wireless networks provide IR possibilities that the users are embedded in a
physical environment, a physical context has to be considered in the IR models
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so as the contextual IR takes place. Personalized IR aims to enhance the retrieval
process by integrating the user context or the user profile into the IR process.
Works in this area have explored several techniques to build and maintain the
user profile using implicit feedback techniques. User’s interests are often repre-
sented by keyword vectors [7] [17], concept vectors [10] or a concept hierarchy
[6][9].

A representation of the user’s interests as a concept hierarchy is explained
in [6]. An implicit user interest hierarchy (UIH) is learned from a set of web
pages visited by the user. A clustering algorithm is applied to group words of
the documents into a hierarchy where the high level nodes reflect a more general
interest and the leaf nodes are considered more specific and reflect the short
term interests.

Webpersonae [10] is a personalized web browsing system based on a user
profile that reflects multiple domains of interest. Each one is represented by
a cluster of weighted terms. These domains of interest are built by clustering
the web pages visited by the user. The system involves the recognition of the
current domain of interest used to rerank the search results by comparing the
vector representation of recent pages consulted by the user to each of the long
term domains of interest.

Recent works exploit ontology-based contextual information to get a semantic
representation of the user’s interest. Ontology is a concept hierarchy organized
with ”‘is-a”’ relationships between them. Many efforts are underway to construct
domain specific ontologies that can be used by web content providers. Effectively,
the information overload on the Web increases the attempts to provide concep-
tual search where the semantic web takes place. This research area implies the
use of the knowledge representation language [19][14] in order to specify the
meaning of the web content according to a concept taxonomy.

ARCH [16] is a personalized IR system that uses both of the user profile which
contains several topics of interest and the yahoo concept hierarchy to enhance the
user query. The system represents the long term user context as a set of pairs by
encapsulating the selected concepts and the deselected concepts that are relevant
to the user’s information need across search sessions. The short term context is
the pair of the selected and the deselected concepts in the current search session.
When a long term user context exceeds a similarity threshold with the short term
context, the system updates it by combining it with the short term context.

Moreover, Vallet et al. [18] exploit a semantic representation of the user in-
terest based on weighted concept vectors derived from ontology. They build a
dynamic semantic representation of the current context which reflects the ongo-
ing user’s retrieval tasks and use it to activate a long term user preference or
a user’s topic of interest. The current context is updated dynamically by using
the user’s query and feedback information. The personalization is achieved by
re-ranking the search results where the original score is combined with the score
yielded by the similarity between the current context and the document.

Challam et al.[3] build a short term user contextual profile as a weighted on-
tology and use the ODP as reference ontology [13]. The ODP is a Web directory
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where its purpose is to list and categorize web sites. In this study, the weight of
the concept reflects the degree to which it represents the current user’s activities.
This weight is computed using a classifier to classify a web page into a concept
of the ontology. The classification consists on a similarity measure between web
page’s vector visited by the user and each concept vector representation of the
ontology. Thus, the concept’s weight is the accumulated weights of all the pages
that are classified into the concept and summed with the weights of all chil-
dren’s concepts weights. This user profile is used to re-rank the search results by
combining the original rank of the document and the conceptual rank computed
using a similarity between the document and the user contextual profile.

This paper presents a new technique for building and learning the user’s
interests across past search sessions. We exploit in our approach both of the
search history and the ODP ontology to learn the long term user’s interests at
the time the user conducts a search.

Comparatively to previous work in the same area, our approach has the fol-
lowing features:

– A semantic representation of the user context as being a weighted portion
of a global ontology with taking into account the short term and the long
term user’s interests.

– A robust method to detect dynamically related and unrelated user’s inter-
ests using a statistical rank-order correlation operator between the semantic
representation of the user’s contexts.

3 Building and Maintaining a Semantic Representation
of the User Interest

Our main goal is to learn and maintain implicitly the long term user’s interests
through the passive observation of his behavior. We exploit a cognitive context
for our retrieval model where the user’s interests are represented semantically.
We extend the keyword representation of the user’s interests to get an enhanced
one using the ODP ontology. In the remainder of this paper we use the term
user context as being a vector reflecting the user interest at a certain time.

3.1 Building the User Interest

Our method runs in two main steps that are presented in the subsections that
follow:

– The first one consists on building the user’s interests using an intermediate
representation of the user context which is a keyword-based representation
in order to get a concept-based representation using the ODP ontology.

– The second step consists on learning and maintaining the user’s interests.
The learning algorithm is based on a correlation measure used to estimate
the level of changes in the semantic representation of the user context during
a period of time.
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The Term-Based Representation of the User Interest: An Overview.
We present in this section an overview of the term-based building process of
the user’s interests developed in a previous work [17]. The user is modeled by
two related components: an aggregative representation of the user search history
and a library of user contexts reflecting his interests when seeking information.
More precisely, our approach uses the evidence collected across successive search
sessions in order to track potential changes in the user’s interests. At time s,
the user is modeled by U = (Hs, Is) where Hs and Is represent respectively the
search history and a set of user’s interests at time s. A matrix representation is
used to represent the search history which is the aggregation of the search session
matrix. Let qs be the query submitted by a specific user U at the retrieval session
performed at time s. We assume that a document retrieved by the search engine
with respect to qs is relevant if it is explicitly judged relevant by the user or
else, some implicit measures of the user interest such as page dwell time, click
through and user activities like saving, printing etc, can be applied to assume
the relevancy of a document. Let Ds be the related set of assumed relevant
documents for the search session Ss, Rs

u = ∪i=s0..sD
i represents the potential

space search of the user across the past search sessions. We use matrices to
represent both user search session and search history. The construction of the
search session matrix, described below, is based on the user’s search record and
some features inferred from the user’s relevancy point of view. The user search
session is represented by a Document-Term matrix Ss: Ds∗T s where T s is the set
of terms indexing Ds (T s is a part of all the representative terms of the previous
relevant documents, denoted T (Rs

u)). Each row in the matrix Ss represents a
document d ∈ Ds, each column represents a term t ∈ T s. In order to improve
the accuracy of document-term representation, the approach introduces in the
weighting scheme a factor that reflects the user’s interests for specific terms. For
this purpose, it uses term dependencies as association rules checked among T s

[8] in order to compute the user term relevance value of term t in document d
at time s denoted RTV s(t, d):

RTV s(t, d) =
wtd

dl
∗

∑

t′ �=t,t′∈Ds

cooc(t, t′) (1)

wtd is the common Tf-Idf weight of the term t in the document d, dl is the
length of the document d, cooc(t, t′) is the confidence value of the rule (t → t′),
ccoc(t, t′) = ntt′

nt∗nt′
, ntt′ is the number of documents among Ds containing t and

t′, nt is the number of documents among Ds containing t and n′
t is the number

of documents among Ds containing t′. Ss(d, t) is then determined as:

Ss = RTV s(t, d) (2)

The user search history is a Rs
u∗T (Rs

u) matrix, denoted Hs, built dynamically
by reporting document information from the matrix Ss and using an aggregative
operator combining for each term, its basic term weight and relevance term value
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computed across the past search sessions as described above. More precisely, the
matrix Hs is built as follows:

H0(d, t) = S0(d, t)

Hs+1(d, t) = Hs ⊕ Ss+1 =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

α ∗ wt,d + β ∗ Ss+1(d, t)
if t /∈ T (R(s)

u )
α ∗ Hs(d, t) + β ∗ Ss+1(d, t)
if t ∈ T (R(s)

u )
Hs(d, t) otherwise

(3)

(α + β = 1), s > s0

After the representation of the search history, a weighted keyword represen-
tation of the user context Ks is extracted and reflects the user’s interests at
learning time s. The term’s weight reflects the degree to which the term repre-
sents the user context. It is computed by summing for each term in T (Rs

u) the
columns in Hs as follows:

cs(t) =
∑

d∈Rs
u

Hs(d, t) (4)

Ks(t) is normalized as follows: cs(t) = Ks(t)∑
t∈T s Ks(t) . This original approach mod-

els the user context as a set of weighted keywords reflecting the user’s interests
in a search session. Given a user being interested in the military domain for a
given search session, then we find terms of the military domain in the top of the
term-based representation of the user context. The maintaining process of the
user’s interests between search sessions is accomplished using a rank order corre-
lation measure applied on two consecutive keyword contexts of retrieval session.
Change to a different domain interest contribute to add or change the keywords
of the user context. This approach is faceted to a risk error due to the lack of not
taking into account the semantic relation between words, so as the changes of
interests depend on a distinctive difference in the rank order distribution of the
keyword-based context representation, independently of their belonging to the
same user’s information need. We aim to enhance the keyword representation
of the user interest to a semantic representation one that outcomes the limit of
tracking changes in the user’s contexts. Related and unrelated user’s contexts
are detected using the same measure but applied on a semantic representation
of them. Effectively, enriching the keyword representation of the user’s inter-
ests with concepts from the core ontology has two benefits: first, instead of the
keyword representation, it provides a semantic meaning of the user’s interests.
Second, tracking the changes of the short term user interest is more reliable and
accurate when they are represented semantically.

The Concept-Based Representation of the User Interest Using Ontol-
ogy. We present in this section the method for a concept-based representation
of the user interest in a semantic context to be stored in Is. To get the semantic
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representation of the user context, we map the keyword vector representation of
the user context described in the previous section on the concepts of the ODP
ontology [13], thus we obtain a weighted concept hierarchy which is the semantic
representation of the user context at a certain time.

– Reference ontology and representation of domain knowledge There are many
subject hierarchies created manually and designed to organize web content
for easy browsing by end users. We cite the online portals such as yahoo 1,
Magellan2, Lycos 3 and the open directory project [13]. Considering that the
Open Directory Project (ODP) is the most widely distributed data base of
Web content classified by humans, we use it in our profiling component as
a fundamental source of a semantic knowledge to represent semantically the
user’s interests. We show in Fig.1. the concept hierarchy of the ODP ontol-
ogy. Various methods can be utilized to represent the concept vector of the
ODP ontology. In our approach, we use a term-vector based representation
for the concepts developed in [3]. We are interested by the top three levels
of the ontology to represent a set of general user’s interests. Each concept
of the hierarchy is associated to a set of related web pages. These docu-
ments are used to represent the term vector representation of the concept.
The content of the pages associated to the concept j are merged together to
create a super-document sdj to obtain a collection of super-documents, one
per concept, that are pre-processed to remove stop words and stemmed using
the porter stemmer to remove common suffixes. Thus, each concept is treated

Fig. 1. The concepts in the ODP ontology

1 http://www.yahoo.com
2 http://www.mckinley.com
3 http://point.lycos.com/categories/index.html
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as a n-dimensional vector in which n represents the number of unique terms
in the vocabulary. Each term’s weight in the concept’s vector is computed
using the tf ∗idf weighting scheme and normalized by their length. The term
weight of the term i in concept j is computed as follows:

wij = tfij ∗ idfi (5)

Where
tfij=number of occurrences of ti in sdj

N=the number of super-documents in the collection
ni=the number of super-documents containing ti

– Semantic representation of the user interest The basic idea to get a semantic
representation of the user context is to map the keyword representation of
the user context on the concept hierarchy. Concepts and user context are
represented in the vector space model as explained in the previous section.
Thus the mapping consists on a cosine similarity between vectors and has as
output a weighted concept vector which represents the semantic representa-
tion of the user context. The semantic vector cs represents the short term
user context at learning time s and includes his short term interests. The
dimension of the semantic vector cs at learning time s is equal to the dimen-
sion of the top three levels of the ODP’s domain ontology θ. The weight of a
concept in the ontology reflects the degree to which it represents the user’s
short term interest and beliefs at time learning s. Let Ks be the keyword
representation of the user context computed as explained in the previous sec-
tion and Vj the term vector representation of a concept j from the ontology.
The concept’s weight is then computed as follows:

Pj = cos(Vj , K
s) (6)

We then order the concept vector by decreasing weight where concepts with
high weights reflect the short term user interest.

These semantic user’s interests are then reused in the various phases of
the personalized information access. Thus, the library of the user’s interests
can be used for the:

• Query reformulation
• Query to document matching
• Re-ranking the search results

As example, given a user being interested by the field of computers in a cer-
tain search session. Computers is categorized at the first level of the ODP’s
concept hierarchy. We take into account the top three levels of the concept
hierarchy, we suppose a more specific user interest in the search session to be
the software which is the subcategory of computers and malicious software
which is the subcategory of software category as shown is Fig.2.

We assume that the keyword representation of the user context include
terms related to the specific domain of interest cited above, and are extracted
from the user search history. Thus, certainly the keyword-based user context,
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mapped to the nodes of the concept hierarchy exceeds a similarity threshold
with the vector representation of the category computers and its subcate-
gory software, especially the malicious software. In this way, we identify the
best matching concepts for the keyword user context. The semantic vector
representation of the user context is then generated on the basis of concept’s
weights and the categories cited above, having the high weights, are ordered
in the top of the vector-based semantic user context.

Fig. 2. A personal user’s interests in a search session

3.2 Maintaining the User’s Interests

As long as the user conducts a search, the system must tracks the changes in the
short term user context. A new user context means a new user interest must be
added to the library of the user’s interests or a long term user interest may be
reviewed. The key for providing an accurate profiling of the user’s interests is to
determine at what degree we shall update an existing user interest and when we
shall add a new user interest to the library of the user’s contexts. In our approach,
we compare the current semantic context at time s noted ccs and the previous
one pcs using Kendall rank-order correlation operator as showed in Fig.3. The
Kendall rank correlation coefficient evaluates the degree of similarity between
two sets of ranks given to a same set of objects. In our case the objects are the
concepts of the ontology representing the user’s interests. A change of domain of
interest between search sessions contribute to change or to add keywords in the
search history matrix, then to change the keyword based representation of the
user context, we then conclude a significant change of the rank order of concepts
being in the top of the concept-based representation of the current user’s context.
The Kendall rank correlation coefficient is given in the following formula:

ΔI = (ccs ◦ pcs) =
∑

o∈θ

(ccs(o) − pcs(o)) (7)

where θ is the set of the top three levels of the ODP’s concept hierarchy. The
coefficient value ΔI is in the range [-1 1], where a value closer to -1 means
that the semantic contexts are not similar and a value closer to 1 means that
the semantic contexts are very related to each other. Based on this coefficient
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value, we apply the following strategy in order to learn the user’s interests and
so update the set of user interests in Is:

1. ΔI > σ (σ represents a threshold correlation value). No potential changes
in the user’s contexts, no information available to update Is;

2. ΔI < σ. There is a change in the user’s contexts. In this case we gauge the
level of change, and two configurations may be presented: the change implies
a refinement of a prior detected user’s interest or else the occurrence of a
novel one. In order to answer this question we do as follows:
– select c∗ = argmaxc∈Is(c ◦ ccs),
– if ccs ◦ c∗ > σ then

• refine the user’s interest c∗: we define a refinement formula that com-
bine the newly constructed semantic vector with the user interest c∗

where the concepts weights computed in c∗ are automatically re-
duced by a decay factor ζ, a real value in [0, 1]. The refinement of c∗

is given as follows:
c∗ = ζ ∗ c∗ + (1 − ζ) ∗ cc ;

• update the matrix Hs by dropping the rows representing the least
recently documents updated, update consequently Rs

u,
– if ccs ◦ c∗ < σ then add the new tracked interest in the library Is, try

to learn c∗ a period of time by reinitializing the search history matrix to
be equal to the current search session matrix as follows:
set Hs+1 = Ss, s0 = s

An updating procedure of the library of the user’s interests consists on managing
their persistence. Indeed, it consists on removing some user’s interests according
to the updating frequency or the date of the last update. By this fact, we exclude
the non recurrent contexts inserted in the library of the user’s interests.

Fig. 3. Learning and maintaining process of the user’s interests

4 Conclusion and Future Works

We proposed in this paper a new approach for building an ontology-based user’s
interests in the field of personalized IR. We improved a previous work for user
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modeling where the user interest consists on a keyword-based representation. In
order to enhance the original approach, we exploit both the search history and
a predefined ontology ODP to represent the user’s interests conceptually. The
basic idea consists on mapping the keyword representation of the user context
to the concept hierarchy, and then each concept has a weight that reflects the
degree to which it represents the user context at a certain time. The approach
integrates the temporal dimension in the user’s interests learning process. More
precisely, we learn and maintain long term user’s interests by updating the search
history representation using the user relevancy point of view on familiar words
from which we extract a short term user’s interest.

A distinctive aspect in our approach is the use of the kendall rank order
correlation measure between semantic representations of the user’s interests. The
benefit of using this measure is the gain of accuracy and reliability in tracking
changes of the short term user’s interests instead of applying it on a keyword-
based representation of the user interests.

In future work, we plan to improve the maintaining process of the short term
user’s interests; Instead of tracking the changes of the user context by the user’s
queries submitted among search sessions, we aim to integrate a method for de-
tecting session boundaries in order to activate the method for updating the
library of the user’s contexts. We define a session as a set of queries related
to the same information need. We also tend to personalize the information re-
trieval process by using the user’s interests in the query reformulation. We use
the term of the concept representing the short term user interest in order to
enhance the user query and personalize the search results to better meet the
user’s information needs in a search session.

In another hand, we plan to evaluate our approach experimentally using a
large scale of quantitative data on the user search sessions and accurate contexts
provided by the related queries during a reasonable period of testing a particular
search engine.
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Abstract. In order to personalize information for a nomadic user, it is necessary 
to consider on the one hand, the context of use (which provides in particular a 
description of the conditions temporal, spatial, hardware, etc. under which users 
accesses the Information Systems), and on the other hand, user preferences 
which aim at expressing what the user would like to obtain from the system 
considering different aspects such as functionalities, content, display, etc.). We 
propose an approach generating a Contextual User Profile (CUP), profile which 
is made up only of the user preferences selected considering the current context 
of use. This approach proposes formalism for three different types of user 
preferences (activity, result and display). Additionally, this approach defines 
the Contextual Matching Algorithm which generates the CUP based on user 
preferences and on the context of use.  

Keywords: preferences, adaptation, user profile, mobile device, context of use. 

1   Introduction 

The personalization of an information access process aims at adapting and delivering 
users information taking into consideration their profile, more precisely, the 
preferences included in their profile. The adaptation issue of applications executing 
on Mobile Devices (MD) can be considered from different points of view. One of 
them consists in defining what an application has to be adapted. In order to give a few 
examples, an application can be adapted considering the user’s personal 
characteristics, preferences, culture, history in the system, current location, etc. and/or 
to the characteristics of the access device and network. These different criteria are 
generally (and sometimes in different ways) grouped together to build so-called user 
profiles and/or context models [4] [15]; both constitute the basis for adaptation of 
content, layout, etc. and to the user and/or MD. 

When considering nomadic users accessing a Web Information Systems (WIS) 
through a MD, one of the challenges of the adaptation is that the value of some 
previously mentioned criteria, aggregated in a context of use, can evolve during a 
session [15]. According to Tamine et al. [15], the context of use is a set of both, 
elements such as location, connection time and current application and, the goals and 
intentions of the user during a session of information searching. Besides, an 



338 A. Carrillo-Ramos et al. 

adaptation process can exploit user preferences, which can be expressed for a given 
session or for all sessions. WIS designers should provide users with tools that 
empower them to express their preferences: i) to choose and classify information that 
they want to obtain from the WIS; ii) to specify what they want to achieve on the WIS 
(i.e., activities of a user in the system such as consultation, insertion, deletion or 
modification of data); iii) to visualize the system in the way in which they want 
information to be displayed on their MD. These tools would allow the system to know 
user preferences in order to adapt information presented to users. We define a “user 
preference” as a set of descriptions including: the activities that a user plans to 
achieve in the system (e.g., consultation and data management) and the way in which 
this is achieved (e.g., sequential, concurrent, conditional), the type and order of results 
of these activities (that we call “content”), and the way in which the user wants 
information to be displayed on the MD (specification of the expected format –image, 
video, text – with its characteristics). In this paper, we address the personalisation 
(based on user preferences) of WIS acceded using MD. Our work contributes in three 
senses: The first contribution consists in formalizing the notion of user preference. 
This formalism provides a support for the representation of three types of user 
preferences: activity, result and display preferences (see section 3).  

The second contribution is a Contextual Matching Algorithm (CMA) which uses 
user preferences and the context of use1 to define a Contextual User Profile (CUP) for 
a given user, during a given session. This algorithm examines a user profile2 and 
analyzes each user preference to evaluate if this preference can be satisfied according 
to the context of use. This context allows the system to select only the preferences 
which are compatible with user activities. For example, the result of selection can be 
composed of display preferences which can be considered in function of 
characteristics of the MD. The user preferences retained are components of the CUP3.  

The third contribution of this work concerns conflict management which is not 
considered in the current version of the CMA. We have identified certain conflict-
types, their causes and the way in which the system must react in order to solve them, 
or to inform the user about the existence of these conflicts. 

This paper is structured in the following way. Firstly, we position our work 
according to our global objective: adaptation according to user and to context of use in 
an IS. We present in section 3, the concepts of user profile and of user preference, 
describing, for the latter, the classification that we have established. In section 4, we 
show how the CUP which is generated with the help of the CMA, considering the user 
profile and the current context of use. We then discuss the resolution of conflicts 
which can appear between user preferences belonging to the CUP. We present then in 
section 5 related works of our proposition before concluding in section 6. 

                                                           
1 By “context of use”, we refer to a set of data which allows characterization of the interaction 

between the user and the system. A context of use is composed of a representation of several 
elements such as the user activities, used device characteristics, and location or moment in 
which the user is connected. In our work, the context of use model is composed of 
information about user location, MD features, user access rights and user activities. 

2 The expression “user profile” has to be understood as indicating a set of user preferences. We 
are not interested in other elements which can enter in the constitution of a profile. 

3 The contextual user profile only covers user preferences. 
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2   Overview of Our Proposition  

In this paper, we present the necessary elements to implement a Contextual Profile 
Management System (CPMS) (see Fig.  1). The CPMS is a component (integrable in 
the architecture of an IS or demanded by the IS as an external component4) which 
operates like a component dedicated to implement the adaptation in the IS. The role of 
the CPMS is providing the elements that allow proceeding to the adaptation 
(considering the user characteristics and his context of use) of the information 
managed by the IS. The CPMS takes as data input a context of use and a user profile 
(the latter being composed of the set of user preferences). Then, it proceeds to the 
Preference Filter, considering the context of use, by means of the application of a 
Contextual Matching Algorithm (see section 4.2). Only the preferences of the user 
profile which can be applied, given the context of use, are returned to constitute the 
CUP. This CUP, artefact produced by the CPMS, constitutes a realistic representation 
of those user preferences to which the information must be adapted, i.e. i) to the user 
considering the context of use and ii) to this same context. The realistic character of 
this representation reflects the fact that this profile is contextual, i.e. reconstructed for 
each session of the user based on the most relevant preferences, selected according to 
the current context. The notion of user profile is widely exploited as input data of the 
adaptation process. We see the contextualization of this user profile as means to 
refine this process, rendering it dynamic and evolutionary: the adaptation follows, 
indeed, the evolution of the context (e.g., a change of the access MD). 

 

Fig. 1. Contextual Profile Management System (CPMS) 

From the point of view of the adaptation to the user, we concentrate in this work on 
a CUP made up of user preferences, i.e., expressions translating the desires of the 
user. We define user preference standing on user activities, or still on the nature and 
form of the delivered content. We focus on preferences expressed by the user. We do 
not present in detail the way in which information relative to the user preferences is 

                                                           
4 The outsourcing of the CPMS can also allow the sharing of profiles between applications.  
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acquired. Considering the profile acquisition techniques presented in Kassab et al. 
[11], the CPMS is developed using information: i) provided by the user by means of 
dedicated interfaces; ii) defined like general user profiles; iii) deduced from the user’s 
history, i.e., from his previous sessions [3] [15]. 

Several works consider the context of use in order to personalize information [3] 
[15] [11] [4]. In our approach, we use a model of context of use composed essentially 
of four types of information: descriptions of activities that a user wants to execute 
during a session, access rights of a user to data in the IS which collaborates with the 
CPMS, user location (for example, GPS data) and characteristics of the access device 
used for connecting during the session (characteristics defined using CC/PP [10]). In 
this paper, we do not present in detail the model of context of use taken partially from 
Kirsch-Pinheiro [12]; a global level description of this model is sufficient for the 
understanding of the approach that we support.  

In the following section, we present the notion of user preference and the different 
ways in which it is used in our approach to constitute a CUP.  

3   User Preferences: Definition and Types 

We propose three types of user preferences: Activity preferences concerning the 
activities that a user wants and can be achieved in the system. From the point of view 
of the system, an activity is consisted by a set of functionalities. We focus here on the 
functionalities of consultation which allow consulting information by using queries 
associated to these functionalities and, in a certain measure rend them operational. 
Result preferences concern the content: a user can choose results delivered to the user 
(among those obtained after the execution of the functionalities) and determine their 
order of presentation. Display preferences concern the way in which the user wants 
the information to be displayed on his MD. This includes on the one hand appearance, 
style, type of characters, etc., and, on the other hand, characteristics of the display 
formats (i.e., characteristics of the video, images, or sound).  

Inside each type of user preference, we distinguish general preferences (which are 
applied for all sessions; this is the default value) and specific preferences (which 
apply to the current session). A session starts when a user connects to the system and 
executes one or several provided functionalities. We designate as F a functionality of 
name fname defined as a tuple composed of a list of input parameters (<i1,i2...in>) 
and a list of output parameters (<o1,o2...ok>) :  

F = fname(<i1,i2...in>, <o1,o2...ok>) 

In order to illustrate the notion of activity, let us consider a user who wants to 
receive on his cellular phone the weather predictions to illustrate our proposal. The 
user profile could, for example, specify when he wants to execute the activity 
“Consultation of weather predictions”; this user is only interested on a content 
composed of the predictions concerning the city where he is, for the current day, and 
with the temperature data in Fahrenheit degrees. His profile could indicate that he 
wants that the display to be realized as images rather than as text. Moreover, our 
proposal enables, in function of the results returned by an activity, defining that  
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another activity must be committed. Therefore, if the weather predictions announce 
rain (content analysis), then the user wants to execute the activity “Consult the cinema 
schedule” which will be automatically committed and parameterized in function of 
the data of his profile (concerning location, hour, cinemas, genre of films, etc.).  

A formalism of each one of the three types of user preference (activity, result and 
display) is presented below. 

The Activity preferences describe the way in which a user aims at achieving his 
activities in the system. We define this type of user preference in the following way: 

Activity_Preference (type, criteria, A)  

Where type takes as values “general” or “specific”. criteria is a set of adaptation 
criteria (e.g., the location and the type of MD) considered for the execution of 
functionalities in a session. A is the activity that the user wants to execute in the 
system. This activity is expressed using a string of functionalities executed in a 
sequential, concurrent or conditional way. This string is expressed using a grammar 
defined in BNF (“Backus Naur Form”) notation as follows: 

Activity::= functionality [op functionality] |conditional | loop | nil ; 
op::= sequence|concurrent ; 
sequence ::= ";"; 
concurrent ::= "|" ; 
conditional ::= "if" <condition> "then" Activity ["else" Activity] "end if" ; 
loop ::= "while" <condition> "do" Activity "end while" ; 

An activity preference for Fi, “general” and without other adaptation criterion is 
defined by: 

Activity_Preference (General, (), Fi) 

All functionality Fi can be associated to a result preference as follows: 

Activity_Preference (General, (), (Fi, ResPrefFi)) 

Where ResPrefFi is a Result preference which allows a user to choose and order the 
delivered contents that are result of the execution of a functionality.  

We define a Result Preference as follows: 

ResPrefFi= Result_Preference (type, Fi, <(o1,DisplayP1),(o2, DisplayP2)...(ok, 
DisplayPk)>) 

Where Fi is the name of the functionality and the last term is an ordered list of pairs 
(oi, DisplayPi) where oi represents a result of Fi. The order of the list expresses the 
presentation order of the results. Finally, DisplayPi is the display preference applied 
to this result. A user can also choose, among the results delivered by the functionality, 
those which the user wants to obtain (e.g. only o3, o5, o8). In this case, the result 
preference is defined as follows: 

Result_Preference (type, F, <(o3, DisplayP1),(o5,nil),(o8, DisplayP3)>) 

Where nil means that the user did not define preferences for displaying this result. 
When a doctor is “Consulting the medical tests”, he only wants to receive the results 
concerning the glycaemia curve (as images with the characteristics of the display 
preference DisplayP_image1) and the medical tests associated with the thyroid 
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(defined by text T3, T4, respectively associated with the display preferences 
DisplayP_text1 and DisplayP_text2). This preference is defined as follows: 

Result_Preference(General, “Consulting medical tests” <( glycaemia_ 
curve,DisplayP_image1),(T3,DisplayP_text1),(T4,DisplayP_text2)>) 

The Display preferences describe the way in which the user wishes his MD to 
display the information (e.g., in image format). These user preferences are defined for 
the tuples as follows:  

Display_Preference (format, {characteristics}, substitution) 

In these tuples, the format can take as values: “video”, “text”, “image” and “audio” 
and characteristics specify the values taken by the attributes which characterize the 
format. The term substitution corresponds to another display preference that the 
system will try to use instead of that defined if it cannot be satisfied (substitution can 
take as value nil). The Display preference P1 corresponds to a preference for the 
display of a video, giving its dimensions and the file type (e.g., width, height, type): 

P1 = Display_Preference (video, {200,300, AVI}, P2) 

Where P2 is the substitution preference of P1 and contains the characteristics for the 
text (police, size, color, file type): 

P2 = Display_Preference (text, {Arial, 10, bleu, .doc}, nil) 

We can note that the display preferences can be referenced by the result 
preferences. In this case, they constitute preferences that will be applied to a format 
independently of a particular content (e.g., in order to privilege text format for a 
session). 

The UML Class Diagram which represents the relations between the three types of 
user preferences is shown in Fig. 2: 

 

Fig. 2. UML Class Diagram of user preferences and their relations 

4   The Contextual User Profile (CUP)  

In this section, we show how the CUP is generated with help of the Contextual 
Matching Algorithm, using a user profile and the current context of use. In order to 
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adapt information to user characteristics and those of his MD, we adopt a process 
with two steps (see Fig. 3): 

 

Fig. 3. Adaptation process 

The Preference Management step (step 1) is achieved by the Contextual Profile 
Management System (CPMS). This step consists on the one hand, of the capture of the 
context of use of the session and on the other hand, of the selection of user 
preferences which can be applied considering the current session (see Fig. 3, 
Preference Filter). For example, for the location capture, it is possible to use a GPS 
device or methods such as the SNMP (“Simple Network Management Protocol”) 
proposed in [14]. The result of step 1 is a CUP (composed of the selected user 
preferences, see section 3) and one or several queries which are “augmented”. An 
augmented query corresponds to the initial query associated to each consultation 
functionality (which is involved in the achievement of an activity, see section 3) to 
which the CPMS adds information about the result and display preferences. The CUP 
and the augmented queries are input parameters for the Query Handling step (step 2). 
This last step is not detailed here but it can be found in [6]. The following section 
details the Preference Management step, achieved by the CPMS. 

4.1   Definition of the Contextual User Profile (CUP) 

In our proposition, the CUP is composed of the activity, result and display 
preferences, which are applied considering the context of use of a session. For 
example, we only retain, from the result preferences, those which are not in 
contradiction with the user access rights. The CUP (u, s, MD) = {P1, P2, P3…Pk} of a 
user “u”, which connects through a device “MD” during a session “s” is the set of k 
preferences which are retained considering the context of use. We can note that the 
CUP is built by means of the analysis of the set Pu = {P1, P2,…,Pi, …, Pn} constituted 
of all preferences defined by the user u, which include preferences defined 
independently of the context of use (“general” preferences) and those defined for the 
session in question (“specific” preferences). The analysis of the set Pu by the 
algorithm described in the following section relies on a preliminary phase of  
the organization of the user preferences. We do not describe here in a detailed way 
the priority system established for the organization of the preferences but we present 
its main principles: i) activity preferences are analyzed, then result preferences and 
finally display preferences. ii) In each type of user preferences (activity, result, 
display), specific preferences have the priority with regard to general preferences. If 
there are no specific preferences established, the system only considers the general 
ones. iii) If any user preference is defined, the system considers the history of the user 
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in the IS and, in as last resort, the inherent constraints of the user’s MD (in this case, 
the system builds itself the preferences). 

4.2   The Contextual Matching Algorithm (CMA) 

For each preference Pi of the complete set of user preferences P, we apply the 
following algorithm in order to verify if this Pi can be added to the CUP (see lines 2 
to 4 of the algorithm): the system analyzes each Pi (for i ∈ [1, n]) and the set of 
substitution preferences5 of Pi. This analysis finishes for each Pi if: Pi can be satisfied 
(see line 5) or, if a substitution preference of Pi can be satisfied (see lines 15 to 35) or 
finally if the substitution preference is nil. The analysis of the substitution preference 
of Pi starts if Pi can not be satisfied (see line 13). When the preference Pi 
(respectively, the substitution preference of Pi) can be satisfied, Pi (respectively, the 
substitution preference of Pi) is added into the CUP (see lines 7 and 15). The 
remainder of the string of substitution preferences is not analyzed (i.e., they are added 
into the Rejected Preference List, see lines 11, 14, 24, 32).  

In the algorithm bellow, we use the following abbreviations: AP is the Analyzed 
Preference, RPL is the Rejected Preferences List, NAP is the New Analyzed 
Preference, and CUP is the Contextual User Profile. 

(1)i=1 
(2)While (i <= n) do // For each Pi where i ∈ [1,n] :  
(3)   AP = Pi    //Preference which is analyzed in this iteration 
(4)   if (Pi∉CUP AND Pi∉RPL) then  
(5)      if (Pi can be satisfied) then 
(6)        Add Pi into CUP 
(7)        AP = Substitution preference of Pi 
(8)        While (AP <> nil) do 
(9)         NAP = AP; 
(10)        AP = Substitution preference of NAP 
(11)        Add NAP into the RPL if and only if NAP∉CUP AND NAP∉RPL 
(12)       end While 
(13)     else 
(14)       Add Pi into the RPL if and only if Pi∉CUP AND Pi∉RPL 
(15)       AP = Substitution preference of Pi 
(16)       While (AP <> nil) do 
(17)         if (AP can be satisfied AND AP∉CUP AND AP∉RPL) then 
(18)           NAP = AP; 
(19)           AP = Substitution preference of NAP 
(20)           Add NAP in CUP if and only if NAP∉CUP AND NAP∉RPL 
(21)           While (AP <> nil) then 
(22)             NAP = AP; 
(23)             AP = Substitution preference of NAP 
(24)             Add NAP in RPL if and only if NAP∉CUP AND NAP∉RPL 
(25)           end While 
(26)         else 
(27)           if (AP∈CUP OR AP∈RPL) then 
(28)             AP = Substitution preference of AP 
(29)           else 
(30)             NAP = AP; 
(31)             AP = Substitution preference of NAP 
(32)             Add NAP in RPL if and only if NAP∉CUP AND NAP∉RPL 
(33)           end if 
(34)         end if 
(35)       end While 
(36)     end if 
(37)  end if 
(38)  Increment i. // i = i + 1 
(39) End While 

                                                           
5 The substitution preferences are only defined for the display preferences. 
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We use a Rejected Preferences List (RPL) to maintain user preferences which are 
not retained in the CUP, for two reasons. Firstly, some of these rejected preferences 
can still be useful. For example, let us suppose that a user preference “a” is the 
substitution preference of the preferences “b” and “c”. If  “b” is satisfied, “a” will be 
added to the RPL. In the case where “c” can not be satisfied, “a” should be analyzed 
again in order to determine if it can be satisfied. Secondly, certain user preferences of 
the RPL can describe the characteristics of a format of media which must be 
displayed. For example, let us suppose that “a” is the substitution preference of “b”. 
“a” specifies the characteristics associated to the text and “b” specifies the 
characteristics associated to the video. If the video is supported by the MD, the system 
adds “a” (the characteristics of text) to the RPL privileging in this way the user 
preference concerning the video. If there is some information which cannot be 
displayed like text, the system is able to find again in the RPL characteristics 
preferred by the user for text (“a”) and can therefore be applied.  
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Pi is the substitution 
preference (SP) of Pk, for 
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Fig. 4. User Preferences and their substitution preferences 

In order to illustrate the CMA, we suppose that the set Pu of preferences of this user 
is the one presented in Fig.  4. If P1 is satisfied, P5, P2 and P4 are added into the RPL. 
The CUP generated by the algorithm are presented in Table 1.  

Table 1. Profiles generated by the CMA 
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P1 X X X X
P2 X X X X
P3 X X X X X X X X X X
P4 X X X
P5 X X
P6 X X X X X X X X X X  

Each CUP corresponds to a given session and is generated in function of the 
context of use of the session. For example, let us suppose that one of the MD of the 
user only supports text. In this case, all user preferences associated to the display of 
images will not be satisfied during the sessions in which the user is connected through 
this MD. These preferences will not appear in the CUP generated for these sessions; 
they belong to the RPL. Table 1 presents for instance that profile1 is composed of the 
user preferences P1, P3 and P6 (P2, P4 and P5 are in the RPL) then the profile19 is 
“empty” (i.e., it does not contain any user preference). 
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If there are no strings of substitution preferences (no user preference has 
substitution preferences) in a set of “p” user preferences, then the number of profiles 
(P) will be calculated in the following way: 
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In order to calculate the number of CUP that the CMA generates considering the 
set of user preferences which contains the strings of substitution preferences, we 
calculate P using formula [1]. The number of CUP is obtained subtracting to P the 
number of combinations which contain a user preference with one or several of its 
substitution preferences. For example, let us suppose that we have 4 preferences P1, 
P2, P3 and P4 and that P2 is the substitution preference of P1. The total number of 
possible combinations is then 15 (4 combinations of 1 preference, 6 of 2, 4 of 3 and 1 
of 4). If the total number of combinations where P1 and P2 appear together ((P1, P2) 
(P1, P2, P3) (P1, P2, P4) (P1, P2, P3, P4)) is 4, then the total number of CUP generated by 
the algorithm (for different sessions) is 11 (i.e., 15-4). For the example shown in  
Fig. 4, the CMA can generate 20 different CUP (a CUP by session considering the 
contextual characteristics of this session). For a set of 6 preferences without strings of 
substitution preferences, we have 63 different CUP (6 combinations of 1 preference, 
15 of 2, 20 of 3, 15 of 4, 6 of 5 and 1 of 6), but 43 of these combinations contain a 
preference with one or several of its substitution preferences. So, only 20 CUP are 
generated by the algorithm.  

4.3   Management of Conflicts Between User Preferences 

We can criticize of the CMA its relative simplicity in the measure that it does not 
evidence the way in which certain problems are managed when they occur during the 
preference management step6. In this section, we present some conflicts between 
preferences and other incompatibilities that we have identified and the way in which 
the system has to react if they occur. It is important to note that these ways of reacting 
are not always solutions to the conflicts but they allow users to at least be informed 
about the presence of conflicts. A representation of these conflicts can be found in [7]. 

Among the possible causes of conflicts, we consider: i) Incompatibility between 
user preferences and access rights to the IS. For example, a preference which 
includes an information request whose access is forbidden to the user. In this case, the 
user preference will not be satisfied and user will not obtain the desired information. 
ii) Apparition of a conflict as consequence of the addition of a preference in the 
CUP. For example, a preference can consist of obtaining information “only” in a 
format k then another preference, in the CUP, consists of obtaining the information 
“only” in a format j, with k different and incompatible with j. In the case of 
conflicting preferences having the same priority, a solution is to choose the preference 
which can be satisfied according to the formats supported by the MD. iii) 
Incompatibility between the preferences and the technical constraints of the MD. 
For example, the display format wanted by the user is not supported by his MD. In 

                                                           
6 We can still note that the introduction of priorities between user preferences (see section 4.1) 

already establishes an answer for the conflict management. 
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this case, the system analyzes the eventual substitution preferences of the preference 
involved and verifies if there is a preference which can be satisfied. In the case in 
which information cannot be displayed in a format supported by the MD, the system 
must display a message which indicates the impossibility of displaying the 
information and the cause of this impossibility. iv) Incompatibility between 
preferences of formats expressed by the user and availability of the required 
information (the information is not available in the required format). The system 
displays the information using the format in which it is available and searches, among 
the display preferences, the characteristics that it must apply for this format.  

Thus, in order to decide if a user preference “can be satisfied” (see section 4.2, 
lines (5) and (17)), a knowledge base registers the conflicts pre-identified during the 
design of the system [7]. The CMA exploits this knowledge in order to manage the 
conflicts. Since conflicts can occur between user preferences, the CPMS must 
integrate a mechanism for specifying conflicts and solving them. For their 
specification, we use the language proposed by Bell [2] which allows representation 
of conflicting events which occur simultaneously. This representation allows us on 
the one hand, to specify, for example, how the addition of a user preference can 
produce conflicts with other preferences belonging to the CUP, and on the other hand, 
to define the criteria in order to decide if a preference will be included in the CUP.  

5   Related Works 

Concerning the definition of the user profile, several works take into account the 
interests of users [3] [11] [15], their history in the system [3] [15], and their 
preferences [4] [15] in order to personalize information to users. Some works such as 
[4] and [15] define the user profile in a multidimensional way: the work presented in 
[15] exposes a profile of two dimensions, represented by the history of the 
information requests and the recurrent information needs of the user (based on the 
user interests). The work in [4] proposes a generic model of profiles composed of six 
dimensions: i) personal data; ii) user interests; iii) the expected quality; iv) the 
delivery preferences; v) security; vi) the history of user interactions. However, these 
propositions do not detail the mechanism of representation of the context of use and of 
the nomadic user preferences in order to adapt information.  

Some works as MADSUM [8] and AmbieAgents [13] have explicit mechanisms to 
personalize the information for the user considering user preferences, in the case of 
MADSUM, and their context of use, in the case of AmbieAgents. However, these 
proposals do not specify a representation of the context of use nor of the user 
preferences in order to adapt information.  

Adapting information according to characteristics of the user, needs, goals, tasks, 
knowledge or user preferences are some of the main aspects to bear in mind when 
designing and modelling Adaptive Hypermedia systems and applications [5], [11]. 
However, these works do not specify precisely how to adapt information to 
characteristics of nomadic environments, such as location (which can modify the 
information needs of users), and MD features (which constrain the information 
display on the access devices of users). 
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6   Conclusions and Future Work 

In this paper, we have proposed formalism and mechanisms for the preference 
management of a nomadic user, in order to adapt her/him information delivered by an 
Information System (IS) according to her/his needs and to the current context of use 
(i.e., location, user characteristics and those of her/his access mobile device). We have 
classified the user preferences in three types: activity, result and display. We have 
presented the Contextual Matching Algorithm (CMA) which defines the Contextual 
User Profile (CUP) taking into consideration the three types of user preferences 
expressed by the user. In order to generate the CUP for a session, the execution of this 
algorithm considers information about the context of use of this session and user 
preferences. We have also identified some conflicts which can occur and we have 
proposed some ways for solving them. Actually, we improve the CMA which 
generates the CUP. This version considers notably the eventual conflicts which could 
present in the moment of adding a preference to the CUP (conflicts between the 
preference and those belonging to the CUP). Concerning the conflict resolution, we 
actually study several methods (e.g., Argumentation [1], Branching rules [9]) in order 
to implement them in the CMA. 
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Abstract. Over the past years, information personalization has provided several 
valuable achievements on the improvement and optimization of Web searching 
and recommendation taking into account user’s interests, preferences and 
contextual information. The main objective of a personalization system is to 
perform an information retrieval process taking into account the perception and 
the interest of the end-users. This paper focuses on how to model the user and 
his context in an extensible way that can be interpreted and used for 
personalization. We describe the architecture that provides personalization 
facilities based on the contextual user model for tourism usage1. 

Keywords: User modeling, context modeling, ontology-based modeling, Web 
personalization. 

1   Introduction 

Available data over the web became more and more complex and voluminous. Spatio-
temporal aspects contribute to this complexity, as well as the lack of structure, the 
multidimensional nature, dynamicity and mass of data. The increasing interest for 
information retrieval on the web has led to the semantic web initiative of the World-
Wide Web Consortium. The semantic web [1] is an extension of the current web which 
aims at enriching it so that it will be more comprehensible by computers. Adding 
semantic information is a necessary condition to the development of the semantic web. 
Metadata, annotations and ontologies [2][3][4] carry out this semantic information and 
constitute the foundation of the semantic web. They avoid ambiguities and allow the 
user to be provided with more relevant data. Another objective of the semantic web is to 
describe the semantic relationships between these results. 

Over the past years, information personalization has provided several valuable 
achievements on the improvement and optimization of Web searching and 
                                                           
1 This work is supported by the French National Research Agency through the Eiffel Project 

(semantic web and e-tourism). 
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recommendation taking into account user’s interests, preferences and contextual 
information. Personalization is also closely linked to navigation and visualization. 
Personalization can be defined as a correspondence between implicit and explicit 
users’ needs, and the response given to these needs. In other words, and as stated by 
[5]: "the challenge in an information-rich world is not only to make information 
available to people at any time, at any place, and in any form, but specifically to say 
the right thing at the right time in the right way". 

Amongst many successful examples, the domain of e-commerce has been a 
privileged personalization application domain on the Web, with many successful 
examples developed such as the well-known Amazon system [6]. Static user 
information refers to basic characteristics explicitly presented by the user during a 
registration procedure; while dynamic user information is collected through observing 
user’s behaviours. 

Recommender and Web personalization systems and information retrieval algorithms 
are some of the main background techniques used so far [7]. Semantic approaches use 
ontologies or personalization techniques to match users’ needs. The main objective of 
personalization system is to perform an information retrieval process taking account the 
perception and the interest of the end-users [8]. Personalized content access intends to 
improve an information retrieval process by adding explicit user requests to implicit 
user preferences [9]. This is likely to better meet individual user needs and its overall 
satisfaction regarding the system outputs. Such request reformulations also 
disambiguates initial queries [10] [11]: for example, when a user ask for the term 
"conception", the query should be different when she/he is an architect or a computer 
science designer. Requests can be enriched with predefined terms derived from user's 
profile [12] [13]. User profiles can be also used to sort and organize query results. 
Multi-agent systems have been also suggested to provide an interaction layer between a 
user’s profile, a personalization process and a web document [14]. Other approaches 
also consider social-based filtering and collaborative filtering [15], as well as rule 
filtering [16]. Rule filtering allows the definitions of rules based on static or dynamic 
profiles and are then used to improve the content delivered to a particular user. Web 
usage mining techniques can be used to extract information related to the navigations 
from logs files. The extracted knowledge can then be used to personalize a web site 
according to classes of users [18] [17]. 

Personalized user interactions can be done according to different steps [19]: 
modeling the user profile, acquiring user's data, designing reasoning and inference 
mechanisms, and generating personalized services. This paper presents an extensible 
user’s context model that can be interpreted and used for personalization. This paper 
is organized as follows. Section 2 introduces user modeling approaches and related 
work in the area. Our framework for web personalization is described in details in 
section 3. We then conclude and give some perspectives. 

2   User Modeling 

The user model usually contains information on the goals, the needs, the preferences 
or the intentions of the users. More advanced user models can contain information 
related to psychic, emotional, physical, state, etc. 
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2.1   Modeling Approaches 

The definition of the user model implies to represent and to store the most relevant 
characteristics of the user in the context of the application domain. There are many  
types of user models, two of them are particularly popular for personalized 
interaction: 

− The simplest user model is the overlay model, wherein the user’s knowledge is a 
subset of the system’s knowledge [20]. In its simplest form the overlay model 
states if an item of the knowledge base is learned, it is not completely learned or is 
unknown. By comparing the user’s knowledge with the expert’s knowledge the 
system derives the user’s lack of knowledge. The critical part of overlay modelling 
is to find the initial knowledge estimation. One of the main drawbacks of this 
approach is that it can’t model the user’s misconceptions of knowledge concepts, 
which is an important aspect within learning environments. More elaborated 
versions of overlay user models can differentiate between more detailed knowledge 
states.  

− A stereotype user modelling approach classifies users into stereotypes. The users 
belonging to a certain class are assumed to have the same characteristics. Rich [21] 
has introduced the idea of stereotypes of users, models of groups of users sharing 
common interests or characteristics, in order to be used by a system, called 
Grundy, to recommend books that they might like. A simple self-description of the 
user enables the system to classify him/her, based on personality traits, in a certain 
category of users. Grundy uses stereotypes for users like: feminist, intellectual, 
sport-person, etc. Based on these categorizations the system is able to generate 
book recommendations. In order to improve the user model the system asks the 
user if he/she liked the recommendation and why. Using that feedback, it updates 
both the stereotypes and the model of the current user.  

In this paper, we investigate the use of ontologies in modelling not only the user’s 
preferences but also his global context (time, place, material, history, etc.). These 
aspects are developed in the following section. 

2.2   User Context Ontology Based Modeling 

Context can be thought of as the "extra", often implicit, information (i.e. associations, 
facts, assumptions), which makes it possible to fully understand an interaction, 
communication or knowledge representation.  

Ontologies are a promising instrument to specify concepts and interrelations. They 
are particularly suitable to project parts of the information describing and being used 
in our daily life onto a data structure used by computers. Gu and al. [22] proposes a 
formal context model based on ontology using OWL to address issues including 
semantic context representation, context reasoning and knowledge sharing, context 
classification, context dependency and quality of context. The main benefit of this 
model is the ability to reason about various contexts. In [23], Mehta and al. propose 
the use of a common ontology based user context model as a basis for the exchange of 
user profiles between multiple systems and, thus, as a foundation for cross-system 
personalization. 
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In our work, the context needs to be more clearly defined as compared to the more 
general situation in knowledge representation. We therefore consider a contextual 
user model as a representation of combined information (implicit, explicit, etc.) that 
are directly related to one of the purposes of the system: the items recommendation or 
the interface adaptation. More details about the user profiles concepts and user model 
representation is given in the following sections. 

3   A Context-Aware Model for Personalization 

The capability to model user profile is at the heart of personalization systems. 
Therefore, one of our research issues is to design the profile structure adaptable to 
user interests’ changes. A user profile can be either static, when the information 
contained is never or rarely altered (e.g., demographic information), or dynamic when 
the user profile’s data change frequently. 

3.1   Context-Aware Information Acquisition 

The available techniques to collect information about users and the methods used to 
process such information to create user profiles and provide adapted content, 
presentation and/or structure, are varied. In the Eiffel project, our approach consists in 
automatically perform changes concerning the content or even the structure of a Web 
site, based on information concerning the user stored in the user's profile (fig 1). Such 
information is obtained either explicitly, using online registration forms and 
questionnaires resulting in static user profiles, or implicitly, by recording the 
navigational behaviour and/or the preferences of each user, resulting in dynamic user 
profiles. The advantage of explicit information is that the system is confident about 
information needs of its users and thus appropriate action can be taken such as offers 
and recommendations. In our tourism portal, this type of data is collected through: 

− Questionnaire: this set of questions is necessary mainly for getting contextual 
information about the user and what he is searching for on this site. Thus, data 
concern personal context (age, gender, company, starting from, etc.), search 
purpose (explore, visit, learn, get experience, study, etc.), precisions (when, where, 
what budget, etc.), centers of interest (mountains, rivers, monuments, etc.) and 
ratings of priorities (a little, somewhat, very, too much, etc.). 

− Registration: by registering, the user will be able to consult his calendar and 
selected items. In Eiffel we avoid to burden the user with boring questions; that’s 
why we restricted registration data to only two parameters, which are the name and 
the email of the user. 

− Feedback: in our interface, the system can get an idea of the attitude of the user 
through explicit feedback. For example, we let the user explicitly tells the system 
whether he/she likes or dislikes a place or an activity recommended for him/her by 
placing a heart sign or deleting the item. With this knowledge, the model of the 
user can be modified according to the user's preferences. A strong positive or 
negative feedback should result in a significant change of profile. If a feedback 
indicates that a user does not like a specific recommended place, a similar item 
should not appear in future recommendations. 
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However, a system whose purpose is to present personalized information needs to be 
able to infer the user's interests implicitly by observing user's actions and behaviour. 
In our system, this is done through: 

− Cookies: which are small pieces of data sent by a Web site and stored on the client-
browser computer and can be reused later on the server-Web site that sent the 
cookie as unique information concerning a user. 

− Logs: a Web server log contains each access to a Web server with information such 
as the name of the client’s computer, the date/time and the resource accessed. 

− Feedback: we use some simplified approaches that enable inferring user interests 
through implicit feedback information, i.e. by observing user's actions and 
behaviours duration as we did in our team with the Broadway approach [24]. When 
the system determines a user's need, it recommends a list of items displayed with 
sample sentences from the summary of the item description (or an image according 
to the selected display method, see next section). In this way, users are able to 
predict roughly what the item or the place or the activity looks like. If a user 
selects, reads or bookmarks that item from the list, it can be inferred implicitly that 
in some degree he/she is interested within the content. Conversely, unread or 
unselected items recommended many times for the same user during a period of 
time or many sessions can be considered as uninteresting. The positive or negative 
implicit feedback changes interest level of the user in the contextual information. 

3.2   User’s Context Components 

The user context can be described by a large set of facets. However, the user interacts 
with systems in different roles and is involved in different tasks in parallel, each of 
which is associated with a specific subset of the user context facets. To reflect this 
structuring the user context is divided into multiple working contexts (see Fig 1) 
grouping together user context facets that are related to and relevant for the same task 
and/or role of the user.  

 

Fig. 1. Components of the context-aware model for personalization 
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According to the previously presented definitions, we decided to build a model 
upon the attributes from the following categories/components (see fig 1): 

User_Context = User_Profile U User_History U Current_behavior U 
Contexts_Off 

1. User_Profile = this category captures all the common information that can 
constitute a user profile. This includes:  
− General User Demographics: This category captures all the basic user information 

such as email address (required only for user identification and profile indexing), 
age, gender, as well as a series of optional information. 

− Travel preferences: This category captures user’s preferences for travelling and 
building holidays planning. Typical preferences concern permanent preferences 
and interests (for example interested in museums, fishing activities, amount of 
money ready to spend for restaurant, favourite natural sites), temporary preferences 
and interests dependent of context (for example I like playing golf near the hotel, I 
like going on a ride when sun is shining), user situation (available time for walking 
activities, level of difficulties). 

− Interface preferences: This category captures user’s preferences considering the 
means and the media in which user receives travelling instructions and information 
while browsing on the tourism portal, modality of items’ presentation (only textual 
information, both textual and visual information, only visual information, etc.). 

2. User_History = Old_Task + Old_Browsing +Old_Selection 
Old_Task describes the reason why the user came to this site in the past i.e. the 

purpose of his old navigation. Old_Browsing points to what the user did in order to 
get answers to his queries whereas the Old_Selection designs the chosen items or the 
reservations he/she did while planning his travel or holidays. The User_History helps 
to keep track of completed browsing of the user including links, items and selections 
he/she did in planning his travel. 

3. Current_Behavior = Current_Task + Current_Navigation. Current_Task 
describes the task the user is currently involved in, whereas the Current_Navigation 
points to a history of tasks completed so far within the current working context. 

4. Material_Context = Terminal type used by the user while browsing the portal. 
The device used can be a laptop, a PC, a PDA, etc. This category is necessary in order 
to graphically adapt the interface according to the dimensions and graphical settings 
of the terminal. 

5. Contexts_Off = User_Context of other users who already browsed the web site 
searching for tourism information.  

6. Spatial_Context = This facet refers to the physical location of the user and to 
the time frame. 

The context model proposed here is defined as an extension of the generic 
ontology user defined in [25], [26] and including/understanding various 
characteristics of a user, containing concepts, under concepts and relations between 
the various concepts. 
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Fig. 2. A partial graph view of the user context ontology with OI Modeler 

Our model, partially represented in fig. 2, has been implemented using OI-Modeler 
and KAON. KAON is a tool suitable for ontology management and for the 
development of ontology based applications [27]. It comprises a set of tools and APIs 
which are evolving continuously.  

3.3   Basic Workflow of the Personalization System 

In this section, we describe how the aforementioned model is incorporated in our 
system and we describe issues assisting the reader in understanding how our context 
model affects the browsing procedure. The main functionalities of the system (fig 3) 
can be summarized in the following steps: 

1. Creation of a User profile: it associates the user with one category of users that are 
most close to his type of traveller. It is important in this module to make an 
evolutionary and not static detection of profile. Thus, this module contains the 
acquisition and observation functionalities in order to manage the user actions in 
the whole interaction. When new information about the user can be inferred, this 
module updates the user profile by adding the new information. The latter sends to 
the recommendation module the portion of user profile with the new preferences 
about the requested service. 

2. Invocation of the tracing services when a user starts browsing on the considered 
web site. 
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Fig. 3. Main functionalities of the system and basic workflow 

3. Request extension: this is based on the User_Profile and the Current_Task in order 
to extend the user's query according to preferences indicated in his profile even if 
the user does not demand. For example, Mr. X formulates a query asking for a 
hotel whereas it is indicated somewhere in his profile that he prefers rooms with 
air-condition included. The purpose is to be able to add to his query the indicator 
“air-condition” even if Mr. X doesn’t ask for it explicitly.  

4. Item recommendation: this functionality is specialized in providing information 
about places of interest, such as a restaurant, a museum and so on. It provides the 
type of service/place it manages, and other features useful to better select them for 
the user. Each tourism object displayed to the user is an instance of a class 
described in ontology. This ontology is implemented in OWL language and is 
manually designed to fulfill the needs of the tourism application. It is imported in 
Mondeca ITM (Intelligent Topic Manager), a knowledge management tool [28]. 
The ontology can then be populated in two ways: either manually by tourism 
professionals or automatically by using knowledge-extraction techniques.  Each of 
the objects contains structure of concepts and relations between them specific for 
that service. In addition they are provided with a part of users’ profiles related to 
each service. For example the restaurant ontology will have all dishes proposed in 
menu with prices and ingredients, opening hours, number of available tables, 
average time spent in restaurant etc. Ontology of museums contains opening 
schedule, list of categories, etc. 
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5. Interface adaptation: with the new technologies, it is possible to create dynamic 
and very representative interfaces on the web. The interface designed in Eiffel is 
indented to be a new image-based search tool [29], an environment able to provide 
facilities for both browsing and displaying results. The objective is to present to 
the user an intuitive visual interface that may significantly reduce his cognitive 
load when doing a search on the web. Visualization is a promising technique that 
enables people to use a natural tool of observation and processing (their eyes as 
well as their brain) to extract knowledge more efficiently. Thus, the interface 
adaptation services intend to reconfigure the graphical design of the Eiffel portal 
according to user's profiles and browsing ways. This implies, for example, 
minimising links to some items which have never been chosen by the user and 
highlighting others that are most visited or chosen.  

3.4   Inferring and Reasoning Algorithms  

In our system, the recommendation of items or destinations is strongly related to the 
user’s profile determined in the data-filtering process. Once the data concerning the 
users are collected (implicitly or explicitly or even in both ways), appropriate content 
is determined and delivered. This process is followed by information-filtering and 
Web usage filtering techniques as follows: 

− The system tracks user behaviour and preferences and recommends items that are 
similar to items chosen in the past. For example, if a user shows an interest in 
castles or museums, or by a particular place, links to other related items will be 
presented. 

− The system compares a user's tastes with those of other users in order to build up a 
picture of like-minded people. The choice of content is then based on the 
assumption that this particular user will value what like-minded people also 
enjoyed. The user's tastes are either inferred from previous choices or else 
measured directly by asking the user’s opinion.  

− We specify rules based on static or dynamic profiles that are then used to affect the 
content served to a particular user. For example, association rules could explicitly 
encode the fact that users who choose to visit place x and then place y may also be 
likely to be interested in visiting place z. More concretely, an interest in "Versailles 
castle" and "Arc de Triomphe" could potentially demonstrate a general interest in 
the monuments of the region. 

− Web usage mining which relies on the application of statistical and data-mining 
methods to the Web server log data is then used in order to find a set of useful 
patterns that indicate users' navigational behaviours. Statistical analysis methods 
are applied to Web data to extract statistical information such as site activity, 
diagnostic, server, referrers and click stream analysis.  

More advanced algorithms will be used such as clustering in order to group together 
users having similar characteristics and classification in order to map items into 
various classes such as different types of user profile. From the most used techniques  
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for constructing the user model, analyzing user data and deriving new facts, we will 
use reasoning with uncertainty (e.g. Bayesian networks, fuzzy logic techniques) and 
machine learning techniques (e.g. neural networks algorithms). 

We focused in this paper on the modeling aspects and don’t want to go into further 
details concerning the reasoning features. 

4   Conclusion and Future Work 

In this paper, we have presented some background knowledge on modeling theory 
and personalization facilities which directly affect our user contextual model. We 
have also described our architecture that provides personalization facilities based on 
the contextual user model.  

However, several issues remain open for further research in this area. One of the 
most interesting and important issue is the progressive and dynamic model creation. 
Specifications of rules that represent dependencies between model entities (derived 
from relevant theories) seem to be a promising solution, although hard to implement. 

Another challenging issue concerns the combination of various filtering and 
reasoning algorithms in the process of personalisation. This work is actually in 
progress as a part of the Eiffel project. 
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Abstract. In this paper we present our work about personalized search
in digital libraries. Unlike other researches which use content-based meth-
ods, we focus on citation-based methods for this purpose. We propose a
practical approach to estimate the co-citation relatedness between scien-
tific papers using the Google search engine. We conducted some experi-
ments to evaluate performance of different citation-based methods. The
experimental results show that our approach is promising and applicable
for personalized search in digital libraries.

1 Introduction

Nowadays, with the augmentation of a mass heterogeneous data available on
the Web, the “information starvation” problem is no longer our main concern.
However, another problem appeared, this is how to find relevant information
from this huge source. We often use search engine to find relevant information,
but popular Web search engines usually return a large number of results (thou-
sands or millions) for a query and many of them are not relevant. An important
reason is that the user query is usually short (less than 3 words on average
[1]) and hence ambiguous. For example, with a short query like “java”, without
additional information, we can not know if the authors want to find informa-
tion about an island, a kind of coffee, or a programming language. Even with a
longer query like “java programming language”, we still do not know which kind
of document this user want to find. If she/he is a programmer, perhaps she/he
is interested in technical documents about the Java language; however, if she/he
is a teacher, perhaps she/he want to find tutorials about Java programming for
her/his course.

The above problem could be solved by personalization techniques using user
profiles. Generally, a user profile is a set of information that represent interests
and/or preferences of a user. These information could be collected by implicitly
monitoring user’s activities [2,3] or by directly requesting users [4]. User profile
could be used not only for personalized search [5], but also for different tasks
like information filtering [6] or personalized visualization of search results [7].
In frame of digital libraries, user profiles could be collected from the papers
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that users read in this library, from users search histories, from users browsing
histories or explicitly specified by user etc.

Our work is about personalized search in digital libraries which consist of
scientific papers. The originality of our approach is that, while most other re-
searches about personalized search use content-based approaches to represent
user profile and document and to compute the similarity between the user pro-
file and search results for re-ranking, we focus on citation-based approaches for
these purposes.

The rest of this paper is organized as follows. In the Sec. 2 we present principles
of two famous citation-based methods to find similarity between scientific papers:
bibliographic coupling method and co-citation method; we present in detail two
approaches that we use to compute co-citation similarity: traditional method
with Web of Science database and our Web co-citation method. In the Sec. 3
we describe the simulation of personalized search in a digital library using these
methods. We conclude in Sec. 4.

2 Citation-Based Methods to Find Similarity Between
Scientific Papers

An important characteristic of scientific papers in a digital library is the biblio-
graphical relation between them. If an article appears in the bibliography section
of another article, there must be at least a reason for the authors of the second
article to cite the first article. In [8] Garfield stated 15 possible reasons for citing
an article: paying homage to pioneers, giving credit for related work, identifying
methodology/equipment etc. , providing background reading, correcting one’s
own work, correcting the work of others, criticizing previous work, substantiat-
ing claims, alerting to forthcoming work, etc. From the bibliographical relations
between scientific papers, we can deduce the relatedness between them. However,
in many cases, a simple direct relation “citing-cited” between scientific papers
is not enough to represent their relatedness. Thus, new methods which can dis-
cover implicitly related papers were proposed. In 1963 Kessler [9] proposed the
bibliographic coupling method. In this method, the similarity between two pa-
pers is computed based on the number of their co-references. He supposed that
if two papers have common references in their bibliographies, they may focus
(entirely or partially) on the same topic. In 1973 Marshakova [10] and Small [11]
independently proposed another method called “co-citation”. In this method,
the relatedness between two papers is computed based on their co-citation fre-
quency. The co-citation frequency is the frequency that two papers are co-cited.
Two papers are said to be co-cited if they appear together in the bibliography
section of a third paper. The two methods bibliographic coupling and co-citation
are illustrated in Fig. 1 (arrows represent citations).

Both of these methods have their limits. In the bibliographic coupling method,
the relatedness between two papers are fixed since their publication date because
they are computed based on the number of their co-references which remains
unchanged. In the co-citation methods, with the time two related papers may
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Fig. 1. Illustration of (a) bibliographic coupling and (b) co-citation

receive more and more citations and their co-citation frequency can increase.
However if we want to know this citation information, we have to extract from
the citation graph of the actual library or read from a citation database1 which
are usually limited; i.e. we can only know citing papers of a given paper if these
citing papers exist within the same digital library or citation database.

The two methods bibliographic coupling and co-citation have been used widely
for different purposes. The digital library CiteSeer uses these methods to find
related papers. In [12] the co-citation method is used to create a patent classifi-
cation system for conducting patent analysis and management. Recently, these
methods are used in hyperlinked environment to find the relatedness between
Web pages because of the similarity between the notion of “citations between
scientific papers” and “links between Web pages”. When applied to Web pages,
the co-citation method seems to be better than bibliographic coupling therefore
it is used more widely. In [13], Pitkow and Pirolli use co-citation method for
clustering Web pages. In [14], Dean and Henzinger use co-citation and compan-
ion algorithms to find the related Web pages. Efron [15] uses this method to
estimate political orientation in Web documents.

In [16] the authors used bibliographic coupling and co-citation methods for
the classification of Brazilian Web pages. They also use these methods for the
classification of scientific papers. They have found that co-citation method work
very well in classification of Web pages. However this method has poor perfor-
mance when it is used for classification of scientific papers in a digital library.
This is because in a digital libray, we can only know citations from internal doc-
uments (i.e. documents inside the digital library) while citations from external
documents are not available. In the case of Web page classification, the Web page
collection is a subset of a search engine database which contains most of the link
information available in Brazilian Web pages. That is why the link information
is not limited like in the case of scientific papers. Because of this reason, the
co-citation method work much better in Web pages collection than in scientific
papers collection.
1 A citation database is a system that can provide bibliographic information of papers.
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The next part presents two approaches that we use to compute co-citation
similarity between scientific papers: traditional method with Web of Science
database and our Web co-citation method.

2.1 Using Web of Science as Citation Database

Actually there are many citation databases like Web of Science2, Scopus3 and
digital libraries like CiteSeer, ACM Digital Library which provide citation in-
formation about scientific papers. After regarding in detail these sources, we
decided to choose Web of Science as a citation database in our experiments.
The Web of Science of Thomson ISI is an important database which is used
widely for citation studies [17,18]. In 2005 there are about 35 million records in
its database. The Web of Science provides access to current and retrospective
multidisciplinary information from approximately 8,700 of the most prestigious,
high impact research journals in the world. Besides, it also provides an API
which facilitates the access to its database without using a Web browser. An-
other important reason for which we used Web of Science is that it contains most
of journals and transactions used in our experiments (see Sec. 3.)

In Web of Science, an article is represented by a primary key called UT.
Its API supports many operations on its database. Table 1 lists two important
operations that are used in our work. More documentation about Web of Science
search service could be found in [19].

Table 1. Some operations of Web of Science search service

Operation Description
searchRetrieve Performs a search and retrieves records

citingArticles Searches the WOS database for records that cite a particular parent
record and retrieves those records. The parent record is specified
by its UT value

Thanks to the search service of Web of Science, if we know some information
about a paper (like title, year of publication, journal etc.) we can use these
informations to find the UT primary key of this paper in Web of Science database
by calling the searchRetrieve function. Then using this UT primary key we can
find all papers that cite this paper with the citingArticles function. From these
information we can know the number of times that a paper is cited or the
frequency that two papers are co-cited in Web of Science database.

2.2 Using Google as Citation Database

With the explosion of the World Wide Web, Web search engines have to become
more and more complete in order to satisfy information needs of users and their
indexes become bigger with time. For example, in 2005 Google claimed to index
2 http://portal.isiknowledge.com
3 http://www.scopus.com/scopus/home.url



366 T.-T. Van and M. Beigbeder

over 8 billion Web documents. With their huge indexes, Web search engines could
be a good source for many data mining tasks. For example, Turney et al. [20]
used AltaVista search engine to find the semantic relation between words. They
issued queries containing words to be examined to AltaVista search engine and
noted the numbers of hits (matching documents) returned. Using these numbers
they can deduce the relation between words.

Recently, a new method for citation analysis called Web citation analysis begins
attracting the research community. Web citation analysis finds citations to a sci-
entific paper on the Web by sending the query containing the title of this paper (as
phrase search using quotation marks) to a Web search engine and analyze returned
pages [21]. Because a Web search engine can index many kinds of document in
many different formats, the notion of “citation” used here is a “relaxation” in com-
parison with the traditional definition. Vaughan and Shaw [21] used this method
with Google search engine and compared with traditional bibliographic method
using ISI database. Given an article, they classified Web documents that cite this
article into 7 different categories: Journal (site of correspondence journal); Author
(author, co-author, or one of their employers lists the articles in their pages); Ser-
vice (a Web bibliographic service lists the article); Class (bibliography/reading
list for a course); Paper (a scientific paper that is posted on the Web); Confer-
ence (conference announcement, report or summary/description); Other (cited in
another way). Kousha and Thelwall [22] used a similar strategy called URL cita-
tions to find citations to articles of open access journals. However, in their work,
the URL citation of a Web page is the mentions of its URL in the text of other
Web page (and not its title). They also compare URL citations (using Google)
with traditional bibliographic citation (using ISI).

In our Web co-citation method, we compute the co-citation similarity of two
scientific papers by the frequency that they are “co-cited” on the Web. The
notion of “co-citation” used here is also a “relaxation” in comparison with the
traditional definition. If the Web document that mentions two scientific papers is
another scientific paper then these two papers are normally co-cited. However, if
this is a table of content of a conference proceeding, we could also say that these
two papers are co-cited and have a relation because a conference normally has a
common general theme. If these two papers appear in the same conference, they
may have the same general theme. Similarly, if two papers are in the reading list
for a course, they may focus on the same topic of this course. In summary, if
two papers appear in the same Web document, we can assume that they have a
(strong or weak) relation. The search engine used in our experiment is the Google
search engine. To find the number of time that a paper is “cited” by Google we
need only to send the title of this paper (as phrase search using quotation marks)
to Google and note the number of hits returned. Similarly, to find the number
of times that two papers are ”co-cited”, we send the titles of these two papers
(as phrase search and in the same query) to Google and note the number of
hits returned. This idea is illustrated in Fig. 2. In this example, the co-citation
frequency of two examined papers is 11. In our experiments, we use a script to
automatically query Google instead of manually using a Web browser.
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Fig. 2. Illustration of the Web co-citation method

2.3 Similarity Measures

In this section we define some similarity measures that we use to compute the
relatedness between scientific papers using citation approaches. We used some
variants of the measure introduced in [23]. The co-citation similarity between
two papers is defined as:

cocitation similarity(p1, p2) = ln(
cocitation(p1 , p2 )2

citation(p1) · citation(p2)
) (1)

or

cocitation similarity(p1, p2) = ln(
cocitation(p1 , p2 )2

citation(p1) + citation(p2)
) (2)

In above formulae, cocitation(p1, p2) is the number of times that these two
papers are co-cited, citation(p1) and citation(p2) are respectively the citation
frequency that papers p1 and p2 received.

The bibliographic coupling similarity between two papers is computed as:

bibcoupling similarity(p1, p2) = ln(
coreference(p1 , p2 )2

reference(p1) · reference(p2)
) (3)

In above formula, coreference(p1, p2) is the number of co-references of p1 and
p2, reference(p1) and reference(p2) are respectively the number of references
of p1 and p2.

3 Experiments

As stated above, in this work we conduct experiments for evaluating performance
of two methods: bibliographic coupling and co-citation with citation databases
Web of Science and Google. The experiments described here are simulations of
personalized search in a digital library using user profiles.
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3.1 Test Collection

The test collection that we use in our experiments is the collection INEX 2005
(version 1.94.) This collection has 17000 XML documents extracted from journals
and transactions of IEEE Computer Society. Thus this collection could be used
as a medium-size digital library of Computer Science. This collection includes
not only scientific papers but also other elements like tables of content, editorial
boards . . . Because we are interested only in scientific papers, so in the first
step we have to remove these elements from the collection. We found that these
elements either do not have a title (in <atl> tag5) or have simple titles like News,
About this Issue, Article summaries . . . which are not representative titles for
scientific papers. Therefore we use a quick-and-dirty approach to eliminate these
elements: we sent the titles of all documents in the collection to the Google search
engine; if the title of a document receives more than 15000 matching documents
then this title is considered not to be representative for a scientific paper and
the correspondence document will be removed from the collection. Documents
without title are also removed. After this process, the collection contains 14237
documents. Then we extract all necessary information for our experiments from
these documents (title, journal, publication year, bibliography etc.)

There are also many topics with relevance assessments distributed with the
collection. Each topic represents an information need. There are two types of
topics used in INEX ad-hoc task: CAS topics (Content And Structure) which
allows users to use structure of documents in their requests and CO topics (Con-
tent Only) which do not contain structure of documents (like in TREC). In our
experiments we use only CO topics to form user queries. There are 29 original
CO topics but only 20 topics that have more than 30 relevant documents will
be used for experiments. The numbers of these topics are: 206 207 208 209 210
212 213 216 217 218 221 222 223 227 228 229 234 235 236 237.

As mentioned above, our experiments are simulations of personalized search-
ing using user profiles. In this case, 20 topics represent different information
needs of 20 different people. For each topic, we choose some relevant papers
as “pseudo user profile” of this person (5 in average in our experiments). The
selected papers are choosen among the highly relevant papers to the correspon-
dence topic and those that receive many citations from other documents. We
think that this approach is reasonable because in reality if a user of a digital
library has to specify something as her/his profile, she/he may choose important
papers in her/his research domain. The papers which are included in these pro-
files are removed from the collection to avoid effect on the experimental results.

3.2 Evaluation Procedure

After the preparation procedure, we use the zettair search engine6 to index the
INEX collection, then we send 20 queries (which are formed from above topics) to
4 http://inex.is.informatik.uni-duisburg.de/2005/
5 Article title.
6 http://www.seg.rmit.edu.au/zettair
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zettair; with each queries we take the first 300 documents for re-ranking using
“user profiles” of correspondance topic. The similarity between a document d
and a user profile p is computed as:

similarity(p, d) =
∑

d′∈p

similarity(d′, d) (4)

In Eq. 4, similarity(d′, d) is the similarity between a document d′ in profile p
and document d (see Sec. 2.3). Note that in the co-citation method, the similarity
between a profile and a document is computed by using two different citation
databases Web of Science and Google as we mentioned in Sec. 2. If we use
Google, the only information we need is the titles of d and d′. If we use Web
of Science, firstly we have to find the primary keys UT of d and d′, then we
use these primary keys to find their citing papers. In bibliographic coupling
methods, the references (bibliography) of each paper are extracted from original
textual content of documents. The similarity(p, d) could be normalized to have
value from 0 to 1. The final score of a document is obtained by combining its
original score of zettair (the default model is Dirichlet-smoothed [24])and its
similarity document-profile. We tried two combination function: a linear function
and product function. However, in this experiment the product funtion seems to
be better than the linear function. Therefore, it is used in final result which is
presented below.

3.3 Results and Discussion

The experimental results are presented in Fig. 3 and Tab. 2. The metric used
is precision/recall. From these experimental results, we can see that the co-
citation method using Web of Science database do not bring any improvement,
it even causes a slight performance decrease. The bibliographic coupling method
performs better but not very clearly. The co-citation method using Google is the
best, it brings 15.06% improvement for the precision at top 30 documents.

Now we will analyse the experimental data to explain these results. In the
co-citation methods using Web of Science database, only 213 pairs of document
(each pair consists of a document to be re-ranked and a document in the “pseudo
user profile”) are co-cited with the average co-citation frequency of each pair is
1.94. This small number of co-cited pairs is the reason why it could not bring any
improvement and even becomes a noisy source which causes bad effect on the
final result. There are many reasons that could have influence on the performance
of the co-citation method. The most important reason is the capacity of the
citation database that we use. The papers that are selected as “profiles” are also
an important factor: the more famous they are, the more citation they receive,
and the probability that they are co-cited with other papers will be higher.
Although we tried to select important papers within the collection but there are
no guarantee that they are also the most important papers in their domains.
In the bibliographic coupling method, there are 1126 pairs of documents which
have co-references with the average number of co-references of each pair is 1.69.
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Fig. 3. Experimental results: re-ranking search results of zettair with different citation-
based methods

This is a little better than the first case and it is able to make some improve-
ment. Note that the bibliographic information (references) of papers in collection
are extracted directly from the textual contents of these paper so they are not
dependent on any citation database. In the co-citation method using Google as
citation database, there are 4845 pairs of documents which are “co-cited” with
the average co-citation frequency of each pair is 4.84. This is much better than
the first two cases. That is why it gains the best performance.

Table 2. Precision at 5, 10, 20, 30 documents

Original Bibliographic Co-citation Co-citation
Result coupling using WoS using Google

At 5 docs 0.6600 0.7300 0.6300 0.7100

At 10 docs 0.6150 0.6050 0.5900 0.6800

At 20 docs 0.5375 0.5600 0.5150 0.6025

At 30 docs 0.4867 0.4883 0.4567 0.5600

However, the number of pairs which are co-cited or have co-references and
their average frequency are not unique factors. In the second experiment, we
tried to increase the number of co-cited pairs with the co-citation method using
Web of Science database: we adjust in each “pseudo user profile” all papers that
cite at least one paper in this set and all references of these “pseudo user profile”
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(all these information come from Web of Science database). In this way, the
size of each “pseudo user profile” becomes much larger. Then we conduct other
experiment with this expanded profile. Result of this experiment is presented in
Fig. 4:
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Fig. 4. Performance of co-citation method using Web of Science with the expanded
profile

In this case, the number of co-cited pairs is 2715, which is much bigger than in
the first experiment, and the average co-citation frequency of each pair is 1.66.
However from this result, we can see that the co-citation method with expanded
profile is still worse than the original result of zettair. The possible reason is that,
in the expanded profile there are many papers that do not focus on the same topic
with the original profile and hence produce noise which decrease performance of
this method. This phenomenon is called “topic drift” [25]. Another thing that
we want to note here is that the product combination is worse than the linear
combination (although both of them are worse than original result). In the first
experiment, the best results was obtained with the product combination, this
make us conclude that in our experiments the product combination has more
effect than linear combination, either this effect is improvement or deterioration.

4 Conclusions and Future Work

In this paper, we present different citation-based methods and their application
for personalized search in digital libraries. From the experimental results, we can
see that citation-based methods could be applied for this purpose. However, the
performance of the co-citation method depends largely on the citation database
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that we used. We have some directions for the future work. For example, we could
combine multiple citation databases to boost the performance of co-citation
method; a k-fold cross-validation experiment is also being considered.
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Abstract. When searching information, any user has to face huge cognitive 
efforts to obtain accurate and relevant results. The search task includes a set of 
complementary sub-tasks in which the user needs to be necessarily involved. 
But, the real place of the users is not obvious without an effective knowledge of 
their context, environment, and so on. So we assume that a better knowledge of 
the user and of available information should make it possible to implement 
techniques aimed at adapting the retrieved information contents, as well as the 
search process itself. This personalization mainly relies on the definition of 
profiles. Since applications principally manage specific user/information 
profiles (structure and content), we propose in this paper a generic and a 
flexible profile model. This latter facilitates the construction and the 
interoperability of various profiles coming from different applications and/or 
having different structure/content. This paper presents the way the different 
resources (user, information…) can be modeled within the information search 
process and its related tasks. Then, we discuss the usefulness of profiles in such 
processes/tasks. Finally we present the generic and the flexible profile model 
we propose.  

Keywords: Generic Profile Model, Interoperability, Information Retrieval, 
Personalization. 

1   Introduction 

Searching for information in digital repositories is an activity which can be realized 
by anyone. Everybody nowadays, in our era of information, handles, exploits and 
retrieves information; a lot of information. To find information fitting his needs, the 
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user makes use of different kinds of search tools in particular on the Web which is 
considered today as a privileged source of information. However which is the place of 
the user in such an activity?  We propose to answer partially this question in this 
paper. In order to better understand the user’s role in such an activity, we present 
initially the context of the information searching process. We underline then the 
user’s implication during the different levels of the search process while taking into 
consideration previous presented elements. In order to allow the system to better 
know the user and to implement techniques of adaptation as well of the retrieved 
information contents as of the searching process itself, we present how this user is 
modeled through a user’s profile1. We present finally our work linked to the user’s 
profiles within the framework of the information searching process. Whereas each 
application proposes its own profile contents and structures, we propose to model any 
kind of profile through a generic profile. This model supports various contents 
coming from the literature but especially makes it possible to make interoperating 
different profiles defined in different applications, even if they do not have the same 
structure. This model is based on the assumption that the better the information is 
described, the better the system will exploit it. Thus, a semantic level, being used as 
support with techniques of inference, has been added to the profile. We also present 
the various tracks which we explore concerning the user within the framework of the 
searching for information process: for example the collective aspects or the 
Visualization Information Retrieval Interfaces. To end this paper, we propose a small 
discussion around the concept of “taking into account the user in the information 
searching process”. 

2   Searching for Information 

Searching for Information is an activity in which the user has a prevalent place. 
Indeed, he is the only person to really know his needs and can reasonably appreciate 
the relevance and the usefulness of retrieved information. However, searching for 
information can be achieved through two specific modalities but used in a transparent 
way: querying and browsing (Figure 1). 

Browsing consists in retrieving relevant information in “visiting” a document 
repository(ies) without knowing, a priori, the contents, the organization and the type  
 

Querying

Browsing

Document
space

Information users  

Fig. 1. Searching for Information 

                                                           
1 In this paper, we are exclusively interested in the structure and the contents of the users’ 

profiles. We do not treat the construction and the evolution of such profiles. 
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of the documents contained in the repository(ies). The most representative example 
surely is the Web.  

Querying consists in seeking information thanks to a specific tool called a search 
engine. This latter tool gives information in response to a specific information need. 

2.1   Browsing 

Browsing makes it possible to go through the space of the documents of the collection 
without having to formulate needs. The main interest of this task is that the user 
acquires information without necessarily having to know, a priori, the contents and/or 
the structure (organization) of encountered information.  

Three models [2] (Chap 2.10) have been defined to characterize the browsing 
concept (figure 2):  

- The flat model. The documents are presented in a plan or a simple list; 
- The structured model. By analogy with a file system, the documents are 

organized in tree-like structure. This model is interesting when we want to 
propose the documents according to their related topics to the user; 

- The hypertext model. This model is based on the hypertext concept. This 
concept aims at extending the concept of linear (or sequential) text file by 
allowing a graph-like structure. This concept has been developed to propose a 
nonlinear consultation of the documents. The nodes are containers (granule or 
collections of granules) which are not limited to text but can also contain 
images (fixed or animated) and sound. A hypertext link is a referential link that 
establishes various non hierarchical semantic relations between the nodes. 

In the Web context, browsing is primarily based on the hypertext model. 

… …

document document

folder

Flat model Structured model Hypertext model

document

Hypertext link

 

Fig. 2. Browsing Models 
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2.2   Querying 

Querying makes it possible to obtain documents according to ad-hoc user’s needs. He 
does not have to navigate blindly on through the space of documents as it is the case 
with browsing. We can classify querying tools according to two categories: 

- Those which are based on a pull approach which consists in supplying 
information answering an explicit request of an individual. It is the case of 
systems such as search engines (Google for example); 

- Those which are based on a push approach which consists in returning 
automatically to individual information which could interest him, taking into 
account his recurring needs. It is the case of information filtering tools and 
information recommender systems [11].  

The duality between these two great categories of approaches was highlighted in 
[3]. Table 1 synthesizes the principal points of comparison. 

Table 1. Pull Approaches versus Push Approaches 

 Pull approach Push approach 
Information need Short time  (the time of the request) Long time (persistent) 

Document collection Static Dynamic 
Interaction high low 

3   The User Facing the Information Search Process 

The user’s implication within the information search process is very important. The 
more this implication is important, the more the results will be relevant from the 
user’s point of view. So, the user gets involved in the following Information Retrieval 
(IR) steps: 

- His human capacities (physical, mental, psychical….); 
- His knowledge and particularly, as [7] underlines, his practical knowledge 

(Web experience) and his domain-specific background knowledge. 

3.1   The User Facing Browsing 

The main difficulty of the browsing paradigm from the user’s point of view is the 
cognitive effort it requires. Indeed, even if browsing seems to be easy, [1], [2] 
indicate that the cognitive overload is inevitable. Indeed, an important cognitive effort 
is required to build a mental map of the visited hypertext graph. This latter map is 
completed whenever the user visits a new document since it memorizes the document 
organization. It also allows the user to browse the hypertext in an optimal way in 
reminding the location of non visited documents of interest. A cognitive overload 
occurs when the user can no more memorize the hypertext structure. Moreover, a 
second difficulty concerns the way the user’s knowledge is implied in browsing. 
Indeed, every document the user visits must be evaluated to identify if it is relevant to 
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the user’s information need. The quality of the browsing is so correlated to his 
domain-specific background knowledge and his mental capacity. Moreover, browsing 
can be improved by his practical knowledge (URL content and interpretation, the use 
of browser …). 

3.2   User Facing Querying 

In the querying paradigm, two trends can be identified: pull and push methods. These 
two methods have the same goal but are different from the user’s point of view.  

3.2.1   Pull Approaches 
Pull approaches are based on an important user interaction. First of all, the user has to 
transform his information need into a query (commonly a keyword list) that is 
understandable by the system. To do this, the user’s domain-specific background 
knowledge is heavily implied in order to choose the keywords used to build the query. 
Indeed, the search results quality depends on the choice of the most accurate 
keywords. Too specific keywords make the number of retrieved documents 
decreasing. Too general keywords make the number of retrieved documents too high 
to be humanly managed. In this latter case, the search results are also general since 
selected keywords may be related to a too large concept. Even if the choice of 
keywords is crucial, the length of the query is also an issue because when the 
information search systems may have some difficulty to select the accurate context of 
the query. In practice, some studies show that the number of keywords of a query is 
relatively low (<3 keywords in average) [15], [8], [16]. We can imagine (and regret) 
that the length of queries should not evolve in the next years due to the high cognitive 
effort it requires to build a “good” query.  

Secondly, at the opposite side of the information search process, the user is also 
involved when the system shows him the retrieved documents. His domain-specific 
background knowledge is another time heavily required associated to his practical 
knowledge to identify the relevant documents within the numerous retrieved 
documents (several million in most of case on the Web). In this case, the more the 
number of documents are retrieved, the more the possibility of cognitive overload is. 
Indeed, when having to manage the high number of retrieved documents within a 
ranked list requires patience and perseverance. To analyze the search results in its 
integrality, the user has to open and evaluate the relevance of every retrieved 
document, solution that cannot be imagined for a human. As a result, we can 
underline the fact that users are only visiting the 20/30 first retrieved documents 
ignoring other potentially relevant documents (from his own point of view). 

3.2.2   Push Approaches 
From the user’s point of view, push approaches are more comfortable because the 
interaction is quite limited. Indeed, after giving his information needs (through a 
query or example of relevant documents) the user receives automatically relevant 
documents without having to interact with the system [17]. Moreover, the number of 
recommended documents is lower than in pull approaches because recommended 
documents are more filtered. The implication of the user is not limited to the 
interaction in push approaches; he must use his domain-specific background 
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knowledge to evaluate the real matching between recommended documents and his 
information needs. Thanks to these relevance judgments, the internal representation of 
the information needs can be corrected and adapted to limit the number of “noisy” 
irrelevant documents like in collaborative filtering systems [13], [5]. 

The user is so the angular stone of any information search process. The quality of 
retrieved documents depends essentially on his experience and capabilities… To 
improve this quality, search systems have evolved and try to help the user in a more 
important manner. To achieve this goal, systems, qualified as “adaptive”, must have 
the most complete information characterizing the user. Adaptive methods can be seen 
at different levels of the search process: query formulation, browsing, search results 
visualization… Commonly, information describing a user is called a “user 
profile/model”. 

4   User Modeling and Information Search Process 

In the previous section, we underlined that the implication of the user is important at 
the different steps of the information search process. Now, we present the way the 
user can be modeled, via a user profile, in information search systems. A user profile 
can be defined as a set of characteristics allowing the system to identify or to 
represent the user. Being general this definition hides the reality. Indeed, even if this 
definition can be applied to all the adaptive information search systems, the structure 
and the content of a user profile is very different from one system to another. This 
paper deals with this issue but do not concern the profile evolution (in term of content 
or structure). 

In most of adaptive information search system we identify in the literature, 
characteristics describing the user can be split into two classes: 

- Personal characteristics (last name, first name, age…); 
- Characteristics related to information needs. It can represent for instance the 

user’s preferences (language, format, content, freshness, document visit 
history, last queries, relevance judgments, behavior information…). These 
characteristics are not exclusive and can be affined taking into account: 

o Short and long term profile [10]. This distinction allows the system 
to react to an emerging information need. The construction of the 
long term user profile is commonly done in processing short term 
profile; 

o Positive and negative user profile [6]. Most of the time, positive 
user profile are use to represent the user. Unfortunately, in this case, 
systems are missing important plus-value information that is to say 
information that the user is not interested in (negative profile). The 
integration of these two kinds of processes makes the relevance of 
retrieved documents higher. 

Concerning the real user profile content, we can unfortunately underline that every 
system uses a unique user profile. For instance information needs can be described by  
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a common keyword list [9] or by a more complex structure like a tree [5]. Some 
research initiatives tend to build a general information search user profile like APMD2 
(Accès Personnalisé à des Masses de Données) project [12]. Moreover, we have to 
notice that information search systems have only a partial view of the user since each 
system manages only a part of the search process (querying or browsing…). But, 
during a search process, the user manually switches from one activity 
(browsing/querying) to another. Thus, few works integrate browsing and querying.  

Furthermore, the evolution of mentalities and technologies makes the raise of Web 
2.0 which is based on participative/adaptive/”mash up”... In this context, to limit these 
drawbacks, we propose a new generic profile model that allows systems to integrate 
profiles coming from different applications and/or having a different structure. This 
model relies on a flexible description of resources (information/users/…). 

5   Towards an Extended User’s Model 

Each application linked to the searching for information task has only a partial user 
model and specific information (the overlap of search engines database is low). For 
this reason, it is important to propose a model which allows the applications to 
interoperate and share information and representations. This approach is motivated by 
the raise of “mashup” technologies on which Web 2.0 relies. Each application could 
offer a specific API (Application Programming Interface) to give access to his 
services/information. In the same time, it is surely utopian to think that all the 
applications in an information search context will use exactly the same characteristics 
(name, type, semantics…) to characterize information and users. Thus, we have 
proposed a profile model which is generic, and nondeterministic. It supports the 
interoperability of the information search tools (matching between profiles coming 
from various applications) and it allows the system to model the user like any other 
element implied in the application (information for example). The interest of such a 
model consists in the integration of a semantic level making it possible the matching 
between profiles not being built in an identical way (coming from various 
applications for example). The model is not deterministic: the system can identify 
thanks to semantic information the links (matching) between the various profiles 
which it uses. This is why anybody could even imagine that any user could insert in 
his profile the characteristics which he wishes. Indeed, why the user could not 
described himself? He is however that who knows himself best! The suggested model 
thus does not describe what it is necessary to put in a profile but is used as a basis for 
management and matching between any types of profile. So the generic profile we 
propose is depicted in Figure 3 (in UML format). In this model four specific parts can 
be identified: 

- The Logical Structure that corresponds to the real tree-like organization of 
attributes in the profile. In the model aggregation of existing models is possible 
via the Reusable attribute inherit; 

                                                           
2 http://apmd.prism.uvsq.fr/ 
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- The Logical Structure Semantic that associates semantic to the logical structure 
(described resource and relations between resources, concepts associated to 
each attribute…); 

- The Content that corresponds to the real value of each attribute; 
- The Content Semantic that associates semantic to the content of each attributes 

(type, logical expression). 

The techniques of matching and reasoning are carried out using RDF associated 
with SparQL [14]. More details concerning this model and its exploitation are 
available in [4]. 

Semantics of Logical Structure

Content Semantics of Content

Logical Structure

Profile

ReusableElement

LeafAttributeNonLeafAttribute

Concept

ResourceLink
Resource

ConceptLink

ContentElement ValueType

LogicalExpression

ValueTypeLink

LogicalOperator

Attribute

0..*

1..*

0..*

1..*

0..*

0..*

-hasType
1..1

0..*

0..*

0..*- isModeledBy
0..* 1..1

- includes

1..*

0..1

0..*

1..1

- isAssociatedWith

- represents1..* 0..1
0..*

0..*

0..*

0..*

- describes1..* 1..1

 

Fig. 3. Generic Profile Model 

The semantic level of the model allows the system to find relationship between 
elements having different names or structures. This mapping is done owing to the 6 
following steps (Figure 4). 

The two first steps correspond to the conceptual matching between attributes from 
different profiles. It is done via a specific SparQL3 query (Figure 5). This query 
verifies if two concepts C1 and C2 can be matched. It uses the list of available 
concepts from the file (Concepts.rdf). It verifies the matching between C1 and C2 
through the sameAs and equivalentClass relations defined in OWL (many other 
relations could be used). <cf1> and <cf2> are the concepts for which the system has 
to verify the matching. Note that the “.” in the Where clause corresponds to the logical 
AND. 
                                                           
3 http://www.w3.org/TR/rdf-sparql-query/ 
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Extraction of attributes and concepts from every profile

Concept compatibility checking

Extraction of data types

Data type compatibility checking

Data type conversion

Content semantic checking
 

Fig. 4. Different Steps of the Profiles Automatic Matching Process 

PREFIX owl:  <http://www.w3.org/2002/07/owl#> 
PREFIX rdf :  <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 
SELECT  ?c1  ?c2
FROM <Concepts.rdf> 
WHERE
{ 

?c1 rdf :type sp:Concept . 
?c2 rdf :type sp:Concept .
{ ?c1 owl:equivalentClass ?c2 } 
UNION 
{ ?c1 owl:sameAs ?c2 } . 

FILTER (  
(?c1=<cf1> || ?c1= <cf2>) 
&& 
(?c2=<cf1> || ?c2=<cf2>)  ) 

}  

Fig. 5. SparQL Query to Check the Matching Between Concepts 

The four last steps correspond to the data matching between attributes from 
different profiles. Three main processes can be identified: 

- Extension of data types. Lists are completed with missing values. It is 
important that all profiles have the same type. Note that the second value 
corresponds to the weight [0; 1] of this value in the attribute. For example, 
(French, 1) indicates that French for profile #1 is more important than 
English (English, 0.5); 

Languages from Profil#1 {(French, 1), (English, 0.5)} 

Languages from Profil#2 {(French, 0.5)} 

Result of the transformation: 

Languages from Profil#1 {(French, 1), (English, 0.5)}  

Languages from Profil#2 {(French, 0.5), (English, 0)} 
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- Modification of data reference. The format of any attribute can be a list of 
values or can be a symbolic name that is expressed through a logical 
expression. In the following example, the freshness in profile #2 is partially 
characterized by the symbolic name “low” that has been expressed as the 
logical expression “greater or equal to 4 days”; 

Freshness (in days) from profile #1{(4, 1)} 

Freshness (in days) from profile #2{(low, 1), (average, 0.3)} 

(corresponding logical expression)   {(>=, 4)} {(>=, 1) AND (<=, 3)} 

Result of the transformation: 

Freshness (in days) from profile #1 {(low, 1), (average, 0)}  

Freshness (in days) from profile #2 {(low, 1), (average, 0.3)} 

-  Data type implicit conversion. Every type can be automatically converted 
thanks to a type translation library. For instance days can be converted into 
years; 

Freshness (in days) from profile #1{(4, 1)} 

Freshness (in years) from profile #2{(0.01, 1)} 

Both expressions represent the same values that is to say 4 days thanks to a 
naïve transformation (4/365=0.01). 

Thanks to these different steps, the system can then compute similarity between 
two profiles. To do this, a weight is associated to each attributes having to be 
compared. Then, the weighted similarity is computed in a classical way (cosine 
measure for instance). A visual interface has been proposed to verify which attributes 
have been matched between two profiles. 

As a conclusion, thanks to this model and particularly to the semantic level, each 
information search tools can exchange his information/user profiles with other tools 
via a specific API. Since search tools have a specific view of documents/users, they 
provide specific profiles having “proprietary” profile structure. To allow any search 
tool to manage these heterogeneous profiles coming from different other tool, the 
semantic level must be shared between all the search tools as a knowledge database. 
Indeed, if the different profiles are linked to the semantic level, the matching between 
heterogeneous profiles is easier.  

In parallel, we carried out a thought concerning the types of profile features in 
searching for information. In addition to the features personal and related to the 
requirements in information, relational features emerge. Indeed, the user cannot be 
regarded any more as an isolated entity. He has relations with other individuals. These 
individuals are likely to have the same needs in information. These relations (formal 
or not) can be exploited at ends of recommendation, P2P searching, indexing… 
Within this framework, we study tracks allowing the system to take advantage of the 
information belonging to a group. They are there the premises of the exploitation of 
the collective intelligence to the service of the information search process. 
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6   Conclusion and Future Works 

Taking into account the user within the framework of the information systems and the 
information search process is fundamental. The era of the applications not taking into 
account the users is completed. A current system must adapt itself to the user: it is 
necessary first of all that the system identifies the user needs and his context in the 
information search process. From this moment research works concerning the 
contents of the profile are in their early stage. At the present time, we can say that 
even if many projects try to standardize the information contained in a profile, each 
application has a partial profile i.e. a partial user’s characterization. 

In term of prospects, the taking into account of the user must be improved. In 
particular the capacity of the users (other that the domain-specific knowledge and the 
practice-specific knowledge) must be considered. Some features such as the age or a 
physical handicap influence the adaptation which is necessary to return useable 
results. Various works can be quoted in this framework such as Sissi 
(http://sissiprojet.free.fr/). Thanks to the study of the behavior of various users having 
different capacities, the Sissi project wants to identify the impact of some Web 
Services in any information search process. These Web Services would allow  
for example the adaptation of the contents compared to the various users’  
capacities. 

The taking into account of social aspects (relationship between users) and of 
collective aspects should be still developed. Even if a collaborative information 
search emerges, the exploitation of the collective intelligence from our point of view 
is isolated. However the study of the social networks [18], the study of the uses of the 
documents by a group are sources of semantic information useful for an information 
search because it could thus integrate external information in addition to the simple 
contents of the documents; thus this information has a strong added value. 

7   Discussion 

It is important to underline an important limit when taking account of the users within 
the framework of the information search process. The user’s profile must be 
sufficiently reactive. Indeed, it is necessary to take into account the new centers of 
interests. In addition, it is important that the user can control the profile which 
characterizes himself. It is of primary importance that he has the possibility of 
consulting or modifying information that relates to him. Lastly, an adaptive system 
within the framework of the information search process must take care not to be 
intrusive. Indeed, the current systems tend to be completely automated under pretext 
that they know the user through his profile. However, in the case of ambiguity for 
example, the tool will really refer “adapted” documents not meeting the user’s needs.  
It however seems judicious that, in spite of the adaptation provided and necessary, the 
user must keep under control his search process. The system must act more as a 
companion than as a substitute. 
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Abstract. A suitable navigational model, conveniently tailored for the
needs and access characteristics of the intended public, is one of the ba-
sic ingredients for ensuring the usability of successful Web applications.
Properly identifying the navigational requisites of large Web applications,
though, is not always an easy task particularly face to structural changes
introduced by Web site evolution, which is prone do deviate the effective
navigational patterns from those conceived in the original model. This pa-
per introduces an under development research tool for structural modeling
and statistical navigational analysis of Web applications which traces link
paths exercised by visitors and allow the identification of characteristic
navigation patterns. Application in Web restructuring, pre-fetching cache
techniques and adaptive content systems are discussed.

1 Introduction

Conceiving a suitable navigational model, conveniently tailored for the needs and
access characteristics of the intended public, is one of the basic steps for ensuring
the usability of successfull Web applications. Systematic Web design methodolo-
gies therefore relay on an adequate identification of navigational requisites for
the careful organization of the application structure and well-planned emplace-
ment of hyperlinks. Distinct navigation tools (indexes, guided tours etc.) apply
to different purposes and the parsimonious positioning of contextually relevant
links is important in order to avoid that either its excess subjects the user to
disorientation or its insufficiency hinders the efficient retrieval of the information
content [1] [2] [3].

Properly identifying the navigational requisites of large Web applications,
though, is not always an easy task. Inherent intricacy of complex hyperconnec-
tion structures may be considerably difficult to map — and become even harder
when we consider dynamic sites [4]. Alternate or overlaying navigation models
may be provided for the diversity of interests of an heterogenous target public.
Moreover, with the natural evolution process, continuous modifications in the
application structure may deviate the navigation scheme from the one originally
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proposed. Finally, users’ intuition is something tricky to infer, thence it is not
guaranteed that people will adhere to the navigation scheme as supposed at de-
sign time — access patterns may even change with time as users gain familiarity
with the Web site or layout is altered.

If effective navigational patterns deviate too much from the ones for which
the hyperlinks structure was designed for, usability may be compromised in
unforeseen ways. It may happen that some resources are accessed through un-
necessarily long paths, possibly leading the user to confusing meanders unrelated
to the signaled context and prone to diverting visitors from the intended des-
tiny. Overall performance of the application may be reduced due to inefficient
resource utilization, user satisfaction may be affected and important information
content may be left aside. Specially for complex and dynamic Web application
it is thus interesting to monitor the accesses to the site and keep track of the
navigational patters effectively exercised by the users, and compare then with
the original design. If discrepancies are find, restructuring of the application may
come in handy either to restore usage scheme to the original plan or to correct
conceptual mistakes or changing navigational requisites.

Restructuring of Web application is an important topic of research under Web
Engineering and is based on statistical analysis of user accesses. Most automated
tools for such purpose relies on the information provided by the log facility of
the Web server. Unfortunately, though, standard logging mechanisms of most
popular servers are meant to register statistics of the number of accesses to single
resources, for that this piece of information is used by application maintainers to
estimate Web site popularity and to bill sponsors that “pay for hits”; no specific
provision for tracing the navigation paths are available.

Typically, these access logs are provided as line-oriented text-files where each
entry corresponds to a request-reply HTTP transaction with a few data fields
that, for each event, informs the date of the occurrence, the address of the
client, the requested resource, the server’s response status code and possibly
some extra detail concerning software and protocol version. With only this piece
of information, existent tools for Web statistical analysis usually try to infer
navigational data by judicious guesswork based, for example, on the interval
between successive requests from the same origin. For instance, if it is known from
the application structure model that a given page A has a link to another page
B, then, if a request from a given IP is soon followed by a consecutive request of
the same IP for the page B, then it is assumed that both requests correspond to
the navigation of an unique user from A to B. While fairly reasonable for a very
simplified scenario, such assumption may be too optimistic concerning real word
utilization. It neglects, for example, that many distinct users behind a firewall —
an increasingly common reality nowadays — may reach the Internet through the
same IP, thereby leaving indistinguishable entries in the log file.

Likewise, it is not possible to unambiguously separate explicit requests (the
user entered a new URL) from implicit requests (the user activated a link), nor
the ad hoc usage of backtracking (browser back button). There is also the vague
premise that a few successive close-in-time requests always denotes a single user
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navigation and the question of the empiric value of such time interval. Finally,
even probabilistically, this guess can only tell something about page-to-page
navigations; no clue regarding followed links are given. For instance, if page A
has two navigation bars, one at the top and another at the bottom, there is
no hint to know which bar was effectively used — and therefore the statistical
navigation analysis that can be drawn is limited. An improved log facility which
produces useful data for tracing user navigation through the Web application is
the subject of this paper.

2 Navigational Log

While standard resource access log facilities collect information on the number of
requests for each resource in a Web application, our navigational log is intended
to register the paths effectively followed by users, identifying not only which
pages were visited, but also which links within that pages were selected. The
software NavLog, in development at the Laboratory of Distributed Systems and
Concurrent Programming, ICMC-USP, is a tool for statistical navigation anal-
ysis of Web application intended to this goal. It comprises three main modules,
illustrated in Figure 1, which interact as follows.

LoggingClient Server

Analyser

Front−end

Database

Fig. 1. Block diagram of the NavLog modules

2.1 Logging

Unless extra data is provided, the HTTP request sent by the Web client to
the server carries no identification of either the mechanism (explicit or implicit)
that generated the interaction or the hyperlink, if any, that was selected; if such
information is needed, it must be artificially provided by the system — that is
the duty of the logging module.
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In the current prototype this module is implemented by a stand-alone TCP
proxy daemon that intercepts the communication between the Web client and
the Web server. It can run either in the client’s machine to analyze local access
to remote Web servers, or in the server machine to analyze external access to the
web site. In the former case, the user can use the logging module by activating
the proxy options of the Web browser, while in the latter the site manager can
set the proxy to listen to the standard HTTP port and forward the incoming
requests to the Web server running in an alternative port (future work may
include the implementation of the logging system as a loadable Apache Web
server module). The logging process can be summarized as follows:

– On the first access from the client to the server, the logging module intercepts
the request and starts a new user session by assigning it an unique identifi-
cation number (session id) and then forwards the message to the server. It
also create a new entry for the session in its database associating it with a
set of session data which include client address, requested resource etc.

– When the server responds, the proxy once again intercepts the communi-
cation and pass it through a parser algorithm that seeks for references to
other documents. For each one it founds, it marks it with the corresponding
session id, so that every link (URL) in the document includes an additional
parameter identifying an specific navigation session. Before sending back the
document to the client, the proxy also consults its database looking for an
entry of the currently examined page. If none is found, a new entry is created;
otherwise the time stamp of the most recent entry of the page is compared
with the age of the file sent by the Web server. If the file is newer than the
last log information, than a new entry with the current time stamp is cre-
ated. In both cases, if the page is registered in the database, it is assigned an
unique page identification (page id). Every link in this page is also examined
by the parser, assigned an unique link identification (link id) and registered
in the database along with its respective URL (Figure 2). Page id and link
id are also added to every hyperlink along with the session id.

– When the client’s browser renders the document, every link will have embed-
ded in it the identification of the current session, page and link. Therefore,
when the user issues a new implicit request by selecting one of the links,
the composed URL that will be sent to the server carries those pieces of
information.

– The logging module parses the new request message and, detecting the iden-
tification tokens, establishes that it is associated with an active session. It
then adds a new entry for the session transaction database and forward the
request to the server, but not before removing the identification tokens so
that the communication proceeds transparently as though the data flow had
been untouched.

Since every link is precisely marked with unique identifiers, when a new re-
source is requested the logging module knows exactly from which page and which
link it was referred, and thus is possible to trace the user navigational paths along
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Session id   Page id  Time ....
1                 1            1234...

Page id  − URL − timestamp
1             www....    1234...

Pageid − Link id  − URL
1             1           link−a
1             1           link−b
1             1           link−c

HTML

link−a?sid=1&pid=1&lid=1

HTML

link−a

link−c
link−b

Logging module

Parser

Database updating

link−b?sid=1&pid=1&lid=2
link−c?sid=1&pid=1&lid=3

Fig. 2. Logging module

the site. HTML forms are treated analogously by artificially adding and removing
hidden fields. In order to guarantee consistence for further analysis process, every
time a page changes, a new snapshot of its hyperlink structure is added to the
database. A new session is created when an unmarked request is received, and
it can be ended after a specified time out period. In addition to the session,
page and link id, an additional identifier adds a serial transaction number from
which the proxy can detect duplicated requests such as those caused if the client
uses the back button facility of the web browser or selects a stored URL from
a bookmark collection. Current implementation uses an external SQL database
(Postgresql1) server to manage logging data.

2.2 Analyzer

The analyzer is another stand-alone module intended for off-line processing of
the log database. Given a time interval, it goes through the log entries examin-
ing user sessions and extracting information concerning hyperlink structure and
navigational patterns, as well as their evolution along the time. Following the
page-to-page navigation logging through the visited links the analyzer is capable
of reconstructing the Web application structure. Therefore if a Web crawler is
let to recursively scan the entire site, then the complete model can be build from
the scratch based on the generated navigational log ( all that is need is to tell
the analyzer to process only the crawler transaction).

As to analyze the adequacy of the navigation model, instead of an automatic
spider, the designer can start a session himself to exercise the planned naviga-
tion movements within the application, thence generating a reference log. The

1 Postgresql: www.postgres.org.
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remaining entries in the log database can then be processed to compile statistical
data regarding the effective utilization of the reference paths. For example, if
there is a planned path from A to D through the sequence ABCD and the log
shows that most users in reality go through ABXY ZD, this may be an evidence
that the original navigation model does not match the users’ intuition or that
the link from B to C is not clear enough to guide the user to the desired page —
some structural change or layout modification may be needed.

The analyzer can also detect specific navigation patterns such as circular
paths — if these are not foreseen in the model, their presence in the statisti-
cal log may be an indication of disoriented users wandering around in circles.
Tree-like paths as in a depth-first search probe may suggest that users need to
undergo an exhaustive exploration to locate target piece of information, where-
upon the designer may try adding more explicit references to critical resources.
Rarely followed paths and excessive traffic can be detected as well. Also, the
designer may learn that the bottom navigation bar is seldom used, or that a
given incidental link to some non-relevant information is misleading the users to
wrong ways.

If a manual intervention is performed, such as the addition of a new link or
a layout change to highlight a link, the analyzer can produce statistics of the
utilization patterns before and after the modification, so that the designer can
evaluate the impact of such a change on the site navigation.

2.3 Front-End

A graphical user interface implements a convenient front-end for accessing both
the logging and analyzer modules and for the visualization of the application
structure. An illustration of the interface under development is shown in Figure 3.

The diagram shows the retrieved structure of a simple Web site comprising
three pages A, B and C; a forth page labeled “The Web” represent the rest of
the Internet. Each page has a few links which are numbered in the order that
they found by the logging module’s parser. The solid arrows denote links from
one page to another, while the dashed arrows indicate an artificial “jump” to
other page by, for example, explicitly entering an URL. Dash-and-dot arrows
from the Web to the other pages mean implicit or explicit movements from the
outer world into the web site, while arrows from the pages to the Web show
points where the user has left the application.

By specifying different time intervals for the analyzer, the visualizer can pro-
duce corresponding snapshots of the web site, evidencing structural changes.
The functionality under implementation will also permit the designer to label
the arrows with access frequency or to paint them in different colors to represent
the same information. By clicking in consecutive links from one source page to
one target page, the user can select an entire path instead of a single link — this
can be useful to compare the traffic from A to C through B with the one that
goes directly from A to C.
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Fig. 3. Visualizer module

3 Implementation

NavLog is a prototype under development, several features are partially imple-
mented and there is considerable work ahead before one fully operational tool
can be released. When ready, it will be distributed as free software under the
GNU GPL[5].

The logging module is the where the development has advanced most. It was
implemented from the scratch in C for GNU/Linux platform and makes use of
standard socket and thread APIs. As main limitations it has been noticed that
the module performance is below the expected, sensibly interfering in the nor-
mal server response time. It is believed that the rudimentary parser accounts
for this delay, and efforts to replace it with an optimized version are currently
been spent. As an alternative, it is been considered the replacement of the pre-
liminary prototype with the free software tinyproxy2, which has shown to be a
well-tested and good-performance solution into which the logging functionality
can be implemented.

2 Tinyproxy: http://tinyproxy.sourceforge.net.
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The analyzer is the second module in development stage. It is also been im-
plemented in C and compiled for GNU/Linux. Basically, it connects to the Post-
gresql database server and extracts structural and statistical information. As for
the first task it produces a text file describing the application model in a form
which is easy for the visualizer to interpret. The statistic analysis, on the other
hand, is less developed and uses some techniques that are subject of ongoing
research.

Finally the visualizer is in the earliest stage of implementation. It is based on
the GTK library and implement only basic features.

4 Conclusions and Future Work

NavLog is a tool for Structural Modeling and Statistical Navigational Analysis of
Web applications. It extends the standard access logging facility of popular Web
servers by including data on the paths accessed by users, thereby producing a
navigational log. Based on this information, it allows the designer to compare the
planned navigational model with effective navigation exercised by users, to detect
abnormal or unwanted navigation patterns and to identify navigational changes
with time. It also help the designer to analyze the impact of modifications in the
structure of layout of the application regarding navigation scheme.

In addition to the analysis and restructuring of Web application, the aug-
mented information provided by the navigational log can be useful also for other
advanced purposes, some subject of active research in our research group. One of
them is on policies of cache substitution for the Web. A more accurate knowledge
of navigation patterns allows for better decisions on what documents should be
cached and what should be discarded to release space. A step further in this di-
rection concerns pre-fetching techniques [6]: if reliable statistics about the usual
navigational paths are available, then from the list of last visited pages reason-
able prediction for the next document to be requested can be made — and this
data can be used either by the server or by the client to anticipate the user by
pre-loading the probable document into the cache.

The implementation of differentiated services can also benefit from the naviga-
tional analysis. It is possible for example to detect distinct patterns of navigation
and, based on then, identify classes of users with different characteristics and
needs. Adaptive content can then be offered and special QoS levels can be se-
lected. One advanced sophistication to be explored under this research project is
the implementation of proactive dynamic Web applications, whose context-aware
navigational structure is automatically tailored for the user characteristics. For
instance, if its known from previous statistical analysis that most users that reach
the page D through the path ABCD do not detain themselves for longer at the
intermediate pages before moving to E, then some automatic restructuring rule
based on a suitable IA mechanism can decide to place a link in C directly to E
for the convenience of the user.

Among known issues, is the fact that according to the current trends, advanced
web design technology is moving toward the extensive use of embedded scripting
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language. This naturally poses new challenges for our content parser module,
which is no more ambitious than a proof-of-concept implementation. To cope
with novel technologies such as client-side dynamic content generation (including
not only javascript but also all the new generation of scripting languages such
as python and ruby), operational modules of NavLog have a long way ahead.

Statistical navigational analysis is a relevant subject of research in Web En-
gineering. This work report is intended to contribute to this area. The NavLog
project is part of this effort.
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Abstract. Very large, high-resolutions displays, such as tiled display walls with 
resolutions ranging from tens of mega pixels up to 100+ mega pixels enables 
visualization of data in ways never before possible. Even if the technology is 
still emerging and faces challenges such as interaction problems and 
development of rendering technology, both hardware and software, the 
potentials for visualizing large data sets are still very exciting. Within this 
thematic framework, we provide an introduction to the current state of research 
on use of very large, high-resolution displays and a general discussion of the 
role of scale/size of documents as basis for discussion and a conceptual 
framework for analysis of "large documents", specifically for medical-imaging 
related documents.  

Keywords: High-resolutions displays, health care documents, document model 
medical imaging, telemedicine. 

1   Introduction 

Does the size of documents matter? Does it make a difference whether a document is 
viewed on a cell phone, a laptop or on a large display wall? When the number of 
pixels and the size of the display grow, what happens with the user’s way of working 
with the documents and with how efficiently the information contained in the 
documents are recognized by the users? Are there usage scenarios where wall-size, 
high resolution, normal pixel density displays offers possibilities not already 
attainable by conventional display technologies? Obviously, a wall-sized, high-
resolution display with an order of magnitude larger size and number of pixels, allow 
for several users collaborating or working on disjunct problems simultaneously. Users 
can move close to the display wall to view details, and move away to see larger 
structures. The complexity and the number of documents displayed simultaneously 
also increase. Figure 1, Display wall shows a 22 mega pixel display wall at the 
University of Tromsø in use displaying meteorological data.  

Software is generally categorized into one out of two categories: either software 
meant for single-users or multi-user (groupware). Trying to categorize the use of large  
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Fig. 1. Display wall 

displays can yield the same result. The large display surface can either provide one 
viewer with a very large work-surface for himself or provide viewing space in front of 
the screen for several people to view the same information at the same time. In 
addition, the use of the large display is either characterized by being a presentation in 
that someone wants to distribute a message or information to a larger audience, or it 
might be interactional where several users are interfacing the information on the 
display and authoring it.  A large wall-sized high-resolution display also makes it 
interesting for several teams to work simultaneously on disjunct problems, or with a 
limited interaction between the teams. 

A commodity projector typically has a native resolution of 1024*768 or 
1200*1024 pixels. When the distance between the projector and the screen increases, 
the size of the projected image also increases. However, the number of pixels does not 
increase as the image size increases, and the information content carried by the pixels 
does not increase as the physical size of the displayed image increases. For a single-
projector image the pixels per inch (PPI) decreases as the size of the projected image 
increases. A projected image of width 200 inches has a horizontal PPI around 5.  

If you move closer to the projected image from a projector you will eventually 
reach a distance where the individual pixels become visible and the projected image 
lose coherence or becomes coarse. The image will apparently lose detail. Even when 
the image itself comprises more pixels than the projector is capable of displaying, no 
further details will become visible when moving up close to the image. 

A wall-sized high-resolution display of the same size as a large single-projector 
image, has typically an order of magnitude more pixels within the same area. The PPI 
is at least 35. As a result a display wall is capable of both displaying a large image, 
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and retain the detail inherent in the displayed image (or information). Current high-
end cameras provide images with 10 or 12 megapixels resolution, while screens 
typically only provide up to 2 megapixels displayed resolution. This would imply that 
the image document has at least five times more pixels than what it is possible to 
display with a single display. A display wall with a resolution between 20-
100Mpixels is today the only way we have to display images from high-end cameras 
if we want to see all the pixels simultaneously. 

Doing a brief comparison between the different pixel-sizes provided by the 
different technologies brings forth the differences in granularity they offer. A single-
projector projecting an image on about 200 inches across would yield a PPI of 5. On 
the display wall the PPI is above 35. High-end 30 inch display provide PPI as high as 
120 or more. The human eye has large difficulties in discerning individual pixels on a 
screen with over 200 PPI. So even a display wall has a long way to go before being at 
120 PPI. However, a display wall is scalable because it is tiled and it can get better 
PPI by using more projectors. 

Before going any further in details, it might be relevant to talk about the concept of 
a “document” in relation to size. Is the displayed document on your smart-phone the 
same as the one when displayed on the wall sized display? Is it the same document 
anymore? Having the entire document available in your eyesight or in the periphery 
of your eyesight – how does this affect the perceived document? Is it still the same 
document? Another question is how to select the parts for the actual screen and frame 
the screen, in other words, create the visible document. It is a matter of parts and 
wholes/totalities. How should you be able to zoom and select specific images and still 
have an option to access an overview of the patient? It is a matter of composition of 
documents/interface. Where, when and what is a document? Is the document what 
you can see on the screen or is it the repository as a whole? From a technical 
viewpoint the answer is that it depends. -There are several transformations we can do 
to the data and to the visualization of the data:  

 

(I). Transformations of the data itself 
a) The document data is scaled with loss to adapt them to the characteristics 

of the display it is displayed on.  The actual displaying can happen in one 
of two ways: 

i. The document data is transmitted to the cell phone where it is 
unpacked and displayed by using software running on the cell 
phone. 

ii. The document data is read by software on some computer and the 
pixels are sent to the cell phone where the pixels are displayed. 
The actual document data is not sent to the cell phone. 

b) The data is not changed or loss-lessly changed. Otherwise as (a). 
(II). Transformations of the visualization of the data: The data is not changed or 

transmitted to the cell phone. Instead, just the visualization of the data is sent 
pixel by pixel to the cell phone from one or several computers. 

a)  The pixel representation of the visualization is scaled to adapt it to the cell 
phones display characteristics. 

b) The pixels are sent as is to the cell phone. The cell phone then 
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i. display the pixels 1:1. If the image has more pixels than the cell 
phone display we must scroll around to see various parts of the 
image. 

ii. Or – scale them by running software on the phone. The image can 
be compressed to fit it into the phone display, but the image will be 
very small and hard to read. 

 

As can be seen the document data can change or not, and the visualization can 
change or not.  

A large display also allows for simultaneously viewing of several documents, and 
of more complex documents. A large, interactive, display surface also supports all 
types, or modes of documents, including text, images, video and audio. Comparing to 
the small display on a pda, the wall-sized display clearly can display both more 
documents and more complex documents simultaneously.  

However, a document is not only a physical object containing a number of data. It 
is also a social phenomenon playing a certain role in a social environment [1], [2], [3], 
[4]. When data is displayed via an interface on a cell phone it is an individual 
document and when it is shown on the large display wall it becomes a collective 
document shared by a number of people located in the same room. However it is 
closely related to the documents on the cell-phone based on the same data. One may 
talk about a complex network of similar documents around for instance the same 
patient, person or place. Some of these documents may be large and only last a 
second; other may be small and last a year, if saved. But they are all documents. It has 
been suggested to reserve the notion of document and documentation for the field of 
perennial based documents capable of being retrieved and reused and talking about 
semiotic production when it comes to the very communicational event [5]. If one 
embraces the whole process of communication as a complementary process of 
documentation, it allows you to discuss how to design and create an instant document 
only supposed to last for a second and not necessarily planned to be reused. If you go 
to the roots of the Latin word: documentum, you get the verb doceo and the suffix 
mentum [3]. Doceo/docere refers to the action of demonstrating, teaching, to show 
something and not necessarily to preserve something. The suffix mentum refers 
primarily to the grammatical means of turning a verb into a substantive, but one may 
claim that it indirectly tells you that without some kind of means, you cannot 
demonstrate, teach or show anything. It leads to an option of choosing means, either 
small or large display and more or less lasting media, when you create a document. 
The important and defining question around a document becomes how you form and 
frame a document. It makes it reasonable to distinguish between small and large 
documents. -We will return to this in discussion and in the rest of this essay try to 
present an ontology for ‘large documents’, documents to be viewed on a large, high 
resolution display based on previous findings within research primarily in the field of 
human-computer interaction related to large displays and how the issues found within 
this research relates to some distinct use-scenarios within medicine: radiotherapy 
planning and radiology. 

NOTE. – The display wall is only one of several ways of implementing large, 
high/resolution screens. It is in this context used as an illustrating example. There are  
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other interesting technologies in this regard, as the Milan touch-board from 
Microsoft1, but the issue we wish to discuss here is the one of size and resolution, 
which impacts the amount of- and format of the displayed information. 

2   Research and Findings on Large Displays 

As stated by Jonathan Grudin in [6], a typical large display today only occupies about 
10% of your visual field available by moving your eyes. Consequently, quite a large 
part of your visual perception remains unused in front of a traditional screen. If we 
include the area visible when moving your head, the screen covers only about 1% of 
the visible area around you. As Grudin argues – in the natural world, having only 1 to 
10% of your physical surroundings visible, you would probably feel quite restricted 
by your eyesight.  

Taking two extremes into consideration, having either – say 10,2 inches on your 
ultra-portable laptop available – or having 230 inches on the wall – what are the 
affordances of the two displays in terms of perception, interaction and information 
access? A networked computer connected to the Internet, with a web-browser, is 
potentially an (increasingly-) infinite information source. Having a larger display 
available makes it possible to have more information available for viewing 
simultaneously. But anyone who has tried to search the web for information, or even 
worse, trying to gain overview of some topic has experienced the information-
overload issue. What role does the size of the display have in this regard? And how 
large does the screen have to be in order to challenge the boundaries of our 
perception? In a recent experiment, Yost and North [7] set out to investigate this and 
compared a 2 megapixel display to a 32 megapixel display with regards to scalability 
of visualizations. What they found was that with a 32 mega pixel display the 
perceptual limits of humans was not challenged. This means that, for at least the kinds 
of visualizations investigated, increasing display size and resolution helped perception 
and the ability to solve problems based on information displayed.  

The small physical size of typical commodity displays, ranging from 17” to about 
30” makes it crowded in front of the screen if several people are to view the same 
information. Projectors, which allow for multiple viewers, have the drawback of 
losing detail when moving closer, although they allow for multiple users to view the 
same. Wall sized displays, and similar high resolution, large displays allow for both 
high detail (amount of pixels) and large physical size. Hence, the technology allows 
for both large amounts of information to be viewed concurrently and for multiple 
people seeing the same, almost from the same angle/viewpoint while being able to 
discuss and interact with the information. Single users will benefit from having more 
information viewable and be perhaps less restricted by the limitations of their working 
memory. Initial studies show that the use of large displays improve performance of 
certain tasks along with improved recognition memory and peripheral awareness [8]. 
Larger screens also provide a more immersive experience and as a result motivate 
different and more efficient mental strategies for the task of spatial orientation [9]. 
Spatial task orientation is an important sub-task in any work involving orientation 

                                                           
1 http://www.microsoft.com/surface/ (accessed 31.8.2007) 
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related to 3-dimensional models or objects. How often such a task is involved in 
clinical decisions remain at this point speculations, but for now it suffices to mention 
that many tasks relate to visual models of the human body. 

In their 1997 article, Swaminathan and Sato [10] recognize and classify three 
possible configurations for a large display, Distant-contiguous, Desktop-contiguous 
and Non-contiguous. As this classification is done based on a prototype system that 
was made out of a configuration of only six 29 inch CRT displays, not all of the 
points made are equally relevant for our discussion. However, both the distant-
contiguous and desktop-contiguous are highly relevant. The distant-contiguous 
configuration means that the display is large and contiguous, but placed at a greater 
distance from the user, so that he can view all of the content on the screen without 
rotating the neck (visual angle of 20-40 degrees). The desktop-contiguous 
configuration is when the display is still large, but placed at reading distance from the 
user (without scaling the text). Advantages and characteristics of the two relevant 
configurations that they found in their setup were (we also add our own comments 
and subjective experiences): 
 
(I). Distant-contiguous 

a. Advantage: a large contiguous drawing surface, all visible at once. 
This is substantiated in our experience from using a wall-sized 
22Mpixel display wall over several years. 

b. Disadvantage: detailed work, such as word processing, drawing, etc. is 
done out of the so-called resting length of accommodation (in short: 
comfort zone for our eyes for such ‘detailed’ work). This is not in 
accordance with our experience. We have a display wall without any 
borders between the tiles, and we have software enabling us to scale 
any window, text, and drawings to compensate for a greater viewing 
distance. 

c. Useful for: large amounts of interrelated information (maps, design 
schematics, large models, graphs, etc.) 

d. Useful for: shared view for multiple users 
(II). Desktop-contiguous 

e. Advantage: best of both worlds in large screen size and standard 
reading- or working distance 

f. Useful for: large amount of interrelated information where any part of 
the information can become useful for the user at any time 

g. Disadvantage: essentially a single-user configuration. This is also our 
experience. However, there is a rapid progress towards multi-user 
systems. We have developed an extensive multi-user support for our 
display wall including support for multiple mice, keyboards, sound and 
hand gestures from multiple users simultaneously.  

 
Another interface issue mentioned by Swaminathan and Sato is pointer movement 

and control. This issue clearly needs different solutions once the display reaches a 
certain size. The issue of lost cursor is imminent even with a two-screen display 
setup, which is normal today, especially in radiology departments. Sketched solutions 
to this issue are: direct manipulation using laser pointers or touch, nonlinear mapping 
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with sticky controls letting the cursor move quickly over ‘empty’ spaces and slowly 
over objects, and the dollhouse metaphor. The last strategy is to make a small model 
of the large display in one part of the display and treat manipulations on this 
“dollhouse” as manipulations on the larger display. 

For our own display wall we have developed and implemented several techniques. 
These include using a cell phone, PDA, laptop or tablet computer as a magnifying 
glass into the display wall. The display on the smaller computer will always show a 
part of the display wall with centered around the cursor. This helps both in locating 
the cursor and in accurately positioning the cursor. Another technique we are using is 
to snap the fingers to make a sound wherever the cursor will be highlighted. The same 
technique is used to move a window automatically closer to the snapping user. A third 
technique we use is to have a large software magnifying glass on the display wall 
itself. When we need to increase accuracy or view details, we can rapidly bring it up 
and move it around. 

Large displays providing a larger field of view also has proven to have a distinct 
and very interesting property regarding the gender biased task of (virtual) spatial 
navigation. Using computer screens to navigate in spatial models, or information 
spaces, men have the same advantage as in the real world. This means that when 
navigating in a virtual world, or manipulating and relating to 3-dimensional models 
on the screen, men will typically outperform females. However, when using large 
displays this advantage seems to diminish and even disappear [11].  This is quite an 
interesting fact, especially for situations where spatial orientation is a part of the daily 
work. Is this relevant for work done in hospitals and in healthcare? We will return to 
this question later.  

Within the field of CSCW, the study of large displays has been a focus for quite a 
while, as the recent book on public and situated displays by O’Hara, et.al [12] states. 
This volume presents an overview of the current state and focus of research on the 
topic. As mentioned herein, the displays that have been studied over the years 
(primarily since the early 90s) have differed in their: 

 

• form factor (small monitors to wall displays) 
• form of content (text, images, multimedia) 
• whether content is  

o authored (e.g. advertisement) 
o evolving (meeting notes, sketches, etc.) 
o ad hoc (e.g. video) 
o what kinds of content interaction is supported  

• whether intended for  
o single use 
o multiple users 

• whether displays are intended for  
o focused collaboration  
o more arbitrarily use/other 

 
As is apparent from this list, display-walls in particular has not been the research 

issue in focus, but large displays in general – anything from a whiteboard to 
advertising displays in airports or along highways.  
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What has been studied within these subjects are social, physical and cognitive 
consequences of design (ibid., p. xix) and placement – what makes the displays 
attractive, how they can provide awareness of activities of others, how to provide 
shared access to the displays and more. Two particularly interesting aspects of large 
displays discussed are (1) publicity and (2) situatedness. 

The issue of publicity is also of importance even in a room full of medical 
expertise. It is most likely the patient in question’s data that are available to the room, 
and in general, all medical (hospital-) staff would be permitted to view the displayed 
data. However, there are important exceptions. Firstly – even when sharing a 
visualization, all of the actual data behind it is not shared. An example is a 
PowerPoint presentation where only a few transparencies are displayed on the display 
wall, while the rest of the presentation file is kept on a private laptop and not made 
available. We call this presentation style sharing. Secondly, when the visualization of 
data come directly from the desktop of personal laptops and PDAs, only select parts 
or windows of each person’s desktop should be made visible on the display wall.  

Some relevant, but in this discussion perhaps more peripheral issues regarding 
“public displays”, are ownership and access. As stated in O’Hara et.al, these topics 
are complex and multi-layered concepts that are resolved in an on-going processes of 
negotiation between the users – whether these are individuals, groups or 
organizations. In the case of a hospital setting we expect the technology to have 
commodity status within a few years and consequently should not be a regarded a 
scarce resource. However, these displays – either used in a presentation mode – or in 
an interaction mode, will be subject of ownership-of-control issues, as for instance 
whiteboards are. The notion of “collaborating artifacts” is when the piece of chalk to 
write on the blackboard is used as the control-mechanism for whoever is currently 
authoring the content of the blackboard. The users are, in this case, involved in a quite 
complex – but socially “fluent” process of taking turns to author the content. At the 
same time, there are clearly hierarchies or power-structures inherent in the interaction, 
like in brainstorming meetings, where the most active parties may get the credit for 
the ideas presented. Whether or not this is an issue when designing technology will 
depend on many factors – like the culture in the working place or in the organization.  

The issue of “situatedness” covers concepts such as Situated Action, Distributed 
Cognition and Activity Theory, in addition to ergonomic design of the technology. 
These issues concern both physical design and especially placement of the 
technology. The latter will for instance decide potential audience for the display and 
decide use and use-context of the display. Interaction opportunities with large, public 
displays differ based on the location for use: corridors and transitional places will be 
less inviting for interaction, as people tent to hurry through these places from one 
place to another, and more relevant for displaying small notes and announcements. 
On the other hand, displays situated in a communal kitchen area, or close to the coffee 
machine will be more attractive for interaction because of the way people are used to 
behave at these places.  

While this issue of situatedness is relevant for the concept of large, public and 
interactional displays – within the context of a hospital ward they will perhaps be a 
little more peripheral in regards to the issue of usefulness of the technology. At first 
glance – the question of where to put the displays are obvious: it should be placed 
where the imaging or discussion or decision-making is done. Or – is this so obvious? 
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If the hypothesis is that large screens offer improvements cognitively for the process 
of shared decision-making (teamwork and –brainstorming arrangements) and that this 
hypothesis holds truth, then the technology should obviously be placed where the 
decisions are made. However, decision-making – and especially distributed decision-
making (involving more than one individual) have proved to be quite a complex 
matter. The important question will be: where are the decisions really made? Perhaps 
are discussions performed in a particular room (where the patient data are displayed), 
but afterwards people meet in the hallway, or in the cantina – or any other convenient 
and perhaps arbitrary place – and a short talk could be basis of the final decision 
regarding treatment. These issues have been proven within CSCW-research to be non-
trivial and not apparent before actually studied. 

In the following section we will take a look a scenario with a potential of 
benefiting from the use of large-display technology and how these cases relate to the 
research findings already mentioned.  

3   The Radiology Department and Radiation Therapy Planning 

The radiology department in a hospital is responsible for all imaging of the patient’s 
body that needs to be done. Requests for X-ray images, CTs, ultrasound or MRI-scan 
is done at this department, evaluated and a response is sent back to the unit that 
ordered it.  

Typically, a Radiology department today is equipped with three monitors, two high 
resolution (3MP) greyscale LCD monitors that display images and one low-resolution 
(i.e. 1MP) colour monitor that displays patient data [13].  Before the digitization of 
images, the images were hanged in a rack in a particular way called ”hanging 
protocol” on a rack. Although most radiology departments are digital today, much of 
the software presents the images in the same way, displaying series of related images 
in a similar grid on the screen.  

The actual work performed within the radiology department makes this case 
perhaps not the ideal situation to test for introducing technology such as the display 
wall. This work is already facilitating (and requiring) multi-display technology with 
extremely high-end displays, which will be nearly impossible to match the quality of 
on a display wall. However, the radiology department also produces reports and 
interprets the images. They also communicate this information to the rest of the 
hospital. In this “interface” between the radiology department and the medical 
specialties that need the images, information is transferred in so-called “boards”, 
meetings between the radiology departments and the specialty departments/clinics. It 
is these boards that are our primary interest. The next section gives an example where 
such meetings are required. Note that this is only one of the many problems where the 
mentioned “boards” are required between the radiology dept. and the other 
departments.  

One process that is especially dependant on the work done in radiology 
departments is radiation therapy planning (RTP). Radiation therapy is the use of a 
certain type of radiation, ionizing energy beams, to kill cancer cells or shrink tumours 
on/within the body. The radiation kills or damages the cancer cells in the area treated 
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or exposed to the radiation and damage the reproductive or genetic material, making 
the division of cancer cells and growth of tumours impossible. 

The complexity of the decision process is what makes this case very interesting for 
testing large display technology. Many critical factors need to be accommodated in 
this process when choosing between several possible radiation-treatments. The 
planning-process, the simulation included, is a cognitively challenging task, which 
also includes several people in a team collaborating to make decisions about 
treatment. There is a number of professional specialties are included in the RTP 
process, as stated in [14]. These include a radiation oncologist, a radiation oncologist 
physicist, medical radiation dosimetrist and a radiation therapist. The sequence of 
events in a RTP process can be as follows: 

 
1) Physicians locate the region of interest (ROI, such as tumour) by using 

traditional X-ray fluoroscopy (diagnostic imaging). 
2) Move patient to the CT scanner. Place aluminium markers, visible on the 

CT slices, over the skin laser markers.  
3) Physicians analyze ROI and define the target volume(s) and the critical 

organ (s) on every CT slice. They then select treatment parameters. 
4) Move patient to the Simulator again. Physicians simulate the treatment plan 

to verify its effectiveness by using X-rays instead of treatment rays. The 
area of treatment is documented on X-ray films. If the treatment plan is 
successfully verified, the patient proceeds to the treatment unit; if not, step 3 
is repeated. 

5) Move patient to the treatment unit. Physicians carry out the actual RT 
treatment according to the RTP derived from the steps described above. 

 
In italics are the parts of the process that involves reasoning on the provided 

images and information from the process. These are the parts where we see very large 
screens as a potential helpful tool. Each of the steps 1, 3 and 4 and their respective 
placements within the hospital provide for a ”situatedness” for large displays. If the 
use of the displays is to be immediately initiated – and replace existing displays in 
these situations, this will most likely have to be stated within documents such as the 
mentioned quality assurance (QA) report and similar routine-descriptions at the local 
hospitals. The first apparent issue with a really large display as the display-wall is that 
it will be a very evident and probably ‘invasive’ artefact to bring into any process 
within quite streamlined processes. The use of the word “invasive” is here meant to 
imply that in that the display is so qualitatively and especially interactively a different 
experience than the available displays today, there would have to be either quite 
strong incentives for bringing the technology into the situations or that adoption will 
have to be done gradually, somehow.  

At step 3 you might notice that the physicians will mark the critical organ(s) on 
every CT-slice. This is perhaps the most obvious place where one might wonder what 
it would mean for the quality of this procedure that all image-slices were available to 
the physician at once. Would it bring forth a better overview of the area and enable 
better markings of the critical organs – leading to fewer side effects of the treatment? 
Would the larger working-area ease the work of the physician making him/her work 
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faster? These are the kinds of productivity benefits already proven when comparing 
work done on large screens compared to smaller ones [8].  

In sum, the RTP planning process is a very interesting case for use-scenarios of 
very large, high-resolution displays. But – it is not the only one. The radiology 
department has similar responsibilities to a lot of the departments in a hospital.  
Investigating a case such as the RTP process in more detail, and figuring out the 
requirements for large-display technology and the potential benefit would give 
grounds for developing prototypes. We feel confident that the use of technology such 
as displaywalls (in some format and configuration) could make a difference in 
healthcare, especially for complex problems, like chronic diseases. Requirements for 
the use of such technology in healthcare would yield important feedback to the 
community that researches the development of large, high-resolution displays. 

4   Discussion 

There are two general ways of exploiting the wall sized display: (1) zoom on detail 
(e.g. show many CT-slices, zoom in on specific parts of model/image/…), (2) or show 
the big picture – “go broad”, and collect data, information and knowledge from 
wherever relevant. The second option might also be aggregated data, visualized in 
some way (graphs, charts, etc.) The first task is more or less straightforward – the data 
is present within the local system(s) and it is only a matter of adjusting the displaying 
SW/HW to the large format (possibly facing some interface challenges). The second 
(2), is generally much more difficult, as information, knowledge and data might be 
scattered, unstructured, unavailable, etc. Pixel-count and scalability issues are relevant 
issues – how well one can enlarge/shrink sizes of the information/data. This issue 
goes into the core of the pre- and post perspective in relation to the document. In a 
pre-document perspective it is a matter of framing a set of data and thus – create a 
document. This is what we traditionally call interface-design. The definition of a 
document becomes what you have inside the frame! At any given time, you have the 
challenge to define what kind of document you want. Whether this is possible to 
define before the situation arises (automatically) or not – and whether this becomes a 
more difficult issue on a large, high-resolution display remains to be seen.  

So the problem becomes the following: what kind of documents does the health 
care staff want to watch on the wall? It also becomes a matter of collectively "drawing 
the document on the wall". The situation changes from not only being a situation of 
watching but also to a situation of creating a document.  

This acknowledgement makes it crucial to consider how you interact with the wall, 
making it a decisive interaction for what kind of document you get on the wall. 
Should you have a moderator in the group, a leader of the group, managing the cursor 
or something like a cursor? The large display seems, as all displays usable for two 
apparent tasks: displaying something (in a very large format), or allowing for 
manipulation (interfacing) and changing the contents viewed. The two tasks seem 
both intertwined and detached, in a way. Display and visualization seems to invite 
reflection and discussion about the topic at hand (the information content), but in the 
‘interaction mode’, the large display might have different properties, especially as 
people are used to the mouse-and-keyboard interface to computing devices. 
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Through asking the doctors etc. you can design a number of relevant documents, 
defined by being "something" to watch within the frames of the wall. When you have 
defined a number of "relevant" document types, you can consider the specific 
problems in each case. This leads automatically to the issue of classifying the 
document. Is it relevant to save all the different temporary documents created out of 
the database? Some may only be useful for very short while other may be important. 
Never the less, it may be important to have a log of all kinds of documents you are 
creating. 
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According to recent studies, an estimated 90% of Web sites and applications suffer from 
usability and/or accessibility problems. As user satisfaction has increased in importance, 
the need for usable and accessible Web applications has become more critical. To achieve 
usability for a Web product (e.g., a service, a model, a running application, a portal), the 
attributes of Web artefacts must be clearly defined. Otherwise, assessment of usability is 
left to the intuition or to the responsibility of people who are in charge of the process. In 
this sense, usability models (describing all the usability sub-characteristics, attributes and 
their relationships) should be built, and Usability Evaluation Methods (UEMs) should be 
used during the requirements, design and implementation stages based on these models. 
Similarly, identifying the set of characteristics that make the Web more accessible for 
everybody, including those with disabilities is necessary to systematize the way 
practitioners face accessibility issues. 

The previous motivations led us to organize the first edition of the International 
Workshop on Web Usability and Accessibility (IWWUA 2007), held in conjunction with 
the 8th International Conference on Web Information Systems Engineering (WISE), in 
Nancy, France, on December 2007. Our aim is to promote the discussion on Web usability 
and accessibility, bringing together professionals and researchers who are interested in 
discussing recent trends and perspectives in these two topics. The main purpose of this 
workshop is to access the effectiveness of existing approaches for Web usability and 
accessibility evaluation, as well as to provide an international forum for information 
exchange on methodological, technical and theoretical aspects of the usability and 
accessibility of Web applications. These proceedings collect the papers presented at 
IWWUA; they cover a wide range of topics that mainly refer to early usability evaluation 
based on design methods, evaluation techniques and empirical studies. 

The majority of the papers aim at extending or enhancing the design process to pursue 
the usability and/or the accessibility of the final Web application. Moreno et al. discuss the 
benefits of using usability techniques during the analysis phase of a Web application 
development. The paper by Olsina et al. discusses how Web model refactorings can 
improve the external quality, and in particular the usability, of a Web application. Molina 
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and Toval propose some extensions to the models used for the development of Web 
information Systems, and define a set of quality metrics to measure usability and 
accessibility during the design phase. Panach et al. apply some STATUS patterns to solve 
usability issues at the conceptual model level of the OOWS methodology. Sorokin et al. 
propose a framework for the model-driven development of accessible Rich Internet 
applications. Martin et al. illustrate how usability and accessibility requirements can be 
assured and validated in the whole life cycle of e-learning Web applications. Finally, in 
order to increase the accessibility for users belonging to deaf communities, Felice et al. 
propose an ontology for the Italian sign language, to support the construction of a visual 
interface on top of a sign language dictionary. 

Some other papers discuss the evaluation of usability and accessibility. Centeno et al. 
propose the definition of XSLT templates addressing accessibility rules evaluated on the 
markup of Web pages, and introduce the WAEX Web accessibility evaluator. Xiong et al. 
investigate the support given by currently available tools for evaluating accessibility at 
different phases of the development process. Finally, the paper by Bolchini and Garzotto 
discusses the quality of usability evaluation methods, and proposes a method to evaluate 
their effectiveness and efficiency, also presenting some results achieved through an 
experimental study involving usability evaluators. 

Finally, some papers report on empirical studies. Chen et al. introduce some criteria to 
evaluate the currency of free science information, and discuss the result of the analysis, 
based on the proposed criteria, of a sample of Web pages. The paper by de Castro et al. 
reports on an experiment that compares two Web information systems with the aim of 
validating a hypertext modelling method (HM3).  

We would like to thank all authors for submitting their work to the workshop and 
contributing to shape up such a rich program, the members of the Workshop Program 
Committee for their efforts in the reviewing process, and the WISE organizers for their 
support and assistance in the production of the proceedings.  We are also grateful to Nigel 
Bevan from the Professional Usability Services in England, who agreed to give a keynote 
speech. Finally, we would like to thank the European COST Action n°294 MAUSE 
(Towards the Maturation of IT Usability Evaluation – www.cost294.org) for sponsoring 
the workshop. 
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Abstract. Web applications must be usable and accessible; besides, they evolve 
at a fast pace and it is difficult to sustain a high degree of external quality. Agile 
methods and continuous refactoring are well-suited for the rapid development 
of Web applications since they particularly support continuous evolution. 
However, the purpose of traditional refactorings is to improve internal quality, 
like maintainability of design and code, rather than usability of the application. 
We have defined Web model refactorings as transformations on the navigation 
and presentation models of a Web application. In this paper, we demonstrate 
how Web model refactorings can improve the usability of a Web application by 
using a mature quality evaluation approach (WebQEM) to assess the impact of 
refactoring on some defined attributes of a Web product entity. We present a 
case study showing how a shopping cart in an e-commerce site can improve its 
usability by applying Web model refactorings. 

Keywords: refactoring, Web applications, usability, quality evaluation. 

1   Introduction 

The evolution of Web applications (WAs) is driven by a myriad of different factors: 
new requirements (stable and volatile), users’ feedback, new technologies giving the 
chance to change the look and feel or the interaction style of the application, etc. In all 
cases, this evolution usually follows unpredictable patterns that imply a constant 
pressure on development teams. Agile methods have emerged to help developers cope 
with, and even welcome, continuous change in requirements [1]; as such, these 
methods are particularly suitable for developing WAs. Refactoring is one of the 
fundamental practices of agile development used to add flexibility and extensibility 
before introducing new functionality [3].  

Refactoring was defined in the context of object-oriented systems to “factor out” 
new abstractions and perform other small transformations to the source code of an 
application without changing its behavior [11]. These transformations aim at 
improving the design of the code, making it more reusable and flexible to subsequent 
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semantic changes. Though refactorings are performed in small steps, they are usually 
composable, yielding larger transformations that improve readability, reusability and 
maintainability of a system [15]. Refactoring to patterns has also been proposed to 
help keep the balance between under-engineering (continuously adding new 
functionality without a previous clean-up) and over-engineering (applying design 
patterns to create overly complex designs) [6]. 

In the context of WAs, refactoring may not only be applied to improve internal 
quality, but also to enhance navigability and presentation, which are external qualities 
influencing usability. In [4] we have defined the concept of Web model refactoring 
(WMR), i.e., refactoring applied to the navigation and presentation models of a Web 
application. WMRs aim at improving the application’s usability by small 
transformations in the application’s navigational topology, and/or interface look and 
feel. Additionally, WMRs guide the introduction of Web patterns [18] into the 
application’s structure. In order to assess how WMRs improves usability, we use a 
well-known Web quality evaluation approach, namely WebQEM [8], and test the 
application’s quality features before and after refactoring.  

As an example that we will elaborate in this paper, Fig. 1.a shows a reduced 
version of the Amazon shopping cart and Fig. 1.b shows the same cart with some 
added information and operations. In our research we want to identify this kind of 
transformations and be able to measure the associated quality improvement, if any. 

 

 
 

 
 

Fig. 1.a. Basic shopping cart Fig. 1.b. Enhanced shopping cart 

The main contributions of this paper are the following: (a) we propose WMR as a 
way to incrementally improve the external quality of a WA from the final user 
viewpoint; (b) we show how to incorporate quality assessment in the process of 
refactoring; and, (c) we demonstrate how WMR improves usability on a particular 
case study. 

The structure of the paper is as follows. Section 2 summarizes the concept of 
WMR and the WebQEM quality evaluation approach. Section 3 shows how to apply 
WebQEM in the context of WMR by using a simple but meaningful case study. 
Section 4 presents related work and Section 5 concludes the paper and describes some 
further work. 
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2   Background 

2.1   Web Model Refactoring 

Refactoring is a technique that assists developers in the process of continuous 
improvement of source code or design models of an application [20]. We are 
interested in defining refactorings for the design models of a WA. Well-known design 
methods agree on the definition of a three-stage design process for WAs, resulting in 
the definition of three models: application model, navigation model and presentation 
model [2, 7, 16, 17]. While refactorings applied to the application model are similar to 
those already in the literature [19, 20], we have defined WMRs as those refactorings 
that can be applied to the navigation and presentation models of a WA [4]. 

2.1.1   Intent, Scope and Granularity 
Refactoring was originally conceived as a technique that applies syntactic 
transformations to the source code of an application without changing its behavior but 
improving its maintainability [11]. Web code refactorings, e.g., those applied to the 
source code or HTML structures, are outside the scope of this paper but discussed 
elsewhere [13, 14]. Similarly, WMRs apply model transformations that affect the way 
in which the application presents contents, enables navigation through contents and 
provides interaction capabilities [4], but do not change the semantics as defined for 
these models.  

Since WMRs transform entities that are perceived by the user, their changes are 
directly reflected in the way the final user may interact with the WA. Therefore, the 
intent of WMRs is to enhance usability [9]. These refactorings focus on those (small) 
changes that may improve comprehension, facilitate navigation, smooth the progress 
of operations and business transactions, etc. Furthermore, in the same way as 
traditional refactorings may be used to introduce design patterns [6], WMRs might be 
also driven by Web patterns [18] and therefore produce the same well-known benefits 
of the patterns they introduce.  

Navigation refactorings aim at improving the application’s navigability by small 
transformations of its navigation model. This model is usually described with a 
navigational diagram composed of nodes, links, indexes and other access structures. 
Behavior defined by the navigation model of a WA is represented by: (i) the set of 
available nodes and navigation links between nodes; (ii) the set of available user 
operations and the semantics of each operation. Navigation model refactorings may 
thus change, among others: the contents available in a node, the set of outgoing links 
of a node and the user operations accessible from a node. Alongside, navigation 
model refactorings have to preserve the set of possible operations and their semantics, 
and the navigability of the set of nodes [4]. Preserving the navigability of the set of 
nodes means that existing nodes may not become unreachable though the set may be 
augmented. Moreover, this type of refactorings should not introduce data, 
relationships or operations that are not in the application model. 

The presentation model describes the look and feel of pages, the interface widgets 
they contain, the interface controls that trigger the application functionality and the 
interface transformations occurring as the result of user interaction. Presentation 
model refactorings may thus transform the look and feel of a page by changing the 
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position of widgets or the interface effects, by adding new widgets or replacing them 
to enhance understanding, etc. At same time, the behavior defined by the presentation 
model, which must be preserved by the refactorings on this model, concerns with the 
actions that the user may trigger in a page, including both operations and links 
activation of the underlying nodes. 

Most navigation model refactorings may imply other refactorings at the 
presentation model (e.g., new information added to a node requires the corresponding 
user interface to change in order to present the additional information). In contrast, 
presentation model refactorings must be neutral to the underlying navigation 
structure. 

2.1.2   Examples 
To illustrate the ideas presented above, we next describe some representative WMRs 
using a simplified template comprising: type of refactoring (navigation or 
presentation), motivation, mechanics and example. Other refactorings, including 
composite refactorings, can be found in [4]. 
 

Add Information (Navigation) 
Motivation: we may eventually find the need to display more information than what 
is currently on a page. The information may come from different sources and have 
different purposes: it may be data extracted from the application model or obtained 
from the navigation model itself; it may be information added with the purpose of 
attracting customers or to help during navigation. This refactoring may be used to 
introduce patterns like Clean Product Details [18] to add details about products in an 
e-commerce site. With the aim of attracting customers, we may introduce 
Personalized Recommendations [18] or rating information.  
 

Mechanics: the mechanics varies according to the different sub-intents above. In the 
most general case: add an attribute to a node class in the navigation model where the 
information is to be added. If the information is extracted from the application model, 
attach to the attribute the statement describing the mapping to the application model.  
 

Example: this kind of refactoring can be applied to the node behind the page 
appearing in Fig. 1.a, to show information about price and savings of each product in 
the list; as a consequence we obtain the enriched version of the shopping cart shown 
in Fig. 1.b. It is worth noting that the information added to the shopping cart node is 
already available from the application model.   
 

Turn Information into Link (Navigation) 
Motivation: during the process of completing a business transaction, some Web pages 
may show intermediate results or a succinct review of the information gathered until a 
certain point. A common example occurs when checking the status of the shopping 
cart during the process of buying some products in an e-commerce website. Such 
Web pages should provide the user with the chance to review the information 
associated to the intermediate results (e.g., items in the shopping cart) by means of 
direct links to the pages showing details on them. When this does not happen, the 
page can undergo the kind of refactoring we propose here to improve it. 
 

Mechanics: select the portion of the information about the target item that better 
distinguishes it. In the navigational diagram, add a link from the node representing the 
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intermediate results to the nodes showing detailed information on the items to review; 
the anchor of the link could be the selected portion of information. 
 

Example: this refactoring may be used to add links from names of products in a 
shopping cart to the pages showing detailed information about the products. 
 

Replace Widget (Presentation) 
Motivation: the presentation model describes, for each node in the navigation model, 
the kind of widgets that display each data attribute and the widgets that permit to 
activate operations or links. Inspection of usage of the site may show that some 
information item or operation should be displayed with a different widget, to improve 
operability, usability or accessibility. 
 

Mechanics: in the page of the presentation model that contains the widget found 
unsuitable, replace the current widget by a more appropriate one. 
 

Example: check-boxes are best suited to enable users select one or more items from a 
list to perform an operation on them. A typical example is that of an email reader that 
allows selecting individual emails by means of check-boxes in order to apply, 
afterwards, operations like “delete”. Thus, users do not expect check-boxes to 
dispatch an operation when they are clicked but just to show a check-mark in the box. 
In the case of Cuspide’s shopping cart, which appears in Fig. 3, checking any box 
under the title “Borrar” automatically deletes the item from the cart, which is 
confusing and does not allow changing one’s mind. In this case, a more suitable 
widget would be a button with label “Borrar” or the usual trash can icon (see Fig. 4).  

2.2   The Web Quality Evaluation Method (WebQEM) Approach 

WebQEM [8] is an evaluation method for WAs, i.e., a method for the inspection of 
characteristics, sub-characteristics (named calculable concepts and sub-concepts in 
Fig. 2), and attributes stemming from a quality model for WAs. WebQEM relies on a 
set of well-defined metrics and indicators for measurement and evaluation, in order to 
give recommendations for improvement. The main parts of the measurement and 
evaluation framework (named INCAMI [10], which stands for Information Need, 
Concept model, Attribute, Metric and Indicator), and the WebQEM method that 
instantiates it are, namely: 

• The non-functional requirements specification component, which deals with the 
definition of the Information Need and the specification of requirements by means 
of one or more Concept Models -see Fig. 2. (Note that a concept model can be 
instantiated in external quality, quality in use models, among many others). 

• The measurement design and execution component, which deals with the 
specification of concrete Entities to be measured, the metrics selection to quantify 
the attributes of the quality model, and the recording of the gathered measures; this 
component is centered in the Metric concept [10]. 

• The evaluation design and execution component, which deals with the definition of 
indicators, both elementary and global ones, decision criteria and aggregation 
models that will help to enact and interpret the selected concept model; this 
component is centered in the Indicator concept (see [10] for more details). 
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Fig. 2. Key terms and relationships that intervene in the non-functional requirements definition 
and specification component, which is instantiated by WebQEM 

3   A Strategy for Incremental External Quality Improvement 

Our proposal to continuously improve the external quality of a WA, such as its 
usability, is to enrich the lifecycle of a WA with a new activity: WMR. After each 
requirements/design/implementation cycle and before the next cycle begins, the 
design models of a WA should be inspected in order to find opportunities for 
refactoring. Thus, similarly to the well-known advantages of traditional refactoring [3, 
20], the quality of the design will be incrementally improved, as well as the external 
quality. We also propose an additional activity to assess the benefits of applying 
WMR by evaluating the application’s quality before and after refactoring. This is a 
first step to systematize the process of WMR as a quality-driven activity.  

3.1   The Shopping Cart Case Study 

The external quality (e.g., the usability and content) of the Cuspide shopping cart can 
be improved by systematically applying WMR. Instead of using a set of “good 
practices” for shopping carts, we used the Amazon.com shopping cart as a reference 
for desirable requirements and quality attributes of a shopping cart. In fact, Amazon is 
certainly a well-known instantiation of good practices for this type of application 
component. Referring back to Fig. 2, we can state that given an entity (the Cuspide 
shopping cart), the information need can be specified by its purpose (evaluate and 
compare), from the user viewpoint (developer), in a given context (using WMR in the 
context of an agile process). Moreover, the information need has the focus on a 
calculable concept (external quality) and sub-concepts (usability and content), which 
can be represented by a concept model (external quality model) and associated 
attributes (as shown in the left side of Table 1).  
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3.1.1   The External Quality Specification  
To evaluate the impact of WMR, we have specified the external quality of the 
Cuspide shopping cart with regard to some usability and content attributes, 
contrasting it with some features of the Amazon shopping cart. In this sense, we 
carried out evaluation activities before and after applying WMRs. The external 
quality requirements that were assessed appear in the left column of Table 1. In 
addition, elementary, partial and global indicator values are shown for the Cuspide 
shopping cart before refactoring (as we analyse in the next sub-section). Many of 
these quality requirements were illustrated in [9], as well as the justification for the 
inclusion of the Content characteristic for assessing the quality of information in the 
Web. 

Table 1. External quality requirements (with regard to usability and content) for a shopping 
cart. EI = Elementary Indicator value; P/GI = Partial/Global Indicator value. 

External Quality Requirements EI  P/GI  
Global Quality Indicator  61.97% 
1 Usability  60.88% 
1.1 Understandability  83% 
1.1.1 Shopping cart icon/label ease to be recognized  100%  
1.1.2 Information grouping cohesiveness 66%  
1.2 Learnability  51.97% 
1.2.1 Shopping cart help  50%  
1.2.2 Predictive information for link/icon 66%  
1.2.3 Informative Feedback  41.5% 
1.2.3.1 Continue-buying feedback  66%  
1.2.3.2 Recently viewed items feedback  0%  
1.2.3.3 Proceed-to-check-out feedback  100%  
1.2.3.4 User current status feedback 0%  
1.3 Operability  49.50% 
1.3.1 Shopping cart control permanence  100%  
1.3.2 Expected behavior of shopping cart controls  50%  
1.3.3 Controls Accessibility   
1.3.3.1 Support for text-only version of controls  0%  
2 Content  63.05% 
2.1 Information Suitability   63.05% 
2.1.1 Shopping Cart Basic Information  50% 
2.1.1.1 Line item information completeness 50%  
2.1.1.2 Product description appropriateness  50%  
2.1.2 Other Contextual Information   76.89% 
2.1.2.1 Shipping costs information completeness 100%  
2.1.2.2 Applicable taxes information completeness 100%  
2.1.2.3 Return policy information completeness 33%  

3.1.2   Design and Execution of the Measurement and Evaluation  
Following the WebQEM’s steps (outlined in Section 2.2), evaluators should design, 
for each attribute of the instantiated quality model, the basis for the measurement and 
evaluation process. This step is accomplished by defining each specific metric and  
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Fig. 3. Shopping cart in Cuspide (www.cuspide.com.ar) before refactoring 

indicator for the given information need. Lastly, in the execution phase, we record the 
final values for each metric and indicator. The right columns of Table 1 show the 
indicators values, and Fig. 3 the entity to be measured.  

For example, for the “Line item information completeness” attribute (coded 2.1.1.1 
in Table 1), having the Amazon shopping cart as reference, we designed a direct 
metric named “Degree of completeness of the Line item information”. It specifies 
three categories considering an ordinal scale type, namely: 0. Incomplete; 1. Partially 
complete, (i.e., it only has title, price, quantity, and sometimes availability fields); and 
2. Totally complete (it has 1 plus author, added on date, and availability). 

Moreover, an elementary indicator can be defined for each attribute of the 
requirement tree. For instance, for the previous attribute, the elementary indicator 
“Performance Level of the Line item information completenes” interprets the metrics 
value of the attribute. Note that an elementary indicator interprets the level of 
satisfaction of this elementary requirement. After this, a new scale transformation and 
decision criteria (in terms of acceptability ranges) are defined. In our study, we use 
three agreed acceptability ranges in a percentage scale: a value within 40-70 (a 
marginal range) indicates a need for improvement actions; a value within 0-40 (an 
unsatisfactory range) means changes must take place with high priority; a score 
within 70-100 indicates a satisfactory level for the analyzed attribute. Table 1 shows a 
value of 50% for the 2.1.1.1 attribute of the Cuspide shopping cart, taking into 
account that a value of 1 mapped to 50% and a value of 2 mapped to 100% of 
satisfaction.  

Furthermore, to design and execute the global evaluation, we should select and 
apply an aggregation and scoring model [8]. In this case study, we used an additive 
scoring model, so applying weights and the sum operator we related the hierarchically 
grouped attributes, sub-concepts, and concepts accordingly, yielding in the end the 
partial and global indicators (the rightmost column of Table 1). Thus, decision-makers 
can analyze the results and give recommendations. We can see that many indicators 
are below the threshold of the satisfactory acceptance range; thus, many attributes of 
the external quality of the Cuspide shopping cart may benefit from improvement.  
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3.1.3   Applying WMR to the Example 
As discussed above, Cuspide should plan changes in the Shopping Cart Basic 
Information sub-characteristic (ranked 50%) mainly in attributes 2.1.1.1 and 2.1.1.2. 
For example, the 2.1.1.1 attribute should have at least the author’s name besides the 
title of the item, since, as shown in Fig. 3, it is not possible to distinguish between two 
or more items with the same starting title (e.g., “INGENIERIA DE SOFTWARE”). We 
may apply the refactoring Add Information (see Section 2.1.2) to the shopping cart 
node to incorporate the author’s name to each item in the list. Moreover, note that it is 
not possible to navigate to the pages showing the detailed information on the items in 
the shopping cart for further information. We can apply the refactoring Turn 

Information into Link to solve this problem. The outcome of applying these two 
refactorings is shown in Fig. 4. As a result we can predict the total satisfaction (100%) 
of both attributes mentioned above. Fig. 4 also shows the result of applying the 
refactoring Replace Widget (see Section 2.1.2) to correct the unexpected behavior of 
the delete item control.  

 

Fig. 4. The Cuspide shopping cart after refactoring 

3.2   Discussion  

As stated before, our research aims at: (a) presenting WMRs that may improve the 
external quality of a WA; and (b) integrating quality assessment in the refactoring 
process. There are two ways in which we can face the refactoring activity during the 
development cycle: as an informal improvement process or in the context of a 
structured evaluation framework. In the first case, we analyze our application (either 
by collecting users’ feedback or by carefully inspecting its functionality) and find 
opportunities for refactoring. In fact, this is the way in which refactoring has been 
applied so far in the software community. When the designer is aware of a good 
catalogue of possible refactorings, the process is simplified. The second case (using a 
structured evaluation framework) arises when we are able to formally perform an 
evaluation before and after the refactoring. Moreover, by performing the evaluation of 
the entity to be refactored before and after the process, we can quantify and justify the 
quality gain, independently of the chosen lifecycle. Therefore the incremental quality 
improvement can be evaluated and/or predicted.  
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The most important aspect of this strategy is that, ultimately, we can map atomic or 
composite refactorings to attributes. In other words, associated with each meaningful 
attribute, there are one or more refactorings that may be applied to meet this 
requirement. Moreover, at the organization level, we can have a catalogue of WMRs 
and eventually a mapping to a catalogue of attributes. By knowing beforehand the 
impact of the transformations, we could estimate the improvement gain. In our case 
study, we were able to make a correspondence between refactorings and attributes 
that influence the external quality. Table 2 shows the result of this correspondence, 
with refactorings to the left of the table and the attributes they improve to the right.  

Table 2. Mapping between refactorings and attributes (shown in Table 1) that can be applied to 
improve the external quality. NM = Navigation Model; PM = Presentation Model. 

Refactorings that may apply Attributes that may improve  
Add Information (NM) 1.1.1 / 1.2.3.3 / 1.2.3.4 / 2.1.1.1 / 

2.1.1.2  / 2.1.2.1 / 2.1.2.2 / 2.1.2.3 
Add Category (NM) 1.1.2 / 1.2.1  
Add Operation (NM) 1.2.3.3 / 1.3.1  
Add Index (NM) 1.2.1  
Add Guided Tour (NM) 1.2.1  
Anticipate Target (NM) 1.2.2   
Enrich Index (NM) 1.2.3.1 /  2.1.1.2  
Introduce History (NM) 1.2.3.2   
Multiply Category (NM) 1.1.2 / 1.2.1  
Recategorize Item (NM) 1.1.2 / 1.2.1  
Turn Info into Link (NM) 2.1.2.2   
Add Widget (PM) 1.1.1   
Replace by Text (PM) 1.3.3.1  
Replace Widget (PM) 1.3.2  

 
Of course we might not have to apply all the refactorings to all the Cuspide 

shopping cart attributes listed in Table 2. Some of them may not need real 
improvement, e.g., those in which the actual elementary indicator value is 100%. 
However, for those attributes which are weak or absent we can predict, after applying 
a focused cost-effective refactoring, a total level of satisfaction of all these 
requirements. Ultimately, our strategy for incremental improvement can be used both 
to predict the quality and to actually make the real assessment after refactoring. 

4   Related Work 

Our research differs from existing work in the refactoring field in three aspects: the 
subject, the intent, and the underlying strategy. Regarding the subject, we deal with 
the navigation and interface models of a WA, while existing literature works either at 
the code level or at the implementation design level (e.g. by refactoring on UML 
diagrams). Even for those Web design methods whose notations are based on UML-
like diagrams [2, 7], our refactorings are different from conventional model 
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refactorings [19]. Regarding the intent, WMRs aim at improving the user’s experience 
with the WA and not internal attributes such as maintainability. Finally, regarding the 
underlying strategy, our approach differs from others in that it integrates an evaluation 
methodology (WebQEM) in order to improve non-functional information needs.  

Ricca and Tonella [13] have worked on code restructuring for WAs. They define 
different categories of restructuring, like syntax update, internal page improvement, 
and dynamic page construction. Refactoring differs from restructuring in that the 
latter implies larger transformations that are usually run in batch mode by applying 
certain rules. Instead, refactorings are smaller and applied interactively. However, one 
main difference with our work is that their transformations apply on the source code, 
in this case, html, PHP and/or Javascript. Another difference is that WMRs are 
defined to improve operability, attractiveness, information suitability, among other 
non-functional characteristics, at the levels of characteristic and measurable attributes. 

On the other hand, Ping and Kontogiannis apply refactoring at the level of 
hypermedia links, i.e., to the navigational structure of the application [12]. They 
propose an algorithm to cluster links into several types and group Web pages 
according to these link types. Applying this technique should provide a roadmap for 
the identification of controller components of a controller-centric architecture. 
Although their target is the navigational structure of a WA, they do not provide the 
mechanics to apply the transformation, but only a first step to recognizing where to 
apply them. In addition, in a recent work, Ivkovic et al. [5] include in their refactoring 
strategy a soft-goal hierarchy identification step. Even though this work represents a 
valuable contribution, a sound framework to justify measurement and evaluation 
results for analysis and recommendation of quality improvements is missing. 

5   Concluding Remarks and Further Work 

In this paper we have presented our proposal to continuously improve the external 
quality of WAs during their entire life-cycle. The approach is based on the use of WMR 
combined with WebQEM, a mature method for assessing the quality characteristics of a 
WA. We defined WMRs as those refactorings that can be applied to the navigation and 
presentation models of a WA, with the purpose of improving its external characteristics, 
while preserving its behavior. We showed how to incorporate a quality evaluation 
method in the process in order to assess the improvement gained by refactoring. We also 
presented a case study showing how a typical shopping cart in an e-commerce site can 
improve its usability by applying some WMRs from our catalog.  

Our current line of research is being devoted to extend our catalogue of WMRs 
and their possible composition, and to map each of the refactorings to quality 
attributes of a WA. A further research issue is to develop tool support both for 
applying WMRs and for enabling assessment, based on the OOHDM design method. 
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Abstract. To follow accessibility standards does not guarantee complete 
accessible web applications. There are difficulties in web application 
development due to not consider accessibility in software life cycle together to 
forget important aspects in user interaction. A proposal to evaluate the benefits 
of using usability techniques with inclusion in the analysis phase of a web 
application development is presented.  

Keywords: Accessibility, Software Engineering, Inclusive Design. 

1   Introduction 

The vertiginous growth in the use of Internet with more and more people using the 
Web makes necessary an advance of technology devoted to avoiding the exclusion of 
user groups. Due to the fact that not everyone has access to the Web in the same way, 
it is necessary to take into account this diversity to provide full accessibility to the 
Web contents.  

Designers usually find difficulties in the design of accessible web pages because of 
scarce and inadequate methodologies and tools. The majority of the these tools aren’t 
integrated in the development software but are designed to be used a posteriori, in 
evaluation phase, when detecting barriers increments costs, need of resources and 
sometimes it is even impossible to achieve a solution. It is necessary to include this in 
the cycle of process development, from its conception to the launch phase. 

Also if a technical approach based on meeting accessibility standards regarding 
web code is followed, it has the inconvenience of going away from the users 
experience and therefore questions of the interaction of the Web with important users 
and the access to it could go unnoticed. All of this leads to the necessity on integrating 
usability and accessibility in software processes following a User Centered Design 
(UCD) using usability techniques. 

The UCD [1] focuses on the idea of fulfilling user needs in every phase of the 
development process. It considers the following phases: analysis, design- prototype- 
iterative evaluation, implementation and maintenance. This iterative process allows 
evaluating the design during the development cycle and not only to evaluate the web 
page in its final stage. 
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The development process of accessible web applications does not require a specific 
methodology in itself; it only makes sense when the methodological approach 
includes accessibility criteria. Traditional standards that could be adapted are ISO/IEC 
12207:1995, IEEE 1074-1997 for development processes for information system on 
the Unified Process for Object-oriented development. Proposals focused on web 
engineering with processes, models and adequate techniques to work with this type of 
information could be WSDM, SOHDM, OOHDM, UWE, OO-H, W2000, WebML 
amongst others. 

2   Case Study: The Spanish Centre of Captioning and Audio 
Description (CESyA) 

A web site is currently being developed for the recently created organism, CESyA [2]. 
It works towards the accessibility in audiovisual media using captioning and audio 
description services. One of the requirements that should be fulfilled is that the web 
has to be usable and accessible according to the standard WAI accessibility, 
coinciding in this particular case that amongst potential users disabled people are 
found. 

Some experiments have been carried out on this web site to enable the evaluation 
of the consequences that would imply applying or not inclusion in the analysis phase. 
In this experimentation two development processes have been carried under the same 
domain, but with different ways to act in the capture of requirements. In the so-called 
“Inclusive Case” the work has been developed in the framework of Inclusive Design 
and not in the so-called “Non Inclusive Case”. 

The initial hypothesis was: the inclusive case needs fewer changes in the redesign 
of the interface, and consequently, has produced a reduction of costs in the 
development, avoiding new requirements to have in mind in the development phase. 
So, following the iterative model, the case study which needs fewer changes in this 
evaluation will have a smaller or inexistent increment in the next process iteration. 

The analysts’ team and the participants in the following phases in both experiments 
have similar characteristics. They do not have experience in design and development 
of accessible web applications but they have been given some training in accessibility 
items based on the WAI [4] documentation. The web applications that are being 
developed are based on similar technological profile with a basic core 
(WCAG1.0+XHTML+CSS with procedures for the dynamic contents). 

2.1   User Modeling 

In the user modeling tasks, several user groups have been taken into account in order 
to analyze their necessities in the CESyA area. These groups have been defined under 
the consideration of common attributes amongst users according to their access 
characteristics such as age, profession, frequent use of internet, information needs and 
software used, such as different browsers, players, etc. These common attributes 
which enable to model groups have been obtained through to investigation, interviews 
with clients and users, surveys, etc. 
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Once these attributes and values have been established, we have an approximation 
to all the users we want to reach to, and some User profiles considering common 
attributes. 

In the Inclusive Case, more attributes are considered both in user’s characteristics, 
for instance, whether user has a disability or not, and in access characteristics, for 
instance, special browsers as well as only text browsers, adapted assistive hardware 
technology amongst others. 

Taking into account these new variables causes an increment of the number of 
users and contexts of use which need to be studied. Consequently, a new approach in 
modeling users is needed so that the study could be feasible. A first approximation of 
optimizing this task could be:  a) the interaction of people without disabilities with the 
computer in an unfavorable context, b) the interaction of people with disabilities in 
normal environments or where the accessibility of the product does not vary. In this 
way, it will result more viable to give coverage to a greater number of users. As a 
second approximation, the application of scenarios, described in the next section, is 
considered.  

2.2   Scenarios with Characters 

With the approach of Scenarios with characters, the size of sample is minimized by 
studying various User profiles in only one scenario. The Inclusive case does not mean 
an exaggerated additional cost and additionally web designer becomes familiar with 
the user and designs taking into account his/her characteristics. The majority of the 
audience has been covered due to the creation of seven imaginative Scenarios in the 
case of the Non Inclusive Case and ten Scenarios in the Inclusive Case (see figure 1). 

But in the Inclusive Case, as we have to keep in mind factors such as the use of 
magnifiers, screen readers, etc, we must investigate matters that will affect the future 
design of the user interface such as: how users with screen readers will access 
information, how to access it with a magnifier, how is someone supposed to design 
and write texts to make them more comprehensible, etc. These aspects of the 
accessibility in the Inclusive case have proactively been considered for the future 
design phases. 

2.3   Card Sorting 

Starting from the users´ behavior, the objective is to understand how users imagine 
the organization of the information and how they collect concepts and by means of 
this understanding the mental model of the user. 

In the Non Inclusive Case we assume that it is enough to facilitate the access to the 
information by following the guidelines, and that mental organization of how to 
organize the web information is independent from the access characteristics of web 
users.  

In the Inclusive Case it has been found, with the help of real users with disabilities, 
a diversity in some groups. Therefore, interviews allow us obtaining valuable 
information about (a) detecting possible barriers modifying the architecture of  
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Fig. 1. A scenario for the CESyA web according to the Inclusive case 

information and (b) the design of post phases knowing that the elements of the 
architecture could have problems which would require attention and reinforcing its 
design. 

3   Analysis of Testing Results 

There are many factors that have been detected in the Inclusive Case in relation to the 
Non Inclusive one that are necessary to have in mind in the design phase. These 
included: (1) different types of hardware and software access can produce 
accessibility barriers, especially in the indirect access to the web by users who need 
assistive technologies, (2) different levels of browsing in the in different groups of 
users, etc. (3) Concerning the information architecture, different mental models where 
information is clustered. 
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Table 1. Some problems and improvements in user testing 

barrier/
improvement 

NON INCLUSIVE CASE INCLUSIVE CASE 

description 
link

Non-adequate attribute title . The links have 
to be more descriptive 

Few observations. Contextual information is given, 
the attribute title with value 

Icon and 
decorative 
image

The decorative images are labelled in 
XHTML with the alt = " text equivalent " 
attribute 

No observations, the decorative image with the alt =” “ 
and icon is included in CSS with a correct marking in 
the XHTML 

Invisible 
shortcuts

Inexistent. The users have suggested them 
as an improvement. 

No observations, they do exist to skip the initial 
browsing and go to the main content 

Visibility 
edges
interface 

Presence of navigation menus in the corners 
but the users with magnifiers do not see 
them. 

No observation. There  are no elements situated in the 
corners or edges of the interface 

Types of text 
Font

The font type used is Verdana. The users 
would prefer bolder fonts. 

No observations. Arial is the font type used from the 
Sans Serif family, very legible according to literature. 

Language
accessibility 

Many problems have been found in the 
comprehension of the texts.  

Few problems have been detected but it is an area for 
improvement. 

Structural 
marking

Disabled users have asked for a better 
structural marking, better definition of the 
header elements 

Few observations. Good structural marking and good 
contents in relation to defined the Arquitecture of the 
information 

re-
dimensions 
design

Although relative units according to WCAG 
1.0 have been implemented users have 
observed that precision is lost in the design 
of the presentation when making bigger or 
smaller the font size 

No observation. Precision is lost in the design of the 
presentation when changing the font size in 3 levels, 
considered an exception on the web. 

Multimedia 
elements 

Users have asked for control options for the 
user, of information, format types, time, 
weight, etc. Some users could not access 
this resource 

Few observations: The following procedures have 
been tried: accessible audiovisual content (with 
caption and audio description) and a facilitated 
access (with download, progressive download or 
streaming) + intuitive and usable access to the user 
(control, format, connection, size, time information). 

Panoramic 
screen 

There is a loss in the precision in the design 
of the presentation due to the flexible design 

No observation. Precision is not lost in the design of 
the presentation or in the use of the hybrid model 

Different 
browsers 

Loss of precision of the presentation in 
some browsers 

No observations. The same presentation is assured in 
the different browsers 

 

As a hypothesis, the two prototypes implemented according to the two analysis 
cases, Inclusive and Non Inclusive Case are to comply the WCAG 1.0 (level AAA).  

Regarding usability, on a earlier stage of the prototype, there were two heuristic 
evaluations. According to obtained results, barriers and improvements were found 
and, in both cases, they were corrected. 

About these prototypes, a more extensive accessibility evaluation was taken 
following the WAI methodology and the usability, such as: 

1) Expert and Manual revision following Validation Methodology WAI. 
2) A test was made with users in both cases, including people with or without 

disabilities and diverse conditions of usage to evaluate usage aspects and access in 
both prototypes. This test has been based on the questionnaires and forms that users 
have filled in: 

• Forms where the accessibility characteristics and context of use are reflected, as 
well as software and hardware characteristics in tests development. 

• Questionnaires to evaluate usability according to heuristic evaluation, and 
accessibility of the different areas of the Web. 

The most important enhancements in accessibility, as was suggested by users 
according to the test carried out, are shown in table 1. These items have been 
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translated into new needs included in the Non Inclusive Case in this stage of the 
development process. This provokes a new re-design phase different to the inclusive 
case, which confirms the initial hypothesis. 

4   Some Conclusions 

The benefits that the WCAG 1.0 guidelines are well known, and their help is 
undoubtedly fundamental for designers. The UCD framework with the use of 
usability techniques allows us to come closer to the necessary user, but the benefits of 
the inclusion [3] in the analysis phase after this experimentation are distinguishable. 

From WCAG 1.0 we have seen that accessibility guides provide better knowledge 
about detecting barriers and accessibility evaluation applicable a user interface 
prototype in an advanced phase of Design-Evaluation, than knowledge about how to 
design in analysis phase. For professionals without previous experience in the 
development of accessible web applications, the guides make knowledge obtained in 
the inclusive case an added value. Validation carried out with user’s participation has 
shown this, due to the fact that guidelines do not make explicit which are the success 
factors in the compliance of accessibility and usability requirements. 

The Analysis Phase of the Inclusive Case evidently requires more effort and is 
more costly than the Non Inclusive Case. On the other hand, this cost is viable as it 
has been previously explained, due to the approximations to the modeled user. But in 
the experimentation, it has been proved that this knowledge, not obtained in the Non 
Inclusive Case, requires in the iterative process of development an increment of 
accessibility much more costly with more adjustments in the design. 

We are working in a methodology that includes the accessibility into Software 
engineering process. Precise methodologies to help those professionals in designing 
and developing accessible Web applications are necessary. 
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Abstract. Sign languages are visual-gestural languages developed main-
ly in deaf communities; their tempo-spatial nature makes it difficult to
write them, yet several transcription systems are available for them. Most
sign languages dictionaries interact with their users via a transcription-
based inteface; thus their users need to be expert of their specific transcrip-
tion system. The e-LIS dictionary is the first web bidirectional dictionary
for Italian sign language-Italian; using the current interface, the dictio-
nary users can define a sign interacting with intuitive iconic images, with-
out knowing the underlying transcription system. Nevertheless the users
of the current e-LIS dictionary are assumed to be expert of Italian sign lan-
guage. The e-LIS ontology, which specifies how to form a sign, was created
to allow even the non-experts of Italian sign language to use the dictionary.
Here we present a prototype of a visual interface based on the e-LIS ontol-
ogy for the e-LIS dictionary; the prototype is a query-oriented navigation
interface; it was designed following the User Centred Design Methodology,
which focuses on the user during the design, development and testing of
the system.

Keywords: Ontology Visualisation, Querying Task, User Centred De-
sign Methodology, Sign Languages.

1 Introduction

A sign language (SL) is a visual language based on body gestures instead of sound
to convey meaning. SLs are commonly developed in deaf communities and vary
from nation to nation; for instance, in Italy we have Italian sign language (Lin-
gua Italiana dei Segni, LIS). As highlighted in [12], SLs can be assimilated to
verbal languages “with an oral-only tradition”; their tempo-spatial nature, es-
sentially 4-dimensional, has made it difficult to develop a written form for them.
“However” — as stated in [12] — “Stokoe-based notations can be successfully
employed primarily for notating single, decontextualised signs”.
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The sign components singled out by a Stokoe transcription system can be
classified in the following Stokoe classes :

1. the handshape class collects the shapes the hand/hands takes/take while
signing; this class alone counts more than 50 terms in LIS;

2. the palm orientation class gives the palm orientations, e.g., palm up;
3. the movement of the hand/hands class lists the movements of the hands in

LIS;
4. the location of the hand/hands class provides the articulation places, i.e.,

the positions of the hands (e.g., on your forehead, in the air).

These classes are used to decompose and group signs in the Electronic Dictionary
for Italian-LIS (e-LIS). The e-LIS dictionary is part of the homonymous research
project lead by the European Academy of Bozen-Bolzano (EURAC). The e-
LIS project commenced at the end of 2004 with the involvement of the ALBA
cooperative from Turin, active in deaf studies.

Initially, the e-LIS dictionary from LIS to verbal Italian was intended for
expert signers searching for the translation of an Italian sign. At the start of
2006, when the development of e-LIS was already in progress, it was realised that
potential users of a web dictionary would also be non-experts of LIS. Then the
idea of an ontology and the associated technology for the dictionary from LIS to
Italian took shape. The e-LIS ontology [9] introduces novel classes and relations
among classes of sign components, thereby making explicit relevant pieces of
information which were implicit and somehow hidden in the e-LIS dictionary.
For instance: it makes explicit that each one-hand sign is composed of at least
one handshape by introducing an appropriate relation among the corresponding
classes, one-hand sign and handshape.

The e-LIS ontology can serve as the input of a DIG-enabled query tool like [1];
this allows the dictionary users to browse parts of the ontology and query the
e-LIS database. The visualisation of the browsing and querying should meet the
needs of the different users of the dictionary — in particular, deaf users, who are
essentially visual learners [14]. However neither the current e-LIS dictionary nor
the query tool support this: the former implements a visual interface but is not
integrated with the ontology; the latter can be integrated with the ontology but
does not implement a visual interface convenient for all kinds of users of e-LIS.

In this paper we present an innovative visual interface for the e-LIS dictio-
nary: it integrates the e-LIS ontology and implements a novel visual metaphor
for browsing and querying parts of the ontology. First, we give the necessary
background on the e-LIS project and the current dictionary interface. Our novel
interface and its development are then presented in details. We conclude with
an assessment of our work.

2 The e-LIS Project and Dictionary

The e-LIS project commenced in 2004, focussing on the creation of a web bidi-
rectional dictionary for Italian-LIS; information is shown in both verbal Italian
and LIS, thus giving LIS the rank of any other language which can talk about
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itself. The e-LIS dictionary is available at [6]. In this paper, we concentrate on
the dictionary from LIS to Italian, for which our interface is developed.

2.1 The e-LIS Database

Currently, the e-LIS dictionary stores data in XML files; this format forces a
specific structure and organisation of information without providing knowledge
concerning the semantics of sign decomposition. Thus the dictionary users can
easily make mistakes during their search for a sign, e.g., they can easily specify
a combination of components that corresponds to no LIS sign. A rather simple
search engine allows the user to retrieve signs from the e-LIS database. The
engine performs a translation of the user’s selection in ASCII strings, and then
queries the database looking up for that specific string. If no match occurs, the
engine searches for similar strings, namely, for signs with one of the parameters
equal to those defined by the user. In this manner, the engine always shows one
or more results, avoiding an empty result set.

2.2 Interface and Interaction

The e-LIS dictionary [6] contains two modules: one for translating words into
signs and the other for translating signs into words; in the dictionary, the modules
are respectively labelled ITA>LIS and LIS>ITA. The LIS>ITA module allows
the user to search for the translation of a specific sign. The user has to specify
at least one of the Stokoe-based classes of sign components: handshape, palm
orientation, location and movement, which in the dictionary are respectively
labelled configurazione, orientamento, luogo, movimento as shown in Fig. 1.

When the dictionary user selects a class (e.g., the handshape), the system
shows all the elements of the chosen class (e.g., a specific handshape); once the
user chooses an element of the class, this element represents a search parameter.
After that, the user can choose to either trigger the search engine or to set
another sign component.

The interaction between the system and the user is a wizard-like process: the
four Stokoe-based classes of sign components are shown, each with their own
elements. A visual feedback is shown, representing the element chosen by the
user. Figure 1 shows the core part of the LIS>ITA module after the user has
chosen a specific handshape (configurazione), with the palm orientation class
(orientamento) as the current choice.

The current interface of the e-LIS dictionary has some positive characteristics:
it provides an iconic representation of sign components and it renders the sign
translation with videos. The choice of using icons instead of sign transcriptions
(e.g., with a Stokoe transcription system) improves the user’s search process; in
fact, the average web dictionary user is likely not to know any sign transcription
system; thus the current interface allows even non experts of sign transcription
systems to use the dictionary.
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Moreover, the use of LIS videos is likely to increase the user’s satisfaction: firstly,
LIS videos allow to clearly render LIS signs; secondly, they are also employed to
provide information concerning the translation of a sign, such as examples, thus
stressing that LIS is an autoreferential language as much as verbal Italian is.

However, the design of the current interface of the e-LIS dictionary needs
to be improved. Firstly, the current e-LIS interface cannot be integrated with
the e-LIS ontology [9], thus it does not provide its users with the benefits of the
ontology and the related technology. For instance the e-LIS ontology, which spec-
ifies how sign components are related, would allow for the creation of a dynamic
interface for the e-LIS dictionary, that is, the interface would change according
to the user’s choices; by traversing parts of the ontology, the dictionary users
could watch how their choices are related to other sign components. Without the
ontology, the dictionary users cannot acquire any new knowledge on sign com-
ponents and their relations; thus the navigation of the current e-LIS dictionary
does not train users to become expert users of the dictionary. Moreover, without
the ontology, the dictionary users can arbitrarily combine sign components and
specify gestures that do not exist in LIS or the e-LIS database.

Secondly, the current e-LIS interface lacks powerful undo tools; this implies
that, if a user commits to an erroneous choice, the user does not have efficient
tools to backtrack to the previous state, that is, to undo the last choice. Therefore
the current interface does not effectively support the decision-making process.

Finally, the definition of a sign with the current interface is long and tedious,
e.g., the user may need to perform several mouse clicks. In this manner, web
users are likely to soon get tired and abandon their search rather soon.

In the remainder, we focus on the design of a brand new interface which can
exploit the e-LIS ontology; our proposal aims at overcoming the aforementioned
drawbacks of the current e-LIS interface.

Fig. 1. The core part of the LIS>ITA module, after the user has chosen a specific
handshape (configurazione), with the palm orientation (orientamento) as the current
choice; all the available orientations are shown
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3 The Interface Proposal

The interface proposed in this paper was designed following a standard method-
ology in Human-Computer Interaction, which focuses on the system users as the
focal point of the whole development process. This is the User Centred Design
Methodology (UCDM) [5], which consists of the following activities:

1. understanding and specifying the context of use,
2. specifying user and organisational requirements,
3. producing design solutions,
4. and evaluating design against requirements.

Such activities are always performed referring to the system users so as to achieve
effective, efficient and satisfying results. By achieving effectiveness, efficiency and
user satisfaction we improve the usability of the dictionary. Several definitions
of usability exist [5]; in particular, [4] defines usability as “the extent to which
a product can be used with efficiency, effectiveness and satisfaction by specific
users to achieve specific goals in a specific environment”. From this perspective,
usability is the quality of interaction between the system and its users.

In the remainder of this section, we present our interface prototype, explaining
how its design followed the UCDM activities.

3.1 The Context of Use

The context of use is the environment in which the project is developed, necessary
to define the set and the type of intended users, tasks and environments in
sufficient details so as to support the system design [5]. Therefore we analysed
the background of the e-LIS project and the current online dictionary, studying
the existing application domain, in particular, the e-LIS ontology. We decided
not to entirely adhere to the e-LIS ontology [9], but to base our prototype on
a smaller and more intuitive taxonomy resulting from the e-LIS ontology. Our
simplification makes the new interface of the e-LIS dictionary more usable and
closer to that of the current e-LIS dictionary. More precisely, we extracted and
rendered the taxonomy of the following concepts of the e-LIS ontology:

1. handshape, used to define the configuration of the hand(s);
2. palmorientation component, which formalises the initial position of the hand(s);
3. location, used to define the part of the body with which fingers or hands

contact;
4. one-hand movement component and relational movement component, used to

define the movement of the hand(s) for one hand signs and two hand signs,
respectively.

These concepts are grouped into intermediate ones; hence we have a multilevel
hierarchical structure, in which every element has one parent and possibly one
or more children, like in classical trees. The concepts associated with the Stokoe
classes (e.g., handshape) are always 0-level elements; their direct children are
1-level elements; and so on.
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Our interface visually renders only the taxonomy of these concepts, without
any concern about relations different from is-a ones.

As for the handshape concept, the e-LIS ontology follows and extends the clas-
sification of [13]; this is hardly intelligible by the average user of the dictionary.
We thus decided to group the handshapes following the more intuitive criterion
of the current e-LIS dictionary: the number of extended fingers. In our simplified
ontology, we have 0-finger handshapes, 1-finger handshapes, and so on.

Such a simplified version of the e-LIS ontology is the basis of our interface.

3.2 User and Organisational Requirements

Starting from the analysis of the context of use, we determined functional, user
and organisational requirements with two main goals in mind:

1. the profiling of the dictionary users, in order to highlight their social, cul-
tural, physical and psychological characteristics;

2. the analysis of the tasks that the users of the dictionary perform.

Users of the e-LIS dictionary are mainly deaf or hard-of-hearing people; according
to some research findings, their ability of reading does not often go beyond that
of a eight-year old child [11]; in particular, abstract concepts [3, 7] seem to be
problematic for some deaf users. These are critical observations for the design
of our e-LIS interface; e.g., our e-LIS interface must be highly visual. Moreover,
not all deaf people have the same knowledge of LIS; in general, the average web
user of the dictionary is likely not to know LIS at all; thus we did not assume
that the dictionary web users have any prior knowledge of LIS.

Given such profiles, we turned to the design of our prototype interface and
the tasks it supports: its users should be able to

1. specify the components of the sign they are searching for in an intuitive and
clear manner,

2. transparently query the e-LIS database in order to retrieve the signs that
match the sign components they selected,

3. interact with the results, that is, they can browse the results.

All the aforementioned tasks are carried on by exploiting the ontology; to this
end, they are mapped into ontology interactions. At the current stage of the
project, we decided to focus on the first task: the aim of our current interface is
to simplify the composition of signs and to reach an interface usable by all the
e-LIS users, whether hearing or deaf. The composition of sign can be performed
by navigating the ontology; with our interface, the dictionary users see only the
concepts related to their current choice.

Starting from the dictionary user profiles and the tasks of our interface, we
set up the usability goals of our interface:

effectiveness: the dictionary users should be expertly guided during their
search for a sign, thus minimising errors and obtaining satisfactory results
out of their search;
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efficiency : the interaction with the interface should be fast (e.g., mouse clicks
are minimised) and the decision-making process should be effectively sup-
ported by the interface reducing the need of undo tools;

users’ satisfaction: the interface should be well organised and plain, thus
minimising the cognitive effort of users — a satisfactory interface keeps the
users’ attention alive.

Next, in explaining the design solution activity, we show how our interface aims
at meeting such usability goals by using the e-LIS ontology and implementing a
treemap visual technique.

3.3 Design Solutions

During the design solution activity, several mock-ups and prototypes are realised;
designers and users analyse each version in order to highlight its pros and cons
with respect to the usability goals of the interface.

Usually, designers start producing several mock-ups in order to evaluate the
system from the functional perspective. When the final mock-up is usable, de-
signers deploy the first prototype, representing the first version of the overall
system. Designers, along with users, evaluate this prototype against several cri-
teria. The idea of the design solution activity is to incrementally deploy the final
system, since editing a prototype is better than editing the whole system.

In this paper we focus on the current prototype of our ontology-based inter-
face, which is the result of successive refinements of the initial mock-up. Two
screen-shoots of the current interface prototype are shown in Figs. 2 and 3.

The prototype presented in this paper is a visual interface designed to support
the composition of a sign by navigating the e-LIS ontology. It is an information
visualisation system, thus it is characterised by three main components [2]:

1. the visual metaphor, i.e., the graphic elements used to render information;
2. the number of dimensions, either 2D or 3D;
3. the space-saving strategy, that is, a tradeoff between the amount of infor-

mation to be represented and the available space.

Visual metaphor. We adopt the tree metaphor as the visual metaphor, and in
particular the treemap. The treemap visual technique [15] is shown in Fig. 2.
Such a technique allows us to show a tree in a space-constrained layout,
that is, the tree is turned into a planar space-filling map. Treemap uses the
Shneiderman algorithm to recursively fill the available space with several
areas. In our interface, the treemap technique visually renders the ontology
classes and their subsumption relations.

Number of dimensions. We decided to use 3D as the number of dimensions
in order to show the four Stokoe-based classes simultaneously: each treemap
represents one Stokoe-based class or a subclass of its. Each treemap is em-
bedded in a 3D plane, that is, a 3D treemap; the third dimension saves space
and suggests the idea of a link between the classes.
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Fig. 2. The interface of the current prototype

Space-saving strategy. The space-saving strategy we adopt is the focus +
context strategy [2]. In particular, in order to maintain the context, we in-
troduce the miniatures of planes: by referring to Fig. 3, the four big planes
in the right part of the interface represent the focus, whereas the four minia-
tures in the left part of the interface represent the context.

The visualisation of the ontology is done progressively, as explained in the
following.

1. In the first step, in the left part, the interface visualises the four labels of
the Stokoe-based classes, namely, handshape, location, movement, and orien-
tation. In the right part, the interface visualises four planes; each plane is
a treemap representing the direct children of the main concepts. In Fig. 2,
which represents the first step, the treemap in the high part is associated
to the handshape concept of the e-LIS ontology; each area of this treemap
represents the direct descendant concepts of the handshape concept in the
e-LIS ontology: 0-finger, 1-finger, 2-finger, 3-finger, 4-finger, 5-finger.

2. From the second to the fourth and last step, the layout of the interface is
the same as that of the first step except for the presence of four smaller
planes on the left. These are the miniatures. For instance, see Fig. 3. In
the left part, the interface visualises the four labels of the Stokoe-based
classes; in the right part, the interface visualises the treemaps representing
some of the direct descendants as in the e-LIS ontology; in the centre, the
interface visualises four smaller planes which are the miniatures representing
the choice performed in the previous step.

In general, each treemap is composed of several areas, whose extents are com-
puted with the Shneiderman algorithm [15]; the area’s dimension is proportional
to the number of child concepts the area represents. Each area in each treemap
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Fig. 3. The interface after the user has chosen the 1-finger handshape class

has a unique colour, because this visual feature is not used to convey a specific
meaning — similar colours do not highlight related areas.

The interaction with the interface aims at being simple and intuitive, so as to
allow the dictionary users to minimise their cognitive effort. As explained above,
the navigation of the e-LIS ontology is organised in steps. In order to move to the
next step, the user has to commit to a choice, that is, to select a specific area in
a specific treemap. The choice is divided into two stages: a preliminary selection
and a definitive one. Thanks to this two-stage choice, the system can show how
the choice of an area propagates on the other areas of the four treemaps; thus
the interface supports the decision-making process. This is the starting point for
realising a dynamic visual interface.

The preliminary selection allows the dictionary users to watch how their choice
of a sign component affects their search path. To this end, a transparency effect
is applied to all the areas which are inconsistent with the current selection.
Consistency is evaluated against the ontology. To improve efficiency and users’
satisfaction, the transparency effect is applied when the user moves the mouse
over a specific area — the same effect could be applied to the click over a specific
area. With the mouse-over effect, we gain the following benefits:

1. from the user’s perspective, moving the mouse is less obtrusive than clicking
with it, since the latter is the consequence of a conscious will to make a click;

2. the effects produced by moving the mouse over a specific area can be dis-
covered accidentally.

If the dictionary users consider the current selection as the right one, they can
make it definitive by clicking on it, thus moving to the next step. Otherwise,
they can easily move the mouse over a different area. Let us assume that in the
first step, illustrated in Fig. 2, the user chooses the 1-finger concept. The second
step is shown in Fig. 3; here miniatures are smaller representations of the 3D
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planes of the previous step. In the current prototype the context is given by the
immediately previous step. Since miniatures store the information contained in
the previous step, they can be used as an undo tool: a click on them will bring the
user back to the previous step. In miniatures, inconsistent concepts are coloured
in grey. The grey colour is thus associated to the notion of inconsistency. Such
a feature helps users to remember the selection made in the previous step.

When the users terminate the interaction with the treemaps and hence the
navigation of the ontology, they have created a query with sign components.

4 Related Work

Electronic dictionaries for SLs offer numerous advantages over conventional pa-
per dictionaries; they can make use of the multimedia technology, e.g., video
can be employed for rendering the hand movements. In the remainder, we re-
view available electronic dictionaries from an SL to the verbal language of the
country of origin, which are of interest to our work.

The Multimedia Dictionary of American Sign Language (MM-DASL) [16] was
conceived in 1980 by Sherman Wilcox and William Stokoe. The innovative idea
was the enrichment of the textual information with digital videos showing sign-
ing people. MM-DASL developed a special user interface, with film-strips or
pull-down menus. This allows users to look up for a sign only reasoning in terms
of its visual formational components, that is, the Stokoe ones (handshape, loca-
tion and movement); search for signs is constrained via linguistic information on
the formational components. Users are not required to specify all the sign’s for-
mational components, nevertheless there is a specific order in which they should
construct the query. Since the e-LIS ontology embodies semantic information
on the classes and relations of sign components for the e-LIS dictionary, the
ontology can be used as the basis for an ontology-driven dictionary which for-
bids constraint violations. The MM-DASL project was never merchandised for
several reasons, explained in [16]. For instance, platform independence of the
system was a problem for MM-DASL; this is an issue the e-LIS team is taking
into account, thus the choice of having the e-LIS dictionary as a web application.
The profile of the expected user was never analysed, whereas e-LIS aims at a
dictionary non-experts of LIS can use.

Woordenboek [8] is a web bilingual dictionary for Flemish Sign Languages
(VGT). Users search for a sign by selecting its sign components, as in the current
e-LIS dictionary. However, in the current version of Woordenboek:

1. users are not guided through the definition of the sign, thus users can specify
a gesture which corresponds to no VGT sign or a sign that does not occur
in the dictionary database;

2. the sign components are not represented via iconic images as in e-LIS; they
are represented with symbols of the adopted transcription system; thereby
the dictionary from VGT to Flemish is hardly usable by those who are not
expert of VGT or the adopted transcription system.



A Visual Ontology-Driven Interface for a Web Sign Language Dictionary 439

Our ontology-driven interface to the e-LIS dictionary allows us to tackle such
issues. To the best of our knowledge, ours is the first ontology-driven dictionary
for an SL.

5 Conclusions

The current e-LIS dictionary has innovative features. As explained in Sect. 2,
e-LIS uses LIS as a self-explaining language, e.g., LIS videos are also employed
to propose examples of the use of a sign, or its variants. The dictionary can also
be used by non experts of the Stokoe-based transcription system of e-LIS, since
the elements of the so-called Stokoe classes introduced in Sect. 1 are represented
via expressive icons, hence neither transcribed nor explained in verbal Italian.
The mix of these features makes the e-LIS dictionary usable also by people with
literacy difficulties, as it may be the case of deaf people [11].

In Sect. 3, we presented an innovative interface for the e-LIS dictionary that
retains the advantages of the current e-LIS interface and integrates the e-LIS
ontology. By using this as the “hidden shepherd” in the search for a sign, our
interface prototype allows for the minimisation of the user’s selection errors:
the user can only specify a sign which is consistent with the composition rules
encoded in the ontology. In this manner, expert knowledge of neither the Stokoe
transcription system nor LIS are required: even non experts can masterly look
for signs in the dictionary.

Thanks to our visual interface, all the dictionary users can transparently nav-
igate the e-LIS ontology. Our interface can also be integrated with a query tool
such as [1]. Notice that the visual metaphor we adopted improves considerably
on the text-based interface of this query tool; that is, our treemap interface is
essentially visual hence closer to the needs of deaf people, who are visual learn-
ers [14]. In this manner, the interface can equally support deaf as well as hearing
users during the interaction process; in this sense, we designed an expert visual
system, following the UCDM criteria.

Our ontology-based interface allows our users to watch the propagation of a
selection of sign components, that is, our users can watch how their selections
affect the search path. In this manner efficiency gets improved; users “learn by
navigating” hence the interaction process gets faster. Visually showing the effects
of the users’ choices can also minimise the need of undo tools: the dictionary users
will start a search path only if the prospected next choices are suitable to them.
Such a dynamic navigation interface effectively supports the decision-making
process: the dictionary users can watch the propagation of their choices before
committing to them.

The visual interface presented in this paper is still a prototype. As such, it has
to be fully evaluated and studied with end-users, as stated in the UCDM [10]. In
particular, we must perform usability studies with a sample of end-users, thus
testing the robustness of the prototype, its drawbacks and its advantages.

At the start of this paper, we stressed why we cannot assume literacy in verbal
Italian of all the dictionary users, thus the need of effective intuitive icons in our
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treemap-based interface. Future work includes a deeper analysis of this topic,
with an evaluation of the choice of such icons with our end-users.
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Abstract. Usability is a feature of software quality that has traditional signifi-
cance in the Human Computer Interaction (HCI) community. Recent works that 
have been proposed by the Software Engineering (SE) community are intended 
to improve the usability of software applications. This paper combines aspects 
that are defined in both these communities to produce usable web applications. 
To achieve this goal, a well-known strategy to improve usability is used: usabil-
ity patterns. However, many usability patterns and guidelines could only be ap-
plied when the final system is implemented. In this work, STATUS patterns 
have been chosen because they solve usability issues at conceptual level. The 
main purpose of this paper is to improve the usability of Web Applications 
automatically generated by OOWS (a model-based web engineering method) 
applying the STATUS patterns.  

Keywords: Web engineering, Web usability, MDA, model-driven engineering, 
automatic code generation, usability patterns, Presentation Model.   

1   Introduction 

Usability has become increasingly important in web engineering methods, even more 
important than in conventional desktop applications [6]. Some works have proposed 
methods for measuring usability, like Olsina’s work [11]. Moreover, recent works in-
corporate usability as part as an MDA [9] development process [1].  

Following this last emergent research line, this paper is focused on how to deal 
with the required usability aspects of web applications that are generated automati-
cally in a model-driven web development process. Specifically, the objective is to im-
prove usability in OOWS [5] (Object Oriented Web Solutions) web engineering 
method. OOWS has an automatic code generation process based on the MDA para-
digm that produces a web application from its corresponding web conceptual schema. 

OOWS is complemented by OlivaNova [3], the industrial tool that implements the 
methodology called OO-Method [12]. OOWS generates the code corresponding to the 
specific, web oriented user interface, preserving the business logic layer and the per-
sistence layer generated by OlivaNova.  
                                                           
* This work has been developed with the support of MEC under the project  DESTINO 

TIN2004-03534 and cofinanced by FEDER. 
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Currently, there are several web engineering methods that model the web interac-
tion in an abstract way and distinguish between navigation and interface like OOWS 
does. Some of these methods are WebML [4], OOHDM [14] or OOH [2]. The inter-
action aspects related to usability are considered in all these web engineering methods 
by means of a specific model or a quality framework. However their proposed ap-
proaches to usability are coupled with the particular method. Therefore, applying the 
same concepts to another web engineering method is a difficult task.   

To solve this problem the use of patterns is proposed in this work. A usability pat-
tern suggests an abstract solution to a usability problem without taking into account 
platform constraints.  

Several authors have written about usability patterns, like Welie [17], who makes 
an explicit distinction between the user’s perspective and the designer’s perspective. 
Tidwell [16] defined other patterns that are very similar to the patterns proposed by 
Welie. She proposes using patterns to help the design of the Conceptual Model behind 
the interface. Moreover, some authors, such as Kimberly Perzel [13], have been work-
ing to define usability patterns for applications oriented to the World Wide Web. 
However, none of the mentioned above approaches implements a true Model Com-
piler, meaning that the specification of the usability aspects is done at the modeling 
step, and is properly converted into the required software components through the 
corresponding transformation process.  
Therefore, the main contribution of this paper is to include the usability of web appli-
cations generated with OOWS as an essential aspect to be considered. This fact is mo-
tivated by the experiences provided by users of Web applications generated by 
OOWS. With the purpose of solving OOWS usability problems, we have selected a 
set of usability patterns defined in a European project called STATUS (SofTware Ar-
quitectures That support USability) [15]. For this purpose, the current OOWS Presen-
tation Model (the part of the Conceptual Model that models the interaction between 
the user and the system) is extended. This usability improvement can be divided into 
two steps: 1) to select the STATUS patterns that solve the OOWS usability problems, 
and 2) to enrich the OOWS Presentation Model with the required expressiveness to 
model the functionality of the patterns that are not currently supported.  

 To accomplish these goals, the paper is structured as follows. Section 2 presents 
the usability problems in web applications generated by OOWS and which STATUS 
pattern provides a solution. Section 3 shows an extension of the OOWS Conceptual 
Model to incorporate the functionality of the usability patterns that OOWS does not 
currently support. Finally, section 4 presents the conclusions.  

2   Analysis of OOWS Usability 

STATUS patterns are defined in Juristo et al [8] as a set of generic solutions to solve 
common usability issues. The solution for each problem is described by means of 
several UML Diagrams (Class Diagram and Sequence Diagram) that can be applied 
in a specific methodology. The use of these patterns provides two main advantages:  

• The usability mechanism is described in an abstract way from an object-oriented 
perspective. As a consequence, applying a STATUS pattern to OOWS is a task that 
can be easily performed. 
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• The solution proposed in the pattern is neither designed for a particular method nor 
a specific software platform (Web, Desktop etc.). The same principles can be ap-
plied in another Web Engineering methods 

As OOWS and OO-Method are based on UML, the solution described by the 
STATUS pattern can be easily introduced inside the software development process. 
Since the set of STATUS patterns is very extensive, this paper is only focused on two 
STATUS patterns that, due to their functionality, proposes a solution to the usability 
problems that have been detected. The usability problems are related to data entry 
mistakes when users try to perform an operation in an OOWS Web Application. In 
addition, in order to make the most appropriate choice, the usability recommendations 
on data entry stated in [10] have been followed. 

2.1   User Input Errors Prevention: Structured Text Entry 

The main objective of this pattern is to anticipate possible mistakes caused by invalid 
user actions. To do this, the pattern proposes the use of different input mechanisms 
and default values. Several widgets can perform the same task, even though their vis-
ual representations are different. The goal of the usability analyst is to choose the cor-
rect widget for a concrete input data. Currently, OOWS does not allow the user or the 
analyst to choose the widget type, for example “list boxes” for a concrete set of values 
or “edit masks” to insert data in a specific format.   

Another way to avoid user errors is to provide default values to the user that can be 
changed when they are not appropriate. OOWS supports this functionality by means 
of the OO-Method Structural Model. However, frequently, the list of possible values 
in a widget may depend on the values inserted in other widgets, thereby creating de-
pendency relationships between widgets. OOWS does not have any primitives to 
model this behaviour. 

2.2   Wizard: Step by Step 

This pattern helps users to execute a complex action that requires several steps. Using 
this pattern, the analyst can define a wizard that will help users with complex actions 
that require them to introduce information in several steps. The fact of splitting the 
operation into different steps improves the user guidance. This functionality cannot be 
modelled in OOWS yet. 

3   Improving the OOWS Presentation Model: A Case of Study 

This section explains how the OOWS Presentation Model can be improved with us-
ability patterns whose functionality is not currently supported. The solution proposed 
is to use UML stereotyped elements in order to abstract STATUS patterns functional-
ity. These new UML elements are introduced inside the OOWS Presentation Model 
extending the current conceptual primitives. Since many web engineering methods are 
based on UML, this approach can be used to define new usability concepts into their 
models. A prototype of model compiler that includes the functionality of Step by Step 
and Structured Text Entry patterns is used to generate the code of the case study. 
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Fig. 1. a)Service Reservation Interface before applying usability patterns; b) SPU for car reser-
vation service 

To test the advantages of the proposed usability patterns, we have developed a case 
study based on an on-line car rental service. This paper focuses on the reservation 
service to simplify. A part of the current automatically generated web interface is 
shown in Figure 1a. 

To support both patterns, the Service Presentation Unit (SPU) primitive has been 
introduced into the OOWS Presentation Model. The purpose of the SPU is to model 
how the interface that executes a service (usually a web form) will be shown to the 
user. Each SPU is related to a service defined in the Structural Model and is com-
posed of the set of correspondent arguments. Figure 1b shows the SPU for the case 
study presented here. In the following subsections, we detail the conceptual primitives 
that the SPU has to model our service interface. 

3.1   Supporting the “Step by Step” Pattern 

This paper defines an Argument Group represented as a stereotyped UML Class. 
Thanks to this primitive, it is possible to model how the service arguments are 
grouped in a SPU. The sequence, in which each group of arguments should be intro-
duced, is represented by means of arrows. Moreover, each Argument Group can in-
clude a text description to inform the user. Briefly, an Argument Group represents a 
Wizard step (Figure 1b). 

At the implementation level, the result is a set of web pages (a Wizard) to collect 
the argument values. In the proposed case study four Argument Groups are defined: 
Delivery information; Car Selection; Personal Data; Payment Options. 

3.2   Supporting the “Structured Text Entry” Pattern 

With the current OOWS Presentation Model, it is not possible to delimit the correct 
set of values for an argument or its input mechanism. The compiler takes into account  
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the data type of an argument to render an appropriate widget. To solve this problem, 
three mechanisms have been added to the Service Presentation Unit: 

• Argument Widget: It specifies the widget type that will receive the value. This 
primitive is defined in the attribute type for a particular argument. If no widget 
type has been defined, the default widget (Text) is used to input any kind of alpha-
numerical string. In our case study (Figure 1b), the delivery and return dates are 
typed as Calendar, the car categories are rendered as checkboxes and phone and 
credit cards are masks.  

 

  

Fig. 2. a) List On Demand input Widget; b) Argument Car Model related to Category 

• List on Demand: A List On Demand is a type of dropdown list with an input text 
whose values are retrieved dynamically. When the user writes a string, a list of in-
stances which matches the text written will be shown. This primitive is used in the 
arguments “Delivery Place” and “Return Place” show in Figure 1b. An example of 
the interface generated from this primitive is shown in Figure 2a.  

• Related Argument: It is useful to restrict the values that the user can insert in a 
widget depending on the values that the user has previously inserted in other wid-
gets. For example, if the user has selected the desired car category, only the car 
models that are related to that category must be shown. Figure 1b shows this primi-
tive in the arguments “model” and “rate”. Figure 2b shows the final interface. 

4   Conclusions 

This research work presents a usability improvement of web applications built with an 
automatic code generation process. The proposed solution has the following steps: 

1. Choice of STATUS usability patterns. STATUS usability patterns have been se-
lected because these patterns can be incorporated in the architecture of the system 
throughout the entire software development process. As a consequence, this is a 
suitable approach to improve usability in another web engineering methods. 

2. Selection of a subset of STATUS patterns. Of all the STATUS patterns, this pa-
per is centered only on the patterns whose functionality has been considered to be 
more appropriate for web usability according to [10] and users’ experiences.  

3. OOWS Conceptual Model Extension. Two STATUS Patterns, Step by Step and 
Structured Text Entry, are introduced into OOWS as UML elements. 

A prototype version of the new Model Compiler has been developed in order to in-
troduce the changes in the OOWS Presentation Model. As an example of an applica-
tion of this approach, this paper presents a little case study that includes the usability 
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patterns presented. Users feedback verifies that the new web interface is more usable 
than previous one because it has been generated using the new conceptual primitives.  

As future research, the rest of the STATUS patterns that are not currently sup-
ported by OOWS must also be considered. In addition, the Conceptual Model should 
include a set of metrics to measure the usability before generating the system. Finally, 
an empirical evaluation of usability, with industrial web applications generated by 
OOWS, will be carried out to validate the usability improvement of the generated 
code. 
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Abstract. A key factor for successful Rich Internet Applications (RIA) is to 
provide an interface which is effective and efficient to use. This paper proposes 
a framework for model driven development of Adobe® Flex™ RIAs which 
uses task models and international standard task-based metrics to integrate 
usability characterization and evaluation from the very beginning. It supports 
the generation of alternative user interface versions which can be employed as 
prototypes in usability testing to get early user feedback.  

Keywords: automated usability evaluation, remote usability testing, web 
usability, model-based evaluation, Flash, Flex, model-driven development. 

1   Introduction 

Adobe® Flex™ is one of the major tools for creating cross-platform Rich Internet 
Applications (RIA). Like Adobe® Flash™, it uses SWF files as output format and 
thereby takes advantage of the widely used Flash Player [3]. The difference to Flash is 
its application area: Flash supports the creation of animated interactive content, while 
Flex focuses on application development. 

Flash sites have always struggled with bad reputation regarding usability [11]. One 
reason is that the high potential for graphical design and animations as well as 
missing interaction conventions encouraged Flash developers to emphasize more on 
design than on usability [8]. There have been major improvements when Adobe 
formed a cooperation with the Nielsen Norman Group and released Flash MX which 
introduced standard user interface elements. Yet usability is a key factor in the 
development of successful Flash websites and its evaluation is an essential need [14].  

Realizing the importance of this issue, Adobe has designed Flex to get closer to the 
usability of desktop applications. It provides a large set of predefined user interface 
components and design principles, thus supporting usability goals as e.g. consistency, 
efficiency of use, etc. [2]. The potential to create effective and easy to use interfaces 
is a fundamental quality of Flex, particularly considering its application area. As it is 
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designed to support the development of web-based business processes and appli-
cations (examples: http://www.flex.org/showcase/), there is a strong focus on creating 
usable sites and there will be a need for methods and tools to support developers of 
Flex applications in achieving this goal. 

In this paper our main goal is to support the development and evaluation of Flex 
applications within an iterative design process by enabling the creation of different 
user interfaces from a single model and gathering information for usability evaluation 
using standardized metrics. This paper is organized as follows: In section 2 we 
discuss existing approaches to automated usability evaluation. Section 3 provides an 
overview of the framework and section 4 discusses conclusions and future prospects. 

2   Related Work 

A variety of different tools and methods for evaluating the usability of websites and 
applications has been developed. Ivory [7] provides a good overview and 
classification of existing methods. Our approach focuses especially on automated and 
semi-automated usability testing. 

The WebTango prototype [6] uses predictive models to analyze the structure of 
individual pages and the overall site by computing 157 quantitative measures. 
WebQuilt [5] is a framework for remotely recording and analyzing user interaction, 
which captures clickstream data and visualizes usage traces. A similar approach is 
used by WebVip [15], which is also based on an interpretation of user navigation.  
AWUSA [16] is a task based approach which combines log file analysis, automated 
usability evaluation and web mining. By analyzing the website and users' behavior it 
provides information about usage patterns, problem resources, task usage and user 
groups. RemUsine [13] and later WebRemUsine [12] define task and page-related 
metrics which are useful to detect some critical aspects of evaluated websites, for 
example particularly long tasks. Other proposals [1] and [9] try to combine model-
driven development and usability by using conceptual and interaction patterns 
respectively. In these product-oriented proposals, usability is defined by using the ISO 
9126 and additional usability criteria. However, these proposals don't work with 
metrics, but with desirable facilities of development and interaction. Also the RAD-T 
toolset [4] works with a development-oriented approach. Its proposition is to extend 
rapid application design of websites to include usability testing.  

In short, there is plenty of literature and tools available on automated usability 
evaluation. However there are no proposals on how to evaluate the usability of Flex 
applications. Furthermore most of the tools use clickstream data, which does not 
allow conclusions about task-related issues. Yet such information would provide a 
deeper insight on user actions and the possibility to use internationally accepted 
metrics. Those who do work with a task-based approach as e.g. RemUsine don't use 
standardized metrics. Though it is widely acknowledged that it is important to 
integrate usability into the development process as early as possible, only few 
approaches support it. RAD-T is the only tool described, which works with 
development-oriented evaluation. But it does not provide support for comparing 
alternative designs, which is an essential task when creating web applications.  
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3   Proposed Framework 

Our framework features a combination of automated usability evaluation based on 
standardized metrics and a development-oriented approach, which allows to support 
the comparison of different concrete user interface versions and thus alternative Flex 
RIAs. It integrates the prerequisites to measure task-based metrics into a model-
driven development (MDD) environment using a set of four layers and appropriate 
transformations: Task model (TM), Abstract User Interface (AUI) Model, Concrete 
User Interface (CUI) Model and finally a specific RIA. 

 

Fig. 1. Proposed framework 

Figure 1 presents an overview of the framework. The left side shows the 
development from a task model (TM) to different versions of concrete user interfaces. 
The TM contains a hierarchy of tasks, currently CTT [13] is used for its specification. 
From the TM the abstract user interface (AUI) is created automatically e.g. by using 
IdealXML [10], which creates a UsiXML file. In a next step, the AUI is converted 
semi-automatically into several different concrete user interfaces (CUIs), which can 
then be compiled into an swf file, i.e. a Flash application.  

The right side of the framework shows how usability evaluation is supported at the 
respective layer, relating events of user interactions to a set of metrics. Corresponding 
to the development based on a TM, the evaluation relies on task-based metrics. To be 
able to apply these metrics on the elements of a user interface, that is containers and 
components, we identified some rules to define task completion and times. On the 
level of the CUIs we developed ActionScript classes, which implement these rules 
and allow to record events and times of user actions. When a user is interacting with 
one of the Flash applications, the ActionScript classes will produce log files. These 
are analyzed for evaluating the usability of the alternative user interface versions.  
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The set of metrics (Table 1), which is used by our framework, is based on 
international standards (ISO 9241-11 and ISO 9126-4). We are concerned with 
quantitative usability measures such as task completion times, error frequency, 
number of mouse clicks or number of errors, etc.  

Table 1. Metrics from international standards and usability factors 

Metric ISO 9241-11 ISO 9126-4 
Task completion  X 
Error frequency  X 
Number of persistent errors X  
Percentage of relevant functions used X  
Percentage of tasks completed  successfully on first attempt X  
Number of accesses to help X  
Task time  X 
Time taken on first attempt X  
Time spent on correcting errors X  
Frequency of reuse X  

3.1   A Model-Based User Interface Development Environment 

The translation of the TM to an AUI is already provided by idealXML [10]. Therefore 
our focus is on creating different CUIs from the AUI. As Flex provides an XML 
based language (MXML) for defining user interface elements, the translation from the 
UsiXML file of the AUI can be done using XSLT. To define the necessary rules, we 
assigned a list of possible Flex components (Table 2) to each type of AUI component, 
described by a combination of facilities (input, output, control, navigation).  

When creating a CUI the developer is prompted for each AUI component to select 
one of the corresponding Flex components.  

Table 2. Association of AUI components, described by a set of UsiXML facilities, with Flex 
components 

Combination of UsiXML facilities Flex component 
Input TextInput, TextArea 
Output Text, Label, Tooltip, Image, VideoDisplay, ProgessBar 
Control Button, PopupButton 
Navigation LinkButton 
Input + Output Editable TextInput, Editable TextArea 
... ... 
Input + Output + Control DateField, DateChooser, ComboBox, List, DataGrid 

To integrate the ability to log user interactions into the CUI, we take advantage of 
the Flex programming model. It is based on MXML for defining the user interface 
components and ActionScripts for the logic. Flex takes the MXML files and compiles 
them with all associated ActionScript files to build an swf file. For each Flex 
component we implemented a Proxy Class. Using these custom components, the 
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ActionScripts, which capture events, measure times and store these data in a log file, 
are automatically included into the resulting Flex application. 

3.2   Enabling the Evaluation of Task-Based Metrics 

The base unit used to measure the metrics is a basic task, i.e. a task that cannot be 
decomposed further. Currently we focus on interaction tasks, as user tasks could not 
be logged in a fully automated way by our framework. Interaction tasks are directly 
related to specific user interface elements. Therefore we developed a rule for each 
interactive element, to define the completion of the related task. Applied to Flex 
applications these rules are expressed by a combination of events for a specific Flex 
component, e.g. for a TextInput “FocusEvent.FOCUS_IN” defines the beginning of 
the task and the last “Event.CHANGE” its completion. Additionally we integrated the 
validator concept of Flex in order to provide a more powerful checking of user entries 
and task completion. We established these rules for all classic components provided 
by Flex. When applying our framework on more complex RIA's with custom 
components, developers can include these by defining the respective rules.  

Using the resulting log entries, which are related to the basic tasks, and the task 
model, we can also evaluate task completion, task times, errors etc. of high-level tasks 
(tasks composed of subtasks). For this purpose the compliance of user actions with 
the temporal relationships defined in the task model has to be checked. This can be 
done in three ways: One would be to use the same approach as WebRemUsine [12] 
and traverse the task tree. Another one would be to implement a finite state machine. 
But if we think of interacting with the interface by using its specific language, we 
could also apply a far more interesting approach: We could translate the TM as an 
abstract specification of the user interface into a grammar. The events are understood 
as symbols and their combination as strings of the language of the specific interface. 
Thus we could check their validity using the TM based grammar. 

4   Conclusions and Future Work 

In this paper we propose a development environment for Flex applications, which 
allows to create alternative user interface versions from a single initial model. The 
resulting Flex applications automatically include facilities for gathering usage data 
related with usability metrics from international standards (ISO 9126-4 and ISO 9241-
11). Thereby the framework supports involving users into the design process to 
identify usability problems and to compare different interface versions. 

Currently we are working on the analysis of the data obtained from recording user 
interactions. A possible approach could be to translate the TM into a grammar and use 
the result to evaluate the interaction of the users. Future work for improving our 
framework includes the support for automatic transition from an AUI to CUIs. Also 
we will try to validate our initial set of metrics (Table 1) and we want to associate 
them with patterns of usability problems to improve our analysis of data. 
 
Acknowledgements. We would like to gratefully acknowledge the support of EU-
COST Action no. 294: MAUSE (http://www.cost294.org).  
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Abstract. In the paper we present how usability and accessibility requirements 
can be assured and validated in the whole life cycle of eLearning. On a 4-phase 
eLearning cycle, which includes adaptation features to cover the particular 
needs of each learner, we have included the evaluation of usability and 
accessibility requirements. We have performed this evaluation on an accessible 
standard-based open-source learning management system called dotLRN. The 
validation methodologies proposed are applied in three research projects, 
EU4ALL, ALPE and ADAPTAPlan.  

Keywords: Usability guidelines, Accessibility guidelines, eLearning, Evaluation 
user's satisfaction, Automatic evaluation of Web accessibility. 

1   Introduction 

eLearning removes time and space barriers. This should benefit to people with 
disabilities but, they can sometime face more problems in eLearning environments 
that in face-to-face education. Current research in eLearning strongly focuses on 
providing adaptation support to users. aLFanet project (IST-2001-33288) developed 
an adaptive Learning Management System (LMS) which combined design and 
runtime adaptation along the full life cycle of the learning process with a pervasive 
use of educational standards [1]. EU4ALL project (IST-2006-034778) develops the 
delivery of learning services along the life cycle of the learning process to cover the 
needs of people with disabilities. Thus, usability and accessibility (U&A) have also to 
be considered in the eLearning lifecycle (eLLC), on top of existing adaptation 
support.  

This paper proposes some guidelines to apply U&A criteria along the eLLC, 
following the adaptation cycle as defined by aLFanet project. We identify the 
particularities of LMS when studying their U&A and detail how evaluations and 
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requirements are integrated into the eLLC, the learning experience and the theme of 
adaptation. Using the framework of our current European projects ALPE and 
EU4ALL, we describe the U&A methodologies used, some key results and findings 
to date as well as the challenging areas. 

2   Learning Management Systems, Usability and Accessibility 

A variety of commercial or open-source LMS exist, offering a wide range of 
integrated features. LMS can be classified in different categories: general LMS with 
tools for creating and managing courses, collaborative learning support systems, 
questionnaire and test authoring systems, people and institutions resources 
management systems and virtual classrooms. One LMS can belong to several 
categories at the same time.  

Before adopting a LMS, it is essential that the institutions identify their needs and 
criteria in a first place and later go through a comparative analysis of the available 
LMS. Several sites1 and articles provide reviews of LMS, mostly concentrated in 
comparative study of their technical features. At the time of choosing a LMS in year 
2000, UNED (Spanish National University for Distance Education) chose ArsDigita 
Community System (ACS) developed at the Massachusetts Institute of Technology 
(MIT) for the technical support and collaborative features. ACS evolved into dotLRN2 
open source eLearning platform, currently a reference in terms of support for 
adaptation, accessibility and educational standards [2].  

LMS have particularities when evaluating U&A: 

• Variety of needs. LMS have to be flexible enough to address a variety of teaching 
and learning styles, as well as interaction preferences and devices.  

• High level of customization. LMS usually offer a wide range of configuration 
options at the admin level, the tutor level and the student level. This flexibility 
affects the overall usability of the system. 

• Captive audience. The end-users (students and tutors) don’t choose the LMS. 
Instead, they choose a learning institution and then have to work with the 
institution’s LMS. If users get frustrated by the LMS, they cannot leave it; they 
have to bear with it. One advantage is that at the time of evaluation, users might be 
more frank on their opinion of LMS and the results might be more valid.  

• Educational standards. In order to facilitate the reusability of the author work and 
the adaptability of the course to the learner, the LMS has to comply with 
educational standards (IMS, SCORM). It is common that the complexity of 
educational standards impacts the interface, therefore the user experience. 

• Container/contained relationship. When evaluating the overall U&A of a LMS, 
we need to look at three different elements: the platform, where the course 
materials are stored and delivered; the formal content, or packaged course 
materials, compliant to educational standards and the content generated by users. 

                                                           
1 EduTools: http://www.edutools.info  
2 Officially named .LRN, pronounced ‘dotlearn’ and usually referenced as dotLRN to avoid 

confusion. More information available on the website: http://dotlrn.openacs.org 
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3   Adaptation, Usability and Accessibility in the eLLC 

To support an adaptive eLearning approach based on educational standards, design 
guidelines cover the instructional design for learning resources and activities as well 
as the bridging elements (hooks) to dynamically and individually support learners at 
runtime. The main characteristic of aLFanet is to deliver adapted courses based on 
pervasive use of educational standards and several user-modelling techniques in a 
multi-agent architecture, which applies machine-learning techniques to learn the 
model attributes and provide recommendations to learners [1].  

From the point of view of adaptation, the four steps in the eLLC (see Fig. 1) focus 
on providing a learning experience adapted to the particularities of each learner. 
aLFanet focuses on the learners and their needs, and not the LMS capabilities [3]. To 
provide support in these four phases, and especially for the design phase, we need 
authoring tools that produce standard-based educational material that can be 
understood by LMS, managed by the existing assistive technologies and accessible to 
end users regardless of their abilities. In respect to this, U&A requirements must be 
thought out beforehand and planned ahead for the each phase of the cycle.  

 

Fig. 1. aLFanet eLLC including interactions with U&A 

(a1) LMS in-house debugging phase 
Currently U&A features are not guaranteed in any LMS and there is a need to 
evaluate them. Before releasing a platform version, developers should have a habit of 
revising the latest developments conformity to the relevant U&A guidelines, 
including automatic validators along their development cycle. However, when 
installing the corresponding platform, in-house evaluations have to be made to detect 
issues not covered. In-house evaluations can be documented in a Bug Tracker tool, 
with priority level and dates tracking. This way, improvements on the platform can be 
made (internally or externally) to cope with the U&A requirements.  
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(a2) Authoring/Design phase 
This phase includes the design and creation of content, questionnaires and activities, 
as well as the definition of the services used to reach defined learning objectives for 
defined learners’ profiles. The design phase integrates the U&A requirements defined 
via requirements gathering, elicitation methods and evaluation results from the 
feedback phase. The author needs to be aware of U&A guidelines. Before delivering 
the course, a strict quality evaluation on accessibility, usability and standards 
compliance is performed.  
 

(b) LMS Administration/Publication phase 
This phase includes the management of all data, e.g. enrolling particular users with 
their corresponding users’ roles and access rights. The environment is prepared to 
provide an adapted experience to the learners, such as pedagogical, interface, content 
and services customization. U&A expert reviews are performed to detect the changes 
and errors appearing when the course is imported in the LMS. Methods include 
heuristic evaluation and cognitive walk-through. External audit is preferable since it 
usually detects failures that escape to the developers (developers may not perceive 
them as failures). 
 

(c) LMS Use phase 
The use phase supports the actual interactions of users (tutors and learners) with the 
contents and services available. Dynamic adaptations and support based on the users’ 
interactions (both individual and collaborative) are offered. User’s behaviour and 
interactions are tracked by the system to learn more about the users. Empirical testing 
or user-based methods also takes place, including direct observation, using the 
thinking aloud and contextual inquiry techniques, with task-based scenarios. 
Communication channels to users can also be provided to allow them report failures 
or suggest improvements. 
 

(d) LMS Feedback phase 
Author and administrator get reports on the actual use of the course, mainly statistical 
information showing how learners proceeded. During this phase, results from experts, 
users’ evaluations and automatic processing of interactions are analyzed and 
translated into i) technical requirements for the next LMS release and ii) guidelines 
for course authoring. 

4   Accessibility and Usability Evaluations 

The LMS accessibility evaluation considers not only the Web Content Accessibility 
Guidelines (WCAG) [4] but also the other accessibility guidelines in order to cover all 
LMS processes and components, including interface and any integrated interaction 
elements or applications, such as Authoring Tool Accessibility Guidelines (ATAG) 
[5], User Agent Accessibility Guidelines (UAAG) [6] and Guidelines for Developing 
Accessible Learning Applications (GDALA) [7]. Both technical and end-user 
assessment can be performed. 

The technical assessment requires, as advised by the W3C Web Accessibility 
Initiative (WAI) “knowledge and familiarity with Web mark-up languages, more than 
one scripting and interface languages, a variety of evaluation tools and approaches, 
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and strategies and assistive technologies used by disabled people”. The team must 
evaluate all templates, content, and templates and content combined. At least two web 
accessibility evaluation tools should be applied to the selected sample of pages and at 
least one tool should run across the entire website. Automatic evaluation tools, such 
as HERA [8] facilitate the generation of reports and include pointers on methods and 
techniques for manual revision.  

An accessibility expert methodologically tested dotLRN LMS through different 
interaction strategies. It detected 22 problems: 27 % of Priority 1, 64% of Priority 2 
and 9% of Priority 3. 75% of those accessibility problems have been fixed so far. The 
remaining issues are under study for the next release. Experts from the Tenuta project3 
ran an analysis based on an automatic revision plus a manual revision of 15 out of the 
65 WCAG 1.0 checkpoints. The result was very positive.  

Regarding end-users U&A, the WAI advise the inclusion of users with disabilities 
in the review process [9]. We follow this methodology to verify the application of the 
ATAG, UAAG and GDALA. Since a LMS is constantly evolving, accessibility 
evaluation must be continuous. In particular, within the ALPE project we are 
experiencing ALPE platform with 300 learners from 3 countries (UK, Spain and 
Greece) from our target group (adult learners with visual or hearing impairments) to 
evaluate the effectiveness, efficiency and satisfaction of each user group.  

For the usability assessment, we started with 2 experts performing a heuristics 
evaluation, using an extensive checklist based on the Ten Usability Heuristics [10] 
declined in 250 checkpoints [11]. The platform complied particularly well on 
‘Aesthetic and Minimalist Design’ and ‘Pleasurable and Respectful Interaction with 
the User’. Improvements must be made in ‘Match Between System’ and ‘Real World 
and Help and Documentation’. It is now essential to focus on improving those 
categories even more considering our target users (adult learners with disabilities) and 
the overall specificity of the platform (its accessibility). However heuristics data must 
be used with caution because they do not address several usability issues. Also the 
Tenuta project carried out a revision of ALPE platform using task scenarios, expert 
evaluation and HHS guidelines [12]. 

Finally, as part of the ALPE project, we conduct an end-user market validation 
focusing on the user satisfaction of the product. In a first trial, online users fill a 
background questionnaire before going through series of the tasks and a feedback 
questionnaire after the session. In a second trial, qualitative evaluations with a 
representative sample of users involve direct observation of users interacting with the 
application. Results will be analyzed and translated into design recommendations and 
technical specifications to be implemented as part of the iterative design process. 

5   Conclusions, Challenges and Future Works 

From the point of view of U&A, LMS have specificities that must be taken into 
account. U&A evaluations must be planned ahead for the entire eLLC, taking place at 
different steps of the cycle but considered as a continuous process.  

One of the main challenges regards the accessibility of the content generated by 
users. Learners become content authors, but they are not aware of WCAG when 

                                                           
3 Tenuta provides U&A support to eTEN funded projects: http://www.etenuta.org  
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producing their contributions. The LMS provides support, such as WYSIWYG editors 
but they have limitations, do not fully guarantee accessibility and must be improved. 
One usability challenge is to ensure the usability of a highly flexible system which 
offers lots of customization options at every level and integrates components 
(platform, course, content generated by users) generated from different sources 
(developers, administrators, authors, students, tutors) for different purposes. 

Evaluations with end-users are conducted as part of ALPE (from September 2007) 
and EU4ALL (year 2008) projects. ADAPTAPlan project focuses on the automatic 
generation of the learning design taking into account learners’ needs and preferences. 
Moreover, Web 2.0 accessible authoring and the validation of processes to assess 
automatically web contents created by users are part of future works to be undertaken.  
 
Acknowledgments. The authors would like to thank the EC for funding of EU4ALL 
(IST-2006-034778) and ALPE projects (eTEN 029328), and the Spanish Ministry of 
Science and Technology for ADAPTAPlan (TIN2005-08945-C06-00). 
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Abstract. Web accessibility rules, i.e., the conditions to be met by Web
sites in order to be considered accessible for all, can be (partially) checked
automatically in many different ways. Many Web accessibility evaluators
have been developed during the last years. For applying the W3C guide-
lines, their programmers have to apply subjective criteria, thus leading
to different interpretations of these guidelines. As a result, it is easy to
obtain different evaluation results when different evaluation tools are ap-
plied to a common sample page. However, accessibility rules can be better
expressed formally and declaratively in rules that assert conditions over
the markup. We have found that XSLT can be used to represent tem-
plates addressing many accessibility rules involving the markup of Web
pages. Even more, we have found that some specific conditions relaying
in the prose of the XHTML specification not previously formalized in
the XHTML grammar (the official DTD or XML Schemas) could also be
formalized in XSLT rules as well. Thus, we have developed WAEX as a
Web Accessibility Evaluator in a single XSLT file. Such XSLT file con-
tains 70+ singular accessibility and XHTML-specific rules not previously
addressed by the official DTDs or Schemas from W3C.

1 Introduction

Most Web pages nowadays are plenty of accessibility barriers, i.e., characteris-
tics that avoid some people having a correct access to Web contents or Web
functionality. Most of these Web barriers cause serious problems for people with
some sort of disabilities. Examples of disabilities and usual problems found by
those users are:

1. Sensorial disabilities: Quite often, images or other multimedia elements
in Web pages don’t provide descriptive texts for blind people. Written tran-
scriptions of audio tracks are rarely found by people who can’t hear. Other
people may not properly read nor resize small fonts. Others don’t have the
ability to recognize some color combinations.

2. Physical disabilities: People who can’t properly manage a keyboard or
a mouse use to have problems for interacting with links and forms in Web
pages. Mouse-only or keyboard-only navigation, or the form’s small active
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zones lacking a conveniently associated descriptive text are usually a chal-
lenge for people with reduced mobility.

3. Neurological disabilities: Navigation through a Web site can be difficult
if it has terms being difficult to understand, it lacks a clear map of the Web
site, form fields lack a proper description that explains how each form field
expects to be filled in, people find difficulties on trying to repeat or explain
a Web navigation path, or, simply if pages inside the same Web site present
inconsistencies.

4. Technological disabilities: Users with old operating systems, alternative
browsers, a limited keyboard or mouse, a low bandwidth Internet connection,
or hardware limitations like a small display or memory, or lacking a specific
plugin, usually find problems when navigating. Also users with their brand
new hand-held wireless devices find problems as well. Many Web sites have
been conceived only for a concrete screen size and resolution, thus raising
layout problems on devices with other capabilities.

WAI (Web Accessibility Initiative)’s WCAG (Web ContentAccessibility Guide-
lines) 1.0 [1] from W3C has become an important reference for Web accessibility
in the Web community. It has been accepted as a set of guidelines that improve
accessibility and eliminate barriers on Web sites. The lack of accessibility affects a
large amount of people (between 10% and 20%, according to [10]) that frequently
find important barriers when trying to navigate through today’s Web sites. Bar-
riers reduce accessibility not only for people with some sort of personal disability.
Accessibility is also a major step towards device independent Web design, allowing
Web interoperability to be independent from devices, browsers or operating sys-
tems. Web accessibility allows having cheaper Web site maintenance and a wider
target public. Some governments are also requiring that some Web sites become
accessible.

The set of the 65 WCAG’s checkpoints that accessible documents have to pass
is a very heterogeneous set of constraints, which are difficult to evaluate and
repair. Both WCAG 1.0 [1] and the HTML Techniques for the new WCAG 2.0
draft [2] specifications are written at a high abstraction level, which is frequently
quite open to subjective interpretation (as too long texts or too many elements),
including implicit multi-evaluation conditions or, simply, containing constraints
whose detection cannot be easily automated.

There are several tools nowadays which can help us to detect accessibility
barriers on Web sites. Watchfire [11], Tawdis [12] or HERA [13] are only a few
of them. It is well known that all these tools require a person to supervise and
complete the results of the evaluation tools because a lot of rules are relayed
on manual checks by the user. However, even regarding automatable evaluations
only, we still have the problem of different particular interpretations on each
tool. This is due to the fact that they were built on top of different subjective
interpretations of the W3C’s open-to-interpretation guidelines, without using a
formalized version as depicted at [16]. As a result, we can easily find several tools
reporting different evaluation results for a same sample page. Even further, it is
difficult indeed to find two evaluation tools that evaluate the same conditions.
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One of the main reasons for this heterogeneity is due to the fact that these
tools have been implemented as black boxes whose internal evaluation mecha-
nisms are hidden to the public. Since they have been mostly implemented using
procedural programming languages, the conditions being checked are usually
unknown for their users. Our approach to solve that problem consists on pro-
viding non-hidden declarative rules, readable and reusable by anyone, even for
those with very little programming background. The procedural approach for
checking document consistency is powerful, but difficult to bring consensus. On
the other hand, the declarative and transparent rule-based approach provides
consensus rules that many people might easily understand and agree with. This
is one of the advantages of using declarative rules in a DTD or XML Schema.
Instead of using self-developed software for XML validation, it’s better to use
rules that declare elements as optional or required and how they must be nested,
then leaving validation as a rule-based checking process. Declarative rules might
be used to validate many Web accessibility conditions easily.

Our approach lead us to build WAEX [17]: a Web Accessibility Evaluator in
a single XSLT file. Because of its XSLT nature, it can only be applied to well
formed HTML pages. Fortunately, HTML reparation software like Tidy [15] and
the HTML parser of libxml [9] allows us to apply WAEX to almost any Web page.

The rest of this paper depicts the most important WAEX’s rules, and is orga-
nized as follows: Section 2 deals with accessibility conditions already expressed
formally in the XHTML grammar (the DTD or XML Schema) and compares
them with the corresponding XSLT templates in WAEX. Section 3 deals with
those accessibility conditions expressible in a XHTML grammar, but not ex-
pressed indeed in a DTD or Schema. Section 4 covers accessibility conditions
not expressible in a XHTML grammar. Section 5 coverts mobileOK Basic tests
[5] from W3C. Section 6 contains some conclusions and future work.

2 Accessibility Conditions Already Expressed in the
XHTML Grammar

Some of the most important accessibility issues already involve validation against
a public grammar. In fact, the XHTML grammar already represents some well
known accessibility checkpoints. Specific rules in the XHTML’s DTD and Schema
already require that specific mandatory markup properly appears in XHTML doc-
uments. For instance, table 1 contains rules that state that every image must al-
ways have an alt attribute (a textual description of the image). Both the DTD and
the XML Schema declare the alt attribute as required for every image. However,
non XHTML documents still can use XSLT to spot as a barrier those images hav-
ing no such alt attribute.1,2

1 A similar set of expressions can be used to state that the alt attribute is also required
for every area element.

2 Ornamental images containing no information, should have an empty string as the
textual alternative, but this attribute must be present anyhow according to WCAG.
The fact that the textual alternative is an adequate alternative for the image is another
checkpoint which is outside of our scope.
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Table 1. Images without alternative text. The img’s alt attribute is mandatory.

Sample barrier <img src=”mypic.jpg” /> <! − − No alt! −− >

Sample corrected <img src=”mypic.jpg” alt=”My picture”/>

DTD <!ATTLIST img alt CDATA #REQUIRED>

XML Schema <xs:element name=”img”> <xs:complexType>

<xs:attribute name=”alt” use=”required” type=”xs:string”/>

</xs:complexType> </xs:element>

XSLT <xsl:template match=”//img[not(@alt)]”>

<xsl:message>Images with no alt attribute</xsl:message>

</xsl:template>

Table 2. Document without a unique title. Document’s title is mandatory.

Sample barrier <html><body> ... </body>

</html> <! − − No head & no title!−− >

Sample corrected <html> <head><title> ... </title></head>

<body> ... </body></html>

DTD <!ELEMENT head (%head.misc;,

((title, %head.misc;, (base, %head.misc;)?) |

(base, %head.misc;, (title, %head.misc;))))>

XML Schema <xs:element name=”head”><xs:complexType> <xs:sequence>

<xs:group ref=”head.misc”/>

<xs:choice> <xs:sequence>

<xs:element ref=”title”/> <xs:group ref=”head.misc”/>

<xs:sequence minOccurs=”0”>

<xs:element ref=”base”/> <xs:group ref=”head.misc”/>

</xs:sequence>

</xs:sequence> <xs:sequence>

<xs:element ref=”base”/> <xs:group ref=”head.misc”/>

<xs:element ref=”title”/> <xs:group ref=”head.misc”/>

</xs:sequence> </xs:choice>

</xs:sequence> </xs:complexType></xs:element>

XSLT <xsl:template match=”/html[count(./head/title)!=1]”>

<xsl:message>Document without a unique title</xsl:message>

</xsl:template>

Not only mandatory attributes, but also mandatory elements can be required
by a grammar. For instance, table 2 contains rules to indicate that every docu-
ment must have a unique title inside the head element.

Validation is also useful for detecting forbidden or deprecated markup within
a document. It is important to avoid deprecated markup in order to properly
separate structure from presentation, thus allowing users to customize presen-
tational features (colors, font sizes, ...) according to their personal needs using
only CSS rules without modifying the HTML markup. Deprecated elements like
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Table 3. Deprecated elements no longer in use

Sample barrier <font color=”red”> <! − − Deprecated, use CSS instead −− >

Sample corrected <... style=”color: red”> <! − − As external CSS −− >

DTD No such <!ELEMENT font ...> nor

<!ELEMENT blink ...> ... (in new XHTML versions)

XML Schema No such <xs:element name=”font”/> nor

<xs:element name=”blink”/> ... (in new XHTML versions)

XSLT <xsl:template match=”//font|//blink|//b|//i|//tt|//center”>

<xsl:message>Deprecated elements no longer in use</xsl:message>

</xsl:template>

font, b (bold), i (italic), tt (tele-type) or center, as well as forbidden elements
not in the HTML specification like blink or marquee, can be spotted (as presen-
tational markup that should be left out in favour of CSS) by either a grammar
which does not recognize them as valid elements or with an XSLT rule like the
one at table 3. Fortunately, these rules have been considered in all examined
tools in a similar way.

3 Accessibility Conditions Expressible (But Not
Expressed) in a XHTML Grammar

XHTML is not a single language. Since its birth, it has had several versions,
starting from Transitional and Strict [3], launching XHTML Basic [4] and end-
ing by XHTML 1.1. Those different languages have different restrictions, some
of them had been previously declared in the 1999’s WCAG [1]. For example, the
alt attribute is mandatory since XHTML Transitional 1.0. Deprecated elements
like font or center were removed in XHTML Strict 1.0 (but still remains in
Transitional). XHTML 1.1 introduced some new rules and removed some depre-
cated features from XHTML Strict 1.0. XHTML Basic (specifically oriented for
small devices) does not allow frames, plugins, both server or client side image
maps or nested tables for layout.

The refinement process from XHTML 1.0 through XHTML 1.1 has already in-
cluded some accessibility rules into their successive DTDs and/or XML Schemas.
However, some refinements still remain uncompleted. For example, WCAG 1.0
states that all frames should have a mandatory title attribute describing the
frame’s purpose. Even though this rule is very similar to the one exposed at
table 1, the XHTML grammar still defines this attribute as optional, instead of
required. For this reason, rules from table 4 are required.3,4

3 Unless we locally redefine this rule in our own DTD or XML Schema.
4 A similar approach (DTD or Schema redefinition) could be taken for the usage of the
noframes element, because the public DTD does not properly require such element
even though it is required to be present as an alternative for frames for browsers
that can’t support frames.
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Table 4. Frames without description. The frame’s title attribute is mandatory.

Sample barrier <frame src=”toc.html”/> <! − − Title attribute is required! −− >

Sample corrected <frame src=”toc.html” title=”Table of Contents”/>

DTD <!ATTLIST frame title CDATA #REQUIRED>

However, it is defined as #IMPLIED (not required)

XML Schema <xs:element name=”frame”> <xs:complexType>

<xs:attribute name=”title” use=”required” type=”xs:string”/>

</xs:complexType> </xs:element>

However, it is defined as optional (not required)

XSLT <xsl:template match=”//frame[not(@title)]”>

<xsl:message>Frames without description.</xsl:message>

</xsl:template>

Table 5. Restrictions in XHTML specification (prose) not expressed in the DTD

Container element Forbidden contents Condition

pre img, object, big, small, sub, sup Always forbidden

a, label a, area, label, input, select, textarea, button Always forbidden

form form Always forbidden

table table In XHTML Basic [4]

ins Any block-type element If the ins element is inside

an inline-type element

Table 6. Sample barriers from XHTML specification (prose) not expressed in the DTD

Forbidden elements in

pre

<pre><img src=”a.jpg” alt=”An image” />

</pre> <! − − Images forbidden in pre! −− >

Nested focusable ele-

ments

<a href=”p1.html”><label>... </label>

</a> <! − − Label forbidden inside a link! −− >

Nested forms <form><form>... </form>

</form> <! − − Nested forms forbidden! −− >

Forbidden insertions <em><ins> <p>New paragraph.</p> </ins>

</em> <! − − Bad insertion! −− >

Table 5 contains a summary of XHTML prohibitions stated in the prose of
XHTML specification [3] but not formally expressed in any XHTML gram-
mar. Such restrictions could be easily expressed formally in the XHTML DTD.
However, up to the present moment, they have not been formalized by any rule
yet. Table 6 contains sample barriers breaking rules from table 5. Even though
those snippets validate the official DTD and Schemas, according to the XHTML
specification prose, they are not valid XHTML and some of them involve serious
accessibility problems.

The best of having checkpoints guaranteed by a grammar is that they are
very cheap and easy to detect: just choosing a modern grammar to validate
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documents against to, and using an existing XML-ized validator, may easily spot
where barriers belonging to this category appear within a document.

4 Accessibility Conditions Not Expressible in a XHTML
Grammar

There are some accessibility-related conditions that are not expressible indeed
in a DTD or XML Schema. And this happens even though they are conditions
concerning the syntax of the documents. Many tools have their own internal
implementation of these conditions hard-coded within lines of a program coded
in an procedural programming language like Java, C or PHP. This easily leads
to complex algorithms which (usually) implement something different from the
desirable checkpoint (thus providing different evaluation results). Since they are
built as black boxes, people find difficulties on understanding these differences.
Approaches like [14] have tried to represent such rules in a set of declarative
expressions declared in self-developed XML files that represent rules. However
those rules can only be evaluated by a self-developed ad-hoc program. Using al-
ready existing software was the aim of the WCAG formalization approach [16].
Translating the formalized approach to XSLT implies not only more precise,
but also cheaper evaluation because no specific software needs to be devel-
oped indeed. Just an XSLT engine needs to be applied. As a result, we have an
XSLT-based declarative ruleset which is smaller, more reusable and easier to
understand and homogeneize than the equivalent procedural routines.

As a starting example, let’s begin with attributes that enhance accessibility,
but whose presence is required only under certain circumstances. For instance,
table 7 states that every image input, (i.e., input form fields whose type attribute
is image) requires the alt attribute (as any other image). However, it would not
be nice to declare the alt attribute as mandatory for every input element,
because input form fields having a type attribute different of image don’t really
expect such alt attribute. Conditions that indicate whether some markup is
mandatory or not, are not expressible in DTDs or XML Schemas.

In fact, conditions that involve some comparison or calculation over element’s
or attribute’s content, are not expressible on DTDs or XML Schemas. Other
accessibility-related attributes are also required under certain conditions as well,

Table 7. Image inputs without alternative text. The alt attribute is mandatory.

Sample barrier <input type=”image” src=”submit.gif”/> <! − − No alt! −− >

Sample corrected <input type=”image” src=”submit.gif” alt=”Submit”/>

DTD NOT FEASIBLE!!

XML Schema NOT FEASIBLE!!

XSLT <xsl:template match=”//input[@type=’image’][not(@alt)]”>

<xsl:message>Image input with no alt</xsl:message>

</xsl:template>



466 V. Luque Centeno et al.

Table 8. Attributes conditionally required

Container element Required attribute Condition to be mandatory

input alt If input’s type is ”image”

html lang If document’s xml:lang is missing

th abbr If table header’s text is too long

table summary If table contains tabular data, i.e, it is not a layout-only table

as depicted at table 8. They are summarized, but they can be used just like the
expressions in table 7. For instance, the abbr attribute must be used on any
th element having a too long text in order to facilitate efficient text-to-speech
transformation. Not all tools check these conditions properly.

Conditionally required elements are represented in table 9. For instance, any
multimedia resource (object element) should have some alternative contents.
In order to have manageable data items, fieldset elements should group form
fields sharing common characteristics. When the number of options in a combo
box (select element) is high, it is a good idea to group them with the optgroup
element. Non-layout tables should have a caption element describing the table ...
The expressions from table 9 are summarized.

Table 9. Elements conditionally required

Container el-

ement

Required element Condition to be mandatory

object some alternative inside If object does not contain alternative text

form fieldset If too many form fields

select optgroup If too many options

table caption If table contains tabular data, i.e, it is not a layout-only table

Some other important accessibility rules don’t really involve existence or ab-
sence, but misusage of HTML markup. These rules state that some HTML
attributes should not be improperly used. For example, it is a very bad practice
to trigger JavaScript routines from the href attribute of active elements like
links or client-side map areas. It is much better to use event-focused attributes
like onclick for that purpose, and leave the href attribute usable for users that
have browsers with no JavaScript support. The XSLT template from table 10
detects this bad practice. (Several Web accessibility evaluation tools do not).

Other bad practices involving typically misused attributes are collected in
table 11. As we can see, it is bad practice to use client side auto-refresh or auto-
redirect, unadvised emerging windows, improper keyboard short-cuts or unclear
tabulation orders.

However, the expressive power of XSLT becomes clearer when we leave out
these previous simple conditions involving the relationship between elements and
their contents and we start looking at relationships among elements placed
anywhere in the document. For example, let’s write a rule for “each client-side
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Table 10. Not only JavaScript-based navigation. JavaScript code should appear in
event attributes.

Sample barrier <a href=”javascript:load(’a.html’)”><! − − JavaScript-based navigation −− >

Sample corrected <a href=”a.html” onclick=”load(’a.html’); return false”>

DTD NOT FEASIBLE!!

XML Schema NOT FEASIBLE!!

XSLT <xsl:template match=”(//a|//area)[starts-with(@href,’javascript:’)][not(@onclick)]”>

<xsl:message>Improper place for JavaScript.</xsl:message>

</xsl:template>

Table 11. Attributes typically misused

Container el-

ement

Misused

attribute

Misusage condition

a, area href JavaScript code at href attribute, rather than at onclick at-

tribute

meta http-equiv Badly used for auto-refresh or auto-redirect

input alt If input’s type is not ”image”

* (any tag) target Badly used for emerging windows

* (any tag) tabindex Not a set of unique consecutive numbers

* (any tag) accesskey Not a unique character

Table 12. A redundant link is required for each client-side map area

Sample barrier <area href=”a.html”/ > <! − − Missing redundant link!−− >

Sample corrected <area href=”a.html”/ > <a href=”a.html”>...</a>

DTD NOT FEASIBLE!!

XML Schema NOT FEASIBLE!!

XSLT <xsl:template match=”//area”>

<xsl:variable name=”area” select=”.” />

<xsl:if test=”not(//a[@href = $area/@href])”>

<xsl:message>Missing redundant area’s link</xsl:message>

</xsl:if>

</xsl:template>

map area should have a redundant link (somewhere in the document) for those
users that cannot use client-side maps”. This implies that, for every area ele-
ment, at least one link in the same document should share the same destination
(i.e. point to the same href). In other words, some link in the document should
replicate the href attribute for each area.The XSLT expression from table 12
states that any area whose href attribute is not being replicated by a link some-
where else in the document will be spotted as an accessibility barrier (not suited
for people who can’t use maps). Similar templates have been implemented to
detect form fields without a label element referring them.
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5 Suitability for Handheld Devices (W3C’s MobileOK)

Specific conditions for handheld devices have recently been defined by the W3C
at [5]. Many previous conditions apply for handheld devices, but there are also
some specific rules only for this domain, as depicted in table 13. For instance,
not only maps, frames, and nested tables are forbidden. The number of external
resources is limited for each Web page, and the size of images is mandatory to
be specified inside the HTML markup.

Table 13. W3C’s mobileOK specific conditions

Avoid maps <xsl:template match=”//*[@usemap or @ismap]”>

<xsl:message>Maps are forbidden</xsl:message>

</xsl:template>

Avoid missing dimen-

sions for images

<xsl:template match=”//img[not(@height) or not(@width)]”>

<xsl:message>Image dimensions are mandatory</xsl:message>

</xsl:template>

Avoid frames <xsl:template match=”//frame|//frameset|//iframe”>

<xsl:message>Frames are forbidden</xsl:message>

</xsl:template>

Avoid nested tables <xsl:template match=”//table[.//table]”>

<xsl:message>Nested tables are forbidden</xsl:message>

</xsl:template>

Avoid too many exter-

nal resources

<xsl:if test=”count(//style|//img|//link|//object) &gt; 20”>

<xsl:message>Too many external files</xsl:message>

</xsl:if> <! − − 20 is the W3C’s defined limit −− >

6 Conclusions and Future Work

The recently developed XHTML’s DTDs and XML Schemas from W3C could
collect some more accessibility-related conditions than currently do. They would
be a great place to formalize syntax-related Web accessibility issues, because
many Web authors already know how to validate their documents against those
formal grammars. However, DTDs and XML Schemas are not powerful enough
to formalize Web accessibility syntax-related rules. Anyway, we found that a
declarative language like XSLT could be used to fill in the gap where DTDs and
XML Schemas didn’t fit.

We started reverse-engineering most Web accessibility evaluation tools [6]. We
rewrote in the XSLT rules of WAEX all the checkpoints which were according to
the W3C specification, rejecting all checkpoints which were not. Those very few
ones out of the scope of XSLT, like CSS parsing, image analysis, color combina-
tions, or JavaScript parsing, have been partially implemented by calling already
available server-side tools hosted at W3C [7,8].

We soon became aware of the expressing power of this XSLT approach. We be-
came aware that we could easily express syntax-related conditions from
already built Web Accessibility evaluators in a fine and clean way, no
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matter if they were simple or complex. We also realized that we could express
conditions not previously being checked. Thus, we included conditions not pre-
viously addressed by previous tools:

1. XHTML conditions from the XHTML specification not previously formalized
in the corresponding DTD or Schema [3,4]

2. Conditions from the recently published W3C’s MobileOK Basic test suite [5]
(suitable for mobile devices).
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Abstract. Whilst accessibility is widely agreed as an essential requirement for 
promoting universal access of information, many Web sites still fail to provide 
accessible content. This paper investigates the support given by currently 
available tools for taking care of accessibility at different phases of the 
development process. At first, we provide a detailed classification of 
accessibility guidelines according to several levels of automation. Then we 
analyze which kind of automated inspection is supported by currently available 
tools for building Web sites. Lately, by the means of a case study we try to 
assess the possibility of fixing accessibility problems at early phases of the 
development process. Our results provide insights for improving current 
available tools and for taking accessibility at all phases of development process 
of Web sites.     

Keywords: accessibility, guidelines inspection, evaluation tools, Web sites, 
development process, Web design. 

1   Introduction 

Accessibility is an essential requirement for promoting universal access of Web sites. 
Accessibility gained in importance not only because of ethical issues (e.g. e-inclusion) 
but also because of the opportunities for creating new markets (e.g. elderly customers) 
and for increasing audience (e.g. accessible Web not only benefits impaired users but 
users in general).  

In more recent year Accessibility became a legal requirement as many countries 
have enacted for Accessibility responsibility of content published on the Web. In the 
United States, the regulation Section 508 of the Rehabilitation Act 1973 [17] was 
amended in 1998 to address the new Information Technologies and the Web. In 
Europe, the European Council encourages state members to enact laws for 
accessibility of public Web sites at all levels of government. Many member states 
such as France [15], Germany [4], Portugal [12], and UK [6], among many others, 
have created laws for the accessibility of digital content. The European Council has 
also supported initiatives for promoting the accessibility such as the creation of a 
European e-Accessibility Certification (EuraCert) [8] and the development of a 
Unified Web Evaluation Methodology (UWEM 1.0) [21, 22] which aim is to provide 
a set of guidelines and a standard procedure for manual and/or automated accessibility 
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inspections. Whilst UWEM 1.0 and EuraCert represent important steps forward 
measurement and certification of Web sites, from a technological point of view they 
are similar to W3C’s Web Accessibility Initiatives [26] which already provide 
guidelines and tools for accessibility checking and digital certificates (e.g.  WAI-A, 
WAI-AA, WAI-AAA) for accessible-compliant Web sites.  

Currently, there are many tools for automating guidelines inspection of Web sites 
such as WebXACT [23], TAW [18], WAVE [24], Ocawa [14], and A-Prompt [3], 
most of them include the verification of usability and accessibility guidelines. Even 
though not all guidelines can be automatically assessed by these tools, they provide a 
valuable help by reducing costs and time of manual inspections. The main 
inconvenient with these tools is that the evaluation is mainly done on the source code 
(i.e. HTML, XHTML, CSS) of Web sites which are only available at latter phases of 
the development process when the Web site is ready to be published. At that step the 
cost of fixing related to guidelines violation are high due to the number of possible 
occurrences of the problem in all pages.  

The main goal of this paper is to determine in which extension accessibility 
guidelines can be assessed in earlier steps of the development process and how such 
early assessments might contribute to reduce costs of inspections and improve 
accessibility of Web sites in general. For that purpose we present hereafter a case 
study which combines several methods including analysis of tool execution over real 
Web sites, analysis of artifacts produced by tools, and analysis of support provided by 
tools during edition of Web pages.  

The rest of the paper is organized as follows: Section 2 presents several issues 
related to the automation of accessibility guidelines, including interpretation of high-
level guidelines and levels of automated inspection. Section 3 presents an overview of 
development tools and evaluation tools currently used to build Web sites. Tools 
presented in section 3 will be later employed in the case study which is fully 
described in section 4. Section 5 discusses the findings and point out some 
conclusions.  

2   Accessibility Guidelines 

Different guidelines exist [19], most of them mixing usability and accessibility 
recommendations. As far accessibility is the concern, the W3C/WAI WCAG 1.0 set 
of accessibility guidelines [26] is still the most widely agreed. WCAG 1.0 contains 14 
guidelines which express general accessibility principles. They are divided into 65 
checkpoints. A checkpoint is assigned a priority level that ranges from 1 (high 
priority) to 3 (low priority). Based on these priorities, a Web application is said to be 
level A conformant if all priority 1 checkpoints are satisfied, level AA if all priority 1 
and 2 checkpoints are satisfied, and level AAA conformant if all checkpoints are 
satisfied. In the rest of the paper we use the term ‘guideline’ to both denote the terms 
‘checkpoint’ and ‘guideline’. 

2.1   Guidelines Interpretation 

Guidelines are expressed in natural language and interpretation is often necessary to 
translate them into a computing language. A guideline’s rule can be more or less 
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abstract [16] and is not appropriate to an automatic translation in all the cases. If so, 
rules should be decoded in one or more concrete rules. For example, the rule “Provide 
accessible content for visual impaired users” is too imprecise to be automatically 
implemented. So it should be interpreted in a more concrete way having a single 
meaning. For example: “Provide alternative text for images”.  

Quite often, many concrete rules must be created in order to cover all possible 
facets a guideline might have with respect to the UI contents or widgets. For example, 
what does the rule “Provide accessible content for visual impaired users” mean for 
images, menus, buttons, animation, and so on?  

The translation process might also create a semantic distance between the original 
guidelines and the concrete rules created to support automated inspection. 
Considering the example above, the concrete guideline “Provide alternative text for 
images” only helps to check if a text description is associated to images; this can be 
considered as a kind of syntactic verification. Currently, there is no available tool 
supporting the verification of the semantics of alternative text and image’s content, 
thus creating a gap between the rule and what is possible to verify concerning the 
rule. 

2.2   Guideline Automation Level 

Due to their nature guidelines may be more or less suitable for automation. 
Characterizing the levels of automation for guidelines will help us to estimate the 
impact of correcting errors when guidelines are violated. Hereafter we present an 
extended version of Ivory’s taxonomy [11] for describing the levels of automation: 

•  None: the guideline has no level of automation, i.e. the guideline is supported by 
the software tool but no automatic analysis is performed (this is typically the case 
of warnings that are always thrown, e.g. guideline 14.1: “Use the simplest and 
clearest language”); 

•  Capture: the software tool records data that are related with the guideline; 

•  Analysis: the software tool automatically detects guideline violations;  

•  Critique: the software tool automatically identifies guideline violations and 
suggests improvements; 

•  Suggestion1: the software tool suggests accessibility and/or usability options when 
designing the application so as to automatically conform to the guideline. For 
example, an accessibility option can be checked to automatically prompt the user 
to give a textual alternative every time he inserts an image in a page. Another 
example is the automatic suggestion and consequently creation of accessible 
tables. 

3   Tools for Developing and Evaluating Accessible Web Sites 

Tools for Web development are numerous [9] and can be used at different steps of the 
development process. The development tools are used during the design and 

                                                           
1 The category Suggestion has been added to the former categories proposed by Ivory [11]. 



 Analyzing Tool Support for Inspecting Accessibility Guidelines 473 

implementation of applications while the latter denotes tools used to evaluate the final 
application. The following categories of tools are considered in this work.   

(i) Visual editors and site managers concerns authoring tools that make 
developing Web sites easier by designing without HTML programming, and also 
provide features dedicated to site management. Tools in this category typically 
propose a WYSIWYG editor. Adobe® DreamWeaver®2 and Microsoft® FrontPage®3 
are such products.  

(ii) Database-centric tools do not offer more accessibility features than visual 
editors and site managers. Although Fraternali [9] divided this category into 4 classes 
of tools we grouped them in a single category as they are all database-driven. Tools in 
this category (a) were originally dedicated to offline hypermedia applications and 
later adapted for the Web (Web-enabled hypermedia authoring tools);  (b) were 
conceived to simplify the integration of database queries within a Web page (Web-
DBPL integrators); (c) support the deployment of data-intensive Web applications 
(Web form editors, report writers, and database publishing wizards); and (d) some of 
them gather (a), (b), and (c) categories of tools in a single framework in order to 
support the sum of their functionalities (multi-paradigm tools).  

(iii) Model-driven application generators employ several conceptual models to 
generate the Web applications. Thus, such tools generally cover most of the lifecycle 
activities and provide a high level of automation. Some examples of tools in this 
category are: e-Citiz [7], WebRatio [1,25] and VisualWade [10]. Except e-Citiz, 
accessibility is not currently supported by these tools.  

(iv) Evaluation tools, typically, are used at the end of the development process to 
assess the final Web application in order to detect usability and/or accessibility 
problems. There are several categories of evaluation tools [11]: log analysis tools, 
automated inspection tools, HTML syntax validators, etc. If all these categories may 
support accessibility evaluation or some aspects of accessibility evaluation, guidelines 
inspection tools are certainly the most powerful and the most widespread for 
assessing Web accessibility. Among the many products in this category are 
WebXACT [23], TAW [18], WAVE [24], Ocawa [14], and A-Prompt [3]. 

4   Case Study 

Only the WCAG 1.0 guidelines were considered in the study. Moreover, the analysis 
was limited to the level AA guidelines (i.e. priority 1 and 2 checkpoints) making a 
total of 49 individual checkpoints.  

The analysis of guidelines, inspection of tools and the artifacts produced by tools 
allowed the estimation of the number of guidelines covered by tools, number of 
guidelines that could be evaluated at each phase of development process, estimation 
of the potential effort for correcting accessibility problems in early phases of the 
                                                           
2 Available at: http://www.adobe.com/products/dreamweaver/ 
3 Available at: http://www.microsoft.com/frontpage/. Frontage has been recently replaced by 

two new tools (Office SharePoint® Designer 2007 and Expression™ Web Designer) but this 
updates has no impact on the discussion carried out on this paper.  
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development process. So that, three different methods of assessment were used 
according to the category of tools, as follows: 

1. Tool execution over real Web sites known by accessibility defects. This method 
was used with evaluation tools (i.e. TAW, Ocawa and WebXACT) and it reflects 
the results that can be obtained by the current practice.  

2. Estimation of inspections that could be done using information available on 
artifacts (e.g. conceptual models, metrics, HTML code, etc). This method was 
used with tools following a model-driven approach (i.e. SketchiXML, 
VisualWade, WebRatio and e-Citiz). All artifacts produced/manipulated by these 
tools were analyzed in order to determine if the information they contain can be 
used (or not) for supporting inspection of accessibility guidelines.  

3. Analysis of support provided during edition of Web pages. This method takes into 
account the support (e.g. active help, automatic correction, etc) to treat 
accessibility checkpoints during the edition of Web pages (i.e. HTML, XHTML 
and CSS). It was used with FrontPage 2003 and Dreamweaver.  

In the analysis presented hereafter, we provide a ranking (left to right) of tools 
performing better according to the criteria measured.  

4.1   Tools Evaluated 

The tools selected for this study are representative of the categories presented in 
section 3, except by the category data-centric tools which concerns generic tools 
(such as database systems, compilers, report writers, etc.) that quite often do not have 
much impact on the development of the user interface. One might considerer the use 
of the underlying relational model of the database applications to drive the user 
interface definition including description of functionalities and navigation. However, 
since the use of metadata as input for the user interface definition requires a specific 
work on both transformation methods which is out the scope of this paper.  

Figure 1 presents a distribution of tools according to phases of development 
process. Yet simplified, a development process is required to understand when tools 
are used in the development process. Although there is no consensus on phases of 
development process, one might agree on generic phases such as specification 
(abstract modeling of application), design (models refinement including design 
constraints, integration of content, visual design of elements, etc.), implementation 
(production of application code, database creation, etc.), post-implementation (testing 
and maintenance).  

As depicted in Figure 1, some tools can be used in a specific phase of the 
development process (e.g. WebXACT, TAW and Ocawa, at post-implementation 
phase; SketchiXML, at Design phase), whilst other span several phases (e.g. 
Frontpage, Dreamweaver, VisualWade) or provide some support during the entire 
development process (e.g. WebRatio and e-Citiz). The notion of activities performed 
and tool support at each phase is important to understand where guidelines should be 
taken into account in the development process. Tools, like VisualWade, which 
generates HTML code from specifications should implement accessibility policies 
very early in the development process to ensure the generation of accessibility 
problems on generated HTML code.   
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Specification Design Implementation 

VisualWade

SketchiXML

e-Citiz

WebRatio

DreamWeaver

FrontPage 2003

Ocawa

TAW

WebXACT

Post-implementation  

Fig. 1. Tools support according to steps in development process 

As e-Citiz [7], WebRatio [1,25], and VisualWade [10] follow a model-driven 
approach which make them suitable in early phases of development process. 
WebRatio and VisualWade are generic tools for specification of Web sites whilst 
e-Citiz is a framework dedicated to the specification and deployment of electronic 
administrative procedure (or e-procedure). One of the raisons e-Citiz was included in 
this survey is the fact it implements accessibility policies to generate e-procedures 
compliant with WCAG 1.0 guidelines. 

SketchiXML [5] is a representative tool for the activities carried out in the design 
phase. This tool allows a designer to rapidly draw an interface such as with a classic 
graphics painting program. An automatic identification of the different components is 
then performed to reconstruct the interface: this is made possible with a text 
recognition engine. The interface is specified using the UsiXML notation [20]. Thus, 
a mock-up reflecting the final interface of a Web page is easily obtained with 
SketchiXML. Even if SketchiXML has no features dedicated to accessibility 
conformity, evaluations can be performed on the UsiXML source code. 

Macromedia DreamWeaver [2] and Microsoft FrontPage 2003 [13] are among the 
most popular tools that facilitate the development of Web sites. The main advantage 
of such tools is a high level of productivity even for a non expert in Web 
technologies. This is due to many facilities such as a WYSIWYG programming style, 
CSS styles editing, semi-automatic generation of code for complex structure (tables, 
forms, etc.), pre-designed block of scripts code (Javascript, Flash, etc.). Dreamweaver 
and FrontPage both include accessibility features that will help conforming to 
accessibility guidelines while developing the application. 

The purpose of tool such as WebXACT, TAW and Ocawa is to evaluate the 
accessibility of any Web application. All these tools are online Web services that 
parse the HTML source code of pages and produce an evaluation report where 
accessibility errors and warnings are mentioned. 

4.2   Number of WCAG 1.0 Checkpoint Supported  

The number of checkpoints actually supported by tools devoted to evaluation is higher 
than those supported by development tools, as expected. As depicted by Figure 2, TAW 
presents the best performance, followed by WebXACT, covering 44 of the 49 WCAG 
1.0 checkpoints (i.e. priority 1 and 2 checkpoints, namely AA guidelines). We recall  
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Fig. 2. Number of WCAG 1.0 checkpoint supported 

that results were obtained by different methods. In Figure 2, the numbers in parenthesis 
indicate the tool category and the method of analysis employed (i.e. (1) execution of 
evaluation tools, (2) estimation based on artifacts produced by model-driven tools, (3) 
analysis provided during edition of pages). 

As one can notice in Figure 2, Ocawa is only able to check 13 of the 49 
checkpoints, which means the worst performance among evaluation tools (i.e. 
category 1). This is explained by the fact Ocawa only consider checkpoints which can 
be automatically detected (i.e. automation level analysis). However, in Figure 3 when 
comparing Ocawa performance to TAW and WebXACT, there is no slight difference 
in number of checkpoints inspected for the automation level analysis.  
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Fig. 3. Number of WCAG 1.0 checkpoint according the automation Level 

4.3   Analyzing Quality of Checkpoint Support  

It is noteworthy that the support provided by tools can be different according to the 
information available in artifacts. The checkpoint “Provide alternative text for 
images” can be fully supported over HTML but it becomes non-verifiable over 
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navigation models, for instance. In addition, some tools automatically detect errors 
(i.e. guideline violation) whilst others just raise warnings informing designers to 
proceed manual inspection.  

In order to measure the quality of inspections we establish some criteria based on 
empirical evidence using the tools. Thus, Figure 4 provides a distribution of 
checkpoints according to such a qualitative evaluation. Hereafter we provide a 
detailed description of criteria:  

− Fully supported: all facets of the guideline are taken into account. Not only 
inspection is done but extra features such as examples and/or best practices are 
provided. 

− Correctly supported: the guideline is supported by the tool but does not tackle all 
the evaluations that are possible. Example: only highlighting errors/warning when 
automatic correction could be done;  

− Poorly supported: only errors are thrown, not warnings; no explanations are given; 
no additional documentation for corrections is given; etc. 

− Non-supported: the guideline can be verified but is not implemented by the tool. 
− Non-verifiable: the guideline cannot be verified even by a human expert, because it 

requires information that is missing. An example of such guidelines is 14.1: “Use 
the clearest and simplest language appropriate for a site’s content”. At the 
specification phase this rule is not verifiable because texts contained in Web pages 
are not yet available. 

− Non-relevant for the domain: guidelines are not taken into account, deliberately, 
because elements never appear in the application domain addressed by the tool. 
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Fig. 4. Distribution of checkpoint according to qualitative support 

4.4   Assessing Guidelines Support Throughout the Development Process 

In order to provide a rough estimation of the potential for accessibility evaluation of 
tools in this survey we keep in Figure 5 the best score of tools at each phase. So that, 
we have 14 checkpoints supported by e-Citiz at specification phase, 7 checkpoints 
supported by SketchiXML at the design phase, 10 checkpoints supported by both 
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VisualWade and WebRatio at the implementation phase and 44 checkpoints 
supported by TAW at post-implementation phase. Such estimation should not be 
taken too seriously because it does not reflect any real development process 
combining the synergistic use of these tools. However, it provides some insights 
about the potential of currently available artifacts to support automated inspection.  

It is noteworthy that abstract models can provide enough information to support the 
inspection (at some level of automation) of 28,5% checkpoints. At design phase it is 
actually possible to inspect 15,9% of the guidelines. This lower number of guidelines 
inspected is due to the kind of artifacts used in the analysis. More interesting is the 
performance of tools at the implementation phase, which indicates a poor support in 
terms of guidance and active help for accessibility during the edition of pages. This 
poor performance is very surprising because tools at implementation phase 
manipulate the same artifacts (i.e. HTML, XHTML, CSS code) used in inspection for 
evaluation tools which perform the best.  
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Fig. 5. Number of checkpoints supported during the development process 

5   Discussions 

Using accessibility guidelines is not straightforward for developers and evaluators 
because some expertise is required to correctly understand and apply guidelines. In 
addition, manual inspections are tedious and costly. Currently, some tools for 
automated inspection exist but most of them only provide support at post-
development phases of development process. However ensuring accessibility 
conformity should be a concern at each phase of the development process and 
consequently it should be integrated as soon as possible in the lifecycle.  

Currently only a few tools allows to support accessibility inspection in earlier 
phases than post-implementation. So we have combined analysis of existing 
evaluation tools and estimate the possibility of inspection over artifacts produced by 
tools. Concerning the analysis over artifacts, it is important to say that results will 
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certainly change according to the kind of information artifacts contain. A feasibility 
study could determine which information could be added into artifacts (i.e. abstract 
models) to increase the number of accessibility checkpoints inspected.  

The performed analysis demonstrated that it is possible to evaluate some guidelines 
in very early phases of the development process. Even if the fully automation of all 
guidelines inspection is not possible in early phases, some automation is possible and 
it could help to reduce the costs of correction over final implementation. We are 
aware that we need better method to estimate costs, but the analysis performed seems 
enough to conclude that “do it right from the beginning is cheaper than do it again 
because it was wrong”. We also suggest that this proactive strategy applied in early 
phases of development would help designers to think about accessibility which would 
have a positive effect on the general quality of the user interface.  

We found that most checkpoints could be inspected in early phase and could also 
be integrated into development tools, thus preventing designers to introduce by 
mistake accessibility problems into design. A typical example of this is the checkpoint 
“creation of associations between labels in fields” which can be either automatically 
inspected but also used as start point to generate accessible final code of Web sites.  

Not all checkpoints can be fully automated and some manual inspections are still 
required. But this case study shows that an important number of guidelines could be 
taken into account in early phases of the development process.  

The results presented in this paper are part of a preliminary study on cost/benefits 
of accessibility guidelines inspections at early phases of the development process. 
Currently, it is very difficult to estimate correction effort of accessibility problems 
because there is a lack of metrics related to activities required to fix bugs on the user 
interface. Some problems could be easily fixed, for example by changing an attribute 
of a tag (i.e. add alternative text to images), while others would require an entire 
reengineering of Web page (ex. remove tables misused to do page layout). The 
correction effort should also take into account the multiplicative effect of errors (that 
could be detected in early phase, for example on templates) that are repeated in all 
pages of the Web site. One of the future works is to develop an estimation model for 
assessing cost/benefits of correction of accessibility problems in early phases.  
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Abstract. What are the quality factors that define a “good” usability evaluation 
method and contribute to its acceptability and adoption in a real business 
context? How can we measure such factors? This paper investigates these issues 
and proposes to decompose the broad, general concept of “methodological 
quality” into more measurable, lower level attributes such as performance, 
efficiency, cost effectiveness, and learnability. We exemplify how to measure 
such attributes, reporting an empirical evaluation study of a usability inspection 
method for web applications called MiLE+.  

Keywords: web usability, quality, empirical study, inspection, heuristics. 

1   Introduction 

In spite of the large variety of existing usability evaluation methods, both for 
interactive systems in general [4, 6, 12, 13], and for web applications in particular [2, 
10, 11, 14], the factors that define their quality are seldom discussed in the literature, 
and relatively few empirical studies exist that attempt to measure them [5, 9, 15]. 
Consider for example heuristic evaluation, one of the most popular methods to inspect 
the usability of web sites [11, 12]. It is claimed to be “simple” and “cheap”, implicitly 
assuming that these attributes are quality factors. Still, little empirical data supports 
these claims, which are mainly founded on informal arguments (e.g., “few simple 
heuristics”, “no user involvement”, “no need of special equipment”).  

Understanding the quality factors for usability evaluation methods, defining proper 
measurement procedures, and developing sound comparative studies, not only 
represent a challenging research arena, but may also pave the ground towards the 
industrial acceptability of these methodological “products”: the empirical evidence of 
quality is a key force to promote a method and to have it accepted and adopted in a 
real business context.  

This paper investigates the concepts of quality and quality measurement for web 
usability evaluation methods, aim at raising a critical reflection on these issues. We 
propose to decompose the general concept of methodological quality into lower level, 
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more measurable attributes such as performance, efficiency, cost effectiveness, and   
learnability. We also discuss an empirical study in which we measured the above 
factors for a specific web usability inspection method called MiLE+.  

2   MiLE+ at a Glance 

MiLE+ (Milano Lugano Evaluation Method – version 2) is the evolution of two 
previous inspection techniques for the usability of hypermedia and web applications - 
SUE [10] and MiLE [1, 14] - developed by the authors’ research teams. It also borrows 
some concepts from various “general” usability evaluation methods (heuristic 
evaluation, scenario driven evaluation, cognitive walkthrough, task based testing).  

The main purpose of MiLE+ is to be more systematic and structured than its 
“inspirators”, and to be particularly suited for novice evaluators. A key concept of 
MiLE+ is that an interactive application can be evaluated along two main perspectives 
(see figure 1): from a “technical”, “neutral”, “application independent”  perspective, 
and from a “user experience”, “application dependent” perspective.  

An application independent evaluation is called Technical Inspection in MiLE+; it 
considers the design aspects that are typical of the web and can be evaluated 
independently from the application’s domain, its stakeholders, user requirements, and  
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Fig. 1. MILE+ at a glance 
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contexts of use. A Technical Inspection exploits a built-in library of (82) Technical 
Heuristics, coupled by a set of operational guidelines that suggest the inspection tasks 
to undertake in order to measure the various heuristics. These are organized according 
to various design dimensions (see examples in Table 1):   

• Navigation: (36) heuristics addressing the website’s navigational structure   
• Content: (8) heuristics addressing the information provided by the application,  
• Technology/Performance: (7) heuristics addressing technology-driven features of 

the application 
• Interface Design: (31) heuristics that address the semiotics of the interface, the 

graphical layout, and the “cognitive” aspects  (i.e., what the user understands about 
the application and its content or functionality). 

Table 1. Classification of MiLE+ Technical Heuristics 

Dimension  Examples of Heuristics  
Consistency of navigation patterns 

Navigation 
Index Backward Navigation 
Text accuracy 

Content 
Multimedia consistency 
System reaction to user errors  

Technology/Performance 
Operations management 

Interface design  
Information overload 

Cognitive 
Scannability 
Background contrast 

Graphics 
Text layout  
Ambiguity of link labels 

 

Semiotics 
Conventionality of interaction images 

 
For example, the Interface Design/Graphics heuristic “Background contrast”, 

states a general principle of web visual design “The contrast between the page 
background and the text should promote the legibility of the textual content”. The 
Navigation heuristic “Index Backward Navigation”) claims that “When a user reaches 
a topic page from a list of topics (“index page”), (s)he should be able to move back to 
the index page without resorting on the back button of the browser”.  

An application dependent evaluation is called User Experience Evaluation in 
MiLE+. It focuses on the aspects of the user experience that can be assessed only 
considering the actual domain of the application, the profiles of the intended users, the 
goals of the various stakeholders, or the context of use. The usability attributes that 
are evaluated during this activity are called User Experience Indicators (UEIs).  
MiLE+ provides a library of 20 UEIs, organized in three categories (see Table 2):   

• Content Experience Indicators: 7 UEIs focusing on the quality of the content 
• Navigation & Cognitive Experience Indicators: 7 UEIs focusing on the 

naturalness of the navigation flow and how it meets the user cognitive model 
• Operational Flow Experience Indicators: 6 UEIS considering the naturalness 

of single user operations (e.g., data insert or update) and their flow. 
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Table 2. Examples of MiLE+ User Experience Indicators 

Categories  Examples of User Experience Indicators 
Completeness Content Experience UEIs 
Multilinguism  
Predictability  Navigation & Cognitive Experience 

UEIs Memorability 
Naturalness  Operational  Flow Experience UEIs 
Recall 

 
Consider for example the Content Experience UEI Multilinguism, which states that 

“the main contents of the web site should be given in the various languages of the 
main application targets”. Obviously, there is no way to assess if Multilinguism is 
violated or not, without knowing the characteristics of the application targets. A 
similar argument holds for Predictability, which refers to the capability of interactive 
elements (symbols, icons, textual links, images…) to help user anticipate the related 
content or the effects of an interaction [6]. Being predictable or not depends at large 
degree on the user familiarity with the application domain, with the specific subject of 
the application, and with the application general behaviour. 

MiLE+ adopts a scenario-based approach [3,4] to guide User Experience 
Evaluation. In general terms, scenarios are “stories of use” [3]. In MiLE+, they are 
structured in terms of a “general description”, a user profile, a goal (i.e., a general 
objective to be achieved) and a set of tasks that are performed to achieve the goal (see 
Table 3). During User Experience Inspection, the evaluator behaves as the users of the 
scenarios that are relevant for the application under evaluation; he performs the tasks 
envisioned in these “stories”, tries to image the user thoughts and reactions, and 
progressively scores the various UEIS on the basis of the degree of user satisfaction 
and fulfillment of scenarios goals and tasks. 

Table 3. A MiLE+ scenario for a museum website 

Scenario
description

A well-educated American tourist knows he will be in town, he wants visit the real museum on
December 6th 2004 and therefore he/she would like to know what special exhibitions or
activities of any kind (lectures, guided tours, concerts) will take place in that day. 

User
profile

Tourist

Goal Visit the Museum in a specific day 

Task(s) 
• Find the exhibitions occurring on December 6th 2004 in the real museum 
• Find information about the museum’s location  

In principle, scenarios should be extracted from the documentation built during 
user requirements management or design (the application development phases in 
which scenarios are frequently used). In practice, in most cases such documentation is 
missing and scenarios are defined by the evaluators in cooperation with the different 
stakeholders (the client, domain experts, end-users, …).  
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3   Quality Attributes for a Usability Evaluation Method 

Quality is a very broad and subjective concept, oftentimes defined in terms of “fitness 
to requirements” [7], and should to be decomposed into lower level factors in order to 
be measured.  

For usability evaluation methods, a possible criterion to identify such factors is to 
consider the requirements of usability practitioners and to focus on the attributes that 
may contribute to acceptance and adoption of a method in the practitioners’ world 
[8]. Our experience in academic teaching and industrial training and consulting 
heuristically indicates that “practitioners” want to become able to use a method after 
an “acceptable” time (1-3 person-days) of “study”;  they want to detect the largest 
amount of usability “problems” with the minimum effort, producing a first set of 
results in few hours, and a complete analysis in few days.  

We operationalize such requirements in terms of the following factors: 
performance, efficiency, cost-effectiveness, and learnability, defined as follows.  
 
Definition 1: Performance  
Performance indicates the degree at which a method supports the detection of all 
existing usability problems for an application. It is operationalized as the average rate 
of the number of different problems found by an inspector (Pi) in given inspection 
conditions (e.g. time at disposal) against the total number of existing problems (Ptot)  
 

Performance = avrg (Pi)/Ptot 
 
Definition 2: Efficiency  
Efficiency indicates the degree at which a method supports a “fast” detection of 
usability problems. This attributes is operationalized as the rate of the number of 
different problems identified by an inspector in relation to the time spent [5], and then 
calculating the mean among a set of inspectors: 
 
 

 
where Pi is the number of problems detected by the i-th inspector in a time period  ti.  
 
Definition 3: Cost-effectiveness  
Cost-effectiveness denotes the effort - measured in terms of person-hours - needed by 
an evaluator to carry on a complete evaluation of a significantly complex web 
application and to produce an evaluation documentation that meets professional 
standards, i.e., a report that can be proficiently used by a (re)design team to fix the 
usability problems.  
 
Definition 4: Learnability   
Learnability denotes the ease of learning a method. We operazionalize it by means of 
the following factors:  

- the effort, in terms of person-hours, needed by a novice, i.e., a person having no 
experience in usability evaluation, to become “reasonably expert” and to be able 
to carry on an inspection activity with a reasonable level of performance 

)(
i

i

t

P
avrgEfficiency =



486 D. Bolchini and F. Garzotto 

• the novice’s perceived difficulty of learning, i.e., of moving from “knowing 
nothing” to “feeling reasonably comfortable” with the method and “ready to 
undertake an evaluation” 

• the novice’s perceived difficulty of applying application, i.e., of using the method 
in a real case.  

All the above definitions use, explicitly or implicitly, the notion of usability problem, 
which deserves a precise definition for web applications. Clearly, a usability problem 
has to do with a violation of a usability principle (heuristic, user experience 
indicator…) in some pages of the application. We must consider that most pages 
might be “typed”, i.e., they share content structure, lay-out properties, and 
navigational or operational capabilities as defined by their “type” or “class”. If a 
usability violation occurs in one page of a given type, it may occur in other, if not all, 
pages of the same type, which share the same design. Thus we will count the 
violations of the same principle in a set of pages of the same type as one usability 
problem.. In contrast, when we consider untyped, or “singleton”, pages that represent 
a “unique” topic or functionality and cannot be reduced to a class, we should count 
each violation in each singleton page as one problem. This approach is expressed by 
the following definition:  
 
Definition 5: Usability Problem 
A Usability Problem is a violation of a usability principle in a singleton page, or the 
equivalence class of the violations of the same usability principle in any set of pages 
of the same type. 

4   An Empirical Study on MiLE+ 

The purpose of our empirical study was to measure the “quality” of MiLE+  
evaluation process in terms of the factors defined in the previous section: 
performance, efficiency, cost-effectiveness, and learnability. The study involved two 
sub-studies – hereinafter referred as Study 1 and Study 2 - that focused on different 
quality aspects and used different procedures.  

4.1   Participants  

The overall study involved 42 participants, selected among the students attending two 
Human Computer Interaction classes of the Master Program in Computer Science 
Engineering at Politecnico di Milano, hold respectively in the Como Campus and in the 
Milano Campus. The participant profile was homogeneous in term of age and technical 
or methodological background. All students had some experience in web development 
but no prior exposure to usability. They received a classroom training on usability and 
MiLE+ during the course, for approximately 5 hours consisting   of an introduction to 
MiLE+, discussed of evaluation case studies, and Q&A sessions. All students were 
provided with the same learning material, composed of: a MiLE+ overview article [1], 
the “MiLE+ Library of Technical Heuristics and User Experience Indicators” (including 
guidelines and examples), the complete professional evaluation reports in two industrial 
cases, course slides, an Online Usability Course developed by the University of Lugano 
(http://athena.virtualcampus.ch/webct/logonDisplay.dowebct). 
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4.2   Procedure of Study 1: MiLE+ “Quick Evaluation” 

The purpose of Study 1 was to measure the efficiency and performance of our method. 
We also wanted to test a hypothesis on learnability: the effort needed by a novice to 
study the method (besides the 5 hours classroom training) and to become able to carry 
on an inspection activity with a reasonable level of performance is less than 15 
persons/hours.  

Study 1 involved the Como group (16 students), who were asked to use MiLE+ to 
evaluate a portion of an assigned web site (Cleveland Museum of Art website - 
www.clevelandart.org/index.html) and to report the discovered usability problems, 
working individually in the university computer lab for three hours. The scope of the 
evaluation comprised the pages from “home” to the section “Collection”, which 
describes the museum artworks, and the whole “Collection” section, for a total of 
approximately 300 pages (singletons or of different types). Students did not know the 
assigned website in advance. Before starting the evaluation session, they received a 
brief explanation of the application’s goals and of the general information structure of 
the web site, and a written specification of two relevant scenarios. Students were 
asked to report one “problem” (as defined in the previous section) for the same 
heuristic or UEI, to force them to experiment different heuristics and UEIs. They used 
a reporting template composed of: Name and Dimension (of the violated heuristic or 
UEI), Problem Description (maximum three lines), url (of a sample page where the 
violation occurred). The students’ evaluation sessions took place one week after 
MiLE+ classroom training, so that, considering the intense weekly schedule of our 
courses, we could assume that the students had at disposal a maximum of 15 hours to 
study MiLE+. 

4.3   Procedure of Study 2: Mile+ Evaluation “Project” 

The purpose of Study 2 was to investigate the perceived difficulty of learning and 
using MiLE+, and the effort needed to perform a professional evaluation. We also 
wanted to explore the effort needed for the different MiLE+ activities, i.e., technical 
inspection, user experience inspection, scenario definition, “negotiation” of problems 
within a team, and production of the final documentation.   

Study 2 involved the Milano group (26 students) for a two months time period,  
from the mid to the end of semester 2. Since we wanted to investigate an as much as 
possible realistic evaluation process using MiLE+, i.e., similar to the one carried on 
by a team of usability experts in a professional environment; participants had to 
evaluate an entire, significantly complex web site, to work  in team (of 3-4 persons), 
and to deliver an evaluation report of professional quality. The subject of evaluation 
was freely selected by the teams within a set of assigned web sites that had 
comparable complexity and suffered of a comparable amount of usability problems 
(detected by means of a preliminary professional evaluation). To ensure an acceptable 
and homogeneous level of knowledge on MiLE+ in all participants, study 2 involved 
only students who had successfully passed an intermediate written exam about the 
method. The evaluation documentation delivered by the study participants was 
acknowledged as a course “project” and considered for exam purposes. All teams 
were scored quite high (A or B), meaning that they produced a complete evaluation 
report of good or excellent quality.  
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The data collection technique for measuring the different attributes was an online 
questionnaire. It comprised closed questions about the degree of difficulty of studying 
and using MiLE+ and about the effort needed to learn the method and to carry on the 
various evaluation activities. The questionnaire was explained to the students before 
they started their project and was delivered at the course exam together with the final 
project documentation.  

4.4   Results  

For lack of space, we discuss here only the main results of the two empirical studies. 
The analysis of the 16 problem reports produced by Como students in study 1 shows 
that the average number of problems was 14,8, with an hourly efficiency of 4,9 
(average number of problems found in one hour). Since the total number of existing 
problems (discovered by a team of usability experts) is 41, the performance is 36%. If 
we consider the profile of the testers and the testing conditions, these results can be 
read positively. They confirm our hypothesis on learnability and indicated that after 6 
hours of training and a maximum of 15 hours of study, a novice can become able to 
detect more than one third of the existing usability problems!  

Some key results of the analysis of the questionnaire data collected during study 2 
are presented in the following figures.  
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Fig. 2. MiLE+ Learning Effort  

Concerning the learning effort, participants invested in the preliminary study of 
MiLE+ an average amount of time of 10-13 hours (see Fig. 2), which is comparable 
with the estimated effort of Como students. Concerning learning difficulty, a large 
majority of participants (73%) found MiLE+ study activity rather simple- see Fig. 3.  
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Fig. 3. Perceived Difficulty of Learning MiLE+ 

Fig. 4 highlights that students perceived the use of MiLe+ in a real project as more 
complex than studying it. Only 47% of the students scored “simple” the use of 
MiLE+, while 53% judged it difficult or very difficult.  
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Fig. 4. Perceived Difficulty of Using MiLE+ 

Fig. 4 also shows that the User Experience Evaluation was perceived slightly more 
difficult than it was expected from the study (compare fig. 4 with fig. 3). These data 
may indicate a weakness of the MiLE+ method: although the number of User 
Experience Indicators (32) is smaller than the number of Technical Heuristics (82), 
the definition of the former is more vague and confused, and their measurement may 
result more difficult for a novice. Another reason for the difficulty of performing User 
Experience Inspection might be related to the difficulty of defining “good” scenarios. 
Fig. 4 pinpoints that a significant amount of participants (81%) estimated this activity 
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difficult or very difficult. Indeed, if the concept of scenario is simple and intuitive, 
defining appropriate scenarios requires the capability - that a novice oftentimes does 
not possess - of eliciting requirements and reflecting on users profiles and application 
goals.  

Concerning cost-effectiveness, Fig. 5 & 6 highlight the average effort to perform a 
professional evaluation process of an entire application, and the effort allocation on 
the various activities. The effort is calculated in person/hours, by each single 
evaluator, considering the time spent working both individually and in team.  
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Fig. 5. Individual Effort for a Professional Evaluation Process (in person/hours) 

Some interesting aspects emerge from the data on cost effectiveness:  

- 54% of the participants invested from 30 to 40 hours in the overall evaluation 
process; this means that a team of 2-3 evaluators can deliver a professional report 
of a significantly complex web application in one week at a total cost of 0.5-0.75 
person/month, which is a reasonable timing and economic scale in a business 
context 

- consistently with the results in Fig. 4, the activity of scenarios definition is an 
effort demanding task: 69% of the participants invested 5-10 hours in this work 

- 5-10 hours is also the effort invested by 41% of the students in reporting; if we 
consider that all team declared that the reporting work was shared among team 
members, we can estimate as approximately 1,5-1 person-week the global team 
effort for the reporting task 

- the “negotiation activity” (i.e., getting a team agreement about the final results to 
be reported) resulted quite fast (3-5 hours for 94% of the persons), which suggest 
that MiLE+ supports the standardization of the inspection process and the 
homogenization of results.  
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Fig. 6. Individual Effort distribution per Task in  a Professional Evaluation Process 

In summary, the analysis of the experimental results has proved that MiLE+ meets 
the need of “practitioners” stated in section 3. Our empirical  has proved that the 
learnability of the method is good, since after a short training (5 hours), understanding 
MiLE+ basics requires an acceptable workload of study (10-15 hours). The method 
has also proved to support inexperienced inspectors in performing an efficient and 
effective inspection both in the context of a short term, quick evaluation (3 hours) and 
in the context of a real project. Still, our study has also shown that shifting the 
inspection scope from a (relatively) small-size web site to a full-scale complex 
application, requires higher levels skills and competence (e.g., for scenario definition) 
that go beyond usability know how in a strict sense, and can only be gained through 
experience.  

5   Conclusions 

Quality is a very broad and generic term, especially if applied to methodological 
products, and can be defined along many different perspectives. In this paper, we 
suggest that learnability, performance, efficiency, and cost effectiveness are possible 
measurable attributes for methodological quality of web usability evaluation 
techniques, since they are critical factors for the acceptance and adoption of 
methodological products in the practitioners’ world. We have discussed how the 
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above factors can be measured, presenting an empirical study that evaluated the 
quality of the MiLE+ usability inspection method.  

Our work is only a first step towards the definition of a quality assessment 
framework for web usability evaluation methods, and further discussion and 
investigation of these concepts are needed. We plan to perform the evaluation of other 
methods (e.g., Nielsen’s heuristic evaluation and walkthrough) using our quality 
criteria and metrics, both to compare these techniques with MiLE+, and to test the 
soundness of our quality approach.  
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Abstract. As the Internet has become a ubiquitous tool in modern science, it is 
increasingly important to evaluate the currency of free science information on the 
web. However, there are few empirical studies which have specifically focused 
on this issue. In this paper, we used the search engines Google, Yahoo and 
Altavista to generate a list of web pages about 32 terms. Sample pages were 
examined according to the criteria which were developed in this study. Results 
revealed that the mean of currency of free science information on the web was 
2.6482 (n=2814), only 982 (34.90%) of samples got higher mean scores than the 
average. Sample pages with different domain names or subjects had difference 
with significance (P﹤ 0.05). In conclusion, the currency of free science 
information on the web is unsatisfactory. The developed criteria set here could be 
a useful instrument for researchers and the public to assess information currency 
on the web by themselves. 

Keywords: Internet, free science information on the web, currency, timeliness, 
assessment instruments. 

1   Introduction 

The networked world contains a vast amount of information. According to the estimate 
of International Data Corporation (IDC), the number of surface Web documents has 
grown from the 2 billion in 2000 to 13 billion in 2003 [1]. And XanEdu, a ProQuest 
subsidiary, reported that 5.5 billion pages of copyright cleared articles were currently 
available for use in course management materials in 2003. Even by conservative 
estimates, this figure was expected to double by 2007 [2]. In modern science, as a 
ubiquitous tool, the Internet plays an important role in scholarly communication and is 
significant for researchers to access academic information [3]. It was reported by 
Electronic Publishing Initiative at Columbia (EPIC) online use and cost evaluation 
program that faculty and students use electronic resources on a regular basis for 
research, teaching, coursework, communicating with colleagues, or just look up 
general information related to their academic work. Virtually the entire faculty who 
accepted the survey used electronic resources a few times a week or more (91.8%) [4]. 
However, because of the speed and the lack of centralized control with which the 
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information is accumulating, the quality of Web information is not optimistic; a lot of 
time is wasted to seek reliable and valid things on the Internet [5]. Evaluating the 
quality of information on the Web is particularly significant.  

Several researchers have proposed different Information Quality (IQ) Frameworks 
to assess Internet information, and currency (also called timeliness [6]) is a prior 
consideration and one of the most important quality attributes [7a, 8, 9]. Fogg, B.J. 
(2002) revealed that “Sites that are updated ‘since your last visit’ are reported to be 
more credible”[10]; and according to the report of a national survey of Internet users 
conducted by Princeton Survey Research Associates (2002), users “want Web sites to 
be updated frequently”[11]. A lot of organizations and individuals have developed 
guidelines and tools to assess the currency of web information. Sacramento library of 
California State University (2003) [12], Athina, et al. (2003) [7b] and Cornell 
University Library (2004) [13] proposed several criteria to assess the currency of 
information, including: creation date, regularly revised or updated, valid for people’s 
topics. Paul (2003) [14] pointed out currency can be measured by available links either. 
Most of the authors considered date of creation or update disclosed as the most 
important criteria to measure currency [15a, 16, 17]. Previous studies indicated that the 
currency of web information varied widely. Jürgen et al. (2001) found the date of the 
last update is low available on the web sites of surgical departments, as “62% of the 
valuations did not find an indication of the last update, 30% valued ‘update in the last 
six months ’ , 7% ‘more than six months ago’ , and 1% ‘more than 1.5 years ago’” 
[18a]. Peter and David (2006) also found that only 12% of the 75 sites related to 
prostate cancer indicated a date of last update within 6 months, and concluded that there 
were numerous shortcomings especially related to currency [19a]. Nevertheless, in 
terms of the survey conducted by Young and Babara (2006), 48.7% (56 of 115) of web 
sites on food safety issues are updated daily. The next most frequent category was 
“latest update date is from January 2005 to July 2005.” This finding showed that 
national health-related web sites, in general, presented current information [20]. 
Although researchers have studied the quality of several types of information on the 
web, and revealed the status quo of currency of them, none of these previous empirical 
studies have specifically focused on the currency of free online science information 
issues. Moreover, results may be various in different approaches, target groups, and 
environments. The purpose of this study is to determine appropriate terminology, 
criteria, implementation, and develop a theoretical framework of currency, which can 
be used by researchers, students and other people to better understand, select, and make 
use of this information on the web, improving the life quality of the public and 
promoting scientific progress. 

2    Method 

In this paper, we defined currency as the quality or state of being current; it refers to the 
extent to which the information is sufficiently up-to-date for the task at hand [21a, 22a]. 
Free science information on the web means that online academic information  can be 
accessed by Internet users freely and with no strings attached, such as abstract of 
academic journals, academic resources published on the web pages established by 
government, public organizations, business organizations, personal web sites, blogs 
and so on.  
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2.1   Criteria of Currency and Weights 

Based on empirical studies, we proposed a framework to assess the currency of free 
science information on the web. Meanwhile, in order to assign the weights of each 
criterion, we send questionnaire to researchers through E-mail, responders including: 
authors who had published papers in authoritative scholarly journals abroad and 
domestic, such as Science, Acta Physica Sinica, Chemical Journal of Chinese 
Universities, Acta Ecologica Sinica, Journal of Geographical Sciences, Chinese 
Journal of Computers, Chinese Journal of Mechanical Engineering, etc. The others 
were professors and doctoral students from School of Water Resource and 
Hydropower, School of Power & Mechanical Engineering, School of Chemistry, 
School of Life Science, School of Computer Science, School of Information 
Management of Wuhan University. Seventy-nine experts filled out the questionnaire, 
and six didn’t pass the Consistency Test. So there are seventy-three effective 
questionnaires collected. We took Analytic Hierarchy Process (AHP) as our method to 
assign weights of criteria, which includes four steps: (1) development of judgment 
matrices by pair-wise comparisons; (2) Synthesis of priorities and the measurement of 
consistency; (3) ranking the total level; (4) group decision making. And we used a 
five-item Likert Scale to estimate the priority of each sub-criterion. The criteria set and 
weights are shown in the following table: 

Table 1. Criteria of currency and the weights 

Criteria category (weights)   Sub-criteria (weights)  

A Date of creation / publication disclosed
and very recent information provided (0.23)

B Update (0.21)

B1 Date of last revision disclosed and very recent
information provided (0.10)
B2 Reviewed regularly according to requirements
(0.11)

C Valid for topic at hand (0.30)

D Viable links (0.26)
 

Gunther et al. (2002) put forward that among 170 articles about assessing the quality 
of health information on the web, “almost all studies sought for provision of a date of 
creation or last update (rather than actual currency of the content), which is a technical 
criterion” [23a]. However, from Table 1 we can see that among all of the criteria of 
currency, responders focused on whether the information is still valid for people’s topic 
at hand (0.30). “Viable links” is of second importance (0.26), while the date of creation 
or last update which adopted by several researchers have the lowest weight. This may 
due to responders in this investigation are experts or doctoral students, who prefer to 
find more background information rather than just recent information when carrying 
out scientific researches. In this case, even though information is not updated 
frequently, it is still valid for their study. Secondly, some topics in the Humanities or 
Social Science often require material written many years ago [24a]. Furthermore, in 
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face of the volatility of information on the web (“44% of the sites available on the 
Internet in 1998 had vanished one year later”) [25], viable links reflect on a large scale 
of the status quo of currency, and provide more additional information which is valid 
for researcher’s topics. 

2.2   Search Methodology 

We chose 32 search terms from medicine & health (n=5), Chemistry & Biotechnology 
(n=5), Earth Science (n=3), Humanities (n=3), Material & engineering science (n=3), 
Computer & Information Science (n=3) and Social Science (n=7). Such as “Tamiflu 
and bird flu”, “Open access and scholar communication”, “Genetically modified food 
and safety ”, “Neural selection and human being”, “ Teflon and health”, “Copyrights 
and software” and so on. These topics were chosen abiding by following principles: (1) 
they are closely connected to people’s life; (2) they are scientific knowledge, 
comprehensible to ordinary understanding or knowledge; (3) references can be found in 
peer-reviewed periodicals or reports, encyclopedia and so on.  

A keyword search was conducted from January 4, 2007 to January 11, 2007. The 
first 50 results from three search engines: Google (www.google.com), Yahoo 
(www.yahoo.com), and Altavista (www.altavista.com) were selected; these search 
engines represent some of the most common options for Internet surfing by general 
consumers. A ceiling of 4800 web pages was chosen because of time limitation and 
considering that most searches performed by individuals on the Internet rarely examine  
 

Table 2. Characteristics of free open science information evaluated (n=2814) 

Characteristics Web pages (%) 

domain names:

.com 1166 (41.44%)

.org & .int 686 (24.38%)

.edu & .ac 489 (17.38%)

.gov 212 (7.53%)

.net & .info 91 (3.23%)

else 170 (6.04%)

subject:

Social Science 696 (24.73%)

Medicine & Health 511 (18.16%)

Chemistry & Biotechnology 408 (14.50%)

Computer & Information Science 269 (9.56%)

Mathematics & Phisics 268 (9.52%)

Material & Engineering 259 (9.20%)

Earth Science 215 (7.64%)

Humanities 188 (6.67%)
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beyond 50 sites [7c, 15b, 26]. In this initial sample, 1986 (41.38%) web pages were 
discarded, because they were either duplicated web pages, dead links or irrelevant. This 
resulted in a sample of 2814 unique web pages for analysis in this study (see Table 2). 

2.3   Evaluation of Web Pages 

Site name, URL, type of domain names, and the country each web page belonged to 
were recorded. Nine doctoral students and six graduate students came from Wuhan 
University participated in the evaluation between January 20, 2007 and April 30, 2007. 
Their disciplinary areas were chemistry, sociology, biology, physics, computer science, 
and library and information science. In order to maintain the results to be more 
objective, web pages of each search term were assessed by two reviewers.  

Each criterion was scored on a five-point Likert scale: 5 = completely satisfy, 4 = 
mostly satisfy, 3 = basically satisfy, 2 = partially satisfy, 1 = failure to satisfy. 
Furthermore, if a criterion was not applicable, it will be categorized as “N/A”. The total 
score for the scale can range from 1 to 5. Reference standards were established for 
reviewer when assessing information, including: (1) Information is recent or valid for 
topic at hand or not is determined on the basis of whether data or facts are updated 
timely and accord with information presented in peer-reviewed periodicals or reports, 
Encyclopedia Britannica Online and so on. (2) In case the information was updated in 
six month, the currency would be excellent [18b] and scored as “5” when examined 
whether information is updated regularly. Besides, reviewers should also consider 
whether information is needed to be revised regularly. For some types of information, 
such as topics in history, they are still sufficient to satisfy the criterion even if created 
many years ago. 

Analyses were conducted in SPSS12.0; P-values were two-tailed. 

3   Results 

3.1   Currency of Free Science Information on the Web 

With a histogram portrayed to describe the value distribution of currency (taking N/A 
as missing value which was replaced by the mean of certain criterion), frequencies 
analysis was used to discuss the mean scores of currency of all samples.   

As a result, the mean value of currency of 2814 samples was come up to 2.6482. 
Only 34.90% of the sample web pages were higher than the average, while 65.10% 
lower than it. From Fig. 1 we can found that most of the web pages (66.10%) got mean 
values distributed between the score “2” and “3”, only 140 (4.98%) web pages had 
mean scores of “4”or above, which proved that the currency of free science information 
on the web is unsatisfactory. 

For information get score higher than “3” means that the information mostly or 
completely satisfies criteria, we calculated samples with “4” or “5” point scores on each 
criterion (See Table 3). There are 1153 (40.97%) web pages provided creation date, but 
merely 13.54% performed well on it; 532 (18.91%) web pages had last updated date, 
while the overall number of Web pages performed well on it was less than one tenth; 
22.78% of web pages revised regularly; about one quarter of online samples were 
mostly helpful to meet researcher’s needs, which is higher than the others, whereas the 
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Fig. 1. Histogram of currency values 

Table 3. Number of web pages meeting criteria of currency  

Criteria category 
number of samples scored 
as “4” or “5” 

proportion of 
total

A Date of creation/publication disclosed
and recent information provided 381 13.54%

B1 Date of last update disclosed and recent
information provided 271 9.63%

B2 Revised regularly according to
requirements

641 22.78%

C Valid for topic at hand 714 25.37%

D Viable links 519 18.44%

Annotation: 1589 sample web pages didn’t provided web links related to the information.  

proportion was comparatively low; and the amount of web pages provided enough 
effective links were less than 20%. When further discussing on those with last updated 
date, only 8.24% were updated in the last six months, 2.84% were reviewed in the last 
one year, while 7.85% were updated more than 1.5 years ago. It seemed that online free 
scientific information was not timely updated which was basically consistent with some 
of the findings mentioned above [18c]. 

3.2   Comparison of the Currency of Free Online Scientific Information with 
Different Domain Names 

All the samples’ domain names had been classified into six kinds (com, gov, edu&ac, 
org&int, net&info and else). Is there any difference between online free science 
information with different domain names? Analysis is as follows. 
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3.2.1   Currency of Free Online Scientific Information with Different Domain Names 
Analysis of variance was conducted by using the Kruskal-Wallis Test for K 
Independent Samples. As the P value was less than 0.05, there was a statistically 
significant difference between the mean scores of various domain names. 
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Fig. 2. Mean of currency of free online scientific information with different domain names 

From Fig. 2 we can see that samples with .gov domain scored significantly higher 
overall than the others (P<0.05); while web pages with .net & .info domain scored 
considerably lower than the others. Compartmentalizing samples by the mean value 
into two parts, one’s currency was lower than it with domain of .com, .edu & .ac , .net & 
.info and else, timeliness of which should be improved as quickly as they could; while 
the others including web pages with .gov and .org & int domain were better than the 
average ( P<0.05). 

3.2.2   Performances on Each Criterion of Currency with Different Domain Names 
We had calculated further of each criterion with different domain names as follows 
(samples got the score “4” or “5” on each criterion were counted): 

Less than 20% of all kinds of domain names performed well on providing date of 
creation and recent information, web pages with .org & .int, .net & .info and .com 
domain names were comparatively better. As to information updated, “Date of last 
revision disclosed and recent information provided” was the lowest met criterion of 
several kinds of domain names since no proportion of which had passed one-tenth; 
Whereas, it was founded the most in .gov domain (31.60%) which was also the best 
(38.68%) on being regularly revised. Besides, merely about 15% of web pages with 
.edu & .ac, .net & .info domains performed well on revising information regularly. 
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Fig. 3. Performances on each criterion of currency with different domain names 

The number of web pages associated with good scores on “valid for topic at hand” in 
all kinds of domain names (except .net & .info and else) went beyond 20%. It seems 
that free scientific web pages can provide researchers a certain extent of valuable 
information. Among them, .gov and .org & .int domain names were better than others, 
while the domain .net & .info still the worst. More viable links were founded in .gov 
domain (36.79%), and the percent of other types of domain names mostly satisfied it 
were around 15%.  

In conclusion, currency of .gov domain web pages was the best in total, as most of 
sample web pages in our survey were managed by U.S., UK and Canada which have 
better e-governmental web sites construction, generating more releasing rules on 
government web information, paying more attention on the quality of web information. 

3.3   Comparison of the Currency of Online Free Scientific Information with 
Different Subjects 

3.3.1   Currency of Free Online Scientific Information with Different Subjects 
In analysis of variance, the P value was close to 0, less than 0.05, proved that the 
currency of free online science information with different subjects had a statistically 
significant difference. 

The mean scores of currency of online free scientific information with different 
subjects were showed in Fig. 4. The currency of information related to Humanities 
scored significantly higher overall than the other subjects (mean score was 2.7607, 
P<0.05). And the web pages of Social Science, Material & Engineering and Chemistry 
& Biotechnology also scored relatively well; while Mathematics & Physics, Computer 
& Information Science, Earth Science and Medicine & Health got lower scores than the 
average level, and the Medicine & Health related web pages showed the worst quality 
on currency among them. Many scholars have assessed the currency of the different 
information related to Medicine & Health, it turned out that the information didn’t 
perform well on currency, which matched basically with ours [18d, 19b].  
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Fig. 4. Mean of currency of free online scientific information with different subjects Abbreviations: 
a=Medicine & Health, b=Earth Science, c=Humanities, d= Computer&Information Science, 
e=Chemistry & Biotechnology, f= Mathematics & Physics, g= Material & Engineering, h=Social 
Science 

3.3.2   The Performances on Each Criterion of Currency with Different Subjects 
Counting samples which got score “4” or “5” on each criterion as regards eight 
subjects; Fig. 5 shows the results as follows: 
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Fig. 5. Performances on each criterion of currency with different subjects Abbreviations: 
a=Medicine & Health, b=Earth Science, c= Humanities, d=Computer & Information Science, 
e=Chemistry & Biotechnology, f= Mathematics & Physics, g= Material & Engineering, h=Social 
Science 

2.53

2.56
2.61

2.76

2.68

2.64

2.69

2.70



502 C. Chen et al. 

About twenty percent of the web pages of Computer & Information Science found 
the date of creation and provide more recent information. Nevertheless, there were only 
less than ten percent of web pages of Medicine & Health and Mathematics & Physics 
satisfied the criterion well. 

There were few web pages mentioning the date of last update and reflecting recent 
information well. More web pages of Mathematics & Physics mostly satisfied the 
criterion than others, but the percentage was only 18.66%. Over 1/5 web pages of many 
subjects (except Earth Science and Social Science) revised regularly according to 
requirements. Matthew indicated that “information must be updated as frequently as 
the source value changes or else it will age. However, such real-time updating may not 
be necessary for the user’s purpose, nor practical, feasible or cost-effective”, in his 
view, “If information is updated frequently enough for the user’s purposes then it is 
current” [22b]. Therefore, whether the information is current should be combining with 
the users’ research purposes, information currency is a relative concept. 

The criterion, “valid for topic at hand”, is the important aspect that exactly combines 
the users’ purposes with currency. Fig. 5 shows that among these subjects, web pages 
related to Humanities met users’ real-research needs the best (36.17%), this may be due 
to the features of it. Information that has been written for ages is still valid for some 
topics of Humanities. For example, the two search terms, “the Pearl Harbor attack” and 
“discovery of Peking Man”, were all related to history, which did not require timely 
updated.      

Web pages of Material & Engineering, Medicine & Health and Social Science 
provided more available links. On the contrary, no more than 10% percent Computer & 
Information Science and Material & Engineering web pages updated timely according 
to the changes of the links. 

4   Conclusion 

Empirical studies have been performed to evaluate the quality of information on the 
web, and currency is one of the “core standards” [24b]. The Internet provided plenty of 
free science information which has played an important role in scholarly 
communication and researches. People may be misled by outdated Internet 
information, and certain scientific researches may be disrupted by it. Therefore, it is 
important to determine appropriate terminology, criteria, implementation, and develop 
a theoretical framework of currency, which can help researchers, students and other 
people to better understand, select, and make use of the information on the web. To our 
knowledge, ours is the first study to specifically focus on the currency of the free 
science information issues. 

This study indicated that the mean score of currency of the free science information 
on the web was 2.6482 (n=2814), which shows that the information merely partially 
satisfied criteria we proposed. Among all of the samples, only 982 (34.90%) got higher 
mean values than average. Calculating samples scored as “4” or “5” on each criterion, 
we found 13.54% of total samples performed well on “date of creation disclosed and 
recent information provided”, while web pages disclosed last updated date and 
provided more recent information were the least (9.63%); 22.78% of web pages revised 
regularly; about one quarter of online samples were mostly helpful to meet researcher’s 
needs, and the amount of web pages offering enough effective links were less than 



 An Assessment of the Currency of Free Science Information on the Web 503 

20%. In a word, the currency of free science information on the web is unsatisfactory, 
which still needs to be improved. 

We also found that the currency of free science on the web with different domain 
names and subjects had difference with significance. Samples with .gov domain were 
the best in total. Web pages of Humanities and Social Science provided more current 
free science information; while the currency of information of Medicine & Health was 
worse compared to the other subjects. 

Although most of empirical studies sought for provision of a date of creation or last 
update when assessing the currency of web information, our investigation revealed that 
responders focused on whether the information is still valid for people’s topic at hand. 

The research in this paper may have some limitations. First of all, we picked the top 50 
ranked results from three search engines. As many search engines can rank the better sites 
first, the search tool could influence the results [23b]. Secondly, most studies of online 
health information, including ours, are limited by the constantly changing nature of the 
Internet. Therefore, if our study were repeated, the findings may be different [15c, 21b]. 
Furthermore, in spite of we had trained reviewers before evaluation, and they have good 
information literacy, the results may still be influenced by subjective factors. 

Multiple previous studies found that Internet users do not assess currency when 
searching for information online [27, 28], which is not beneficial for them to get more 
valuable information. The criterion set developed here could be a useful instrument for 
researchers and the public to assess the currency of web information by themselves. 
Future research will focus on developing instruments and techniques, aiming at 
automatically predicting currency of free science information on the web for scientific 
researchers and the public. 
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Abstract. Simplifying the achievement of the user tasks is a factor that 
determines usability in Web development. In order to better reflect the best 
paths that may drive the user through the Web Information Systems (WISs) to 
search the desired information/services, navigation models have been widely 
adopted by the Web Engineering community. However, the design of WISs 
often relies only on a domain model leaving many decisions, which may 
directly affect usability, to the designer skills. In order to limit this arbitrarily in 
the navigation design process, we have proposed a hypertext modeling method 
(HM3) which explicitly bases the construction of the navigation model on the 
services required by the user. This way, the navigation model built with HM3, 
includes routes, which help the user to properly carry out the required service. 
The main goal of this paper is to present an experiment we carried out to 
corroborate the hypothesis that “using routes it is possible to obtain more 
navigable WISs”.  

1   Introduction 

As the complexity of the WISs grows, the difficulty in using them systems grows as 
well. Usually, the users of traditional information systems spend a lot time becoming 
familiar with the features and design of these systems. Conversely, on the Web, users 
usually do not want to read any manuals or help instructions for individual sites [8]. 
Several authors claim that design oriented to the user needs is one of the key aspects 
of usability: “users are never going to even get close to the correct pages unless the 
site is structured according to user needs and contains a navigations scheme that 
allows people to find what they want” [8].   

It is widely recognized in the Web community that usability is significantly 
associated with navigation [8,9]. Good navigation aids let users acquire the 
information they are seeking quickly and efficiently; and therefore contribute to the 
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perceived success by site users [9]. Such navigability is usually expressed in Web 
Engineering methods through navigational models whose design often depends on the 
skills of the designer. We want to be more rigorous in that sense, so we proposed a 
method to model WIS navigation from a user needs oriented perspective, called 
Hypertext Modeling Method of MIDAS (HM3) [6,7]. This method has the 
particularity that allows identifying routes. A route is defined as “the sequence of 
steps established for the WIS that the user must follow to execute a user service”. 
After implementing the routes in a WIS, signposting the sequence of steps that the 
user must follow to properly carry out each service, they will guide users to navigate 
through the WIS. Moreover, the method proposes to identify a main menu including 
the services required by the user which represent the beginning of the routes. Drawing 
an analogy with the road system, the main menu is analogous to a signal indicating 
possible destinations in the origin of several ways, and the route is analogous to the 
signposting of the road. Thus, in the same way that these characteristics in a road 
could help the drivers to get their destination, these characteristics in a WIS could also 
help the users to perform the task they need. 

But, although intuitively, it seems obvious to us that a WIS with signposted routes 
is more easily navigable, as Zelkowitz et al. [13] pointed out, a new proposal in 
software engineering lacks credibility if there is no empirical evidence of its 
usefulness. For that reason, we have carried out an experiment in order to corroborate 
our hypothesis: “Using routes it is possible to obtain more navigable WIS”. In order 
to test our hypothesis, we have decided to compare the navigability of two WISs for 
conference organization: ConfMaster [3], a well known WIS in this field and widely 
used in prestigious conferences; and WebConference [11], a similar WIS built using 
routes. Both WISs have the same functionality and identical interface style, the only 
difference is in their navigation model; only the second one (WebConference) has 
routes and a main menu indicating the beginning of each route. So, our aim is to 
measure the impact of the routes in the final users. Note that, the aim of the 
experiment presented in this paper is not to test that HM3 is better than other 
methodologies for WISs development. In fact, the methodology used for developing 
ConfMaster is unknown for us, and it is not important in this phase. In this experiment 
we just want to measure the impact of the routes in the final users. For this reason, we 
have evaluated two WISs in which the only difference is that one of them includes 
routes as well as a main menu indicating the beginning of the routes, whereas the 
other WIS does not include them.  

The rest of the paper is structured as follows. In Section 2 we describe the 
controlled experiment. Section 3 presents the analysis and interpretation of the 
empirical data. Finally, the conclusion in Section 4 underlines the main contribution 
of the paper and future work.   

2   Experiment Description 

The main objective of the experiment expressed using GQM [1] template is: Analyze 
the WebConference and ConfMaster WISs, For the purpose of evaluating, With 
respect to their navigability, From the point of view of  the researchers, In the 
context of undergraduate students enrolled in the fourth-year of the Computer Science 
at the Rey Juan Carlos University Hereafter, we briefly describe the experimental 
process, using the format (with minor changes) proposed by Wohlin et al. [12]  
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Subjects. 84 students enrolled in the fourth-year of the Computer Science at the Rey 
Juan Carlos University (Spain) carried out the experiment. The subjects were selected 
for convenience i.e. they are students who had on average 5 years of experience in 
using web applications and whom we considered competent enough to perform the 
level of experimental tasks required.  

Variables. We considered the WIS used to be the independent variable. This variable 
has two levels: WebConference and ConfMaster. On the other hand, the dependent 
variable was navigability, measured through the following measures, taken from [5]: 

− Perceived Ease of Navigation, defined as the degree to which a person believes that 
using a particular tool facilitates the navigation through the WIS.  

− Effectiveness, defined as how well the usage of a particular WIS allows the 
required tasks to be achieved. 

− Efficiency, is defined as the effort required to use a particular WIS correctly..  

Hypotheses. The following hypotheses investigated were shaped by our experience 
with WIS modelling: 

− H0,1: There is no difference in Perceived Ease of Use of subjects using 
WebConference and ConfMaster. H1,1: ¬H0,1 

− H0,2: There is no difference in Efficiency of subjects using WebConference and 
ConfMaster. H1,2: ¬H0,2 

− H0,3: There is no difference in Effectiveness of subjects using WebConference and 
ConfMaster. H1,3: ¬H0,3 

− H0,4: The subjects prefer using ConfMaster over WebConference. 
− H1,4: The subjects prefer using WebConference over ConfMaster.   

Experimental material. For each participant, we had prepared a folder containing for 
each WIS:  a debriefing questionnaire regarding subjects’ experience; four tasks to be 
carried out using the WIS; a survey of 8 questions related to the Perceived Ease of 
Use of the WIS (survey 1), and; a survey where the subjects had to compare both 
WISs (survey 2).  

Execution. The experiment was carried with two groups of subjects (G1 with 44 
students and G2 with 40 students) located in two different laboratories. In the first 
laboratory we first gave the material related to ConfMaster and secondly 
WebConference. In the second laboratory we changed the order to cancel out learning 
effects. Subjects were given an intensive training session before the experiment took 
place. In this session, we gave them a test similar to those we used in the experiment 
and we explained to them the tasks they had to carry out. The students worked under 
examination conditions, with no speaking among themselves or asking questions 
about doubts to professors supervising the experiment. The subjects had to perform 
the following experimental tasks for each WIS: 

− To fill out a debriefing questionnaire (including personal details and experience). 
− To perform, using the corresponding WIS, the four tasks required, writing down 

the time when they began doing the first task and the time when they finished the 
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fourth task. Moreover, they had to write down the name of the links they navigated 
while performing each required task. From these tasks, we obtained values for: 
 Effectiveness = Nº of Correct Clicks Done / Nº of Clicks the task required 
 Efficiency = Nº of Correct Clicks Done / Time  

− To answer the eight questions in survey 1, which had to rate them using a 5 point 
Likert scale. 

− On finishing the experimental tasks with both WISs, the subjects had to fill out 
survey 2, where they had to express their preference between both WISs.  

Data validation. We collected the material filled out by the subjects, checking if they 
were complete. There was a bit of incomplete data detected and rejected with the 
statistical analysis.  

Threats to validity. In our opinion the greatest threats are to the internal validity of 
our experiment; i.e. the degree to which conclusions can be drawn about the causal 
effect of the independent variable on the dependent variable [2]. One possible threat 
to internal validity is the accuracy of subject responses, given that they have to write 
down manually the time spent on doing the tasks and the name of the links they 
navigated. Even though we placed special emphasis on the relevance of the accuracy 
of these data in the training part of the experiment, we never could be sure about this 
and we have to trust them. The students were motivated to participate in the 
experiment by a “prize”, 0.5 points of the final mark for participating, and another 0.5 
points for performing the required tasks correctly. With respect to the external 
validity, i.e. the ability of generalize the obtained findings to the population under 
study and other research settings [2], we consider that the functionality of the WISs 
selected was probably simple. For that reason the results need to be confirmed by 
replication experiments.  

3   Analysis and Interpretation 

For testing the hypotheses we merged the empirical data of groups G1 and G2. All the 
data analysis was carried out by means of SPSS [10]. The debriefing questionnaire 
allows us to obtain the following data that reflects the profile of the participants: 24 
year old on average, with 5 years of experience using WISs, 2 years of experience 
designing WISs and 4 years of experience designing traditional ISs. 

The data used to test the first hypothesis are the subjective ratings given by the 
subjects in the first survey. First, we checked the inter-rate reliability (Cronbach’s 
alpha [4]). to determine how consistent the results of the rates were with what order. 
The Cronbach’s alpha obtained for the responses about WebConference was 0.81 and 
for ConfMaster 0.91. Both coefficient values were above 0.7, the suggested value to 
consider the results reliable. We tested the first hypothesis for each question (Q1..Q8) 
and also considered the median (M) of the eight responses using the Wilcoxcon test (a 
non-parametric test for for ordinal measures).As all the significance levels were lower 
than 0.05 we can reject H0,1. This means that the Perceived Ease of Use is different in 
ConfMaster and WebConference. Moreover, comparing the median values of the  
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responses obtained for each WIS, we can conclude that the Perceived Ease of Use is 
better for the WebConference. Moreover, we found that 67% of subjects have rated 
WebConference with a value greater than 4 (as a median). This fact demonstrates that 
the majority of subjects perceive WebConference to be easier to use. 

To test the second hypothesis we calculated the mean of the efficiency between the 
values of efficiency for carrying out the four tasks required for each WIS. As both 
measures are ratio scale measures, we will carry out an ANOVA, considering the WIS 
as a within-subject factor and the order in which the subjects receive each application 
as a between-subject factor. As the significance levels is not less than 0.05 we can not 
reject the H0,2. Thus, it seems that there is not a significant difference between the 
efficiency of subjects when using WebConference or ConfMaster. We also carried out 
an ANOVA for investigating the efficiency obtained in each task separately, and we 
only found differences between the efficiencies of both WIS for task 4. We also 
investigated the behavior of the mean of the Time spent on carrying out the tasks. 
ANOVA indicated there was difference between the times spent when using each 
WIS, and we discovered that the order when using each WIS influenced the results. 
Table 1 reveals that on average subjects spent more time using ConfMaster. 

Table 1. Descriptive statistics for the mean of Time (seconds) 

 Min Max Mean St. Dev. 
WebConference 18.8 305.44 89.5119 57.0183 
ConfMaster 25.8888 261.78 108.4840 50.5317 

As the order influences on time, we compared the means by order, and results 
indicated that, independently of the order, the subjects spent less time using 
WebConference (see Table 2). 

Table 2. Comparison of the mean of Time considering the order (seconds) 

WebConference(1) 105.9890 WebConfernce(2) 71.3005 
ConfMaster(1) 111.4058 ConfMaster(2) 86.8628 

To test the third hypothesis we calculated the mean of the Effectiveness between 
the values of effectiveness in carrying out the four tasks required for each WIS. As 
both measures are ratio scale measures, we carried out an ANOVA, considering the 
WIS as a within-subject factor and the order in which the subjects received each WIS 
as a between-subject factor. The ANOVA results allow us to reject H0,3, which means 
that there exists a difference between both WISs with respect to Effectiveness.  

To test the fourth hypothesis we used the data obtained in the second survey, 
assigned to the subjects after they performed the experimental tasks with both 
WISs..As a result we found that 34 subjects preferred WebConference, 15 
ConfMaster and only 4 did not have a preference. Analyzing the probabilities of 
preferences we obtained a p-value < 0.001 that suggests to reject H1,4, confirming thus 
there exist greater probability that the subjects prefer WebConference over 
ConfMaster.  
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4   Conclusions and Future Work 

In this work we have presented an experiment to corroborate if effectively, using 
routes, it is possible to build more navigable WISs. The most important conclusions 
obtained through the empirical study are that the subjects perceive WebConference, 
(the WIS that was built using routes) is easier to use. They were more effective using 
it, i.e., using WebConference leads them to perform the required tasks in a more 
correct way.  

Even though the results obtained are encouraging, we consider them to be 
preliminary. Further validation is needed to obtain conclusive results about whether 
HM3 really leads to WISs which are easier to use, more effective and more efficient. 
For that reason, we are planning to carry out a replication of this experiment. 
Moreover, due to the WISs evaluated are very simples, we’re also planning to make 
the experiment with more complex WISs, in which the results should be more 
conclusive. 
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Abstract. In recent years, the fast evolution of Internet and the Web
has caused an exponential increase in the number of Web Information
Systems (WIS) developed. This has led to the appearance of a new disci-
pline, Web Engineering, which has served as a framework for the devel-
opment of numerous methodologies and tools which seek to contribute to
the development of WIS with the quality parameters required by their
users. Among the quality attributes of a WIS are accessibility, usabil-
ity and the easy of navigation offered by the system. These attributes
are usually analyzed when the WIS has been developed, using strate-
gies like the analysis of the HTML code of the WIS or the evaluation
of the system by a group of users. This paper presents a proposal to
extend the models used in the methodologies for WIS development and
to define a set of quality metrics so that modelers can consider usabil-
ity requirements during WIS modelling. The automatic support for this
proposal and the metamodel extension necessary for its integration into
the existing methodologies for WIS development are also presented.

1 Introduction

The evolution of Internet and the WWW in recent years has caused an expo-
nential increase in the number of WIS developed and has motivated the appear-
ance of a new discipline called Web Engineering [1]. Recent intensive research
in this area has led to the appearance of numerous methodologies, languages,
techniques, design patterns and tools specially focused on WIS development as
HDM, RMM, OOHDM, WebML, OO-H or MIDAS. However, when current WIS
development methods are analyzed, we observe that they do not offer support
to deal with usability requirements during the development process and they
delay this task until the system has been completely developed. Some guidelines
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have appeared that collect properties and features that WIS must fulfil to im-
prove their usability. In the same way, a number of tools called usability and
accessibility validators has arisen with the aim of analyze a WIS and to validate
these guidelines for it. Some examples of tools are EvalIris, TAW, WebTango
or WebXACT. [2] presents a detailed study about methods for automatic WIS
evaluation. These tools validate the HTML and CSS code of the WIS, that is,
they analyze the code of the system when it has been developed but they do not
consider the possibility of moving some of the validations towards the naviga-
tion or presentation models proposed by WIS development methodologies. The
potential of model-based usability evaluation and its advantages are analyzed in
[3,4]. In addition, there exists a gap between tools for automatic validation and
the methodologies for WIS development, because neither the usability valida-
tion processes nor the tools that automatize the validation are integrated in the
methodologies for WIS development or in the CASE tools that support them.

This paper proposes to consider as far as possible usability and accessibility
requirements during WIS modeling focusing on navigational models. The im-
provement of the quality of the conceptual models used in WIS modeling will
contribute to the quality of the WIS finally developed. We propose to extend
the metamodels used for WIS development methodologies with the aim of pro-
viding modelers capacity to reflect their own usability requirements for the WIS
models. In addition, we propose a set of metrics to help modelers to determine
the quality of the WIS models. The possibility of expressing these features on
models permits the validation of usability requirements during WIS modeling.
A tool for supporting this approach will be presented too.

2 Usability in Navigational Models

There exist different definitions of usability in the literature as the proposed by
the standards ISO 9126-1 [5] or ISO 9241-11 [6]. However, usability is an attribute
that depends on numerous factors. Thus if we want to improve the usability of
a WIS we must pay attention to multiple features, like the intuitive navigation
in the system, simplicity to carry out tasks or a comfortable and attractive
presentation. The approach presented in this work is centered on improving the
usability of a WIS offering an intuitive navigation that makes it easy for the
user to carry out the tasks for whom the WIS was conceived. Our proposal
centeres on navigational models which model the interaction between users and
the WIS. Navigational models are usually composed by nodes and links. A node
is used to represent a set of information or functionality that will be presented to
WIS users. Links are used to join nodes, indicating the possibility of navigating
from one node to another. In addition, other navigation structures like menus
or indexes can appear in these models. The quality of navigational models is an
important feature because these models represent the possible paths that users
can follow during the navigation through the WIS. Thus errors in these models
or less useful navigation designs have influence on the usability of the WIS finally
developed.
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Studies exist focused on the evaluation and improvement of the quality of
navigation models. [7,8] define metrics that inform modelers about the quality
of WIS models. [9] proposes a strategy for verification of properties for naviga-
tional models. Other studies focused on early usability and quality evaluation
of WIS are [10,11]. All these studies permit the evaluation and improvement of
WIS models. However, this work tries to extend these models to offer modelers
the capacity to express and to validate automatically their own usability re-
quirements because, as Section 3 will show, at the moment there exist usability
requirements that can not be expressed in the models proposed by the different
methodologies. Thus we expect to contribute to WIS usability from modelling,
by contributing to the overall quality of the system finally developed.

3 Usability Requirements for Navigational Models

During the requirements elicitation process for a WIS, a set of requirements
that at the moment can not be expressed in the navigational models proposed
by WIS development methodologies are collected. For example, it is possible
that a modeler wants to express requirements related to the maximum number
of clicks that a user must need to carry out a task. Other requirements could be
related to the access to the information of the WIS. This kind of requirements
are usually forgotten and, for this reason, the WIS finally developed do not
permit an intuitive navigation and users usually feel lost and disoriented. The
approach presented in this work will permits modelers to express these kind of
requirements in navigational models and it will permit to verify that navigational
models fulfil them. The following section presents a set of usability requirements
that can be represented in navigational models and classify them in two groups:
requirements related to the access to the information and related to connectivity
between nodes.

3.1 Information Accessibility

Modelers can divide the information and functionality of a WIS into many levels
of importance depending on the main aim of the system. Our proposal will permit
modelers to establish different importance levels to classify the information and
functionality of a WIS. In this way, each node in the model can be labeled with
one of the defined importance levels and we obtain capability to support the
following requirements:

R1. Maximum/minimum distance from the entry point to the WIS
for each importance level. Modelers can establish that the nodes labeled
with a level of importance do not need more than X clicks from the entry
point to the system and, in the same way, at least Y clicks from this entry
point. These maximum and minimum distances will be defined by modelers
for each importance level. In this way, we offer the possibility to detect
nodes labeled as important that are too far from the entry point and, in
the same way, nodes labeled as less important excessively near this point.
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R2. Maximum/minimum distance from the entry point to the WIS
for each node. Although a node will be labeled with a importance level,
it is possible that a modeler wishes to label it with a different maxi-
mum/minimum distance to the rest of nodes of its level due to the in-
formation or functionality that the node represents. Moreover, it may be
that modelers do not want to use the importance level concept but want to
establish distance requirements to individual nodes of their models.

R3. Distances between nodes. In a WIS, if two nodes represent informations
or functionalities related to each other, modelers probably wish that they
will be near in the system. The capacity to express the maximum distance
between a node and another related can be useful for modelers.

R4. Average distances. Navigational models can be analysed to obtain the
average distances between the nodes of each level and the node that repre-
sents the point entry. In this way we obtain a measure for each level that
can serve to detect shortfalls in the navigation design, for example, if the
average distance for the nodes of a level is too high.

3.2 Connectivity Between Nodes

This section analizes requirements related to the necessity of interconnectivity
between the different elements in the WIS. Some of these requirements are:

R5. Direct connectivity between nodes. It is useful to express the require-
ment that two nodes must be directly connected. The system can check
that a link between nodes exists for all the nodes desired by the modeler.
This property can be generalised in the sense that if we consider a node we
may wish that a set of nodes can be reachable from the first one. Modellers
will define the set of reachable nodes and the tool that support the proposal
will check this reachability.

R6. Connectivity between nodes. Other requirements will be related to
ensuring that the users can reach other node from a node that represent
an information or service.

R7. Obligation to previous crossing by a node. Some requirements of the
WIS could establish constraints on the order in which tasks are carried out.
Our proposal will permit modelers to define, for each node, a set of nodes
that must be previously visited during the navigation through the system.

R8. Obligation to later crossing by a node. In the same way as in the
previous property, the modeler can establish that if a user carries out a
task (that is, visit a node) he must then carry out other set of tasks (this
is, to visit a set of nodes) before the overall task will be considered as
finished.

4 Metamodel Extension for Usability Requirements
Support

This section showsanextensionof themetamodel of navigationalmodelswhichaim
tooffer support for theexpressionofusabilityrequirementsover thesemodels. Inour
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metamodel extension, shown in Figure 1, we only show nodes and links for two rea-
sons.Firstso thatreaderscanunderstandbetterourproposaland, secondly, to show
the generality of our proposal, because nodes and links are presented in numerous
methodologies and our approach could be integrated in any that includes these ele-
ments.Ourapproachextendsnavigationalmetamodelswiththe followingelements:

Fig. 1. Navigation metamodel extension

– Adding new attributes and links to the element NavigationNode.
These attributes called MaxDistance and MinDistance are used to support
requirements like R2. The links called previousNodes and laterNodes repre-
sent, for each node, a list of previous and later nodes that a user must visit
if he visits the node. These lists can be empty and they are useful to support
the kind of requirements shown in R7 and R8.

– Adding new elements. The Level entity and its attributes are used to
support the requirements related to the importance of the functionality and
information shown in Section 3.1. This entity represents the concept of im-
portance of a node. The link between NavigationNode and Level permits
modelers to label each node with an importance level. Each Level has three
attributes that define the minimum and maximum distance between the
nodes labeled with this degree of importance and the node that represents
the entry point to the WIS.

5 Automatic Support

The next aim of our work was the design of an automatic support for our ap-
proach that will allow modelers to evaluate and to improve the quality for their
navigational models in a comfortable way. This tool supports the specification
of the requirements previously shown and it permits the verification of these
requirements on navigational models. It is important to emphasize that our aim
is not to design an isolated tool for usability evaluation but a tool that will
be integrated in the CASE tools used for WIS development methodologies. For
reasons of space the prototype of the tool is not shown in depth. In general, the
tool can load models represented in the standard XMI format and it offers a list
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of usability requirements and verification proofs that can be executed over the
models to verify the fulfillment of these requirements and to determine the qual-
ity of the navigational models. When the tool executes these proofs, information
about the fulfilment of the requirements previously defined is shown, which can
be used by the modelers to improve their models.

6 Conclusions and Further Work

This approach shows the viability of considering usability requirements in the
first stages of WIS development. A set of these requirements that can be con-
sidered in navigational models has been presented. In addition, an extension of
navigation metamodels has been presented to illustrate our approach and the
automatic support that has been developed so that modelers can obtain ben-
efits easily. As further work, we will look for new requirements that should be
expressed and validated in the models used in WIS development and the meta-
models and the automatic support for our proposal will again be extended to
support them. Moreover, the possibility of defining automatic transformations
to improve the quality of models designed from the results obtained in the re-
quirements validation process will be studied. With regard to the tool support
for our approach, it will be integrated in CASE tools for WIS development.
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Gensel, Jérôme 299, 337
Godart, Claude 117
Granitzer, M. 67
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Loréal, O. 5
Lu, Jianguo 284
Lund, Niels Windfeld 395
Luque Centeno, Vicente 459
Lux, M. 67

Marcos, Esperanza 505
Markovic, Ivan 272
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Scheir, P. 67
Sheng, Chen Xu 386
Sienou, Amadou 118
Siersdorfer, Stefan 65
Sizov, Sergej 65
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