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Preface

When the existence of neutron stars was confirmed by the discovery of radio pul-

sars in August 1967, there was general optimism that it should not be too difficult to

explore and understand the physical properties of a rotating magnetised compact star

with ∼10 km radius. Forty years and more than 13 PhD student-generations later,

everybody involved in the �neutron star business� has lost this illusion, mean-

while learning how complex neutron stars are and how difficult it is to understand

their physical properties.

Neutron stars form in supernova explosions and/or by an accretion induced col-

lapse of a white dwarf. At the time of their discovery – and for many years later – it

was generally accepted that neutron stars can only be observed as pulsars. Accord-

ing to the source of energy they were split into two classes, i.e. being powered by

either rotation or accretion. Today, the neutron star world is much more intrincate

than it was fourty decades ago. In addition to the accretion powered pulsars, which

are predominantly bright X-ray sources, and the rotation-powered pulsars which are

observed throughout the electromagnetic spectrum, there are now X-ray Dim Iso-

lated Neutron Stars (XDINs), “radio-quiet neutron stars”, Compact Central Objects

(CCOs) in supernova remnants, Soft Gamma-ray Repeaters (SGRs) and Anomalous

X-ray Pulsars (AXPs).

Accordingly, neutron stars manifest themselves in many different ways. They

become visible by high-energy processes occurring on their surface or surrounding

region. In most of these objects, ultra-strong magnetic fields are a crucial element

in the radio, optical, X-ray and gamma-ray emission processes which dominate the

observed spectrum.

Observationally, neutron star research is advancing steadily. A great array of

space instruments (the Hubble Space Telescope, ROSAT, ASCA, BeppoSAX,

RXTE and the Compton Gamma-Ray Observatory), launched in the last decade

of the twentieth century have opened new windows on neutron star research with

high quality data in energy bands from the optical to gamma-rays. With the more

recently launched satellite X-ray observatories Chandra and XMM-Newton, the

H.E.S.S. Array of Imaging Atmospheric Cherenkov Telescopes, upgraded radio

observatories and ground based optical telescopes a number of questions which

v



vi Preface

remained unanswered for many years could be addressed and have led to new and

exciting findings which have changed the earlier picture of neutron star evolution

substantially.

However, even in view of these great observational capabilities and the intense

research over a period of more than 40 years, there are fundamental questions

which still have not been answered. How are the different manifestations of neu-

tron stars related to each other? What are the physical parameters which differenti-

ate AXPs/SGRs/CCOs/XDINs and rotation-powered pulsars? What is the maximal

upper bound for the neutron star mass and what is the range of possible neutron

star radii? Is there any exotic matter in neutron stars? Do strange stars exist? And

what are the physical processes responsible for the pulsars’ broad band emission

observed from the infrared to the gamma-ray band? These are just a few of the long

standing open questions.

To adequately address these questions, it requires a wide range of scientific dis-

ciplines, including nuclear and condensed matter physics of very dense matter in

neutron star interiors, plasma physics and quantum electrodynamics of the mag-

netospheres, relativistic magnetohydrodynamics of electron-positron pulsar winds

interacting with some ambient medium. Not to forget the role of a test bed neutron

stars provide for general relativity theories as well as being sources of gravitational

waves. It is this variety of disciplines which, among others, makes the neutron star

research so fascinating and attractive, not only for those who have been working in

the field for many years but also for students and young scientists.

Especially students and young scientists often have the problem of finding a com-

prehensive reference with up-to-date information on multi-wavelength studies from

neutron stars and pulsars and the various theoretical models. We have created this

book to give them a reference at hand, which not only reviews the progress made

since the early days of pulsar astronomy but focuses especially on questions such

as (1) what have we learned about the subject and how did we learn it? (2) what are

the most important open questions in this area? And (3) what new tools, telescopes,

observations, calculations are needed to answer these questions?

Many of the authors who have contributed to this book have devoted a significant

part of their scientific career on exploring the nature of neutron stars and under-

standing pulsars. Every one of us has paid special attention to write an educational

comprehensive review article keeping beginners, students and young scientists as

potential readers in mind. I am confident that this book will be a valuable source of

information for them.

I am very thankful to all the authors for their contributions and to the referees for

the time they have spent in getting the quality of the book to its final level.

Garching, Werner Becker
July 2008
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page@astroscu.unam.mx

G.G. Pavlov Penn State University, Department of Astronomy and Astrophysics,

525 Davey Laboratory, University Park, PA 16802, USA, pavlov@astro.psu.edu

J. Pétri Max-Planck-Institut für Kernphysik, Postfach 10 39 80, 69029 Heidelberg,

Germany, Jerome.Petri@mpi-hd.mpg.de

R. Prix Max-Planck-Institut für Gravitationsphysik, Albert-Einstein-Institut,

Callinstr. 38, 30167 Hannover, Germany, Reinhard.Prix@aei.mpg.de

B.D. Ramsey NASA Marshall Space Flight Center, VP62, Huntsville, AL 35812,

USA, Brian.Ramsey@nasa.gov

P. Rosenfield Department of Physics, San Diego State University, 5500 Campanile

Drive, San Diego, CA 92182-1233, USA, philrose@sciences.sdsu.edu



Contributors xv

M. Ruderman Department of Physics and Columbia Astrophysics Laboratory,

Columbia University, New York, NY, USA, mar@phys.columbia.edu
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Chapter 1
Radio Pulsar Statistics

Duncan R. Lorimer

1.1 Introduction

Forty years after the discovery of radio pulsars by Jocelyn Bell and Antony Hewish

at Cambridge in 1967 [22], the observed population presently exceeds 1,700 objects

with spin periods in the range 1.4 ms to 8.5 s. Pulsar astronomy is currently enjoying

a golden era, with over half of these discoveries in the past 7 years due largely to the

phenomenal success of the Parkes multi beam survey [46]. From the sky distribution

in Galactic coordinates shown in Fig. 1.1, it is immediately apparent that pulsars are

concentrated strongly along the Galactic plane. This is particularly striking for the

youngest pulsars known to be associated with supernova remnants. Also shown in

Fig. 1.1 are the millisecond pulsars which have spin periods in the range 1.5–30 ms.

The more isotropic sky distribution of the millisecond pulsars does not necessarily

imply that they have a different spatial distribution; the difference simply reflects

the observational bias against detecting short-period pulsars with increasing dis-

tance from the Sun. This is one of many selection effects that pervades the observed

sample.

From such a violent birth in supernovae, it is perhaps not surprising to learn

that pulsars are high-velocity objects. The right-hand panel of Fig. 1.1 shows pul-

sar proper motions on the plane of the sky taken from a recent study by [23]. The

mean transverse speed of the current sample of 233 pulsars is 246 ± 22 km s−1.

From a sample of proper motions for pulsars younger than 3 Myr, Hobbs et al. find

the mean 3-D velocity of pulsars to be 400± 40 km s−1. The origin of these high

velocities most likely lies in a combination of pre-supernova binary orbital motion

(e.g. [24]) and/or impulsive kicks due to small asymmetries in the supernova explo-

sions (e.g. [25]). Millisecond pulsars have significantly lower space velocities; their

mean transverse speed is only 87± 13 km s−1, while a study by Lyne et al. [44]

showed the mean 3-D speed to be 130 ± 30 km s−1. Despite these differences,

D.R. Lorimer
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e-mail: Duncan.Lorimer@mail.wvu.edu

W. Becker (ed.), Neutron Stars and Pulsars, Astrophysics and Space Science Library 357, 1
c© Springer-Verlag Berlin Heidelberg 2009



2 D.R. Lorimer

Fig. 1.1 Left: the distribution of pulsars in Galactic coordinates. Pulsar–supernova remnant asso-
ciations and millisecond pulsars are shown by the filled and open circles respectively. Right: pul-
sar proper motions in Galactic coordinates (after [23]). The solid lines show the proper motion
(neglecting the unknown radial velocity) over the last million years

population syntheses indicate that the two populations are consistent with the idea

that all neutron stars share the same velocity distribution. The millisecond pulsars

represent those binary systems which have survived and have necessarily smaller

space velocities as a result [62].

The observed emission from radio pulsars takes place at the expense of the rota-

tional kinetic energy of the neutron star. As a result, in addition to observing the

pulsar’s spin period, P, we also observe the corresponding rate of spin-down, Ṗ.

Such measurements give us unique insights into the spin evolution of neutron stars

and are summarized on the P–Ṗ diagram shown in Fig. 1.2. The diagram contrasts

the normal pulsars (P ∼ 0.5 s and Ṗ ∼ 10−15 s s−1 which populate the “island” of

points) and the millisecond pulsars (P ∼ 3 ms and Ṗ ∼ 10−20 s s−1 which occupy

the lower left part of the diagram).

The differences in P and Ṗ imply fundamentally different ages and magnetic field

strengths for the two populations. Assuming the spin evolution of the neutron star to

be a due to magnetic dipole radiation, we can make rough estimates of the inferred

age τ ∝ P/Ṗ and magnetic field strength B∝ (PṖ)1/2. Lines of constant B and τ are

drawn on Fig. 1.2 from which we infer typical magnetic fields and ages of 1012 G

and 107 yr for the normal pulsars, and 108 G and 109 yr for the millisecond pulsars.

The rate of loss of rotational kinetic energy Ė ∝ Ṗ/P3 (also known as the “spin-

down luminosity”) is also indicated. As expected, these are highest for the young

and millisecond pulsars.

In addition to spin behaviour, a very important additional difference between nor-

mal and millisecond pulsars is binarity. Orbiting companions are observed around

about 80% of all millisecond pulsars but less than 1% of all normal pulsars. The

companions are either white dwarfs, main sequence stars, or other neutron stars. Pul-

sars with low-mass companions (<0.5 M� – predominantly white dwarfs) usually

have millisecond spin periods and essentially circular orbits with orbital eccentric-

ities in the range 10−5 < e < 10−1. Measurements of white-dwarf “cooling ages”

(see [65]) agree generally with millisecond pulsar characteristic ages and support

the idea that these binary systems have typical ages of a few Gyr. Binary pulsars

with high-mass companions (>1 M� – neutron stars or main sequence stars) have

larger spin periods (>20 ms) and are in more eccentric orbits: 0.1 < e < 0.9.
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Fig. 1.2 The ubiquitous P–Ṗ diagram showing isolated and binary radio pulsars, “radio-quiet”
pulsars, soft-gamma repeaters (SGRs) and anomalous X-ray pulsars (AXPs). Figure kindly pro-
vided by Michael Kramer

The existence of binary pulsars can be understood by a simple evolutionary sce-

nario which starts with two main-sequence stars (see [8]). The initially more massive

(primary) star evolves first and eventually explodes in a supernova to form a neutron

star. The high velocity imparted to the neutron star at birth and dramatic mass loss

during the supernova usually is sufficient to disrupt most (90% or more) binary sys-

tems [54]. Those neutron stars remaining bound to their companions spin down as

normal pulsars for the next 106−7 yr. Later on, the remaining (secondary) star comes

to the end of its main sequence lifetime and begins a red giant phase. For favourable

orbital parameters, the strong gravitational field of the neutron star attracts matter

from the red giant and forms an accretion disk. As a result, the system becomes

visible as an X-ray binary.
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The accretion of matter transfers orbital angular momentum to the neutron star,

spinning it up to short periods and dramatically reducing its magnetic field [10]. A

limiting spin period is reached due to equilibrium between the magnetic pressure of

the accreting neutron star and the ram pressure of the in-falling matter [1, 19, 32].

Such “spun-up” neutron stars are often referred to in the literature as recycled
pulsars. Unlike the young pulsars with high spin-down rates, the now weakly-

magnetized recycled pulsars appear in the lower-left hand part of the P–Ṗ diagram

and spin down much more gradually and over a longer timescale.

The ultimate fate of the binary system depends on the mass of the secondary star.

The two main outcomes are double neutron star binaries, for secondaries massive

enough to explode as a supernova, and neutron star-white dwarf binaries for less

massive secondaries. Very recently, the first double neutron star system has been

found, PSR J0737–3039, in which both stars are observed as pulsars: a 22.7-ms

pulsar “A” [11] and a 2.7-s pulsar “B” [45]. In the framework of the above model,

we identify A as the first-born neutron star with a short spin period and low inferred

magnetic field, while B is the younger, second-born, neutron star with a higher mag-

netic field.

1.2 The Observed Pulsar Spatial Distribution

Pulsar astronomers are extremely fortunate in that they have a reasonably accu-

rate means of estimating distances to their objects from measurements of pulse dis-

persion caused by free electrons in the interstellar medium (see [70]). In Fig. 1.3,

the most recent Galactic electron density model [15] is used to project the current

sample of pulsars in the ATNF catalog (www.atnf.csiro.au/research/
pulsar/psrcat) onto the Galactic plane. Two main features can be seen in this

Fig. 1.3 Left: the currently known pulsar population projected onto the Galactic plane. The Galac-
tic center is at the origin and the Sun is at (0.0,8.5) kpc. Right: cumulative distribution as a function
of projected distance from the Sun. The solid line is the observed sample while the dashed line is
the expected distribution of a simulated population free from selection effects
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diagram: (a) pulsar positions trace the spiral-arm structure of our Galaxy (though

this is somewhat incestuous, since spiral arms are now incorporated into the elec-

tron density model); (b) rather than being distributed about the Galactic center, the

majority of pulsars are clearly biased towards the bright/nearby objects.

To get an idea of how biased the sample is, the right panel of Fig. 1.3 shows the

cumulative distribution of pulsars as a function of distance from the Sun projected

onto the Galactic plane. Also shown is the expected distribution for a simulated pop-

ulation in which there are no selection effects. As can be seen, the two samples are

closely matched only out to a kpc or so before the selection effects become signifi-

cant. From these curves, we deduce that less than 10% of the potentially observable
population in the Galaxy is currently detectable.

The number of potentially observable pulsars in the Galaxy can be estimated very

crudely by the source counting method (see, e.g. [31]) where one uses the cumula-

tive distribution and counts sources out to a distance where the sample is thought to

be more or less complete. By assuming some underlying spatial distribution func-

tion, this number can be extrapolated to get the total number of pulsars in the

Galaxy. Based on Fig. 1.3, we count 100 objects out to 1 kpc, i.e. a mean surface

density of 100/(π×1kpc2) � 30 kpc−2. If pulsars have a radial distribution similar

to that of other stellar populations, the corresponding local-to-Galactic scale factor

is 1,000± 250 kpc2 [55]. With this factor, we estimate there to be of order 30,000

potentially observable pulsars in the Galaxy.

1.3 Selection Effects in Radio Pulsar Surveys

The inverse square law. Like all astronomical sources, observed pulsars of a given

luminosity L are strongly selected by their apparent flux density, S. For a pul-

sar at a distance d from the Earth which beams to a certain fraction f of 4π sr,

S = L/(4πd2 f ). Since all pulsar surveys have some limiting flux density, only those

objects bright or close enough will be detectable. Note that in the absence of prior

knowledge about beaming, geometrical factors are usually ignored and the result-

ing “pseudo-luminosity” is quoted at some standard observing frequency; e.g., at

1,400 MHz, L1400 ≡ S1400d2.

The radio sky background. A fundamental sensitivity limit is the system noise tem-

perature, Tsys. While every effort is made to minimize this at the telescope, syn-

chrotron radiating electrons in the Galactic magnetic field contribute significantly

with a “sky background” component, Tsky. At observing frequencies ν ∼ 0.4 GHz,

Tsky dominates Tsys along the Galactic plane. Fortunately, Tsky ∝ ν−2.8 so this effect

is significantly reduced when ν > 0.4 GHz.

Propagation effects in the interstellar medium. Dispersion and scatter-broadening

of the pulses in the interstellar medium hamper detection of short period and/or dis-

tant objects. The effects of scattering are shown in Fig. 1.4. Fortunately, like Tsky, the

scatter-broadening time τscatt has a strong frequency dependence, scaling roughly



6 D.R. Lorimer

Emitted Pulse Detected Pulse

Pulsar Telescope

Fig. 1.4 Left: pulse scattering by irregularities in the interstellar medium shown here as an ide-
alized “thin screen” of material lying midway between the pulsar and the observer. Right: a sim-
ulation showing the fraction of pulsars undetectable due to scattering as a function of observing
frequency

as ν−4. Figure 1.4 shows that for survey frequencies below 1 GHz, scattering

“hides” a large fraction of the population. Additionally, scintillation, the diffractive

and refractive modulation of apparent flux densities by turbulences in the interstellar

medium [56] affects pulsar detection. For example, two northern sky surveys carried

out 20 years apart with comparable sensitivity [17,59] detected a number of pulsars

above and below the nominal search thresholds of one experiment but not the other.

Surveying the sky multiple times minimizes the effects of scintillation and enhances

the detection of faint pulsars through favourable scintillation.

Finite size of the emission beam. The fact that pulsars do not beam to 4π sr means

that we see only a fraction f of the total active population. For a circular beam, Gunn

and Ostriker [21] estimated f ∼ 1/6. A consensus on the precise shape of the emis-

sion beam has yet to be reached. Narayan and Vivekanand [50] argued that the

beams are elongated in the meridional direction. Lyne and Manchester [41], on the

other hand, favour a circular beam. Using the same database, Biggs [9] presented

evidence in favour of meridional compression! All these studies do agree that the

beam size is period dependent, with shorter period pulsars having larger beaming

fractions. Tauris and Manchester [64] found that f = 0.09 [log(P/s)−1]2 + 0.03,

where P is the period. A complete model for f needs to account for other factors,

such as evolution of the inclination angle between the spin and magnetic axes.

Pulse nulling. The abrupt cessation of the pulsed emission for many pulse periods,

was first identified by [3]. Ritchings [57] presented evidence that the incidence of

nulling became more frequent in older long-period pulsars, suggesting that it signi-

fied the onset of the final stages of the neutron star’s life as an active radio pulsar.

Since most pulsar surveys have short (<few minutes) integration times, there is an

obvious selection effect against nulling objects. Means of overcoming this effect

are to look for individual pulses in search data [51], survey the sky many times,

or use longer integrations. Indeed, 35-min pointings in the Parkes multi-beam sur-

vey have been particularly successful in this regard, discovering a number of nulling

pulsars [69].
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Radio intermittency. Recently, a new class of “sometimes pulsars” has been found.

These provide unique and new insights into neutron star physics and populations

[28]. The prototype, PSR B1931+24, shows a quasi-periodic on/off cycle in which

the spin-down rate increases by ∼50% when the pulsar is in its on state compared to

the off state! While the behaviour of this pulsar appears to be linked to the increase

in magnetospheric currents when it is on, there is no satisfactory explanation for

this effect. Since PSR B1931+24 is only visible for 20% of the time, we can readily

estimate that there should be at least five times as many similar objects. We believe

this number may be severely underestimated. It is important to establish how many

similar objects exist, and what the related timescales of their non-emitting state are.

An even more extreme class of intermittent neutron stars are the so-called rotating

radio transients (RRATs; [47]) which are reviewed by Mclaughlin in this volume.

1.4 Techniques to Account for Observational Selection

Although the source-counting trick mentioned in Sect. 1.2 gives us an idea of the

size of the underlying population, to make further inroads, we really need to make

full use of all available data. From an observationally-biased sample, we seek to

characterize the underlying population accounting for the aforementioned selection

effects. For a given survey of integration time, τ , and bandwidth, Δν , the quantity

Smin ∼ Tsys

G

√
W/P
Δντ

(1.1)

is the limiting sensitivity to pulsars of a certain period, P, and post-detection pulse

width, W , given an antenna with gain, G, and system temperature, Tsys. In practice,

survey thresholds vary as a function of sky position and pulsar parameters. The

problem is best tackled using a Monte Carlo approach which attempts to model

these subtleties. Below we outline two contrasting techniques to make inferences

about the underlying population.

1.4.1 Population Inversion Techniques

The first method, originally developed by Large [33], is of particular interest to

determine the spatial distribution of the parent population. Given the observed dis-

tribution N(P,z,R,L) in terms of period, P, distance from the Galactic plane, z,

Galactocentric radius, R, and luminosity, L, we may write

dN(P, z, R, L) = V (P, z, R, L)ρ(P, z, R, L) dPdzdRdL, (1.2)

where V is the volume of the Galaxy effectively searched and ρ is the underlying

(true) distribution of the population. Since we know N and can estimate V on the
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Fig. 1.5 Left: the observed radial distribution (top panel) and corrected Galactic radial density
function ρ(R) (lower panel) derived using the electron density model derived by Lyne, Manchester
and Taylor [42]. Right: the observed and corrected density functions derived using the [15] model.
In both cases, the dotted curves show the assumed form of the radial distribution used, while the
solid lines shows a fit to the corrected distribution (after [38])

basis of pulsar survey sensitivities,1 we can invert (1.2) to solve for ρ . The only sim-

plification required to do this is to assume that P, z, R and L are independent quan-

tities. Fortunately, apart from a very weak coupling between P and z, there are no

significant relationships between any of these parameters. The problem then reduces

to four equations which can be solved for the underlying distributions: ρP(P), ρz(z),
ρR(R) and ρL(L).

Of particular interest is ρR, the underlying radial pulsar density. For many years,

the standard reference for ρR was Lyne, Manchester and Taylor [42]. Their results

were approximated in most subsequent work using a Gaussian distribution for ρR
(e.g. [49]). However, as can bee seen from Fig. 4 of their paper, the form of ρR at

small R is poorly constrained [6] and there is no reason to prefer a Gaussian over a

function which tends to zero at small R. Using the results of the Parkes multi-beam

survey, which has discovered many more pulsars in the inner Galaxy, [38] revisited

this question and their results are shown in Fig. 1.5. They found that the underlying

form of any radial distribution derived from the current sample is closely coupled

to the assumed distribution free electrons assumed to calculate pulsar distances.

Further progress on the radial density distribution of pulsars requires independent

distance estimates for more pulsars in the inner Galactic quadrants. Another possi-

bility worth exploring would be to treat the electron density distribution as a free

parameter in future studies.

1.4.2 Monte Carlo Population Synthesis

The above technique can be regarded as a “snap-shot” approach to the problem.

It makes no attempt to incorporate time-dependent effects such as period and

1 For any given pulsar with luminosity L and survey with sensitivity Smin defined in equation (1),
V = (L/Smin)3/2. This needs to be computed over the whole sky for various survey thresholds using
a Monte Carlo simulation.
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luminosity evolution, which may be significant. By far the most common means

to investigate the pulsar population has been via full-blown population syntheses

which attempt to follow the birth, life and death of pulsars and the survey detec-

tion thresholds. The main problem with this approach is in reconciling the many

assumptions necessary in such a simulation. Indeed, many of the details of the model

(e.g. magnetic field evolution) are virtually a matter of personal taste and different

authors have different preferences on what principles to adopt. In one of the most

recent approaches of this type, [18] have detailed a comprehensive approach to this

problem and describe a model which appears to mimic many of the observed popu-

lation characteristics.

Following an earlier review of pulsar statistics [48], we can summarize the essen-

tial ingredients of a population synthesis by the following pseudocode. For each

model pulsar, we need to:

1. Generate an initial position in the model galaxy based on some assumed R and z
distributions and assuming either axisymmetry or spiral arm structure

2. Generate an initial 3-D velocity with respect to the local standard of rest

3. Generate an age from a flat distribution out to some maximum time, Tmax

4. Generate a birth spin period and magnetic field from some preferred distribution

functions

5. Solve the equation of motion in a model for the galactic gravitational potential to

compute the current position and velocity

6. Solve a model for the pulsar spin evolution to compute the current period and

period derivative

7. Generate a pulse width from some radiation beam model and determine whether

the pulsar is observable from the Earth

8. If the pulsar is observable, generate a luminosity using some simple model(
e.g. L ∝ f (P, Ṗ)

)
and hence compute the flux observed from the Earth

9. Decide, based on models for major pulsar surveys, whether this pulsar is

detectable

This sequence would then be carried out for Nmodel model pulsars, where the result-

ing model birth rate is Nmodel/Tmax. By comparing the resulting model detectable

pulsars with the observed sample, it is possible to optimize the model parameters

and investigate the results of different assumptions. For further discussion on the

philosophy of this approach, the interested reader is referred to [18].

1.5 Outstanding Problems

In view of the difficulties in correcting for these selection effects, and the inherent

problem of small-number statistics, many controversies have pervaded pulsar statis-

tics over the years. I review here a personal selection of some of the many unsolved

topics. My apologies to those who have, to their satisfaction, already solved these

problems!



10 D.R. Lorimer

1.5.1 Population Size and Birth Rate

How many radio-active pulsars are in our Galaxy and its globular cluster systems?

What is the birth rate of normal and millisecond pulsars? How do they compare

to their proposed progenitor populations? What fraction of neutron stars are born

as radio pulsars? These are perhaps the most fundamental of all questions in this

field, yet a satisfactory answer to them is still not known. A combination of small-

number statistics, uncertain assumptions about the beaming fraction and errors in the

pulsar distance scale (which carry over to the luminosity function) have conspired

to produce a wide range of estimates ranging by four orders of magnitude from

10 pulsars per century (e.g. [63]) to 0.001 pulsars per century [2] for the normal

population.2

A recent birth rate calculation was carried out by [68] using a sample of 815 nor-

mal pulsars from the Parkes multi-beam survey. By analysing the flow or “current”

of pulsars across the P–Ṗ diagram [52, 67], the total birthrate of the population

was found to lie between 1–2 pulsars per century for 1,400-MHz luminosities

above 1 mJy kpc2. Dividing the population into groups according to magnetic field

strength, Vranesevic et al. found that over half of the total birthrate is contributed

by pulsars with fields >2.5× 1012 G. This is in spite of the fact that such pulsars

make up less than 30% of the observed sample and, based on their scale factors,

only about 5–10% of the total population.

The main problem with birth rates determined from pulsar current analyses is that

they are inherently lower limits, since they do not account for pulsars with luminosi-

ties below the sample limit (1 mJy kpc2 in the above case). The all-encompassing

nature of the Monte Carlo approach is not subject to such limits and provides an

estimate of the true birth rate of the population. The most recent analysis of this

kind [18] finds the birth rate in their optimal model to be 2.8±0.1 pulsars per cen-

tury. However, as noted by these authors, the true uncertainty in this number is likely

to be larger by a factor of 5 when accounting for the various model assumptions and

plausible input parameter ranges.

While the birth rate of millisecond pulsars is significantly smaller than for normal

pulsars (e.g. [44]), it is not clear whether their proposed progenitors, the low-mass

X-ray binaries, can account for the whole population. This latter issue is the well

publicized “millisecond pulsar birth rate problem” [29]. More recent studies, using

a larger sample of objects, have shown that the discrepancy was most likely due

to small-number statistics. The current consensus, for the Galactic disk population,

is that the millisecond pulsar population is consistent with the low-mass X-ray

binaries [44].

2 I have taken extreme values from the literature to make the point here. See the caveats made in
both the cited papers before taking these numbers too literally!
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1.5.2 The Birth Spin Periods of Pulsars

The initial spin period distribution of pulsars has been the topic of much debate.

Although earlier studies found the data to be consistent with all pulsars being born

with short periods (∼20 ms; e.g. [42]), other authors find evidence for a broader dis-

tribution (e.g. [67]). The latter authors used a pulsar current analysis and found

evidence for a step function at P = 0.5 s in their distribution of pulsar current.

This was claimed as evidence for an “injection” of pulsars into the population

with P ∼ 0.5 s. Subsequent studies have either confirmed (e.g. [49]) or refuted these

claims (e.g. [35]). In the recent pulsar current analysis of [68], the observed distri-

bution of pulsar current is consistent with up to 40% of all pulsars being born with

periods in the range 0.1–0.5 s. Similar results were found by [38] using a slightly

larger sample.

1.5.3 Period Evolution and Field Decay of Isolated Pulsars

The classic model for spin-down of an isolated pulsar is to write the braking torque

as a generalized power law. For an angular velocity Ω = 2π/P, the equation of

motion is given by Ω̇ = KΩ n, where K is proportional to the braking torque and n
is the so-called braking index. For a constant value of K and pure magnetic dipole

braking n = 3, the equation of motion on the P–Ṗ diagram is such that pulsars follow

a slope of −1 in a log–log plot like Fig. 1.2, i.e. along the lines of constant dipole

magnetic field.

The dipolar braking hypothesis can be tested for a handful of young pulsars,

where timing measurements provide n. So far, all six measured values of n are con-

sistent with a flat distribution in the range 1.4–2.9. In other words, all of the pulsars

with measured values of n are moving along lines with slopes greater than −1 on the

P–Ṗ diagram. When these vectors are plotted (see, for example [40]) one sees that

the directions these young pulsars are moving would place them above the pulsar

island! So the conundrum is, either the pulsars in the island have a different set of

progenitors than the young objects, or there is some evolution in the braking index

as a function of time.

The evolution in braking index can either be provided by integrating the equation

of motion assuming that n is genuinely a function of time, or that K decays with

time. In all simulations of the P–Ṗ plane that I am aware of to date, the shape of

the diagram is reproduced by modeling the evolution of K with time. Excellent fits

to the observed diagrams (see, for example, Fig. 8 in [20] can be obtained by decay

laws of the form K(t) ∝ exp(−t/tD) for decay times tD of a few million years. This

is usually interpreted as exponential decay of the magnetic moment of the neutron

star on a timescale of a few million years. While earlier versions of these simulations

were criticized [66] as not taking into account period dependent beaming, the work

of [20] does, I believe, account for this effect and still prefers a short magnetic

field decay time. Recently, [14] have proposed a new model for pulsar spin-down
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where the inclination angle between the spin and magnetic axes of the neutron star

are taken into account. This model seems to explain the P–Ṗ distribution and the

observed braking indices and appears to be very promising. Further investigation of

this model are required.

Despite the good agreement on the P–Ṗ plane, there are a number of vexing

issues: (a) spontaneous decay of the magnetic field on such short timescales is incon-

sistent with the observations of millisecond pulsars which have Gyr ages and yet

field strengths at the level of 108 G; (b) the exponential model is inconsistent with

all braking index measurements, since it always predicts an effective n ≥ 3; (c) in

principle, the same behaviour could be reproduced by modeling the evolution of n
rather than field decay; (d) what is the ultimate fate of low-braking-index pulsars?

For example, the Vela pulsar has n = 1.4 [43] and is moving towards the mag-

netars on the P–Ṗ diagram, rather than the pulsar island. Lyne [40] proposed that

such objects might be the progenitors of the magnetars. This idea requires further

investigation.

1.5.4 Statistical Puzzles in the Millisecond Pulsar Population

Twenty-five years after the discovery of the first millisecond pulsar [4], the sample

of these objects currently known is now close to 200, with the majority being found

in searches of globular clusters (for a review, see [12]). While searches in clus-

ters are far from straightforward, finding millisecond pulsars in the Galactic disk

is a difficult endeavor due to the dispersive and scattering effects of the interstellar

medium which hamper their detection. Indeed, only 55 out of roughly 1,500 pulsars

(4%) currently known in the Galactic disk are millisecond pulsars. Despite this low

fraction, the numbers are now at the level where statistically significant trends can

be identified in the sample and inferences made about the underlying population.

One such example is the apparent difference in luminosities between isolated and

binary millisecond pulsars, first noted by Bailes et al. [7] from 430-MHz observa-

tions, in which isolated millisecond pulsars were on average fainter than their binary

counterparts; this trend was also seen by [27] in 1,400-MHz data. More recently [34]

revisited this issue from a different perspective. They found that, while the veloc-

ity distribution of the isolated millisecond pulsars is compatible with that of binary

systems, there appears to be a difference in the distribution of heights above the

Galactic plane for the two populations, with solitary millisecond pulsars being more

tightly clustered than the binary systems. As discussed by Lommen et al., given

identical velocity dispersions, the only way to explain the different scale heights

would be if the isolated millisecond pulsars are truly fainter on average and there-

fore easier to detect closer to the Earth and hence closer to the Galactic plane. If

the luminosity difference is a real effect, then it represents an important clue to the

origin of millisecond pulsars.

Lorimer et al. [39] have recently revisited this issue using an updated sample of

millisecond pulsars. While they confirm the effect seen by Bailes et al. [7] from
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samples of pulsars selected by 430-MHz surveys, the same trend is not apparent in

surveys carried out at 1,400 MHz. There are two possible explanations as to why

the luminosity difference is not seen in both the 430-MHz and 1,400-MHz samples.

The first possibility is that the high-frequency sample does not probe the luminosity

function as deeply as the low-frequency sample. From the current data, it remains a

tantalizing possibility that the effect is only seen in the 430-MHz sample which is

more sensitive to the low end of the luminosity function than at 1,400 MHz.

A second possibility is that the difference is due to a selection effect. It is well

established [44] that 430-MHz surveys probe only the local population of millisec-

ond pulsars out to a distance of 2–3 kpc at most due to propagation effects in the

interstellar medium. As a result, samples of pulsars from these surveys tend to be

stacked in favour of nearby low-luminosity objects. For any reasonable luminosity

function, the high-luminosity pulsars are rarer objects. If isolated millisecond pul-

sars are simply less numerous than their binary counterparts, small-number statis-

tics will therefore bias the sample in favour of low luminosity objects as there is a

greater chance of having a low-luminosity pulsar in the sample compared to a higher

luminosity one.

Through simulations, Lorimer et al. [39] confirm that this effect could play a

significant role in the observed sample. When averaged over many simulations, the

median 430-MHz luminosity of the sample with 10 pulsars was 20% lower than the

larger sample. Based on the currently available data, they conclude that there is no

requirement for the isolated pulsars to have different spatial, kinematic or luminosity

distributions than binary millisecond pulsars. It remains a mystery, however, as to

whether isolated millisecond pulsars formed through a different underlying process.

A related issue concerns the origin of the 6.2-ms pulsar B1257+12, the only pul-

sar planetary system known in the Galactic disk [71] and is something of an anomaly

among the millisecond pulsar population. The three planets (A, B and C) in the sys-

tem known so far have orbital periods of 25, 67 and 98 days with masses of 0.02,

4.3 and 3.9 Earth masses respectively [26]. The one other planetary system known,

PSR B1620–26, in the globular cluster M4 could have formed through exchange

interactions in the cluster [60]. However, such interactions are not expected in the

Galactic disk. Did the planets in the form from a debris disk of circum-pulsar mate-

rial? Why are planets not seen around other Galactic millisecond pulsars? Although

small planets such as A in the 1257 system could be undetectable in some millisec-

ond pulsar timing (e.g. [39]), the signals from higher mass planets such as B and C

would be unmistakable in timing residuals. Based on the current sample, the fraction

of millisecond pulsars with planets appears to be less than 1/55 ∼ 2%.

1.5.5 Where Are All the Isolated “Recycled” Pulsars?

The discovery of new pulsars often sheds light on previously unseen areas of the

neutron star “zoo” which likely represent quite rare evolutionary processes. One

example is the discovery of two isolated pulsars J2235+1506 [13] and J0609+2130



14 D.R. Lorimer

[36] with spin properties similar to the double neutron star binaries. Camilo et al.

suggested that J2235+1506 might be the remains of a high-mass binary system that

disrupted during the second supernova explosion.

Is this hypothesis consistent with the observations? One way to test this is to con-

sider the fraction, η , of binary systems that remain bound after the second supernova

explosion. Numerous authors have followed the orbital evolution of a wide variety

of binary systems containing neutron stars using detailed Monte Carlo simulations.

For example, [53] find η ∼ 4%. We therefore expect for each double neutron star

system we observe to find of order 20 systems which disrupted. Currently we know

of eight double neutron star binaries. Why, then, do we not see of order 160 pulsars

like J0609+2130 or J2235+1506? [5] suggests that this could be reconciled if the

kick velocities to the neutron stars in these systems are not as high as the bulk of the

population. This currently outstanding problem may indicate a different evolution-

ary scenario for these objects and warrants further study.

1.5.6 How Much Do We Understand About Globular Cluster
Pulsars?

Following the early globular cluster discoveries, a detailed analysis by [30] char-

acterized the population properties of globular cluster pulsars and found their total

active population to be ∼104. Such a large population appeared to be far higher than

could be explained by low-mass X-ray binaries alone and suggested that there is

an even greater birthrate problem in cluster millisecond pulsars than in the Galactic

disk. Unlike the disk population, the problem has so far not been resolved; this may

be a selection effect – to my knowledge, the work of Kulkarni et al. has not been

superceded.

With the recent renaissance in globular cluster discoveries reviewed [12],

the population of pulsars known in clusters has undergone a four-fold increase.

Although some care will be necessary to model the effects of interstellar scintilla-

tion and Doppler smearing due to rapid orbital motion, two selection effects which

are very important in globular cluster surveys, there is clearly now much to be

learned from a systematic study of the latest results. Some key questions are: what

is the number and birth rate of cluster pulsars? what conditions (if any) are nec-

essary for pulsar production in clusters? how many relativistic binaries are there

in clusters, and what impact do these systems have on the cosmic rate of binary

inspiral?

1.6 Concluding Remarks

Pulsar astronomy is currently enjoying the most productive phase of its history,

with applications providing a wealth of new information about compact-object

astrophysics, general relativity, the Galactic magnetic field, the interstellar medium,



1 Radio Pulsar Statistics 15

binary evolution, planetary physics and even cosmology. Our understanding of the

Galactic pulsar population has improved dramatically thanks largely to the success

of the Parkes multi-beam survey [46]. Astronomers are currently active in a number

of new surveys which will bring significant advances in sensitivity.

At Parkes, a multi-beam survey at 6 GHz is currently underway covering the

inner Galaxy for highly dispersed and scattered pulsars. A 1.4-GHz multi-beam sur-

vey now underway at Arecibo should discover over 300 normal pulsars [38]. To

date, around 40 pulsars have been found [16] with the most exciting object so far

being the highly relativistic binary PSR J1906+0746 [37]. The superior period sen-

sitivity of ALFA over other surveys at Parkes suggest that a substantial number of

millisecond pulsars will also be found. Searches with the 100-m Green Bank tele-

scope (GBT) are currently focusing on globular clusters, where 56 pulsars have so

far been found – about half of all currently known cluster pulsars! Plans are also

afoot, however, to survey the sky at 350 MHz with the GBT. Following earlier pilot

studies (Hessels, Ransom et al., private communication) which discovered several

new pulsars, drift-scan surveys will commence in summer 2007 with the aim of cov-

ering much of the sky in the coming 5 yr. Simulations we have carried out suggest

that of order 100 millisecond pulsars could be discovered by the GBT.

In the Netherlands, a 328-MHz pulsar survey is being carried out in a “grating

array” mode using the Westerborg synthesis radio telescope [58] in which mul-

tiple sub-beams are formed within the large primary beam of the array. So far a

number of pulsars have been found and under investigation. The multi-beaming

concept is likely to be technology used here is likely to be exploited further with the

planned Low Frequency Array (LOFAR; lofar.org) which is expected to find of

order 1,500 pulsars in surveys carried out at frequencies at or below 200 MHz [61].

LOFAR would be a fantastic probe of the local pulsar population and provide vital

new constraints on the low end of the shape of the luminosity function.

These and other up and coming surveys are only a precursor for what might

be possible with the Square Kilometer Array (SKA), an ambitious world-wide

collaboration currently planned for the year 2020 (see skatelescope.org).

Simulations for pulsar surveys with this instrument demonstrate that the increase

in sensitivity of the SKA (around two orders of magnitude over current radio tele-

scopes!) would mean that essentially every Galactic pulsar beaming towards us (of

order 30,000 objects!) could be detectable. Perhaps by the year 2030, the sample of

radio pulsars will be finally free of selection effects.

An Open Approach to Pulsar Population Syntheses

The Monte Carlo techniques used in Sect. 1.4 have been implemented by a num-

ber of authors over the years. As mentioned in Sect. 1.5, there are examples of

similar modeling treatments reaching different conclusions. Indeed, Andy Fruchter

once applied Benjamin Disrali’s famous quote to this field, saying that “there

are lies, damned lies and pulsar statistics”. Although perhaps a little facetious,
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the point here is that, when trying to make sense of the pulsar population, it is

sometimes hard to know who/what to believe! In an attempt to clarify this issue,

I have placed my population modeling software, psrpop in the public domain

(psrpop.sourceforge.net) and strongly encourage others to do so. The cur-

rent version of psrpop can be used to carry out a population inversion analysis

and search pulsar populations for arbitrary survey parameters. A full-blown Monte

Carlo model of pulsar evolution a la [18] is now under development.
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Chapter 2
Radio Emission Properties of Pulsars

Richard N. Manchester

2.1 Introduction

Pulsars are fascinating objects with a wide range of applications in physics and

astronomy. Characterised observationally by a highly periodic pulse train with peri-

odicities typically in the range a few milliseconds to several seconds, they are gen-

erally identified with highly magnetised and rapidly rotating neutron stars formed in

supernova explosions. Rotation of the star causes beamed emission, probably ema-

nating from open field lines associated with the magnetic poles, to sweep across the

sky generating one observed pulse per rotation period. A total of 1,765 pulsars are

now known and almost all of these lie within our Galaxy.1 As Fig. 2.1 illustrates,

pulsars come in two main classes, those with periods in the millisecond range and

the so-called “normal” pulsars with periods of order 1 s. Most millisecond pulsars

(MSPs) are binary, that is, in an orbit with another star, whereas only a few per-

cent of normal pulsars are binary. MSPs, which comprise about 10% of the known

population, are believed to be relatively old pulsars which have been spun up or

“recycled” by accretion from a binary companion [3]. Because of exchange interac-

tions occurring in their dense cores, globular clusters are a fertile breeding ground

for MSPs [10] and about three-quarters of the known MSPs are associated with

these clusters.

Pulsar periods are extremely stable but they are not constant. All pulsars are

slowing down because of loss of rotational kinetic energy to some combination of

magnetic-dipole radiation (electro-magnetic waves at the pulsar spin frequency) and

relativistic particle outflow. The spin-down rate can be expressed as

ν̇ = −Kνn , (2.1)

R.N. Manchester
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1 Pulsar parameters used in this paper have been obtained from the ATNF Pulsar Catalogue, Version
1.29, http://www.atnf.csiro.au/research/pulsar/psrcat [44].
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Fig. 2.1 Histogram of observed pulsar periods. Pulsars which are members of a binary system are
identified

where K depends on the magnetic field strength at the stellar surface, Bs, and the

neutron-star moment of inertia, I, and n is the braking index. For pure magnetic-

dipole braking, n = 3 and

K =
8π2B2

s R6 sin2α
3Ic3

, (2.2)

where α is the inclination angle of the dipole magnetic axis relative to the spin axis.

We can define a “characteristic age” for the pulsar τc = P/(2Ṗ), where P = 1/ν
is the pulsar period and Ṗ is its first time derivative. If the pulsar was born with

a period much less than the present value and its spin-down is characterized by a

braking index close to 3.0, then the characteristic age is a good indicator of the true

age. We can also estimate the strength of the dipole field at the neutron-star surface,

Bs = 3.2 × 1019(PṖ)1/2 G, where n = 3, I = 1045 g cm2 and α = 90◦ have been

assumed.

Figure 2.2 shows the observed distribution of pulsars on the P–Ṗ plane. MSPs

have very low spin-down rates and hence relatively weak magnetic fields compared

to normal pulsars. In contrast, Anomalous X-ray Pulsars (AXPs)2 lie in the upper

2 Soft Gamma-ray Repeaters (SGRs) with coherent pulsations are included in the AXP
classification.
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Fig. 2.2 Distribution of pulsars versus pulse period and period derivative. Pulsars which have
detectable pulsed emission at high energies (optical, X-ray and γ-ray), including the so-called
Anomalous X-ray Pulsars (AXPs), are indicated. Lines of constant characteristic age and surface
dipole magnetic field are shown, along with the “spin-up line”, the minimum period attainable
through accretion from a binary companion. Pulsars discovered in the principal recent pulsar sur-
veys are indicated

right corner of the P–Ṗ diagram with periods in the range 5–12 s and very strong

implied magnetic fields in the range 1014–1015 G. Despite their rapid spin-down, the

X-ray luminosity of these “magnetars” is too great to be powered by the rotational

energy loss; decay of the super-strong magnetic fields is believed to be the energy
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source [11]. Young pulsars lie predominantly in the upper left part of the diagram

with magnetic fields of order 1012 G. For n = 3, these pulsars will evolve along lines

of constant magnetic field into the region occupied by the bulk of the known pulsar

population. Lying between the MSPs and the tail of the normal pulsar distribution,

there is an important group of group of binary pulsars. These systems are character-

ized by relatively massive companions and include all of the known double-neutron-

star systems. Because of the rapid evolution of the binary companion, the recycling

phase was relatively short-lived in these systems and so these pulsars typically have

intermediate periods in the range 20–100 ms.

More than half of the known pulsars have been discovered in the past few

years, most notably using the 20-cm multi-beam receiver on the Parkes 64-m radio

telescope in NSW, Australia. The main surveys undertaken with this system are

described in Sect. 2.2 and other recent surveys using the 300-m Arecibo radio

telescope and the 100-m Green Bank Telescope are described in Sect. 2.3. In the

remainder of the review, some interesting recent results related to the pulsar emis-

sion mechanism are described – no claim to completeness is made. Recent results

on pulse nulling and mode changing are described in Sect. 2.4. Recent results on

pulse-to-pulse modulations and subpulse drifting are discussed in Sects. 2.5 and 2.6

describes recent observations of “giant” pulses and their implications. The extraordi-

nary detection of transient radio emission from the magnetar XTE J1810-197 (PSR

J1809−1943) is described in Sect. 2.7. Some recent results on the polarisation of

young pulsars are described in Sect. 2.8. Some concluding remarks are given in

Sect. 2.9.

2.2 Parkes Multi-Beam Pulsar Surveys

The Parkes 20-cm multi-beam receiver has 13 beams arranged in a double hexagon

around a central beam and operates at a central frequency of 1,374 MHz [59]. The

beams are spaced by two beam-widths on the sky but, by combining sets of four

pointings, a given region of sky can be completely covered with beams overlapping

at the half-power points. Each beam has two probes receiving orthogonal linear

polarizations and, after amplification and down-conversion, each of the 26 signals is

fed to a 96× 3 MHz filterbank giving a total bandwidth of 288 MHz. Signals from

corresponding polarizations are then detected, summed, high-pass filtered, one-bit

digitized and recorded to magnetic tape for subsequent analysis.

A number of very successful pulsar surveys have been undertaken with this

instrument. The most prolific is the Parkes Multibeam Pulsar Survey [45] which

covered a 10◦-wide strip along the southern Galactic plane from l = 260◦ to l = 50◦
using a sampling interval of 250μs. The observation time per pointing was relatively

long, 35 min, and so the survey was quite sensitive with a limiting flux density of

approximately 0.2 mJy for longer-period pulsars unaffected by dispersion smearing

within a filter channel. A total of 3,080 pointings was required to cover the survey

area. Survey observations commenced in mid-1997 and were completed in 2003.
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The data were processed on work-station clusters at ATNF, Jodrell Bank Observa-

tory and McGill University resulting in the detection of 1,015 pulsars of which 760

were new discoveries. Following confirmation of each pulsar, at least 18 months of

timing observations were carried out in order to obtain accurate astrometric and tim-

ing parameters (cf. Fig. 2.2). A series of papers [16, 23, 34, 38, 45, 49] gives details

of all of the pulsars detected and discusses various implications of the results. For

example, Kramer et al. [34] discuss the properties of young pulsars and show that

about 20 of the known pulsar population are likely to be associated with currently

unidentified gamma-ray sources.

The Parkes Multibeam Pulsar Survey database was also searched for isolated

dispersed pulses, leading to the discovery of an apparently new class of pulsars,

the so-called Rotating Radio Transients or RRATs. McLaughlin et al. [46] detected

eleven of these objects which emit an individual strong pulse at intervals ranging

from minutes to hours. Careful analysis of the pulse arrival times led to the identi-

fication of underlying periodicities in the range 0.4–6 s and, in three cases, to a full

timing solution showing the steady period increase typical of pulsars. There is lit-

tle doubt that RRATs are rotating neutron stars but considerable doubt as to whether

they are normal, albeit highly modulated, pulsars near the end of their active life [68]

or a distinct population with different birth properties.

A companion survey to the Parkes Multibeam Pulsar Survey, the Parkes

High-Latitude Pulsar Survey, was carried out by the same group [5]. This sur-

vey covered the region |b| < 60◦, 220◦ < l < 260◦ with a shorter sampling interval,

125μs, and observation time, 4 min, to optimize sensitivity to MSPs and binary

pulsars. Data processing for this survey was carried out on clusters at Bologna

Astronomical Observatory, Cagliari Astronomical Observatory and Jodrell Bank

Observatory. A total of 42 pulsars was detected and 18 of these were new discover-

ies. Four of the new discoveries are MSPs and three of these four are binary. They

include the famous “double pulsar” PSR J0737−3039A/B, the first-known binary

pulsar in which both stars are detectable as pulsars [4, 40].

Lorimer et al. [38] discuss the properties of the Galactic population of pulsars

based on the results of these two surveys. Figure 2.3 shows the observed and derived

distributions in Galactocentric radius and Galactic z-distance, and the derived lumi-

nosity function and initial period distribution along with fitted functions to these

distributions for two different assumed distributions for the free electrons in the

Galaxy – see Lorimer et al. [38] for details of the procedures and the fitted functions.

It is clear that the derived radial distributions (Fig. 2.3a) are strongly depen-

dent on the assumed distribution of free electrons. In particular, the existence of

a deficit in the population near the Galactic Centre is quite uncertain, depending

entirely on the poorly known electron distribution in the central region. Integra-

tion of the derived radial distributions gives a total Galactic population of about

30,000 potentially detectable pulsars with luminosity above 0.1 mJy kpc2. Assum-

ing that pulsar emission is beamed according to the function derived by Tauris and

Manchester [62], the total number of pulsars in the Galaxy with luminosity above

0.1 mJy kpc2 is derived to be 148,000±6,000 for the azimuthally symmetric Model

S [41] and 155,000±6,000 for the “clumpy” Model C [8].
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Fig. 2.3 Observed distributions in Galactocentric radius (a) and Galactic z-distance (b) from the
Parkes Multibeam Pulsar Survey data (upper panels) and derived distributions for the Galactic pul-
sar population taking into account survey selection effects (lower panels). The solid lines are a fit
of suitable functions to the derived distributions. The observed and derived luminosity functions
are shown in plot (c) and the distributions of initial (birth) spin period are given in plot (d). Two
models for the Galactic free electron distribution are considered, the azimuthally symmetric model
of Lyne, Manchester and Taylor [41] (Model S, upper group of four plots) and that of Cordes
and Lazio [8] (Model C, lower group of four plots). The dotted curves show (a) the assumed free
electron distribution, (b) an exponential distribution of scale height 350 pc, (c) the log-normal lumi-
nosity function derived by Faucher-Giguère and Kaspi [15] and (d) an initial-period distribution
used by Kolonko et al. [32]
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The derived z distributions are also very dependent on the assumed electron den-

sity distributions, with a scale height of about 330 pc for Model S and 180 pc for

Model C. Independent studies of the z distribution [47] and the observed distribu-

tion of pulsars detected in the Parkes High-Latitude Pulsar Survey [5] are more

consistent with the larger scale height.

The derived luminosity function is well fitted by a simple power law but its slope

of −0.6 (Model S) or −0.8 (Model C) is flatter than that obtained from earlier

studies. The derived initial period distribution is well fitted by a log-normal dis-

tribution peaking at about 500 ms. A pulsar current analysis gives a birthrate of

0.34± 0.05 per century for potentially detectable pulsars with luminosity greater

than 0.1 mJy kpc2 in the Galaxy. With beaming taken into account, the derived

birthrate is approximately 1.3 pulsars per century, depending on the beaming model

assumed.

A group based at Swinburne University of Technology used the Parkes multi-

beam system to search Galactic latitudes between 5◦ and 30◦ with the same longi-

tude range as the Parkes Multibeam Pulsar Survey. Like the Parkes High-Latitude

Pulsar Survey, the Swinburne survey used a faster sampling interval and shorter

observation time to give improved sensitivity for millisecond and binary pulsars

[13,25]. The survey detected 230 pulsars of which 95 were new discoveries. Notable

amongst them was PSR J1909−3744 , a 2.5-ms pulsar in a 1.5-day orbit with a very

narrow pulse, only 42μs wide at the half-power point [26]. This leads to very pre-

cise pulse timing which has enabled an accurate parallax measurement (implied dis-

tance 1.14± 0.04 kpc) and an accurate measurement of the Shapiro delay, leading

to a value for the pulsar mass of 1.438±0.024 M� [27].

Another recent survey undertaken with the Parkes multi-beam receiver is a deep

search for pulsars in the Magellanic Clouds [43]. Observation times were 2.3 h per

pointing giving a limiting mean flux density for isolated or long-period binary pul-

sars of 0.12 mJy. The survey required 73 pointings for the Small Magellanic Cloud

and 136 pointings for the Large Magellanic Cloud. A total of 14 pulsars was dis-

covered, 12 of which are believed to lie in the Magellanic Clouds. These discoveries

bring the total number of pulsars known in the Clouds to 20. Only the high end of

the luminosity function is sampled, but the derived values are consistent with the

luminosity function for Galactic pulsars. Although the sample is relatively small,

there was no evidence for a significant dependence of radio luminosity on either

pulsar period or characteristic age.

2.3 Other Recent Surveys

Initial results from a pulsar survey using the Arecibo L-band Feed Array (ALFA)

system have been reported by Cordes et al. [7]. The ALFA system has seven

beams with a bandwidth of 300 MHz centred on 1,375 MHz. Currently the Pul-

sar ALFA (PALFA) survey is using signal processors of bandwidth 100 MHz but

ultimately the full 300 MHz bandwidth will be used. The PALFA survey plans to
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cover |b| < 5◦ for the two regions of the Galactic plane accessible to the Arecibo

telescope, 40◦ < l < 75◦ and 170◦ < l < 210◦, but the current observations are

restricted to |b| < 1◦. The observation time per pointing is 134 s for the first region,

giving a limiting flux density for long-period, low-DM pulsars of about 0.07 mJy,

and 67 s for the anti-centre region with a correspondingly reduced sensitivity. From

a preliminary analysis of the data, 11 previously unknown pulsars have been dis-

covered and 29 previously known pulsars detected. One of the new discoveries,

PSR J1906+0746, is a relatively young pulsar with a pulse period of 144 ms in

a mildly eccentric (e = 0.085) 3.98-h orbit [39]. Relativistic perturbations to the

orbit are detectable; specifically a periastron advance of 7◦.57±0◦.03 yr−1 has been

observed, implying a total system mass of 2.61±0.02 M�. It is not clear if the com-

panion is a heavy white dwarf (with the system having a similar evolutionary history

to PSR J1141−6545) or a second neutron star. Another of the new discoveries, PSR

J0628+09, is an extremely sporadic emitter with a period of 1.2 s that was discovered

in a single-pulse search but not detected in the standard periodicity search. Cordes

et al. [7] predict that the PALFA survey will ultimately discover about 1,000 pulsars,

but Lorimer et al. [38] suggest a smaller number, about 375 new discoveries.

An outstandingly successful search for pulsars in the globular cluster Terzan 5

using the 100-m Green Bank Telescope has been undertaken by Ransom et al. [53].

Observations during 2004 using a receiving system with 600 MHz of bandwidth

centred on 1,950 MHz with a sampling interval of about 80μs were analysed to

reveal a total of 21 previously unknown pulsars in the cluster, bringing the total

known to 24 (Fig. 2.4). All of the new pulsars appear to be recycled, but their

Fig. 2.4 Pulse profiles recorded at the Green Bank Telescope for 24 pulsars in the globular cluster
Terzan 5 [53]. The central observing frequency was 1,950 MHz. For each profile the pulsar period
and extent of profile smearing (∼0.3 ms) are indicated. An asterisk indicates that the pulsar is a
member of a binary system
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periods cover a larger range, 1.6–80 ms, than the pulsars associated with 47 Tucanae.

Thirteen of the new pulsars are binary, with orbital periods in the range 0.25–60 days

and near-circular orbits except for two, PSR J1748−2446I and PSRJ 1748−2446J.

These two systems respectively have orbital periods of 1.3 and 1.1 days, eccentric-

ities of 0.43 and 0.35 and companion masses greater than 0.24 M� and 0.38 M�.

With these parameters, relativistic orbit perturbations are detectable. The observed

periastron advance leads to total masses of close to 2.2M� for both systems, imply-

ing most probable pulsar masses of about 1.7M�, much higher than accurately mea-

sured pulsar masses in other pulsar binary systems.

Continued observations and data analysis have led to the discovery of even

more pulsars in this cluster. Although details of these further results (with one

exception) are not yet formally published, the compilation by Paulo Freire at

http://www.naic.edu/ pfreire/GCpsr.html lists a total of 33 pulsars associated with

Terzan 5. This one cluster therefore contains about 25% of the total known cluster

pulsar population and nearly 20% of all known MSPs! Most notable of the recent

discoveries is PSR J1748−2446ad which has the shortest period of any known pul-

sar, 1.396 ms, corresponding to a spin frequency of 716 Hz [21]. The pulsar is binary

in a circular orbit of period 1.04 days and with a companion of minimum mass 0.14

M�. As with several other pulsars in short-period binary systems in the cluster, the

pulsar is eclipsed for about 40% of the orbit, presumably by an ablated wind from

the companion. The mean pulse profile has a weak interpulse approximately mid-

way between the main pulses and its mean flux density at 1,950 MHz is only 80μJy.

2.4 Pulsar Nulling and Mode Changing

Pulsar nulling is a phenomenon observed mostly in longer-period pulsars in which

the pulsed emission abruptly turns off for intervals which range from a few pulse

periods to many weeks in different pulsars and then just as abruptly turns on.

Mode changing is an apparently related phenomenon in which the mean pulse pro-

file abruptly changes to a different form and then, typically a few minutes later,

reverts to the original form. Other pulse properties such as polarisation, subpulse

drifting and pulse microstructure are affected by these transitions, showing that they

represent a fundamental change in the emission process.

With its relatively long observation time per pointing, the Parkes Multibeam

Pulsar Survey provided an excellent database for studies of these phenomena. Wang

et al. [65] studied 23 pulsars for which the survey observations showed evidence

for nulling behaviour. Figure 2.5 shows a selection of these illustrating the range of

“null fraction”, i.e., fraction of time that a pulsar spends in the null state. Seven

of the 23 pulsars have null fractions in excess of 40% and, with just one short

burst during a 2-h observation, PSR J1717−4054 has the largest observed null frac-

tion, >95%.

The close relationship between nulling and mode changing is illustrated by the

fascinating behaviour of PSR J1326−6700 shown in Fig. 2.6. The normal emission
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Fig. 2.5 Phase–time plots for six pulsars showing nulling behaviour [65]. A wide range on null
fractions and timescales is represented by these examples

from this pulsar has a broad pulse profile with three main components. Every few

minutes it switches to a different mode in which essentially all of the normal

emission ceases and a new pulse component appears at the leading edge of the

normal-mode profile. Another demonstration of the close relationship between

nulling and mode changing is provided by PSR B0826−34. This long-period

(1.848 s) pulsar is characterized by a very wide pulse profile covering essentially the

whole pulse period, complicated drifting subpulse behaviour and very extended null

intervals [12]. The null fraction is at least 70% and observed null intervals range in

length from a few pulse periods to many hours. Recent observations using the Parkes

radio telescope at 1,374 MHz by Esamdin et al. [14] show that the pulsar does not

turn off completely in the “null” intervals. Integration of the “null” data show a weak

pulse of mean flux density about 2% of that in the “on” phase. As shown in Fig. 2.7,

the mean pulse profile in the “null” phase is quite different to that in the “on” phase,

showing that the apparent nulls are actually mode changes. Nulls are just an absence

of detectable emission and the limits on emission in the null intervals vary, but are

at best about 1% of the on-phase flux density. It is possible that, with sufficient sen-

sitivity, pulsed emission would always be found in so-called null intervals. It is clear

that both nulls and mode changes result from a large-scale and persistent changes

in the magnetospheric current distribution which result in a dramatic change in the

radiated beam. Whether it is called a null or a mode change just depends on whether

or not a significant part of the modified beam crosses the Earth.

Another interesting recent result which has implications for the interpretation

of pulse nulling is the detection of a change in the rate of spin-down during the
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Fig. 2.7 Mean pulse profiles for PSR B0826−34 in its “on” phase (upper) and “off” phase
(lower) [14]

null phase for PSR B1931+24 [35]. This pulsar has a quasi-periodic modulation in

which the pulsar is on for 5–10 days and then undetectable for 25–35 days. Because

of this long timescale it is possible to measure ν̇ for each “on” phase and compare

that with the long-term ν̇ . Figure 2.8 illustrates the fascinating result that when

the pulsar is on, the spin-down rate ν̇ = (−16.3± 0.4)× 10−15 Hz s−1, about 50%

greater than the value in the off state, (−10.8±0.2)×10−15 Hz s−1, derived from a

fit to the timing residuals. This result clearly demonstrates that the magnetospheric

currents responsible for the emission of the radio beam also contribute to the pulsar

braking. Remarkably, if it is assumed that the braking in the null state is solely due

to magnetic-dipole radiation and that the magnetospheric currents are zero in this

state, then the magnetospheric charge density in the on state required to generate the

additional braking is almost exactly equal to the Goldreich–Julian value [17].

The implication that magnetospheric currents completely switch off in the null

state appears somewhat at odds with our previous conclusion that nulls are basically

mode changes where the radio beam is either much weaker than in the on state or is

redirected so that it doesn’t sweep over the Earth as the pulsar rotates. However, it

is quite possible that in a null-like mode change either the magnitude of the current

or its effectiveness in braking the pulsar is significantly reduced, but not necessarily

zero. This leaves open the fractional contribution of magnetic-dipole radiation to the

braking and implies magnetospheric charge densities greater than the Goldreich–

Julian value, at least in the on state.
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A

B

Fig. 2.8 Long-term timing behaviour of the nulling pulsar PSR B1931+24. Panel-A gives the time
variation of pulse frequency, showing that the spin-down rate is larger than average when the pulsar
is on and, by implication, less than average when the pulsar is off. Panel-B shows a fit of a simple
model with different values of ν̇ for the on and off states to the timing phase residuals [35]

2.5 Pulse Modulation and Drifting

Pulsars exhibit a variety of pulse modulation phenomena which are different to, but

never-the-less related to, pulse nulling and mode changing. The power spectrum of

pulse-to-pulse fluctuations in pulse energy often shows quasi-periodic components

which are usually confined to the outer or conal parts of the pulse profile [2]. Sub-

pulse drifting is a closely related phenomenon in which the pulse phase or longitude

of subpulses varies systematically in successive pulses, see for example [63]. The

properties of the drifting subpulses, for example, the rate at which they drift across

the profile or even their existence, are often affected by nulls and mode changes,

illustrating the close connection between these various phenomena [28, 54].

Clear drifting subpulses are only observed in a handful of pulsars. However,

a systematic study of 1.4 GHz Westerbork data for 187 pulsars by Weltevrede,

Edwards and Stappers [67] has shown evidence for subpulse drifting in 68 pulsars,

more than a third of the sample. Taking into account signal/noise limitations, this

indicates that more than half of all pulsars have some drifting behaviour. Figure 2.9

illustrates the analysis procedures used. Drifting behaviour is indicated by a con-

centration of power away from the vertical zero-frequency axis in the 2-dimensional

power spectra. Two types of drifting are identified: “coherent” in which the feature
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Fig. 2.9 Results of pulse modulation analyses using Westerbork 1.4-GHz data for selected pulsars
[67]. In the upper panel for each pulsar the mean pulse profile (solid line), the variance of the pulse-
to-pulse fluctuations (open circles) and the corresponding modulation index (points with error bars)
are shown as a function of pulse longitude (in degrees). The middle panels contain the longitude-
resolved fluctuation spectra, i.e., the spectra of time sequences of power in individual longitude
bins and the lower panels give the 2-dimensional power spectra of the observed longitude-time
variations. The 1-dimensional spectra at the side and bottom are the power integrated across the
2-dimensional plots

in the fluctuation spectrum is narrow (less than 0.05 cycles/period) and “diffuse”

in which a wider feature is observed. Examples of the two types given in Fig. 2.9

are PSR B2043−04 (coherent) and PSR B2021+51 (diffuse). Although some pulse

modulation indices are larger than 1.0, they are generally smaller, with ∼0.5 being

the most common value. There is little correlation of modulation index with the

presence or absence of drifting subpulses. However, there is a significant correla-

tion of drifting behaviour with pulsar characteristic age, with older pulsars more

likely to show drifting behaviour, especially coherent drifting.
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2.6 Giant and Not-So-Giant Pulses

Giant pulses are, by convention, defined to be intense narrow pulses which typically

have a pulse energy much greater than that of the average pulse. They are charac-

terized by a power-law distribution of pulse energies and a close association with

high-energy (X-ray or γ-ray) pulse emission. They are observed in two classes of

pulsars, young energetic pulsars such as the Crab pulsar, which was indeed discov-

ered through its giant pulse emission [58], and MSPs, which also have a high value

of spin-down luminosity Ė = 4π2IṖP−3.

The highest time-resolution observations to date have been published by Hankins

et al. [19]. Arecibo observations of the Crab pulsar at 5.5 GHz with a bandwidth

of 500 MHz were recorded with a baseband system and coherently de-dispersed

to give a maximal time resolution of 2 ns. Figure 2.10 shows that a single giant

pulse consists of a series of “nanopulses” with timescales of a few nanoseconds.

The extremely short timescale of the nanopulses implies scale sizes for the emitting

regions of order 1 m and brightness temperatures of order 1037 K. It is likely that

these nanopulses are the fundamental units of emission from the coherent process.

Their short timescale appears inconsistent with either coherent curvature radiation

from electron bunches or maser processes, leaving collapse of wave packets gener-

ated by small-scale plasma turbulence as the most likely candidate.

Other recent observations of Crab giant pulses include those of Popov et al. [52]

and Jessner et al. [29]. Popov et al. used the Kalyzin 64-m radio telescope at

600 MHz and showed that all pulses in the main pulse and interpulse were giant;

i.e., in a long-term synchronous average, the integrated intensity of these two pulse

components could be entirely accounted for by the giant pulses. In contrast, no giant

Fig. 2.10 Nanopulses from the Crab pulsar, recorded at 5.5 GHz with the Arecibo radio telescope
and coherently de-dispersed to give 2-ns time resolution [19]
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pulses were observed from the so-called “precursor” component which precedes the

main pulse by about 2 ms, is wider than either the main pulse or the interpulse and

is highly linearly polarised.

At high radio frequencies the mean pulse profile has a number of other compo-

nents which are not seen at lower frequencies (or in X-rays and γ-rays) [48]. Using

the Effelsberg 100-m radio telescope at 8.3 GHz, Jessner et al. [29] observed giant

pulses, not only from the main pulse and interpulse (at this frequency, the interpulse

is much stronger than the main pulse), but also from the two high-frequency com-

ponents HFC1 and HFC2. A few strong pulses were observed at phases close to the

precursor, but it is not clear if they are related to that component.

In the Crab pulsar, the main pulse and interpulse, which as mentioned above

are dominated by giant pulses, have precisely the same pulse phase as the peaks

of the optical, X-ray and γ-ray pulse components. A similar association of giant

pulse emission phases with high-energy pulse components is observed in PSR

B1937+21, the original MSP, where both are on the trailing wing of the main radio

pulse and interpulse [9]. Recent observations using the 100-m Green Bank tele-

scope at 850 MHz by Knight et al. [31] detected giant pulses from the MSP PSR

J0218+4232. As Fig. 2.11 shows, the giant pulses occur at minima in the mean radio

Fig. 2.11 The top panel shows the mean pulse profile of PSR J0218+4232 at 850 MHz with the
pulse phases and energies of giant pulses marked by crosses. The lower panel shows the Chandra
0.1–10 keV X-ray pulse profile phase aligned with the radio profile as emitted from the pulsar (i.e.
after correcting for the radio dispersion delay) [31, 36, 55]
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profile but are coincident with the phases of the X-ray peaks. These results clearly

show that the emission regions for high-energy emission and for giant pulses in both

young and millisecond pulsars are closely associated, and that both are distinct from

the emission region(s) for the “normal” radio emission.

Very strong individual pulses are observed from more “normal” pulsars. For

example, Kuzmin and Ershov [37] observed pulses from PSR B0031−07 at 40 and

111 MHz which were several hundred times as strong as the average pulse. They

were confined to a narrower pulse phase range than that covered by the mean pulse

profile and were concentrated near the peaks of the mean profile. A very similar

phenomenon was observed by Weltevrede et al. [68] at 327 MHz in PSR 0656+14.

These results suggest that these are not “giant” pulses in the sense defined at the

start of this section. They are much broader, with pulse widths typically several mil-

liseconds, they are related in pulse phase to the normal emission, they do not have a

power-law intensity distribution and they are not associated with high-energy emis-

sion. Furthermore, these pulsars do not have high values of Ė. It seems more likely

that these strong pulses reflect extreme examples of normal subpulse modulation.

As mentioned in Sect. 2.2 and discussed by Weltevrede et al. [68], it is quite pos-

sible that most if not all RRATs are highly modulated pulsars similar to these (but

more distant).

2.7 Transient Radio Emission from a Magnetar

Apart from some claimed but unconfirmed detections at low radio frequencies

[42, 56], searches for pulsed radio emission from magnetars (AXPs and SGRs)

have been unsuccessful. This changed dramatically in March 2006 when strong

radio pulses at 1.4 GHz were observed from XTE J1810−197 (PSR J1809−1943)

at Parkes [6]. Following a large X-ray flare [24] the AXP was detected as a vari-

able radio continuum source at 1.4 GHz [6, 18]. The Parkes observations revealed

strong radio pulses at the 5.54 s period of the AXP which were consistent with the

entire radio flux being pulsed. Large day-to-day variations in flux density, which

cannot be accounted for by interstellar scintillation, were observed. Observations

over a wide range of frequencies using Parkes, the Very Large Array and the Green

Bank Telescope showed that, within the uncertainty caused by the flux variations,

the pulse spectrum was essentially flat. As Fig. 2.12 shows, strong individual pulses

were detected at frequencies as high as 42 GHz, a remarkable and unprecedented

result.

This AXP lies within the boundaries of the Parkes Multibeam Pulsar Survey

and was observed in 1997 and 1998. No pulsations were detected, showing that

the pulsed flux density was less than about 0.2 mJy at that time. This suggests

that the strong radio pulsed emission from this object is related to the occurrence

of the X-ray flare in early 2003. It is possible that the lack of confirmation of earlier

detections of radio emission from magnetars [42,56] results from a similar transient

nature of the pulsed emission.
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Fig. 2.12 A train of individual pulses from the magnetar PSR J1809−1943 recorded at 42 GHz us
ing the Green Bank Telescope. The inset shows the detailed sub-structure of the strongest pulse
recorded with 80μs resolution [6]

2.8 Rotation Axis: Proper Motion Correlation

The relationship between the direction of the pulsar spin axis and the direction of

the pulsar space velocity is important in helping us to understand the origin of pul-

sar velocities. For example Tademaru and Harrison [61] proposed a “photon rocket”

mechanism and, more recently, Spruit and Phinney [57] discussed a “slow kick”

model, both of which result in an alignment of the pulsar spin and velocity vectors.

Early investigations [1] found no correlation between the projected axis of rotation

derived from pulsar polarisation observations and the pulsar proper motion vector,

suggesting that the pulsar “rocket” mechanism [61] was not effective in accelerating

pulsars. However, many of the pulsars in this sample were relatively old, implying

a possible decoupling of the orientation of the current proper motion vector and

the spin axis direction because of acceleration in the Galactic gravitational field.

Furthermore, the interpretation of the observed position angle variations was com-

plicated by the presence of orthogonal polarisation modes [60]. New light was shed

on this by remarkable X-ray results showing equatorial tori surrounding the Crab

and Vela pulsars [20,22,66]. These tori unambiguously define the orientation of the

pulsar spin axis and, in both cases, the direction projected on the sky is close to

that of the proper motion [20]. Ng and Romani [51] showed that X-ray tori around

several other young pulsars were similarly aligned with their proper motion vectors.

Johnston et al. [30] used Parkes observations to improve rotation measures and

fitted the rotating-vector model to the observed position angle (PA) variations to
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Fig. 2.13 The difference between the position angle of the pulsar rotation axis implied by polarisa-
tion observations and the proper motion vector as observed (top left) and allowing for the possible
presence of orthogonal polarisation modes (top right) for 25 pulsars [30]. The lower panels show
the results of simulations for rotation axes and velocities respectively aligned (solid line), orthog-
onal (dot-dashed line) and uncorrelated (dashed line)

derive improved estimates of the intrinsic PA of the centre of symmetry of the PA

variation across the pulse. The results of comparing these angles with the PA of

the proper motion vector are shown in Fig. 2.13. Similar results were obtained by

Wang et al. [64] by reanalyzing archival data. Figure 2.13 shows a strong preference

for angle differences either close to 0◦ or to 90◦ and is inconsistent with a random

distribution at the 94% level. If the 90◦ offsets are attributed to emission in the

orthogonal mode (right panel) then the significance improves to 98%. In the case
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of three young pulsars, Crab, Vela and PSR B0656+14, this reassignment of the PA

difference is confirmed by X-ray and optical observations.

These results strengthen the case for alignment of the rotation and velocity vec-

tors, at least for young pulsars. In the context of the Spruit and Phinney [57] model,

they imply that birth kicks effectively act over a time long compared to the birth

spin period, so that the components perpendicular to the spin axis average to zero.

2.9 Conclusions

This review has presented a selection, by no means complete, of interesting recent

results related to the radio emission from pulsars. Despite the nearly 40 years since

their discovery, pulsars remain a highly active and productive field of research. They

are distinguished not only by their intrinsic interest, but also by their power and

versatility as probes of a wide range of physical and astrophysical problems. Essen-

tially all pulsar observations are sensitivity limited. With new more sensitive facili-

ties such as the Chinese FAST telescope [50] and the Square Kilometer Array [33]

being planned, the future of pulsar astronomy is bright.
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Chapter 3
Rotating Radio Transients

Maura McLaughlin

3.1 Introduction

Gamma-ray and X-ray telescopes have long been sensitive to transient phenom-

ena, with rich scientific returns resulting from the discovery of sources such as

gamma-ray bursts, soft gamma-ray repeaters and anomalous X-ray pulsars. The sit-

uation at radio wavelengths, however, is dramatically different. While radio tele-

scopes typically have sensitivity to events with short timescales, they have much

narrower fields of view than their high-energy counterparts. Consequently, most

transient radio studies have been follow-up observations of events first detected at

higher energies. Radio transient studies are important, however, as they can probe

explosive and dynamic events which do not necessarily have counterparts at other

wavelengths.

Figure 3.1 illustrates the types of objects that we might expect to discover with

surveys for short timescale (i.e. durations � 1 day) radio transients. The brightest

such sources are radio pulsars, with the “nano-giant” pulses from the Crab pulsar

having brightness temperatures up to 1038 K [23] and the single pulses of “nor-

mal” pulsars having brightness temperatures of 1028 K. Well-known weaker sources

include planetary radio flares [6], Type I and Type II flares from the Sun and other

stars [41], bursts from active stars such as UV Ceti and AD Leo [42], OH maser

emission [10], radio flares from brown dwarfs such as BD LP944−20 [3], AGN

radio outbursts [1] and intraday variability of GRB afterglows [19] and other extra-

galactic radio sources due to interstellar scintillation [32].

Are the empty regions of radio transient phase-space in Fig. 3.1 intrinsic or sim-

ply due to our poor sampling of the transient radio sky? Several recent discoveries

suggest the latter. In 2005, radio bursts of 10 min duration with a 77 min periodic-

ity were detected from the Galactic center, filling in a previously empty region of
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Fig. 3.1 Transient radio sky phase space. A log–log plot of the product of peak flux S in Jy and
the square of the distance D in kpc vs. the product of frequency ν in GHz and pulse width W .
Lines of constant brightness temperature T = SD2/2k(νW )2 are shown. Points are shown for the
“nano-giant” pulses detected from the Crab [24], the giant pulses detected from the Crab [14],
PSR B1937+21 [9], PSR B1821−24 [55] and B0540−69 [29] and single pulses from the 1,297
pulsars with flux, distance and pulse width listed in the ATNF Pulsar Database [26]. The red points
indicate the RRATs and the green points denote objects discovered since the original publication
of this figure in [12]. These new objects include the Galactic Center Radio Transient (GCRT) [27],
radio pulses from the anomalous X-ray pulsar XTE J1810−197 [7], an extragalactic radio burst
from J0118−75 in a survey of the Small Magellanic Cloud [40] and radio pulsations from the
brown dwarf TVLM 513−46546 [22]

transient radio source phase space [27]. Last year, bright individual radio pulses

were detected from the transient anomalous X-ray pulsar XTE J1810−197 [7],

showing that these “radio-quiet” objects can actually be bright radio sources. Ear-

lier this year, a brown dwarf (TVLM 513−46546) was found to exhibit periodic

radio pulsations similar to those seen from radio pulsars [22]. And, very recently, an

extremely bright radio burst was detected from J0118−75, in a survey of the Small
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Fig. 3.2 Domain for which a single-pulse search is more sensitive than a periodicity search. The
pulse intensity distribution is assumed to be bimodal. S1 is the intensity of ordinary pulses with
probability 1−g and S2 is the giant-pulse intensity with probability g. The results depend on how
many pulse periods, Np, are analyzed. For each of the three cases shown, a single-pulse search is
superior for values 0of g and S1/S2 between the dashed and solid lines. Figure from [46]

Magellanic Cloud [40]. However, as implied by its anomalous position in Fig. 3.1,

its dispersion measure (DM) yields an estimated distance of 500 Mpc; it is therefore

thought to be extremely luminous.

Surveys for radio transients are important for detecting new objects such as these,

but also for detecting radio pulsars with extreme emission properties. While most

pulsars are detected with much higher signal-to-noise ratios in periodicity searches,

pulsars with extreme pulse amplitude distributions and pulsars with long periods

will sometimes be detected with higher signal-to-noise in searches for isolated dis-

persed pulses (see Fig. 3.2). This, and of course the possibility of finding new source

classes altogether, was the basis for our single-pulse search of the Parkes Multibeam

Pulsar Survey data, described in Sect. 3.2, which led to the discovery of the Rotating

Radio Transients.

3.2 The Discovery of Rotating Radio Transients

The Parkes Multibeam Pulsar Survey (PMPS) began in August 1997 and was com-

pleted in March 2002. This survey operated at a center frequency of 1,374 MHz and

used the 13 beam multi-beam receiver at Parkes, with a sampling interval of 250μs
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and 96 frequency channels spanning a 288 MHz bandpass. It is the largest pulsar

survey to date, covering the entire Galactic plane visible from Parkes, i.e. |b| < 5◦
and l = 260◦ to l = 50◦, and so far resulting in the discovery of 742 new pulsars [39].

The initial PMPS processing consisted of de-dispersion over a range of trial disper-

sion measures (DMs) and a search for periodicities using a Fast Fourier Transform

(FFT). No search sensitive to single dispersed pulses was included.

In 2002, we began reprocessing the PMPS data using the COBRA cluster at

Jodrell Bank Observatory, UK, with a number of new algorithms, including a search

for single dispersed pulses. The first step of this search was identical to that for

the periodicity search – de-dispersion over a range of trial DMs. These DMs were

identical to those used for the FFT search and were chosen to sample the entire

expected electron density for the longitude and latitude of the pointing. Trial DMs

were spaced more closely at lower values of DM and more coarsely at higher val-

ues, due to the already significant smearing across one of our 96 frequency channels.

The number of DMs searched ranged from 213 (at high latitudes) to 325 (at low lati-

tudes), corresponding to maximum DM values ranging from 387 to 2,203 pm cm−3.

The second step of the single-pulse search was to search each de-dispersed

time series for individual pulses with signal-to-noise ratios above a signal-to-noise

threshold of four sigma. This was done by dividing the time series into eight chunks

and calculating the mean and rms in each. After the first pass, the mean and rms were

recalculated with the brightest pulses removed and the time series were searched

again. Each time series was smoothed multiple times by adding adjacent samples

and re-searched to heighten sensitivity to broadened pulses. The maximum “smooth-

ing index” (i.e. the number of times adjacent samples were added) used in the search

was seven, corresponding to a pulse width of 32 ms. If a pulse was detected with a

number of different smoothing indices, only the one resulting in the highest signal-

to-noise ratio was saved. Once all DMs were searched in this way, a diagnostic plot

like that shown in Fig. 3.3 was created for each pointing. This plot was designed to

aid detection of either a number of weak pulses at a non-zero DM (i.e. upper mid-

dle plot), or a small number of strong pulses at a non-zero DM (i.e. upper right or

lower plot).

Roughly one-quarter of all pulsars detected in the periodicity search were also

detected in the single-pulse search. As shown in Fig. 3.4, the ratio of detected

signal-to-noise ratios (S/Ns) in the two searches (i.e. brightest single pulse S/N over

FFT search S/N) ranged from 0.005 to 1.1, showing that, for most normal pulsars,

searches relying on periodicity are indeed most efficient (at least for the parameters

of the PMPS).

In addition to the 250 pulsars detected in the single-pulse search that were also

detected in the periodicity search, 17 sources of dispersed single bursts with no

periodicity-search counterpart were found. These sources were identified through

visual inspection of diagnostic plots such as that shown in Fig. 3.5. Comparing

results from different beams in the same pointing allowed a discrimination against

signals of terrestrial radio frequency interference (RFI). Follow-up observations of

these single-pulse detections with Parkes began in August 2003. Several of the

detections were found to be normal radio pulsars that were missed in the original
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Fig. 3.3 Single-pulse search results for a PMPS beam in which two new pulsars, J1840−0809 with
DM of 349 pc cm−3 and J1840−0815 with DM of 233 pc cm−3, were detected. While these pulsars
have similar periods (956 and 1,096 ms, respectively) their single-pulse amplitude distributions are
clearly very different, illustrating the wide range of single pulse properties exhibited by normal
pulsars. The plots show (from the upper left clockwise): (1) Histogram of S/N for identified pulses
with S/N > 5 (solid line). Note the logarithmic scale of the y-axis. (2) Number of pulses above a
5σ threshold vs. DM. Two broadened peaks at the DMs of the pulsars are obvious. (3) Scatter plot
of DM and S/N. (4) All pulses with S/N greater than 5σ plotted vs. DM and time. The size of the
circle is linearly proportional to S/N, with the largest circle representing a S/N ∼15. The brightest
pulses from J1840−0809 and J1840−0815 have S/Ns of 13 and 15, respectively, with the pulsars
detected in the FFT search with S/Ns of 101 and 91

Fig. 3.4 Ratio of single-pulse detection signal-to-noise (i.e. S/N of brightest detected pulse) to FFT
detection signal-to-noise vs. period for all known pulsars detected in both searches in the PMPS
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Fig. 3.5 The lower panel of the discovery output for (from top to bottom) J1317−5759, J1443−60
and J1826−14. All bursts detected with S/N greater than five are shown, with the size of the plotted
circle proportional to the S/N of the burst

periodicity search due to RFI masking or human error. One source, J1624−4613,

was only detectable in the single-pulse search and has since been found to be

detectable roughly 70% of the time with an FFT [39]. This highlights the impor-

tance of including single-pulse searches in standard pulsar search analyses. How-

ever, 11 of the 20 sources remained completely undetectable in periodicity searches

despite multiple follow-up observations. Two types of periodicity searches, the FFT

search and a Fast Folding Algorithm (FFA; [56]) were used. In Table 3.1, we list

these 11 sources, along with Right Ascension, Declination, longitude, latitude, DM,

distance, width at 50% of the burst maximum, peak 1,400 MHz flux density of the

strongest burst and average number of bursts detected per hour with the Parkes tele-

scope at 1,400 MHz. Distances listed in Table 3.1 are inferred from the [11] model

for Galactic free electron density.

As shown in Table 3.1, the properties of these 11 sources vary widely. The num-

ber of bursts detected from objects in the original discovery observations ranged

from one (for J1911+00) to nine (for J1819−1458). Discovery DMs ranged from

88 pc cm−3 (for J1848−12) to 374 pc cm−3 (for J1443−60). The brightest burst,

detected from J1819−1458, had S/N of 22, while none of the eight bursts detected

from J1839−01 had S/N greater than six. In Fig. 3.5, we show the discovery plots
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Table 3.1 Rotating radio transient properties (I)

Name RA (J2000) Dec (J2000) l b DM D w50 S1400 Rate

h m s ◦ ′ ′′ ◦ ◦ pc cm−3 kpc ms mJy h−1

J0848−43 08:48(1) −43:16(7) 263.4 0.2 293(19) 5.5 30 100 1.4
J1317−5759 13:17:46.26(5) −57:59:30.3(6) 306.4 4.7 145.4(3) 3.2 10 1,100 4.5
J1443−60 14:43(1) −60:32(7) 316.2 −0.6 369(8) 5.5 20 280 0.8
J1754−30 17:54(1) −30:11(7) 359.9 −2.2 98(6) 2.2 16 160 0.6
J1819−1458 18:19:33.8(3) −14:58:23(28) 16.0 0.1 196(3) 3.6 3 3,600 18
J1826−14 18:26(1) −14:27(7) 17.2 −1.0 159(1) 3.3 2 600 1.1
J1839−01 18:39(1) −01:36(7) 30.1 2.0 307(10) 6.5 15 100 0.6
J1846−02 18:46(1) −02:56(7) 29.7 −0.1 239(10) 5.2 16 250 1.1
J1848−12 18:48(1) −12:47(7) 21.1 −5.0 88(2) 2.4 2 450 1.3
J1911+00 19:11(1) +00:37(7) 35.7 −4.1 100(3) 3.3 5 250 0.3
J1913+1333 19:13:17.69(6) +13:33:20.1(7) 47.5 1.4 175.8(3) 5.7 2 650 4.7

Fig. 3.6 The brightest single dispersed bursts from J1443−60 and J1819−1458. The lower panel
shows the arrival of the bursts in individual frequency channels. The upper panel shows the
de-dispersed time series, obtained by summing outputs of the individual receiver channels at the
optimum value of the DM

for three sources. In Fig. 3.6, we show frequency-time plots for two of the brightest

bursts detected. The expected dispersion sweep is obvious, indicating their astro-

physical nature.

The DMs and inferred distances of these sources place them in the Galactic plane,

with a concentration towards low latitudes (8 of the 11 sources have |b|< 2◦). Their

space distribution is consistent with that of the normal pulsar distribution. Because

of their repeatable nature (i.e. multiple bursts detected at the same value of DM), we

first named these sources Repeating Radio Transients (RRATs). We soon realized,

however, that we could determine underlying periodicities for some of the RRATs

by calculating the greatest common denominator of the differences between the

bursts. While there is of course some ambiguity in this approach, for most of the

RRATs we have enough detected bursts to determine correct periods. For all sources

but J1911+00, the probability that the period we have measured is the correct period
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Table 3.2 Rotating radio transient properties (II)

Name P w50/P Epoch Ṗ B τc Ė
s % MJD 10−15 s s−1 1012 G Myr 1031 erg s−1

J0848−43 5.97766(2) 0.50 53,923 – – – –
J1317−5759 2.6421979742(2) 0.38 53,426 12.54(2) 5.826(6) 3.337(6) 2.686(5)
J1443−60 4.758565(5) 0.42 53,410 – – – –
J1754−30 1.32053(4) 1.21 53,928 – – – –
J1819−1458 4.263170456(3) 0.07 53,479 575.0(3) 50.10(1) 0.11747(5) 29.31(1)
J1826−14 0.7706187(3) 0.26 53,587 – – – –
J1839−01 0.93190(1) 1.61 51,038 – – – –
J1846−02 4.476739(3) 0.36 53,492 – – – –
J1848−12 6.7953(5) 0.03 53,158 – – – –
J1911+00 6.94(2) 0.5 53,844 – – – –
J1913+1333 0.9233885242(1) 0.22 53,264 7.87(2) 2.727(4) 1.860(6) 39.4(1)

is greater than 99%. Given the 0.7–7 s range of these periods (see Table 3.2), we

inferred that these objects must certainly be rotating neutron stars, and hence termed

them Rotating Radio Transients. Period measurements for individual objects will be

discussed further in Sect. 3.3.

We are able to time the RRATs by measuring arrival times from individual

bursts instead of from integrated profiles. For three of the RRATs (J1317−5759,

J1819−1458 and J1913+1333) we can use the pulsar timing profile TEMPO to

get phase-connected solutions and measure period derivatives. In Table 3.2 we

list period, duty cycle, epoch of period measurement, period derivative, inferred

surface dipole magnetic field strength, characteristic age and spin-down luminos-

ity for the 11 sources. The inferred surface dipole magnetic field is calculated as

B ≡ 3.2×1019
√

PṖ G, the characteristic age as τc ≡ P/2Ṗ and the spin-down lumi-

nosity as Ė ≡ 4π2IṖP−3, where I, the neutron star moment of inertia, is assumed to

be 1045 g cm2 (see [38]). The duty cycles are generally smaller than the duty cycles

of the cumulative profiles of radio pulsars with similar periods, but may or may not

be similar to the duty cycles of single pulses for those pulsars.

3.3 Ongoing Radio Observations of the RRATs

We have been regularly observing all 11 original Parkes RRATs since August 2003

using the Parkes telescope with 1,400 MHz observations at roughly monthly inter-

vals. We have also observed a number of these sources using the more sensitive

Arecibo telescope and Green Bank Telescope (GBT). These observations show that

the burst amplitude distributions, and perhaps spectral indices, are very different for

different RRAT sources. For instance, two objects, J0848−43 and J1754−30, have

been shown to be relatively normal pulsars when subjected to higher sensitivity, low

frequency observations with the GBT. However, low frequency GBT observations
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have not resulted in an increased burst detection rate for several other sources such

as J1826−14 and J1846−02. In this section, we describe the results of ongoing radio

observations for individual objects.

3.3.1 J0848−43

This RRAT with a 5.98 s spin period had a burst detection rate of one per 40 min

when observed with Parkes at 1,400 MHz. However, in a 1-h observation with the

Green Bank Telescope (GBT) at 350 MHz in July of 2006 (see Fig. 3.7), we detected

one bright (S/N = 14) burst and many weaker (S/N < 8) individual pulses, show-

ing that our Parkes observations were only revealing the tail end (see Fig. 3.8) of a

continuous pulse amplitude distribution. We also found that the source is detectable

in an FFT or by folding the entire 1-h observation. Three additional epochs confirm

Fig. 3.7 GBT observation at 350 MHz of J0848−43. From top to bottom, plots show profile of the
brightest individual burst, integrated pulse profile, gray-scale plot of pulse intensity vs. time and
same gray-scale but zoomed in on the region of the pulse
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Fig. 3.8 Histograms of the peak flux densities for ( from left to right) J0848−43, J1317−5759,
J1819−1458 and J1846−02 measured with 1,400 MHz Parkes observations. The lower bound of
all histograms corresponds to a threshold of 6σ . The minimum detectable flux density varies due to
the different burst widths. The burst amplitude distributions are described by power laws of index
∼1, less steep than those of giant pulsing pulsars [34]

that the source is always continuously detectable with the higher sensitivity of the

GBT and can therefore be timed through standard pulsar timing observations. We

expect our GBT observations of this source to yield a period derivative shortly.

3.3.2 J1317−5759

This RRAT with a 2.64 s spin period has a sufficiently high burst rate to enable a

period derivative measurement with Parkes, placing its spin-down parameters in the

range of the normal pulsar population (see Fig. 3.13). We have ample Parkes data

for inferring statistics on its burst rates, which appear to be roughly consistent with

Poisson statistics, and amplitude distributions, which are well described by a power-

law of index 1.3. Note that giant-pulsing pulsars also show power-law amplitude

distributions, but they are typically steeper [34]. This phase-connected solution and

hence accurate position of this RRAT has enabled X-ray observations, the result of

which will be described in Sect. 3.4.

3.3.3 J1443−60

This RRAT has a spin period of 4.47 s and Parkes 1,400 MHz burst detection rate of

only one per 75 min, making it very difficult to measure a period derivative thus far.

Our statistics are not sufficient to accurately measure a burst amplitude distribution

or infer robust burst rate statistics for this source, but it appears the distribution is

roughly flat (i.e. not consistent with being the tail end of a uniform distribution of

pulse amplitudes) and there is little evidence for nulling or quasi-periodic on/off

states. Unfortunately, the low declination prohibits observations with other radio

telescopes.
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3.3.4 J1754−30

This RRAT with a 1.32 s period is a fairly sporadic emitter in our Parkes observa-

tions. However, like J0848−43, it is detectable as normal pulsar in GBT observa-

tions at 350 MHz. We are currently timing this pulsar with the GBT and expect a

period derivative measurement shortly.

3.3.5 J1819−1458

The brightness and high bursting rate of this RRAT have allowed a phase-connected

timing solution which shows that this 4.26 s period RRAT is relatively young, with

a characteristic age of 117 kyr, and has a high inferred surface dipole magnetic field

of 5×1013 G. X-ray observations of this source are described in Sect. 3.4. We find

the burst amplitude distribution to be fit well by a power-law with index of 1.2,

again flatter than the indices seen for giant-pulsing pulsars. We can also fit the

burst rate distribution of the source extremely well to a Poisson distribution (i.e.

the bursts appear to arrive at truly random intervals, with no evidence for clustering

or nulling). One puzzling aspect of this source, however, is its spectral index. So far,

two observations with the GBT at 350 MHz have failed to detect any emission from

J1819−1458. We are unsure whether this is due to statistical fluctuations, scattering

or if there is indeed something anomalous about its spectral index. We are planning

intermediate frequency GBT observations to determine the cause.

3.3.6 J1826−14

Our Parkes observations of this RRAT with a 770 ms period show it to be an

extremely sporadic emitter, with evidence for long timescale nulling behavior.

In some observations of this source, we detect burst rates as high as one every

100 s. However, we did not detect this source at all in monthly observations from

September 2005 until December 2006. There may be some quasi-periodicity to

these on-off periods, as seen for intermittent pulsars such as B1931+24 [35] but we

require additional data to determine its long timescale. This source was not detected

in a half-hour GBT observation at 350 MHz, and only a single burst was detected in

a second 1-h observation, showing that is a truly sporadic emitter.

3.3.7 J1839−01

In its original discovery observation, eight bursts with a clear underlying periodicity

of 931 ms were detected, with all bursts showing the expected dispersion sweep and
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Fig. 3.9 Discovery observation of J1839−01 in the PMPS. Three bursts at ∼100 s and five bursts
at ∼2,000 s are detected at a DM of 307 pc cm−3. An underlying periodicity of 931 ms is evident
upon inspection of the arrival times of the bursts

having similar pulse profiles. However, this RRAT has not been detected since its

original discovery in the PMPS data (taken in 1998). We have also failed to detect

this source in two 1-h long integrations with the GBT at 350 MHz. We therefore

infer that this is a very long timescale nuller. In Fig. 3.9 we present the original

discovery observation of this object. Note that the source shows two on periods,

indicating that it also nulls on short timescales.

3.3.8 J1846−02

This source with a 4.47 s period also seems to be a long timescale nuller. While

the overall rate of burst detection for this source is only one every 54 min, most

of the detected bursts arrive in clusters of several occurring within a few minutes of

observation. This source was not detected in two 1-h GBT observations at 350 MHz,

likely due to it truly sporadic nature.

3.3.9 J1848−12

Although we see no evidence for any short or long timescale nulling behavior, we

detect only roughly one burst every 45 min in 1,400 MHz Parkes observations of

this source. In GBT observations of this source, however, we detect bright (S/N

> 20) bursts at a rate four times greater than with Parkes. Unlike J0848−43 and

J1754−30, we see no evidence for normal pulsar radio emission that can be detected

in a time-averaged way. We believe that with regular GBT observations where we

measure single-pulse arrival times, we will be able to measure a period derivative

for this object.
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3.3.10 J1911+00

This source is extremely sporadic, with no more than one burst at any epoch detected

with Parkes and an average burst detection rate of only one burst per 3 h. Therefore,

a period measurement was not possible from the Parkes data. Arecibo observations

of this source at 327 MHz, however, result in a burst detection rate of and have

allowed us to measure a tentative period of 6.9 s, though we see no evidence that

this object shows normal pulsar-like emission.

3.3.11 J1913+1333

Parkes observations of this fairly prolific RRAT with a 923 ms period allowed us to

measure a period derivative, placing this source in a well-populated region of spin-

down parameter space (Fig. 3.13). While our Parkes observations revealed only iso-

lated bursts, more sensitive Arecibo observations of this object at 327 MHz have

shown that it exhibits distinct on and off states, as shown in Fig. 3.10. During

on states, which can last for several minutes, many pulses are observed, while in

the off states we can detect no radio emission whatsoever. Our Arecibo observa-

tions have allowed us to study the nulling behavior in more depth and have also

enabled us to time this source with higher precision, with the position now deter-

mined to better than 1 arcsecond. Unfortunately, the rather large age and the high

inferred distance, and thus neutral hydrogen column density, are not encouraging

for X-ray detection (see Sect. 3.4).
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Fig. 3.10 Arecibo observation at 327 MHz of J1913+1333. Top and bottom plots show individual
bursts throughout the entire observation and during the first on phase at ∼1,050 s
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All 11 of the original Parkes RRATs are being continually monitored at radio

wavelengths using either the Parkes, Arecibo or Green Bank telescopes. The fre-

quency of monitoring varies from source to source. For instance, we are awaiting an

intensive campaign on J0848−43 and J1754−30 with the GBT to yield initial phase-

connected solutions, but are only observing J1839−01 once every few months with

Parkes, due to its apparent long-period nulling behavior. For all of the RRATs our

ultimate goal is to measure period derivatives as this is the only way to connect them

with other classes of neutron stars, and to measure more accurate positions that will

enable follow-up observations at higher energies. We are also undertaking a cam-

paign to obtain polarization and spectral properties of the single pulses. This should

provide useful comparisons with the properties of giant-pulsing and nulling pulsars.

3.4 X-Ray Properties of the RRATs

With periods longer than those of the majority of radio pulsars, the spin-down

properties of the RRATs and lack of persistent radio emission suggest a relation-

ship with the X-ray dim isolated neutron stars (XDINS). These seven soft X-ray

sources (e.g. [21]) have blackbody spectra with kT ∼ 50–120 eV, X-ray periods in

the range 3–11 s, and X-ray luminosities LX ∼ 1031 ergs s−1. The high magnetic

field and period of J1819−1458 also suggest a relationship with the magnetars,

which are characterized by quiescent, bursting, and flaring X-ray emission powered

by ultra-strong magnetic fields. They typically have kT ∼ 0.3–0.6 keV, non-thermal

spectral components with Γ ∼ 2–4 and have high X-ray luminosities LX ∼ 1034–

1036 ergs s−1 [62]. Of course, normal radio pulsars can also be detected at X-ray

energies. The pulsar B0656+14, which [60] have suggested is a nearby RRAT

source (see Sect. 3.4), is one of three middle-aged pulsars (i.e. “The Three Muske-

teers”; [2]) from which pulsed high-energy emission has been detected (e.g. [43]).

The spin-down properties of J1819−1458 of course also encourage comparisons

with those of high magnetic field pulsars radio pulsars. Four high magnetic field

(i.e. B > 4× 1013 G) have been observed at X-ray energies. Two show no X-ray

emission, and the other two have kT ranging from 150–200 eV and luminosities

of 1032–1033 ergs s−1 [18, 31, 47, 49]. None show any evidence for AXP-like high

luminosities or bursting behavior.

Clearly, given the similarities with all of these populations, X-ray observa-

tions of the RRATs are crucial for determining their relationship to these other

classes of neutron stars. Unfortunately, the positions of most of the RRATs are

very poorly constrained to within the 14′ beam-width of the Parkes telescope at

1,400 MHz. Therefore, only for the three RRATs with phase-connected solutions,

and hence accurate timing-derived positions, are X-ray observations possible. We

report on X-ray observations of those three objects (J1317−5759, J1819+1458 and

J1913+1333) here.
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3.4.1 J1317−5759

We obtained a 32 ks observation of J1317−5759 on 16 July 2006 with XMM-
Newton. The European Photon Imaging Camera (EPIC) PN and MOS instruments

were both operated with medium filters and in Small Window mode, providing a

time resolution of 6 and 300 ms and effective lifetimes of 71% and 97.5%, respec-

tively. The data were reduced using the XMM-Newton Science Analysis System

(SAS version 7.0.0) and the most recent calibration files, with a final net exposure

time of 30 ks. There is no point source detected at the position of the pulsar. Given

the 3 kpc distance, estimated neutral hydrogen column density NH of 5×1021 cm−2,

and assuming a blackbody spectrum with kT = 0.13 keV, we calculated an upper

limit to the absorbed 0.3–5 keV flux of 2.6× 10−14 ergs s−1 cm2. This translates to

an unabsorbed luminosity in the 0.3–5 keV band of 8× 1032. This is not very con-

straining for the nature of the source, as it is lower than the X-ray luminosities of all

XDINSs.

We used a 20′ extraction region centered on the source position to create an

X-ray lightcurve. No pulsations were detected through an FFT or by folding the

data with the radio ephemeris. Likewise, we find no evidence for X-ray bursts or

variability on any timescales. Unfortunately, searching for long-term variability is

not possible, as there is no detection of a point source at the position of this RRAT

in the ROSAT All-Sky Survey [61], and there are no archival observations encom-

passing this position.

3.4.2 J1819−1458

This RRAT was serendipitously detected by Chandra in an observation of the

(unrelated) supernova remnant G15.9+0.2 [54]. In this 30 ks ACIS-I observation,

we detected a point source at the position of the pulsar with high significance.

The spectrum of the source could be well-described by an absorbed blackbody

with neutral hydrogen column density NH = 7+7
−4 × 1021 cm−2 and temperature

kT = 0.12±0.04 keV, with an absorbed flux of ∼1×10−13 ergs cm−2 s−1 between

0.3 and 5 keV. These properties are consistent with emission from a cooling neutron

star of age 104–105 years, broadly in agreement with the 117 kyr characteristic age

of PSR J1819−1458. No evidence for bursts or variability was found, and the time

resolution of the data was not sufficient for a sensitive search for periodicity.

In order to better characterize the spectrum and search for X-ray pulsations, we

obtained a 43 ks XMM-Newton observation on 5 April 2006, with observational

setup identical to that described in Sect. 3.4.1. We first performed a blind peri-

odicity search, detecting a signal at the expected radio period with high signifi-

cance. In Fig. 3.11, we show the X-ray data folded with the radio ephemeris; the

radio pulse and the X-ray pulsations are aligned within the uncertainties. The X-ray

pulsations can be described by a sinusoid and have a pulsed fraction of 34± 6%,

defined as (Fmax −Fmin)/(Fmax + Fmin), where Fmax and Fmin are the minimum and
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Fig. 3.11 X-ray pulse profile for EPIC-PN, MOS1 and MOS2 data on RRAT J1819−1458. The
dotted line shows the best-fit sinusoid and the vertical dashed line indicates the phase of the peak of
the radio bursts. Bottom: radio burst profile formed from 114 bursts detected in 6 h of observation
at 1.4 GHz with the Parkes telescope

maximum values of the X-ray pulse profile. We also used these data to search for

bursts or aperiodic variability. We find no evidence for either on timescales of 6 ms

to the duration of the observation and can place the most stringent limit to date of

≤3×10−9 ergs cm−2 s−1 on the absorbed 0.3–5 keV flux of any bursts.

The spectral analysis of this source was not trivial, as features around 0.5 and

1 keV do not allow a good fit for any single component spectral model. We checked

whether these features might be due to calibration issues, to our source and back-

ground extraction regions or to residual particle flares and/or particles hitting the

detector, and could reliably exclude all of these. We tentatively conclude that the

0.5 keV feature is due to the Oxygen edge (i.e. caused by an overabundance of

Oxygen in the direction of the source) and excluded this from the modeling. As

shown in Fig. 3.12, we find that we can fit the spectrum well by an absorbed black-

body with kT = 0.14 keV with the addition of an absorption feature at 1 keV, with

total absorbed flux of 1.5×10−13 ergs cm−2 s−1 (0.3–5 keV). The unabsorbed lumi-

nosity in the 0.3–5 keV band is 3.9× 1033 ergs s−1. This is larger than the RRAT’s

spin-down luminosity, as for the magnetars, though of course for thermal emission

there is no reason why this cannot be so.

Table 3.3 lists all of the models giving satisfactory results (given our limited num-

ber of counts). From Monte Carlo simulations [52] we infer the significance of the

1 keV line to be 4σ . We tried to perform pulse phase-resolved spectroscopy, divid-

ing the observation in two phase intervals, but the limited number of counts did not

allow us to strongly constrain the spectral variability with pulse phase. Furthermore,

we found a hint of an additional non-thermal component with Γ ∼ 1 dominating the
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Fig. 3.12 Top: XMM-Newton EPIC-PN νFν spectrum of RRAT J1819−1458, modeled as an
absorbed blackbody and Gaussian line (column 2 of Table 3.3). The points indicate the data, while
the solid line shows the corresponding best fit model. Top line shows the absorbed blackbody model
component of the fit alone. Middle: residuals of the absorbed blackbody and Gaussian line model.
Bottom: residuals of the model without the inclusion of the Gaussian line

Table 3.3 Spectral fits for RRAT J1819−1458 with EPIC-PN. Fluxes are calculated in the 0.3–
5 keV energy range, and reported in units of 10−13 ergs s−1 cm−2. NH is in units of 1022 cm−2 and
NNe is in solar units. The values of kT (blackbody temperature), EG (Gaussian line energy), σG
(Gaussian line width), Ee (edge threshold energy), Ecy (cyclotron line energy) and wcy (cyclotron
line width) are in units of keV. The Gaussian line depth τG, edge depth τe and fundamental
cyclotron line depth dcy are dimensionless. Errors are at the 1σ confidence level

Blackbody (BB) plus Neon BB plus Gaussian BB plus edge BB plus cyclotron

NH 0.59+0.06
−0.04 0.75+0.12

−0.09 0.57±0.06 0.81+0.09
−0.08

NNe 6±1 EG 1.11+0.04
−0.03 Ee 0.92+0.03

−0.01 Ecy 0.99+0.03
−0.02

σG 0.21+0.03
−0.06 wcy 0.37+0.03

−0.06

τG 150±60 τe 0.67±0.14 dcy 1.2±0.2

kT 0.144+0.008
−0.006 0.136+0.012

−0.008 0.150+0.005
−0.006 0.144+0.008

−0.006

Abs. Flux 1.5+0.3
−0.5 1.5+0.6

−0.8 1.5+0.3
−0.6 1.5+0.3

−0.4

χ2
ν (d.o.f.) 1.20 (50) 1.19 (48) 1.17 (49) 1.13 (48)

spectrum above 1.7 keV. However, the addition of a further component was not sta-

tistically significant given our limited number of counts and the high background

which dominates the spectrum above 2 keV.
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The two main interpretations for the 1 keV line are as an atomic or cyclotron line.

An atomic line could be due to the NS atmosphere or, less probably, to a peculiar

abundance in the ISM. The structure in the residuals (see Fig. 3.1 middle panel),

which in our data is not significant, might be due to a blending of narrow lines

which are unresolved due to limited counts. If the feature is due to proton cyclotron

resonant scattering, the magnetic field inferred would be 2× 1014 G, broadly con-

sistent (within the assumptions implicit in timing-derived magnetic fields) with that

measured through radio timing of the bursts. In addition, the width and depth of the

line are consistent with predictions for proton-cyclotron absorption in highly mag-

netized neutron stars [63]. It is possible, although unlikely, that the 1 keV feature

is the first harmonic, with the 0.5 keV fundamental coincident with the depression

in the spectrum that we have interpreted as due to an overabundance of Oxygen.

More counts are needed to differentiate between these scenarios. Moreover, phase-

resolved spectroscopy is crucial for differentiating between the atomic and cyclotron

models, with phase variations expected in the cyclotron hypothesis. If the feature

we detect is indeed due to proton-cyclotron absorption, it provides an invaluable

means of testing the assumptions implicit in characteristic magnetic fields derived

through radio timing and an extremely valuable independent measurement of the

magnetic field of an isolated neutron star. Confirming the line and determining its

nature is also important for relating this source to other NSs. Cyclotron and atmo-

spheric absorption lines, although strongly predicted by theory, have been observed

only for a handful of isolated neutron stars [4, 21, 33], making J1819−1458 a very

interesting object.

In summary, the XMM observations of J1819−1458 have confirmed the neutron

star nature of J1819−1458 through the detection of X-ray pulsations. They also

verify the method used for measuring the radio periods of the RRATs. The X-ray

spectrum and luminosity of J1819−1458 are not consistent with magnetar proper-

ties, though the soft X-ray spectrum does have a comparable temperature to the qui-

escent state of XTE J1810−197 (kT ∼ 0.15–0.18 keV [20, 28]. However, the radio

emission characteristics of these two neutron stars are quite different; we only detect

roughly one in 50 bursts from J1819−1458, whereas every pulse is detectable with

fairly steady flux from XTE J1810−197 [7]. The spectrum, variability and pulse

properties are consistent with thermal emission from a cooling neutron star and

with the properties of both the XDINSs and the X-ray detected radio pulsars.

3.4.3 J1913+1333

This 5.7 kpc estimated distance to this object makes it an difficult X-ray target.

Nonetheless, this RRAT was observed with Swift-XRT on 20 November 2005

for an exposure of 9.3 ks (Rea, N., priv. com.). Data was analysed as reported

in [53]. No X-ray counterpart was detected, with an upper limit on the Swift-XRT

count rate of 0.036 counts/s, which translates to an absorbed 0.3–5 keV flux of

7.6×10−13 ergs s−1 cm−2, assuming an absorption (derived from the DM) of NH =
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8× 1021 cm−2 and a blackbody spectrum with kT = 0.13 keV. This translates to a

very unconstraining unabsorbed luminosity limit (0.3–5 keV) of 9.4×1034 ergs s−1.

Very deep X-ray observations will be required to reach luminosities comparable to

those of the XDINSs or of radio pulsars of similar ages.

3.5 What Are They?

As shown in Fig. 3.13, the P and Ṗ measurements for two RRATs place in the cen-

tral region of the P–Ṗ diagram, implying that their spin-down properties cannot be

solely responsible for their unusual emission. The third RRAT with measured period

derivative, J1819−1458, is in the region of the P–Ṗ diagram populated by the high

Fig. 3.13 The rotational properties of neutron stars summarized in a P–Ṗ diagram. The rotational
period derivative is plotted against period for pulsars (dots), magnetars (squares [62]), the isolated
neutron stars with measured period and period derivative (diamonds [30]), and the three RRATs
having measured periods and period derivatives (stars). The vertical lines at the top of the plot
mark the periods of the other eight sources in Table 3.2. Dashed lines indicate the loci of constant
values of characteristic age and inferred surface dipole magnetic field strength
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magnetic field radio pulsars, the XDINSs and the magnetars. Its inferred surface

dipole magnetic field of 5 × 1013 G cannot be solely responsible for its bursting

emission as other “normal” radio pulsars have higher magnetic fields. For example,

PSR J1847−0130 has an inferred surface dipole magnetic field of 9× 1013 G but

shows no evidence for unusual radio emission [47]. As discussed in the previous

section, the X-ray properties of this object are consistent with those of the normal

radio pulsars and the XDINSs.

What is responsible for the unusual emission of these objects? The RRATs with

measured period derivatives do not have high inferred values of magnetic field

strength at the light cylinder. Since this is often associated with giant-pulse emis-

sion, this may imply that their emission mechanism is different from that respon-

sible for the giant pulses observed from some pulsars (e.g. [34]). The pulse widths

of the RRAT pulsars are also much larger than those of giant pulses. Other sugges-

tions are that the RRATs may be neutron stars near the radio “death line” or may be

related to “nulling” radio pulsars [64]. However, the period derivatives measured for

three RRATs do not place them near canonical pulsar “death lines” (e.g. [8]) and,

unlike most nulling pulsars (e.g. [59]), we typically do not see more than one pulse

from the RRATs in succession. Another intriguing possibility is that the sporadicity

of the RRATs is due to the presence of a circumstellar asteroid belt [13, 37] or a

radiation belt such as those seen in planetary magnetospheres [44].

Note that the RRATs are not the first neutron stars which are known to show

unusually sporadic emission. The 409 ms pulsar J1752+2359 exhibits strange burst-

ing behavior characterized by 45 s on phases which occur every 3–5 min [36]. Even

odder behavior is exhibited by the recently recognized class of intermittent pul-

sars, the most well-known of which is B1931+24 [35]. This 813 ms pulsar shows

radio emission for 5–10 days, and then remains radio quiet for 25–50 days. It may

be that the RRATs show similar quasi-periodicity, but that we are simply not sensi-

tive to it on the timescales that we are sampling. Amazingly, the period derivative

of B1931+24 is higher in the on state than in the off state, suggesting that a fun-

damental change in magnetospheric currents happens in the on state. We do not

measure such period derivative changes in the RRATs, and their on times appear

much shorter, but the physical mechanism responsible for these phenomena may be

similar.

We hope to explore all of these ideas further through several avenues. First and

foremost, more period derivatives may enable us to further constrain the likelihood

that these are related to giant-pulsing pulsars or are pulsars near the P–Ṗ death line.

We are also undertaking polarization observations of several of the RRATs; these

are crucial for comparison with the polarization properties of the transient mag-

netars and of giant-pulsing and nulling pulsars. The idea that the emission of the

RRATs, and also of intermittent pulsars and perhaps even moding and nulling pul-

sars, may be caused by external influences is extremely attractive, but these theories

are rather difficult to test. Furthermore, It seems likely that the RRATs themselves

are not a homogeneous group. Most likely there are several different reasons for

their apparent sporadicity.
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3.6 Population Estimates

We detect, on average, one burst for every 3 h of observation for J1911+00. The

chance of detection within the single 35 min discovery observation was therefore

less than 20%, implying that there should be roughly five times the number of

similar sources in the same searched volume. It is easy to see, therefore, that the

sporadicity of the RRATs results in substantially increased estimates of the total

number of Galactic active radio-emitting neutron stars. Due simply to the burst-

ing timescales of the 11 original Parkes RRATs, we expect there to be twice as

many sources as we have detected at a similar sensitivity level and sky coverage.

This number is likely a gross underestimate, however. Firstly, it is very difficult to

identify such sources in observations which are contaminated with large amounts

of impulsive interference. There may be at least twice as many RRATs that were

missed due to this effect. Secondly, we are only extrapolating to the area covered by

the Parkes survey, and the true distribution of these objects is unknown. In addition,

because our sensitivity was diminished for burst durations greater than 32 ms, there

may be more sources with longer bursts that fell below our detection threshold. Fur-

thermore, the 11 Parkes RRATs were found from a single observer looking many

plots for such signals by eye. It is likely that a second analysis would result in more

of these sources being detected (as indeed it has; see Sect. 3.7). It is also important

to remember that previous surveys with observations times of a few minutes had

little chance of detecting such events and most did not include searches for them.

With these (substantial!) caveats in mind, we carried out a Monte Carlo simula-

tion to provide a first-order estimate of the size of the Galactic RRAT population

[48]. The simulation assumes that their spatial distribution follows that derived for

the pulsars detected in the Parkes survey, that the burst-duration distribution is simi-

lar to that observed in the 11 original Parkes RRATs, and, as measured for the pulsar

population [45], that the differential radio luminosity function of an average burst

is of the form d logN/d logL = −1, where N is the number of model sources above

a given luminosity L = Sd2, where S is the peak flux density and d is the distance.

By calculating the threshold of our survey to model bursts, and generating Monte

Carlo realizations, we find the simulations produce a good match to the observa-

tions, but are fairly sensitive to the minimum burst peak luminosity Lmin which

could plausibly lie in the range 1–1,000 mJy kpc2. While an Lmin of 10 mJy kpc2 is

consistent with the lowest peak luminosities observed for the single pulses of known

radio pulsars, this seems inconsistent with the observed luminosity distribution of

the original Parkes RRATs (Fig. 3.14). We therefore adopt a minimum luminosity of

100 mJy kpc2. Higher minimum luminosities are also consistent with the distribu-

tion. However, because of recent detections (see Sect. 3.7) of new, weaker RRATs,

we believe 100 mJy kpc2 to be more accurate. Our new simulations (Lorimer D.R.,

priv. com.) will include all new RRAT detections to set more robust limits.

To be consistent with the detection of 11 Parkes RRATs, the implied size of the

Galactic population N ∼ 2× 105(Lmin/100mJy kpc2)−1 × (0.5/ fon)× (0.5/ fint)×
(0.1/ fb), where fon is the fraction of sources with bursts visible within our 35 min

observation, fint is the fraction of bursts not missed due to interference and fb is the
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Fig. 3.14 Results of Monte Carlo simulations aimed at constraining the minimum peak luminosity
of the RRAT bursts. The top histogram shows the minimum luminosity distribution of the Parkes
RRATs, and the bottom plots show the Monte Carlo distributions for other minimum luminosities.
The KS statistic (e.g. [51]) is shown, with low numbers indicating distributions not consistent with
the observed

fraction of RRATs whose bursts are beamed towards the Earth. The average beaming

fraction for pulsars is roughly 10%, and increases for longer period pulsars [57].

Given the small RRAT duty cycles, our adopted fb is almost certainly a conservative

overestimate. Assuming that the total Galactic population of active radio pulsars is

of order 105 (e.g. [58]), this discovery increases the current Galactic population

estimates by at least several times. This estimate does not account for the other

classes of intermittent pulsars like B1931+24, which may boost the radio-emitting

Galactic neutron star population even higher. A careful analysis of the birthrates

of neutron stars is required to determine if this increased population is consistent

with recent supernova rate estimates [16]. This issue was addressed by [50], who

concluded that the agreement between the number of observed neutron stars and the

supernova rate was comfortable, but this should be revisited.
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This work has important implications for ongoing surveys. For instance, they

suggest that PALFA surveys should detect roughly five RRATs, and that 10 such

sources should be detectable in the 1,400 MHz intermediate and high latitude sur-

veys with Parkes that have been carried out [5, 17]. However, as discussed in

Sect. 3.7, recent discoveries suggest that these numbers may be underestimates.

The discovery of the RRATs also has important implications for the future of var-

ious wide-field radio surveys such as the instruments such as the Extended New

Technology Demonstrator (xNTD), the Karoo Array Telescope (KAT), the Low-

Frequency Array (LOFAR) and the Square Kilometer Array (SKA). Based on the

current design specification for these instruments, from our simulations we expect

xNTD and KAT to discover of order 250 of these bursting sources while surveys

with LOFAR and the SKA could find 800 and 20,000 of them, respectively.

3.7 Recent Discoveries

Since we first reported the RRATs’ discovery, we and others have been applying

single-pulse searches to archival data from several surveys and to new search data.

This has, not surprisingly, resulted in the discovery of more of these objects.

The single-pulse search output from the Parkes Multibeam Pulsar Survey in

which the 11 original RRATs were discovered is in the process of being carefully re-

inspected, so far resulting in the discovery of six new RRATs. We have determined

periods of 1.2 and 1.6 s for two of these objects from the initial discovery observa-

tions. The 1.2-s object lies in the field of view of another pulsar we are timing and

so its period has been measured at multiple epochs. For the 1.6-s object, however,

there is still a significant chance that the true period is an integer fraction of the

measured period. Note the three of the six new objects show just a single non-zero

DM burst. The DMs of these sources indicate that they are Galactic sources, unlike

the [40] burst.

We also applied the same single-pulse search used in the Parkes Multibeam Pul-

sar Survey to the Parkes High Latitude Pulsar Survey [5], a 1,400 MHz multi-beam

survey of latitudes |b| < 60◦ and l = 220–260◦, which resulted in the discovery of

18 new pulsars. We are in the process of analyzing the single-pulse search output

and, so far have detected three new sources of single pulses. One of these has been

found to be a 1.5 s pulsar which is usually detectable through a standard FFT anal-

ysis. The other two sources have too few bursts to allow a period measurement, and

await further observations.

We have also incorporated a single-pulse search into the processing of our

1,400 MHz Parkes Deep Multibeam Survey of the Northern Galactic plane, cov-

ering |b| < 1◦ and l = 50–60◦ with 70 min observations.1 This survey has so far

resulted in 13 new pulsars and one object not detectable in the standard periodicity

search. This object has a period of 1.9 s, measured from 22 single pulses detected

over the course of the observation.

1 www.as.wvu.edu/˜pulsar/dmb.
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Fig. 3.15 Single pulse search output for J1928+15. We detect three consecutive bursts from this
source, separated by 403 ms, around a time of 100 s

Several RRAT-like sources have also been detected in a 350-MHz survey of the

Galactic plane with the GBT [25], covering |b| < 5.5◦ and l = 75–165◦ with 120 s

integrations. Of the 33 new pulsars discovered, five were identified through single,

dispersed bursts. Three of these appear to have properties consistent with the Parkes

RRATs. The rather high rate of single-pulse to standard search detections of this

survey may be due to its relatively short integration time (see Fig. 3.12). This survey

has also resulted in the discovery of another quasi-periodic nuller like J1752+2359.

The Pulsar Arecibo L-band Feed Array Survey (PALFA) commenced in late 2003

and utilizes a seven-beam, 1,400 MHz receiver on the Arecibo telescope. This sur-

vey is expected to cover the entire Galactic plane visible from Arecibo with 268 s

pointings, with the multiple beams offering a similar discrimination against RFI

as the PMPS. So far, there have been three objects detected in the single-pulse

search that were not detectable with the standard search algorithm for which we

can measure periods. Two of these are pulsars which are sometimes detectable in

standard FFT searches, but that are slightly more “bursty” than normal pulsars.

The third object appears to be a long timescale nuller like some of the Parkes

RRATs. Three pulses were detected in the original Arecibo observations, separated

by 403 ms (see Fig. 3.15), but the source has never been re-detected, despite multi-

ple followup observations. There are several additional candidates from the single-

pulse search that await confirmation. The single-pulse analysis of the PALFA data

will be reported soon [15]. Note that due to the nature of the RRATs, most of the

new objects found in the single-pulse search with Arecibo will only be able to be

followed up with Arecibo.

3.8 Concluding Remarks

Even 40 years after the discovery of the first radio pulsar, these remarkable objects

continue to surprise us with new and varied phenomenology. The mainstream inclu-

sion of single-pulse searches into standard pulsar search pipelines has resulted in
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many radio pulsars that are detectable only through their burst emission. The prop-

erties of these RRATs are extremely varied. For some sources, we see clear on and

of phases and for others we see random isolated bursts. Some objects appear to be

very extreme nullers, while others are very similar to normal radio pulsars. Sev-

eral ideas have been put forth to explain the unusual emission form these sources;

it is likely that different explanations apply to different RRATs. The multitude of

suggestions highlight our still very poor understanding of the radio pulsar emission

mechanism.

Much work remains to be done on the original Parkes RRATs. We are optimistic

that period derivatives will be measured soon for some RRATs, allowing com-

parisons with other neutron stars and facilitating more multi-wavelength observa-

tions. We also accept that, for some of the very sporadic sources, period derivatives

may simply not be possible. We hope to detect more of the RRATs with measured

period derivatives at X-ray energies, for comparison with the X-ray properties of

J1819−1458 and other neutron stars. Followup observations on the RRATs detected

in other surveys will give us a much better picture of the RRAT population, and also

allow more accurate estimates of the number of such sources in the Galaxy. It is

clear that the discovery of the RRATs, and other sporadic emitters like the inter-

mittent pulsars, dramatically increase estimates of the radio emitting neutron star

population.

These new objects highlight the importance of including searches for transient

events in pulsar searches and, along with other recent discoveries in the transient

radio sky, hint at the rich variety of transient sources that remain to be discovered

by future wide-field instruments such as SKA demonstrators and the SKA itself. In

addition to increased sensitivity, these instruments will make multiple passes of the

sky, increasing the chances of finding the more intermittent sources. Furthermore,

they will have better localization capability, facilitating identifications with sources

at other wavelengths.
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Chapter 4
Intermittent Pulsars

Andrew G. Lyne

4.1 Introduction

Transient phenomena are usually difficult to find and characterise, particularly if

much of the time is spent in a null state. This is true of two recently discovered types

of transient radio source, namely the Rotating Radio Transient sources (RRATs) and

the Intermittent Pulsars. Both spend much of their time invisible in quite different

ways, and both have underlying periodicities which are attributable to rotating mag-

netic neutron stars. In these circumstances, they also represent the small tips of much

larger populations which may cause us to revise our views of what “normal” neu-

tron star behaviour is. RRATS are objects which emit occasional single pulses of

radio emission, perhaps once every 100–1,000 rotation periods of the neutron star.

The phenomenon is described in detail elsewhere in this volume [9]. The intermit-

tent pulsars on the other hand behave like normal regular pulsars for intervals of

time measured in days or years, with longer intervals when there is no emission at

all. In this paper, we discuss the phenomenon, the search for other instances, the

implications for pulsar magnetospheric physics and the galactic population of such

objects.

4.2 PSR B1931+24

PSR B1931+24 has been observed for many years in the pulsar timing programme

using the 76-m Lovell Telescope at Jodrell Bank. It had been considered to be a

seemingly ordinary pulsar, with a spin period of 813 ms [14] and a typical rotational

frequency derivative of ν̇ = −12.2×10−15 Hz s−1 (cf. Table 1 in [5]). It was noted
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Fig. 4.1 The intermittent nature of the radiation from PSR B1931+24 [7]. (a) The vertical bars in
the upper diagram show the location of good observations of the pulsar during a 600-day period.
The lower diagram shows vertical bars for those observations in which the pulsar was detected
(ON). (b) The spectrum of the time sequence in (a), obtained from the Fourier transform of its
autocorrelation function. Inset are histograms of the lengths of the “ON” (filled area) and “OFF”
(hatched area) intervals

that it exhibits considerable short-term rotational instability, known as timing noise

and which is usually thought to be intrinsic to the pulsar, but shows no evidence for

the presence of any stellar companion. It became clear a few years ago that the pul-

sar was not detected in many of the regular observations and that the flux density

distribution was bimodal, the pulsar being either ON or OFF [7]. Figure 4.1a shows

the best sampled data span which covers a 20-month period between 1999 and 2001

and demonstrates the quasi-periodic fashion of the ON–OFF sequences. The pul-

sar is typically ON for a week and completely OFF for the following month. The

power spectrum of the data (Fig. 4.1b) reveals a strong ∼35-d periodicity with two

further harmonics, which reflect the duty-cycle of the switching pattern. Studying a

much longer time-series from 1998 to 2005, including some intervals of less densely

sampled data, we find that the periodicities are persistent but slowly varying with

time in a range from 30 to 40 days. No other known pulsar behaves this way.

Despite the rarity of the switching events, we have been able to observe one

switch from an ON state to OFF and found that it occurred within 10 s, the time

resolution being limited by the signal-to-noise ratio of the observations.

To investigate the nature of the switching phenomenon, we have examined the

rotation rate of the pulsar over a 160-day period during which the sampling of

the data was particularly dense (Fig. 4.1, top). The variation is dominated by a
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Fig. 4.2 Top panel: The variation of the rotational frequency ν of PSR B1931+24 over a period
of 160 days [7]. The increase in slope during the “ON” periods compared with the mean slope can
be seen clearly, indicating an increase in slowdown rate. Bottom panel: Timing residuals relative
to a simple slowdown model over the same period. The line shows a fitted model which includes
a single extra parameter, an increase in frequency derivative during the “ON” phase, and provides
an excellent description of the data

decrease in rotational frequency which is typical for pulsars. However, inspection

of the longer sequences of the available ON data reveals that the rate of decrease

is even more rapid during these phases, indicating greater values of rotational fre-

quency first derivative than the average value (cf. Fig. 4.2). This suggests a simple

model in which the frequency derivative has different values during the OFF and ON

phases. Such a model accurately describes the short-term timing variations seen rel-

ative to a simple long-term slow-down model (Fig. 4.1, bottom). Over the 160-day

period shown, the pulsar was monitored almost daily, so that the switching times are

well defined, and a model could be fitted to the data with good precision. The addi-

tion of a single extra parameter (i.e. two values of frequency derivative rather than

one) reduces the timing residuals by a factor of 20 and provides an entirely satis-

factory description of the data. A similar fitting procedure has been applied to other

well-sampled sections of data and produces consistent model parameters, giving

values for the rotational frequency derivatives of ν̇OFF = −10.8(2)× 10−15 Hz s−1

and ν̇ON = −16.3(4)× 10−15 Hz s−1. These values indicate that there is a ∼50%

increase in spin-down rate of the neutron star when the pulsar is ON.
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Fig. 4.3 The variation of the rotational frequency ν of PSR J1832+0029 over about 4 years. The
pulsar was OFF for the gap of ∼600 days between the two ON periods. Note the increased magni-
tude of frequency derivative during the “ON” periods

We have searched our databases carefully for other pulsars which may exhibit

this phenomenon. Four other candidates have been identified and are being studied

now. One of these is PSR J1832+0029 which shows the same basic phenomenon on

an even longer timescale. Figure 4.3 shows the variation in its rotational frequency,

showing the same increased slow-down rate during the ON periods.

4.3 Discussion

The observed quasi-periodicity in PSR B1931+24’s activity and its time-scale have

never seen before as a pulsar emission phenomenon and are accompanied by mas-

sive changes in the rotational slow-down rate. This raises a number of questions.

Why does the emission switch ON and OFF? Why is the activity quasi-periodic?

Why is the pulsar spinning down faster when it is ON?

On the shortest, pulse-to-pulse time scales, intrinsic flux density variations are

often observed in pulsar radio emission. The most extreme case is displayed by a

small group of pulsars, which are known to exhibit nulls in their emission, i.e. the

random onset of a sudden obvious lack of pulsar emission, typically for between

one and a few dozen pulsar rotation periods [1]. An acceptable explanation for such

“nulling”, which appears to be the complete failure of the radiation mechanism, is

still missing. This nulling represented the longest known time scales for an intrinsic

disappearance of pulsar emission. Although the OFF periods in PSR B1931+24
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last five orders of magnitude longer than typical nulling and the activity pattern is

quasi-periodic, this may well be the same basic phenomenon as nulling.

The approximate 35-day period might be attributed to free precession, although

we find no evidence of expected profile changes (e.g. [13]). The sudden change and

the quasi-periodicity point toward a relaxation oscillation of unknown nature within

the pulsar system, rather than precession.

What can cause the radio emission to cut off so quickly? The energy associated

with the radio emission from pulsars accounts for only a very small fraction of the

pulsar’s slow-down energy which may suggest that the disappearance of radiation

is simply due to the failure of the coherence condition in the emission process [10].

However, in this case, the long timescales of millions of pulsar rotations are hard to

understand.

An alternative explanation is that there is a more global failure of charged par-

ticle currents in the magnetosphere. Intriguingly, the large changes in slow-down

rate that accompany the changes in radio emission can also be explained by the

presence or absence of a plasma whose current flow provides an additional brak-

ing torque on the neutron star. In this model, the open field lines above the mag-

netic pole become depleted of charged radiating particles during the OFF phases

and the rotational slow-down, ν̇OFF, is caused by a torque dominated by mag-

netic dipole radiation [3, 11]. When the pulsar is ON, the decrease in rotational

frequency, ν̇ON, is enhanced by an additional torque provided by the outflowing

plasma, T ∼ 2
3c IpcB0R2

pc, where B0 is the dipole magnetic field at the neutron star

surface and Ipc ∼ πR2
pcρc which is the electric current along the field lines crossing

the polar cap, having radius of by Rpc (e.g. [4]).1 The charge density of the current

can be estimated from the difference in loss in rotational energy during the ON and

OFF phases. When the pulsar is ON, the observed energy loss, ĖON = 4π2Iνν̇ON,

is the result of the sum of the magnetic dipole braking as seen during the OFF

phases, ĖOFF = 4π2Iνν̇OFF, and the energy loss caused by the outflowing current,

Ėwind = 2πTν , i.e. ĖON = ĖOFF + Ėwind where I is the moment of inertia of the

neutron star. From the difference in spin-down rates between OFF and ON phases,

Δν̇ = ν̇OFF − ν̇ON, we can therefore calculate the charge density ρ = 3IΔν̇/R4
pcB0

by computing the magnetic field B0 = 3.2× 1015
√
−ν̇OFF/ν3 Tesla and the polar

cap radius Rpc =
√

2πR3ν/c for a neutron star with radius R = 10 km and a moment

of inertia of I = 1038 kg m2 [8]. We find that the plasma current that is associated

with radio emission carries a charge density of ρ = 0.034 C m−3. This is remarkably

close to the charge density ρGJ = B0ν/c in the Goldreich–Julian model of a pulsar

magnetosphere [2], i.e. ρGJ = 0.033 C m−3.

Such current is sufficient to explain the change in the neutron star torque, but

it is not clear what determines the long timescales or what could be responsible

for changing the plasma flow in the magnetosphere. In that respect, understand-

ing the cessation of radiation that we see in PSR B1931+24, may ultimately help

us to also understand ordinary nulling. Whatever the cause is, it is conceivable that

1 In order to be consistent with existing literature, such as [4], we quote formulae in cgs-units but
refer to numerical values in SI units.
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the onset of pulsar emission may be a violent event which may be revealed with

high-energy observations. While an archival search for X-ray or γ-ray counterparts

for PSR B1931+24 has not been successful, the relatively large distance of the pul-

sar (∼4.6 kpc) and arbitrary viewing epochs may make such a detection unlikely.

The relationship between the presence of pulsar emission via radiating particles and

the increased spin-down rate of the neutron star provides strong evidence that a pul-

sar wind plays a significant role in the pulsar braking mechanism. While this has

been suggested in the past (e.g. [12]), direct observational evidence has hitherto

been missing. We note that, as a consequence of the wind contribution to the pul-

sar spin-down, the surface magnetic fields estimated for normal pulsars from their

observed spin-down are likely to be overestimated.

The discovery of PSR B1931+24’s behaviour suggests that many more such

objects exist in the Galaxy but have been overlooked so far because they were not

active during either the search or confirmation observations. The periodic transient

source serendipitously found recently in the direction of the Galactic centre [6] may

turn out to be a short-timescale version of PSR B1931+24 and hence to be a radio

pulsar. In general, the timescales involved in the observed activity patterns of these

sources pose challenges for observations scheduled with current telescopes. Instead,

future telescopes with multi-beaming capabilities, like the Square-Kilometre-Array

or the Low Frequency Array, which will provide continuous monitoring of such

sources, are needed to probe such timescales which are still almost completely unex-

plored in most areas of astronomy.
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Chapter 5
The Double Pulsar: A Unique Lab
for Relativistic Plasma Physics and Tests
of General Relativity

Michael Kramer

5.1 Introduction

Almost a hundred years after Einstein formulated his theory of general relativity

(GR), efforts in testing GR and its concepts are still being made by many colleagues

around the world, using many different approaches. To date GR has passed all exper-

imental and observational tests with flying colours, but in light of recent progress in

observational cosmology in particular, the question of whether alternative theories

of gravity need to be considered is as topical as ever.

Many experiments are designed to achieve ever more stringent tests by either

increasing the precision of the tests or by testing different, new aspects. Some of the

most stringent tests are obtained by satellite experiments in the solar system, pro-

viding exciting limits on the validity of GR and alternative theories of gravity like

tensor-scalar theories. However, solar-system experiments are made in the gravita-

tional weak-field regime, while deviations from GR may appear only in strong grav-

itational fields. It happens that nature provides us with an almost perfect laboratory

to test the strong-field regime using binary radio pulsars.

While, strictly speaking, the binary pulsars move in the weak gravitational field

of a companion, they do provide precision tests of the strong-field regime. This

becomes clear when considering strong self-field effects which are predicted by the

majority of alternative theories. Such effects would, for instance, clearly affect the

pulsars’ orbital motion, allowing us to search for these effects and hence providing

us with a unique precision strong-field test of gravity.

Pulsars are highly magnetized rotating neutron stars and are unique and versatile

objects which can be used to study an extremely wide range of physical and astro-

physical problems. Besides testing theories of gravity one can study the Galaxy and

the interstellar medium, stars, binary systems and their evolution, plasma physics
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and solid state physics under extreme conditions. This wide range of applications

is exemplified by the first ever discovered double pulsar [3, 16] This unique system

allows us to test many aspects of gravitational theories at the same time, represent-

ing a truly unique laboratory for relativistic gravity. The experiment is conceptually

simple: We observe two clocks attached to point masses which fall in the gravita-

tional potential of their companion. Measuring the ticks of these clocks while they

move through space–time allows us to compare our observations with the predic-

tions of various theories of gravity.

5.2 The Double Pulsar

Our team discovered the 22.8-ms pulsar J0737−3039 in April 2003 [3] in an exten-

sion to the hugely successful Parkes Multi-beam survey [17]. It was soon found to

be a member of the most extreme relativistic binary system ever discovered: its short

orbital period (Pb = 2.4 h) is combined with a remarkably high value of periastron

advance (ω̇ = 16.9◦ yr−1, i.e. four times larger than for the Hulse–Taylor pulsar PSR

B1913+16). This large precession of the orbit was measurable after only a few days

of observations. The system parameters predict that the two members of the binary

system will coalesce on a short time scale of only ∼85 Myr. This boosts the hopes

for detecting a merger of two neutron stars with first-generation ground-based grav-

itational wave detectors by a factor of 5–10 compared to previous estimates based

on only the double neutron stars B1534+12 and B1913+16 [3, 11].

In October 2003, we detected radio pulses from the second neutron star [16].

The reason why signals from the 2.8-s pulsar companion (now called PSR J0737−
3039B, hereafter “B”) to the millisecond pulsar (now called PSR J0737−3039A,

hereafter “A”) had not been found earlier, became clear when it was realized that B

was only bright for two short parts of the orbit. For the remainder of the orbit, the

pulsar B is extremely weak and only detectable with the most sensitive equipment.

The detection of a young companion B around an old millisecond pulsar A and their

position in the P–Ṗ-diagram (see Fig. 5.1) confirms the evolution scenario proposed

for recycled pulsars (see also Sect. 5.2.3) and provides a truly unique test-bed for

relativistic gravity and also plasma physics.

5.2.1 A Laboratory for Plasma Physics

The double pulsar is not only a superb test-bed for relativistic gravity, but it also

provides an unprecedented opportunity to probe the workings of pulsars. The pulse

emission from B is strongly modulated with orbital phase, most probably as a con-

sequence of the penetration of the A’s wind into B’s magnetosphere. Figure 5.2

shows the pulse intensity for B as a function of pulse phase and orbital longitude

for three radio frequencies. The first burst of strong emission, centred near orbital



5 The Double Pulsar 75

Fig. 5.1 The P–Ṗ-diagram for the known pulsar population. Lines of constant characteristic age,
surface magnetic field and spin-down luminosity are shown. Binary pulsars are marked by a circle.
The lower solid line represents the pulsar “death line” enclosing the “pulsar graveyard” where
pulsars are expected to switch off radio emission. The grey area in the top right corner indicates the
region where the surface magnetic field appears to exceed the quantum critical field of 4.4×1013 G.
For such values, some theories expect the quenching of radio emission in order to explain the radio-
quiet “magnetars” (i.e. Soft-gamma ray repeaters, SGRs, and Anomalous X-ray pulsars, AXPs).
The upper solid line is the “spin-up” line which is derived for the recycling process as the period
limit for millisecond pulsars

longitude 210◦, covers about 13 min of the orbit, while the second burst, centred

near longitude 280◦, is shorter and last only for about 8 min. This pattern is stable

over successive orbits and obviously frequency independent over the range probed.

Deep integrations reveal other orbital phases, where B is visible but much weaker

than during the two main burst periods. The figure also shows that not only does the

pulse intensity change with orbital phase, but that the pulse shape changes as well.

At the start of the first burst the pulse has a strong trailing component and a weaker
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Fig. 5.2 Grey-scale images showing the pulse of PSR J0737−3039B as a function of orbital phase
at three observing frequencies [16]

leading component which dies out in the later phases of the burst. In the second

burst, there are two components of more equal amplitude. This is the first time that

profile changes are observed that clearly depend on orbital phase. Decoding this pat-

tern as the orbit precesses due to relativistic effects and the system is viewed from

different directions, offers a unique chance to probe the magnetosphere. Indeed, as

discussed later, the “light-curve” of B is changing with time, probably due to the

effects of geodetic precession.

It is important to note that by simply seeing B functioning as a radio pulsar, albeit

with orbital phases of rather weak emission, confirms our ideas about the location

of the origin of radio emission: The fact that B is still emitting, despite the loss of

most of its magnetosphere due to A’s wind, indicates that the fundamental processes

producing radio emission are likely to occur close to the neutron star surface – in

accordance with emission heights determined for normal radio pulsars.

The quenching or attenuation of B’s radio emission for most of its orbit is only

part of the interaction between A and B that is observed. For about 27 s of the

orbit, A’s emission is eclipsed when A is lined up behind B at superior conjunc-

tion (Fig. 5.3). At that moment, the pulses of A pass in about 30,000 km distance to

the surface of B. It appears that the magnetospheric transmission for A’s emission is

modulated during the rotation of B, depending on the relative orientation of the spin-

axis of B to A and our line-of-sight. Indeed, a modulation of the light-curve inside

the eclipse region consistent with B’s (full and half) rotation period is observed [19]

(Fig. 5.4).

Perhaps even more exciting is the discovered evidence that A’s radiation has some

direct impact on the radiation pattern of B. Figure 5.5 shows a blow-up of B’s emis-

sion at orbital phases where B is strongest. At the right orientation angles, a drift-

ing sub-pulse pattern emerges that coincides with the arrival times of A’s pulses at
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Fig. 5.3 The pulsed flux density of A versus time (with respect to superior conjunction) and orbital
phase for (top three panels) the three eclipses in the 820-MHz observation and (bottom panel)
all three eclipses summed [19]. In the individual eclipse light curves, every 12 pulses have been
averaged for an effective time resolution of ∼0.27 s. Every 100 pulses have been averaged to create
the lower, composite light curve for an effective time resolution of ∼2.3 s. Pulsed flux densities
have been normalized such that the pre-eclipse average flux density is unity

B [20]. This is the first time pulsar emission is observed to be triggered by some

external force, and it is likely that this will help us to understand the conditions and

on-set of pulsar emission in general.

5.2.2 A Laboratory for Strong-Field Gravity

Since neutron stars are very compact massive objects, the double pulsar (and other

double neutron star systems) can be considered as almost ideal point sources for
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Fig. 5.4 Cartoon (not to scale) showing the interaction between the relativistic wind of A and the
magnetosphere of B when the radio beam of B is pointing towards the Earth [20]

Fig. 5.5 Observations of single pulses of B at 820 MHz for orbital phases 190–240◦ (only 10%
of the pulse period is shown). Drifting features are present through most of these data, but are
particularly obvious from orbital phases ∼200–210◦ which is enlarged on the right. Single pulses
of A can be seen in the background of the left figure, where differential Doppler shifts from the
orbital motion result in different apparent pulse periods and hence drifting patterns. The expanded
view on the right is overlayed with dots marking the arrival of pulses of A at the centre of B,
coinciding with the observed drift pattern in B [20]
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testing theories of gravity in the strong-gravitational-field limit. Timing observa-

tions of PSR J0737−3039A/B have been undertaken using the 64-m Parkes radio

telescope in New South Wales, the 76-m Lovell radio telescope at Jodrell Bank

Observatory, UK, and the 100-m Green Bank Telescope in West Virginia. Because

of its narrower and more stable pulse profile, TOAs from A have a much higher

precision than those from B and hence are used to determine the position, proper

motion and main orbital parameters of the system. For B, the timing model includes

only the pulse phase, the pulsar spin frequency, ν ≡ 1/P, its first time-derivative ν̇
and the projected semi-major axis, xB ≡ (aB/c)sin i.

The latest timing results [12] using the DDS timing model [13] resulted in

the measurement of five “Post-Keplerian” (PK) parameters. The PK parameters

are “corrections” that need to applied to a simple Keplerian orbit in order to

describe the observed pulse times-of-arrival (TOAs). It is important to note that the

PK parameters are measured as additional parameters in a theory independent and

phenomenological way, so that they can be compared with predictions from gravi-

tational theories. One can show [6] that for point masses with negligible spin contri-

butions, the PK parameters should only be functions of the a priori unknown pulsar

and companion mass and the easily measurable Keplerian parameters. The actual

functions will be different for different theories of gravity, but with the two masses

as the only free parameters, an observation of two PK parameters will already deter-

mine the masses uniquely in the framework of the given theory. The measurement

of a third or more PK parameters then provides a consistency check for the theory

to be tested.

The first PK parameter to be measured for the Double Pulsar was ω̇ , describing a

relativistic advance of periastron. It provides an immediate measurement of the total

mass of the system, (MA +MB). The second PK parameter γ denotes the amplitude

of delays in arrival times caused by the varying effects of the gravitational redshift

and time dilation (second order Doppler) as the pulsar moves in its elliptical orbit at

varying distances from the companion and with varying speeds.

Two other PK parameters, r and s, are related to the Shapiro delay caused by the

gravitational field of the companion. It describes the extra pathlength caused by the

curvature of space–time to be traveled by the electromagnetic signal when it passes

the companion. Usually, depending on timing precision, a Shapiro delay can only

be measured if the orbit is seen nearly edge-on. The short eclipses in A’s emission

already indicate that we are observing the system almost completely edge-on. Other

methods using the variation of the pulsars’ intensity due the turbulent interstellar

medium are available for an independent measurement of the orbital orientation.

Based on such scintillation observations of both pulsars over the short time interval

when A is close to superior conjunction, [4] derived a value the orbital inclination

angle i that is very close to 90◦, i.e. they derive |i−90◦| = 0◦.29±0◦.14. In general

relativity, the parameter s can be identified with sin i where i is the inclination angle

of the orbit. The value of s derived from our timing observations (cf. Table 5.1)

corresponds to i = 88◦.69+0◦.50
−0◦.76. Comparing the two methods, one notes that the

scintillation results are based on correlating the scintillation properties of A and B

over the short time-span of the orbital motion when they are in conjunction to the
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Table 5.1 Parameters for PSR J0737−3039A (A) and PSR J0737−3039B (B) as measured by
[13]. The values were derived from pulse timing observations using the DD and DDS mod-
els of the timing analysis program TEMPO and the Jet Propulsion Laboratory DE405 planetary
ephemeris [24]. Estimated uncertainties, given in parentheses after the values, refer to the least
significant digit of the tabulated value and are twice the formal 1−σ values given by TEMPO.
The positional parameters are in the DE405 reference frame which is close to that of the Interna-
tional Celestial Reference System. Pulsar spin frequencies ν ≡ 1/P are in barycentric dynamical
time (TDB) units at the timing epoch quoted in Modified Julian Days. The five Keplerian binary
parameters (Pb,e,ω,T0, and x) are derived for pulsar A. The first four of these (with an offset of
180◦ added to ω) and the position parameters were assumed when fitting for B’s parameters. Five
post-Keplerian parameters have now been measured. An independent fit of ω̇ for B yielded a value
(shown in square brackets) that is consistent with the much more precise result for A. The value
derived for A was adopted in the final analysis. The dispersion-based distance is based on a model
for the interstellar electron density [5] and has an uncertainty of order 20%

Timing parameter PSR J0737−3039A PSR J0737−3039B

Right Ascension α 07h37m51s.24927(3) –
Declination δ −30◦39′40′′.7195(5) –

Proper motion in the RA direction (mas yr−1) −3.3(4) –

Proper motion in Declination (mas yr−1) 2.6(5) –
Parallax, π (mas) 3(2) –
Spin frequency ν (Hz) 44.054069392744(2) 0.36056035506(1)

Spin frequency derivative ν̇ (s−2) −3.4156(1)×10−15 −0.116(1)×10−15

Timing Epoch (MJD) 53,156.0 53,156.0

Dispersion measure DM (cm−3 pc) 48.920(5) –
Orbital period Pb (day) 0.10225156248(5) –
Eccentricity e 0.0877775(9) –
Projected semi-major axis x = (a/c)sin i (s) 1.415032(1) 1.5161(16)
Longitude of periastron ω (◦) 87.0331(8) 87.0331 + 180.0
Epoch of periastron T0 (MJD) 53,155.9074280(2) –

Advance of periastron ω̇ (◦ yr−1) 16.89947(68) [16.96(5)]
Gravitational redshift parameter γ (ms) 0.3856(26) –
Shapiro delay parameter s 0.99974(−39,+16) –
Shapiro delay parameter r (μs) 6.21(33) –

Orbital period derivative Ṗb −1.252(17)×10−12 –

Timing data span (MJD) 52,760–53,736 52,760–53,736
RMS timing residual σ (μs) 54 2,169

Total proper motion (mas yr−1) 4.2(4)
Distance d(DM) (pc) ∼500
Distance d(π) (pc) 200–1,000

Transverse velocity (d = 500 pc) (km s−1) 10(1)
Orbital inclination angle (◦) 88.69(−76,+50)
Mass function (M�) 0.29096571(87) 0.3579(11)
Mass ratio, R 1.0714(11)
Total system mass (M�) 2.58708(16)
Neutron star mass (m�) 1.3381(7) 1.2489(7)

observer. In contrast, the measurement of the inclination angle from timing mea-

surements results from detecting significant harmonic structure in the post-fit resid-

uals after parts of the Shapiro delay are absorbed in the fit for the Römer delay,
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Fig. 5.6 The effect of the Shapiro delay caused by the gravitational potential of B seen in the
timing residuals of A. (a) Observed timing residuals after a fit of all model parameters given in
Table 5.1 except the Shapiro-delay terms r and s which were set to zero. (b) Residuals illustrating
the full Shapiro delay, obtained by holding all parameters to their values given in Table 5.1, except
the Shapiro delay terms which were set to zero. The line shows the predicted delay at the centre of
the data span. In both cases, residuals were averaged in 1◦ bins of longitude [13]

i.e. the light travel time across the orbit. As shown in Fig. 5.6, these structures are

present throughout the whole orbit, so that the results from timing measurements

are expected to be more reliable.

After less than 3 years since the Double Pulsar’s discovery, we also measured a

decay of the orbit due to gravitational wave damping which is expressed by a change

in orbital period, Ṗb. The value of Ṗb corresponds to a shrinkage of the orbit at a rate

of 7 mm per day.

In addition to tests enabled by the PK parameters, the access to the orbit of both

neutron stars – by timing A and B – provides yet another constraint on gravitational

theories that is qualitatively different from what has been possible with previously

known double neutron stars: using Kepler’s third law, the measurement of the pro-

jected semi-major axes of both orbits yields the mass ratio,

R(MA,MB) ≡ MA/MB = xB/xA. (5.1)

For every realistic theory of gravity, we can expect R to follow this simple

relation [6], at least to 1PN order. Most importantly, the R value is not only
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Fig. 5.7 “Mass–mass” diagram showing the observational constraints on the masses of the neutron
stars in the double pulsar system J0737−3039 [13]. The shaded regions are those that are excluded
by the Keplerian mass functions of the two pulsars. Further constraints are shown as pairs of lines
enclosing permitted regions as given by the observed mass ratio and PK parameters as predicted
by general relativity. Inset is an enlarged view of the small square encompassing the intersection
of these constraints (see text)

theory-independent, but also independent of strong-field (self-field) effects which

is not the case for the PK parameters. In other words, any combination of masses

derived from the PK parameters must be consistent with the mass ratio. The ability

to measure this quantity provides therefore an important and unique constraint.

With five PK parameters already available, this additional constraint also makes the

double pulsar the most overdetermined system to date where the most relativistic

effects can be studied in the strong-field limit.

One can display these tests elegantly in a “mass–mass” diagram as shown in

Fig. 5.7. Measurement of the PK parameters gives curves on this diagram that are

in general different for different theories of gravity but which should intersect in a

single point, i.e., at a pair of mass values, if the theory is valid [6]. Together with

the mass ratio R, the PK parameters provide a total of six curves in the mass–mass

diagram. Determining an intersection point using a pair of curves, we obtain four

independent tests of GR, more than for any other known system.
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Table 5.2 Four independent tests of GR provided by the double pulsar as presented by [13]. The
second column lists the observed PK parameters obtained by fitting a DDS timing model to the
data. The third column lists the values expected from general relativity given the masses determined
from the intersection point of the mass ratio R and the periastron advance ω̇ . The last column gives
the ratio of the observed to expected value for each test. Uncertainties refer to the last quoted digit
and were determined using Monte Carlo methods

PK parameter Observed GR expectation Ratio

Ṗb 1.252(17) 1.24787(13) 1.003(14)
γ (ms) 0.3856(26) 0.38418(22) 1.0036(68)
s 0.99974(−39,+16) 0.99987(−48,+13) 0.99987(50)
r(μs) 6.21(33) 6.153(26) 1.009(55)

Figure 5.7 shows that all measured constraints are consistent with GR. The

most precisely measured PK parameter currently available is the precession of

the longitude of periastron, ω̇ . We can combine this with the theory-independent

mass ratio R to derive the masses given by the intersection region of their curves:

mA = 1.3381±0.0007 M� and mB = 1.2489±0.0007 M�. Assuming GR and using

these masses and the Keplerian parameters, we can predict values for the remain-

ing PK parameters. Table 5.2 lists results for the four independent tests that are

currently available. The Shapiro delay (Fig. 5.6) gives the most precise test, with

sobs/spred = 0.99987±0.00050. This is by far the best test of GR in the strong-field

limit, having a higher precision than the test based on the observed orbit decay in the

PSR B1913+16 system with a 30-year data span [27]. As for the PSR B1534+12

system [22], the PSR J0737−3039A/B Shapiro-delay test is complementary to that

of B1913+16 since it is not based on predictions relating to emission of gravita-

tional radiation from the system [25]. Most importantly, the four tests of GR pre-

sented here are qualitatively different from all previous tests because they include

one constraint (R) that is independent of the assumed theory of gravity at the 1PN

order. As a result, for any theory of gravity, the intersection point is expected to lie

on the mass ratio line in Fig. 5.7. GR also passes this additional constraint with the

best precision so far.

Effects of Geodetic Precession

The measurement of the times-of-arrival (TOAs) are obtained with a standard “tem-

plate matching” procedure that involves a cross-correlation of the observed pulse

profile with high signal-to-noise ratio template [26]. Any change in the pulse profile

could lead to systematic variations in the measured TOAs. We performed detailed

studies of the profiles of A and B to investigate any possible profile changes with

time as such as expected from another effect predicted by GR.

In GR, the proper reference frame of a freely falling object suffers a preces-

sion with respect to a distant observer, called geodetic precession. In a binary

pulsar system this geodetic precession leads to a relativistic spin–orbit coupling,
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analogous to spin–orbit coupling in atomic physics [8]. As a consequence, both

pulsar spins precess about the total angular momentum, changing the relative ori-

entation of the pulsars to one another and toward Earth. Since the orbital angu-

lar momentum is much larger than the pulsars’ angular momenta, the total angular

momentum is effectively represented by the orbital angular momentum. The preces-

sion rate (e.g. [1]) depends on the period and the eccentricity of the orbit as well as

the masses of A and B. With the orbital parameters of the double pulsar, GR predicts

precession periods of only 75 yr for A and 71 yr for B.

Geodetic precession has a direct effect on the timing as it causes the polar angles

of the spins and hence the effects of aberration to change with time [6]. These

changes modify the observed orbital parameters, like projected semi-major axis and

eccentricity, which differ from the intrinsic values by an aberration dependent term,

potentially allowing us to infer the system geometry (see Sect. 5.4). Extracting the

signature of these effects in the timing data is a goal for the years to come. Other

consequences of geodetic precession can be expected to be detected much sooner

and are directly relevant for the timing of A and B. These arise from variations in

the pulse shape due to changing cuts through the emission beam as the pulsar spin

axes precess. Moreover, geodetic precession also leads to a change in the relative

alignment of the pulsar magnetospheres, so that the visibility pattern and even the

profile of B should vary due to these changes as well.

Indeed, studies of the profile evolution of B [2] reveal a clear evolution of B’s

emission on orbital and secular time-scales. The light-curves of B (i.e. the visibility

of B versus orbital phase) undergo clear changes (Fig. 5.8) while the profile of B as
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Fig. 5.8 The emission of B at 1,390 MHz as a function of the orbital longitude (vertical axis) and
for the pulse phase range 0.18–0.27 (horizontal axis) as in Fig. 5.2. Each panel was obtained by
adding all the data in the ∼3-months period indicated at the top of each panel. The dashed lines
represent the position of the periastron at the given epoch. A change in the visibility pattern of B
is clearly visible and most likely caused by geodetic precession [2]
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Fig. 5.9 Pulse shapes of B in the two bright phases (see previous figure) as a function of time,
again in 3-month intervals. Again, a systematic change in the pulse profile is clearly visible [2]

observed in the bright orbital phases is clearly changing with time also (Fig. 5.9).

These phenomena are probably caused by a changing magnetospheric interaction

due to geometry variations resulting from geodetic precession. In any case, these

changes require sophisticated timing analysis techniques.

For the timing of B, because of the orbital and secular dependence of its pulse

profile, different templates were used for different orbital phases and different

epochs. A matrix of B templates was constructed, dividing the data set into 3-month

intervals in epoch and 5-min intervals in orbital phase. The results for the 29 orbital

phase bins were studied, and it was noticed that, while the profile changes dra-

matically and quickly during the two prominent bright phases, the profile shape is

simpler and more stable at orbital phases when the pulsar is weak. In the final tim-

ing analysis for pulsar B, we therefore omitted data from the two very bright orbital

phases. We also used an unweighted fit to avoid biasing the fit toward remaining

brighter orbital phases.

Since the overall precision of our tests of GR is currently limited by our ability

to measure xB and hence the mass ratio R ≡ mA/mB = xB/xA, we adopted the fol-

lowing strategy to obtain the best possible accuracy for this parameter. We used the

whole TOA data set for B in order to measure B’s spin parameters P and Ṗ, given

in Table 5.1. These parameters were then kept fixed for a separate analysis of two
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concentrated 5-day observing sessions. On the timescale of the long-term profile

evolution of B, each 5-day session represents a single-epoch experiment and hence

requires only two sets of profile templates. The value of xB obtained from a fit of

this parameter only to the two 5-day sessions is presented in Table 5.1.

The study of the profile evolution of A [13, 18] did not lead to the detection

of any profile change (see Fig. 5.10). This present non-detection greatly simplifies

the timing of A but does not exclude the possibility that changes may happen in

the future. While the effects of geodetic precession could be small due to a near

alignment of pulsar A’s spin and the orbital momentum vector, the results could also

be explained by observing the system at a particular precession phase. While this

case appears to be relatively unlikely, it must not be excluded as such a situation

had indeed occurred for PSR B1913+16 [14]. Indeed, a modeling of the results

suggests that this present non-detection of profile changes is consistent with a rather

Fig. 5.10 Pulse profiles of A observed at three different epochs. Subtracting one profile from the
others does not reveal any significant changes as demonstrated in the two bottom plots. Figure
provided by Rob Ferdman and Ingrid Stairs
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wide range of possible system geometries. One conclusion that can be drawn is

that the observations are inconsistent with the large profile changes that had been

predicted by some models [10]. Fortunately, independent information is available

that suggests that the alignment angle, and hence the impact of geodetic precession,

may indeed be very small. This information is derived from a study of the evolution

of the system based on the rather small transverse velocity of the double pulsar.

5.2.3 Space-Motion and Evolution of the Double Pulsar

The timing results indicate that the space velocity of the double pulsar system is

surprisingly small. Based on the measured dispersion measure and a model for the

Galactic electron distribution [5], PSR J0737−3039A/B is estimated to be about

500 pc from the Earth. From the timing data we have measured a marginally sig-

nificant value for the annual parallax, 3 ± 2 mas, corresponding to a distance of

200–1,000 pc (Table 5.1), which is consistent with the dispersion-based distance that

was also used for studies of detection rates in gravitational wave detectors [3] The

observed proper motion of the system (Table 5.1) then implies a transverse space

velocity of only 10 km s−1 with a velocity vector parallel to the Galactic plane. With

this information, [23] examined the history and formation of this system, determin-

ing estimates of the pre-supernova companion mass, orbital separation, supernova

kick and misalignment angle between the pre- and post-supernova orbital planes.

One of the surprising results is that the progenitor to the recently formed B was prob-

ably less than 2 M�, lending credence to suggestions that this object may not have

formed in a normal core-collapse supernova. They conclude that it therefore must

be possible, in at least some cases, for low-mass helium stars to undergo supernova

explosions, and that there must be a range of progenitor types that can produce dou-

ble neutron star systems. The relative frequency of the different types must depend

on the initial mass function and ranges of binary orbits. This will have implications

for the number of double neutron systems in the Galaxy, the retention of neutron

stars in globular clusters and for the apparent dearth of isolated mildly recycled

pulsars ejected from unbinding second supernova explosions.

The study of the double pulsar evolution [23] also suggests that the kick velocity

was rather small and that the misalignment angle between the spin of pulsar A and

the total angular momentum vector (after the second supernova explosion) is prob-

ably much less than 10◦. In this case, the expected impact of geodetic precession on

pulsar A’s profile is rather small, consistent with the present observational evidence.

This makes us confident that high-precision timing observations of A will continue

for quite a while (in contrast to, for instance, the Hulse–Taylor pulsar which may

disappear as a radio source at about 2025 [14]. At the same time, the small veloc-

ity of the double pulsar system is also extremely good news for tests of alterna-

tive theories of gravity where the measurement of the orbital decay is extremely

useful.
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5.3 Orbital Decay Measurements and Alternative Theories
of Gravity

Because the measured uncertainty in Ṗb decreases approximately as T−2.5, where

T is the data span, we expect to improve our test of the radiative aspect of the

system to the 0.1% level or better in about 5 years’ time. For the PSR B1913+16

and PSR B1534+12 systems, the precision of the GR test based on the orbit-decay

rate is severely limited both by the uncertainty in the differential acceleration of

the Sun and the binary system in the Galactic gravitational potential and the uncer-

tainty in pulsar distance [9, 22]. For PSR J0737−3039A/B, both of these correc-

tions are very much smaller than for these other systems. Based on the dispersion

measure distance, which is consistent with the marginally significant value for the

annual parallax, the observed proper motion of the system (Table 5.1) and differen-

tial acceleration in the Galactic potential [15] imply a kinematic correction to Ṗb at

the 0.02% level or less. Independent distance estimates also can be expected from

measurements of the annual parallax by Very Long Baseline Interferometry (VLBI)

observations, allowing a secure compensation for this already small effect. A mea-

surement of Ṗb at the 0.02% level or better will provide stringent tests for alternative

theories of gravity as many are, for instance, predicting a significant amount of grav-

itational dipole radiation. Hence, a confirmation that the observations of the double

pulsar are consistent with emission of gravitational quadrupole radiation to a very

high level of precision promises to put limits on some scalar-tensor theories that

will surpass even the best current Solar-system tests Damour and Esposito-Farese

(Damour & Esposito-Farese, priv. com.).

5.4 Future Tests

In estimating the future improvements in the uncertainty of xB, and hence R and

our current precision for GR tests, we need to consider that geodetic precession will

lead to changes to the system geometry and hence to the aberration of the rotating

pulsar beam. The effects of aberration on pulsar timing are usually not separately

measurable but are absorbed into a redefinition of the Keplerian parameters. As a

result, the observed projected sizes of the semi-major axes, xobs
A,B, differ from the

intrinsic sizes, xint
A,B by a factor (1 + εA

A,B) which depends on the orbital period, the

pulse period and on the system geometry [6]. While aberration should eventually

become detectable in the timing, allowing the determination of a further PK param-

eter, at present it leads to an undetermined deviation of xobs from xint, where the

latter is the relevant quantity for the mass ratio. The parameter εA
A,B scales with

pulse period and is therefore expected to be two orders of magnitude smaller for

A than for B. However, because of the high precision of the A timing parameters,

the derived value xobs
A may already be significantly affected by aberration. This has

(as yet) no consequences for the mass ratio R = xobs
B /xobs

A , as the uncertainty in R
is dominated by the much less precise xobs

B . We can explore the likely aberration
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corrections to xobs
B for various possible geometries. Using a range of values given by

studies of the double pulsar’s emission properties [21], we estimate εA
A ∼ 10−6 and

εA
B ∼ 10−4. The contribution of aberration therefore is at least one order of magni-

tude smaller than our current timing precision. In the future this effect may become

important, possibly limiting the usefulness of R for tests of GR. If the geometry can-

not be independently determined, we could use the observed deviations of R from

the value expected within GR to determine εA
B and hence the geometry of B.

In the near and far future, the precision of the all parameters will increase further,

because of the available longer time span and also the employment of better instru-

mentation. In a few years, we should therefore be able to measure additional PK

parameters, including those which arise from a relativistic deformation of the pulsar

orbit and those which find their origin in aberration effects and their interplay with

geodetic precession (see [6]). On secular time scales we will even achieve a preci-

sion that will require us to consider post-Newtonian (PN) terms that go beyond the

currently used description of the PK parameters. Indeed, the equations for the PK

parameters given earlier are only correct to lowest PN order. However, higher-order

corrections are expected to become important if timing precision is sufficiently high.

While this has not been the case in the past, the double pulsar system may allow

measurements of these effects in the future [16].

One such effect involves the GR prediction that, in contrast to Newtonian

physics, the neutron stars’ spins affect their orbital motion via spin–orbit cou-

pling. This effect would be visible most clearly as a contribution to the observed

ω̇ in a secular (e.g. [1]) and periodic fashion [28]. For the J0737−3039 system,

the expected contribution is about an order of magnitude larger than for PSR

B1913+16, i.e. 2×10−4◦ yr−1 (for A, assuming a geometry as determined for PSR

B1913+16, [14]). As the exact value depends on the pulsars’ moment of inertia, a

potential measurement of this effect allows the moment of inertia of a neutron star

to be determined for the first time [7]. To be successful requires the measurement

of at least two other parameters to a similar accuracy as ω̇ . While this is a tough

challenge, e.g. due to the expected profile variations caused by geodetic precession,

the rewards of such a measurement and its impact on the study of the equation of

state of neutron stars make it worth trying.

5.5 Concluding Remarks

With the measurement of five PK parameters and the unique information about the

mass ratio, the PSR J0737−3039 system provides a truly unique test-bed for rela-

tivistic theories of gravity. So far, GR also passes this test with flying colours. The

precision of this test and the nature of the resulting constraints go beyond what has

been possible with other systems in the past. The test achieved so far is, however,

only the beginning of a study of relativistic phenomena that can be investigated in

great detail in this wonderful cosmic laboratory.
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Chapter 6
X-Ray Emission from Pulsars and Neutron Stars

Werner Becker

6.1 Introduction

The idea of neutron stars can be traced back to the early 1930s, when Subrahmanyan

Chandrasekhar discovered that there is no way for a collapsed stellar core with a

mass more than 1.4 times the solar mass, M�, to hold itself up against gravity once

its nuclear fuel is exhausted. This implies that a star left with M > 1.4 M� (the

Chandrasekhar limit) would keep collapsing and eventually disappear from view.

After the discovery of the neutron by James Chadwick in 1932 scientists specu-

lated on the possible existence of a star composed entirely of neutrons, which would

have a radius of the order of R ∼ (h̄/mnc)(h̄c/Gm2
n)

1/2 ∼ 3×105 cm. In view of the

peculiar stellar parameters, Lev Landau called these objects “unheimliche Sterne”

(weird stars), expecting that they would never be observed because of their small

size and expected low optical luminosity.

Walter Baade and Fritz Zwicky were the first who proposed the idea that neu-

tron stars could be formed in supernovae. First models for the structure of neutron

stars were worked out in 1939 by Oppenheimer and Volkoff (Oppenheimer–Volkoff

limit). Unfortunately, their pioneering work did not predict anything astronomers

could actually observe, and the idea of neutron stars was not taken serious by

the astronomical community. Neutron stars therefore had remained in the realm of

imagination for nearly a quarter of a century, until in the 1960s a series of epochal

discoveries were made in high-energy and radio astronomy [20, 73, 148].

X-rays and gamma-rays can only be observed from above the earth’s atmo-

sphere,1 which requires detectors to operate from high flying balloons, rockets or

satellites. One of the first X-ray detectors brought to space was launched by Herbert

Friedman and his team at the Naval Research Laboratory in order to investigate the

W. Becker
Max-Planck Institut für extraterr. Physik, Giessenbachstrasse 1, 85741 Garching, Germany
e-mail: web@mpe.mpg.de

1 X-rays are absorbed at altitudes 20–100 km.
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influence of solar activity on the propagation of radio signals in the earth’s atmo-

sphere. Using simple proportional counters put on old V-2 (captured in Germany

after the World War II) and Aerobee rockets, they were the first who detected X-rays

from the very hot gas in the solar corona. However, the intensity of this radiation

was found to be a factor 106 lower than that measured at optical wavelengths. In the

late 1950s, it was therefore widely believed that all other stars, much more distant

than the Sun, should be so faint in X-rays that further observations at that energy

range would be hopeless.

On the other hand, results from high-energy cosmic ray experiments suggested

that there exist celestial objects (e.g., supernova remnants) which produce high-

energy cosmic rays in processes which, in turn, may also produce X-rays and

gamma-rays [112, 113]. These predictions were confirmed in 1962, when the team

led by Bruno Rossi and Riccardo Giacconi accidentally detected X-rays from

Sco X-1.

With the aim to search for fluorescent X-ray photons from the Moon,2 they

launched an Aerobee rocket on 12 June 1962 from White Sands (New Mexico) with

three Geiger counters as payload, each having a ∼100◦ field of view and an effective

collecting area of about 10cm2 [51]. The experiment detected X-rays not from the

Moon but from a source located in the constellation Scorpio, dubbed as Sco X-1,

which is now known as the brightest extra-solar X-ray source in the sky. Evidence

for a weaker source in the Cygnus region and the first evidence for the existence of

a diffuse isotropic X-ray background was also reported from that experiment [52].

Subsequent flights launched to confirm these first results detected Tau X-1, a source

in the constellation Taurus which coincided with the Crab supernova remnant [25].

Among the various processes proposed for the generation of the detected X-rays

was thermal radiation from the surface of a hot neutron star [35], and searching

for this radiation has become a strong motivation for further development of X-

ray astronomy. However, the X-ray emission from the Crab supernova remnant was

found to be of a finite angular size (∼1 arcmin) whereas a neutron star was expected

to appear as a point source.

Thus, the early X-ray observations were not sensitive enough to prove the exis-

tence of neutron stars. This was done a few years later by radio astronomers.

In 1967, Jocelyn Bell, a graduate student under the supervision of Anthony

Hewish at the Cambridge University of England, came across a series of pulsat-

ing radio signals while using a radio telescope specially constructed to look for

rapid variations in the radio emission of quasars. These radio pulses, 1.32 s apart,

with remarkable clock-like regularity, were emitted from an unknown source in the

sky at right ascension 19h 20m and declination +23◦. Further observations refined

the pulsating period to 1.33730113 s. The extreme precision of the period suggested

at first that these signals might be generated by extraterrestrial intelligence. They

2 The Moon was selected as a target because it was expected that a state-of-the-art detector avail-
able at that time would not be sensitive enough to detect X-rays from extra-solar sources. “We felt
[. . . ] that it would be very desirable to consider some intermediate target which could yield con-
crete results while providing a focus for the development of more advanced instrumentation which
ultimately would allow us to detect cosmic X-ray sources” [51].
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were subsequently dubbed as LGM1, an acronym for “Little Green Man 1” [20].

However, as a few more similar sources had been detected, it became clear that a

new kind of celestial objects was discovered. The link between these pulsating radio

sources, which were called pulsars, and fast spinning neutron stars was provided by

Franco Pacini [120, 121] and Thomas Gold [54, 55]. Pacini, then a young postdoc

at the Cornell University, had published a paper a few months before the discovery

by Bell and Hewish in which he proposed that the rapid rotation of a highly magne-
tized neutron star could be the source of energy in the Crab Nebula. This prediction

was based on the pioneering work of Hoyle, Narlikar and Wheeler [74], who had

proposed that a magnetic field of 1010 G might exist on a neutron star at the center

of the Crab Nebula. The most fundamental ideas on the nature of the pulsating radio

sources were published by Gold [54, 55] in two seminal Nature papers. In these

papers Gold introduced the concept of the rotation-powered pulsar which radiates

at the expense of its rotational energy (pulsar spins down as rotational energy is

radiated away) and recognized that the rotational energy is lost via electromagnetic

radiation of the rotating magnetic dipole and emission of relativistic particles. The

particles are accelerated in the pulsar magnetosphere along the curved magnetic

field lines and emit the observed intense curvature and synchrotron radiation.3

The discovery of the first radio pulsar was very soon followed by the discovery

of the two most famous pulsars, the fast 33-ms pulsar in the Crab Nebula [145] and

the 89-ms pulsar in the Vela supernova remnant [95]. The fact that these pulsars

are located within supernova remnants provided striking confirmation that neutron

stars are born in core collapse supernovae from massive main sequence stars. These

exciting radio discoveries triggered subsequent pulsar searches at nearly all wave-

lengths. Since those early days of pulsar astronomy more than 1,800 radio pulsars

have been discovered (see, e.g., the ATNF pulsar database [102] and Chaps. 1 and 2

in this book).

Many radio pulsars had been observed by mid-seventies, and two of them, the

Crab and Vela pulsars, had been detected at high photon energies. Although the

interpretation of both isolated and accreting pulsars as neutron stars with enor-

mous magnetic fields, ∼1012 G, had been generally accepted, no direct evidence

on the existence of such huge fields had been obtained. This evidence came from a

remarkable spectral observation of Hercules X-1, an accreting binary pulsar discov-

ered with Uhuru. On May 3, 1976, a team of the Max-Planck Institut für extrater-

restrische Physik in Garching and the Astronomische Institut of the University of

Tübingen, led by Joachim Trümper, launched from Palestine (Texas) a balloon

experiment, equipped with a collimated NaI scintillation counter and a NaI–CsI-

phoswich detector, sensitive in the range 15–160 keV. They easily detected the 1.24 s

pulsations up to 80 keV [93]. However, when Bruno Sacco and Wolfgang Pietsch

attempted to fit the observed spectrum with usual continuum spectral models, they

found that a one-component continuum model cannot represent the data – all fits

gave unacceptably large residuals at ∼40–60 keV. Further data analysis confirmed

3 When a charged relativistic particle moves along a curved magnetic field line, it is acceler-
ated transversely and radiates. This curvature radiation is closely related to synchrotron radiation
caused by gyration of particles around the magnetic field lines.
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that the spectral feature was not an artifact (e.g., due to incomplete shielding of the

in-flight calibration source 241Am, which emitted a spectral line at E = 59.5 keV).

It was Joachim Trümper who first recognized that the excess emission at 58 keV

(or an absorption feature at 42 keV, depending on interpretation – cf. Fig. 6.1) could

be associated with the resonant electron cyclotron emission or absorption in the hot

polar plasma of the rotating neutron star. The corresponding magnetic field strength

would then be 6 × 1012 or 4 × 1012 G [152]. This observation provided the first

direct measurement of a neutron star magnetic field and confirmed the basic theo-

retical predictions that neutron stars are highly magnetized, fast spinning compact

objects.

Particularly important results on isolated neutron stars, among many other X-

ray sources, were obtained with HEAO-2, widely known as the Einstein X-ray

observatory. Einstein investigated the soft X-ray radiation from the previously

known Crab and Vela pulsars and resolved the compact nebula around the Crab

pulsar [2]. It discovered pulsed X-ray emission from two more very young pul-

sars, PSR B0540−69 in the Large Magellanic Cloud and PSR B1509−58, hav-

ing periods of 50 and 150 ms, respectively. Interestingly, these pulsars were the

Fig. 6.1 Unfolded X-ray spectrum from Hercules X-1, showing the first measurement of a
cyclotron line in a pulsed spectrum of an accreting neutron star. Image from [152]
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first ones to be discovered in the X-ray band and only subsequently at radio fre-

quencies. Einstein also detected X-rays from three middle-aged radio pulsars, PSR

B0656+14, B1055−52, B1951+32 and the X-ray counterparts of two nearby old

radio pulsars, PSR B0950+08 and B1929+10. In addition, many supernova rem-

nants were mapped – 47 in our Galaxy and 10 in the Magellanic Clouds and several

neutron star candidates were detected as faint, soft point sources close to the center

of the supernova remnants RCW 103, PKS 1209−51/52, Puppis-A and Kes 73.

Some additional information on isolated neutron stars was obtained by EXOSAT

(European X-ray Observatory Satellite). In particular, it measured the soft X-ray

spectra of the middle-aged pulsar PSR B1055−52 and of a few neutron star candi-

dates in supernova remnants (e.g., PKS 1209−51/52).

The situation improved drastically in the 1990s due to the results from ROSAT,

ASCA, EUVE, BeppoSAX and RXTE, as well as Chandra and XMM-Newton

launched close to the millennium. The complement to ROSAT, covering the harder

X-ray band 1–10 keV, was ASCA launched in 1993. The EUVE (Extreme Ultravi-

olet Explorer) was launched in 1992 and was sensitive in the range 70–760 RA. It

was able to observe several neutron stars at very soft X-rays, 0.07–0.2 keV. The con-

tributions to neutron star research, provided by the instruments aboard BeppoSAX,

sensitive in the range of 0.1–200 keV, and RXTE (Rossi X-ray Timing Explorer),

both launched in the mid-1990s, were particularly useful for studying X-ray bina-

ries, including accretion-powered pulsars.

At present Chandra, with its outstanding sub-arcsecond imaging capability and

XMM-Newton with its unprecedently high spectral sensitivity and collecting power

provide excellent new data.

In the following we will summarize the result on the X-ray emission properties of

neutron stars based on observations with these missions. We will browse through the

various categories from young Crab-like pulsars to very old radio pulsars, including

recycled millisecond pulsars as well as neutron stars showing pure thermal emission.

Before doing so, however, we will briefly review the various emission processes

discussed to be the source for their observed X-ray emission.

6.2 Physics and Astrophysics of Isolated Neutron Stars

Neutron stars represent unique astrophysical laboratories which allow us to explore

the properties of matter under the most extreme conditions observable in nature.4

Studying neutron stars is therefore an interdisciplinary field, where astronomers

and astrophysicists work together with a broad community of physicists. Particle,

nuclear and solid-state physicists are strongly interested in the internal structure of

neutron stars which is determined by the behavior of matter at densities above the

nuclear density ρnuc = 2.8×1014g cm−3. Plasma physicists are modeling the pulsar

emission mechanisms using electrodynamics and general relativity. It is beyond the

4 Although black holes are even more compact than neutron stars, they can only be observed
through the interaction with their surroundings.
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scope of this article to describe in detail the current status of the theory of neutron

star structure or the magnetospheric emission models. We rather refer the reader

to the literature [21, 23, 53, 108, 158] and provide only the basic theoretical back-

ground relevant to Sect. 6.3 which summarizes the observed high-energy emission

properties of rotation-powered pulsars and radio-quiet neutron stars.

6.2.1 Rotation-Powered Pulsars: The Magnetic Braking Model

Following the ideas of Pacini [120,121] and Gold [54,55] the more than 1,800 radio

pulsars detected so far can be interpreted as rapidly spinning, strongly magnetized

neutron stars radiating at the expense of their rotational energy. This very useful

concept allows one to obtain a wealth of information on basic neutron star/pulsar

parameters just from measuring the pulsar’s period and period derivative. Using

the Crab pulsar as an example will make this more clear. A neutron star with a

canonical radius of R = 10 km and a mass of M = 1.4 M� has a moment of inertia

I ≈ (2/5)MR2 ≈ 1045 g cm2. The Crab pulsar spins with a period of P = 33.403 ms.

The rotational energy of such a star is Erot = 2π2 I P−2 ≈ 2×1049 erg. This is com-

parable with the energy released in thermonuclear burning by a usual star over its

entire live. Very soon after the discovery of the first radio pulsars it was noticed that

their spin periods increase with time. For the Crab pulsar, the period derivative is

Ṗ = 4.2×10−13 s s−1, implying a decrease in the star’s rotation energy of dErot/dt ≡
Ėrot =−IΩΩ̇ = 4π2IṖP−3 ≈ 4.5×1038 erg s−1. Ostriker and Gunn [117] suggested

that the pulsar slow-down is due to the braking torque exerted on the neutron star

by its magneto-dipole radiation, that yields Ėbrake =−(32π4/3c3)B2
⊥ R6 P−4 for the

energy loss of a rotating magnetic dipole, where B⊥ is the component of the equato-

rial magnetic field perpendicular to the rotation axis. Equating Ėbrake with Ėrot, we

find B⊥ = 3.2×1019(PṖ)1/2 G. For the Crab pulsar, this yields B⊥ = 3.8×1012 G.

From Ėrot = Ėbrake one further finds that Ṗ ∝ P−1, for a given B⊥. This relation can

be generalized as Ṗ = k P2−n, where k is a constant, and n is the so-called magnetic

braking index (n = 3 for the magneto-dipole braking). Assuming that the initial

rotation period P0 at the time t0 of the neutron star formation was much smaller

than today, at t = t0 + τ , we obtain τ = P/[(n−1)Ṗ], or τ = P/(2Ṗ) for n = 3. This

quantity is called the characteristic spin-down age. It is a measure for the time span

required to lose the rotational energy Erot(t0)−Erot(t) via magneto-dipole radia-

tion. For the Crab pulsar one finds τ = 1,258 yrs. As the neutron star in the Crab

supernova remnant is the only pulsar for which its historical age is known (the Crab

supernova was observed by Chinese astronomers in 1054 AD, cf. also Sect. 6.3.1),

we see that the spin-down age exceeds the true age by about 25%. Although the

spin-down age is just an estimate for the true age of the pulsar, it is the only one

available for pulsars other than the Crab, and it is commonly used in evolutionary

studies such as, e.g., neutron star cooling (cf. Chaps. 11–12).

A plot of observed periods vs. period derivatives is shown in Fig. 6.2, using

the pulsars from the ATNF online pulsar database [102]. Such a P–Ṗ diagram is



6 X-Ray Emission from Pulsars and Neutron Stars 97

Fig. 6.2 The P–Ṗ diagram – distribution of rotation-powered pulsars (small black dots) over their
spin parameters. The straight lines correspond to constant ages τ = P/(2Ṗ) and magnetic field
strengths B⊥ = 3.2×1019(PṖ)1/2 as deduced in the frame of the magnetic braking model. Separate
from the majority of ordinary field pulsars are the millisecond pulsars in the lower left corner
and the high magnetic field pulsars – soft gamma-ray repeaters (dark blue) and anomalous X-ray
pulsars light blue) – in the upper right. Although magnetars and anomalous X-ray pulsars are not
rotation-powered, they are included in this plot to visualize their estimated superstrong magnetic
fields. X-ray detected pulsars are indicated by colored symbols. Red filled circles indicate the Crab-
like pulsars. Green stars indicate Vela-like pulsars, green diamonds the X-ray detected cooling
neutron stars, red squares million years old pulsars and red triangles the X-ray detected millisecond
pulsars

extremely useful for classification purposes. The colored symbols represent those

pulsars which were detected at X-ray energies by mid 2008. The objects in the

upper right corner represent the soft-gamma-ray repeaters (SGRs) and anomalous

X-ray pulsars (AXPs) which have been suggested to be magnetars (neutron stars

with ultra strong magnetic fields).



98 W. Becker

Although the magnetic braking model is generally accepted, the observed spin-

modulated emission, which gave pulsars their name, is found to account only for

a small fraction of Ė. The efficiencies, η = L/Ė, observed in the radio and optical

bands are typically in the range ∼10−7–10−5, whereas they are about 10−4–10−3

and ∼10−2–10−1 at X-ray and gamma-ray energies, respectively [15]. It has there-

fore been a long-standing question how rotation-powered pulsars lose the bulk of

their rotational energy.

The fact that the energy loss of rotation-powered pulsars cannot be fully

accounted for by the magneto-dipole radiation is known from the investigation of the

pulsar braking index, n = 2−PP̈Ṗ−2. Pure dipole radiation would imply a braking

index n = 3, whereas the values observed so far are n = 2.515±0.005 for the Crab,

n = 2.8±0.2 for PSR B1509−58, n = 2.28±0.02 for PSR B0540−69, 2.91±0.05

for PSR J1911−6127, 2.65± 0.01 for PSR J1846−0258 and n = 1.4± 0.2 for the

Vela pulsar. The deviation from n = 3 is usually taken as evidence that a significant

fraction of the pulsar’s rotational energy is carried away by a pulsar wind, i.e., a

mixture of charged particles and electromagnetic fields, which, if the conditions

are appropriate, forms a pulsar-wind nebula observable at optical, radio and X-ray

energies. Such pulsar-wind nebulae (often called plerions or synchrotron nebulae)

are known so far only for a few young and powerful (high Ė) pulsars and for some

center-filled supernova remnants, in which a young neutron star is expected, but

only emission from its plerion is detected.

Thus, the popular model of magnetic braking provides plausible estimates for the

neutron star magnetic field B⊥, its rotational energy loss Ė, and the characteristic

age τ , but it does not provide detailed information about the physical processes

which operate in the pulsar magnetosphere and which are responsible for the broad-

band spectrum, from the radio to the X-ray and gamma-ray bands. Forty years after

the discovery of pulsars the physical details of their emission mechanisms are still

barely known. As a consequence, there exist a number of magnetospheric emission

models, but no generally accepted theory.

6.2.2 High-Energy Emission Models

Although rotation-powered pulsars are most widely known for their radio emission,

the mechanism of the radio emission is poorly understood. However, it is certainly

different from those responsible for the high-energy (infrared through gamma-ray)

radiation observed from them with space observatories. It is well known that the

radio emission of pulsars is a coherent process, and the coherent curvature radia-

tion has been proposed as the most promising mechanism (see [108] and references

therein). On the other hand, the optical, X-ray and gamma-ray emission observed in

pulsars must be incoherent. Therefore, the fluxes in these energy bands are directly

proportional to the densities of the radiating high-energy electrons in the acceler-

ation regions, no matter which radiation process (synchrotron radiation, curvature

radiation or inverse Compton scattering) is at work at a given energy. High-energy
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observations thus provide the key for the understanding of the pulsar emission mech-

anisms. So far, the high-energy radiation detected from rotation-driven pulsars has

been attributed to various thermal and non-thermal emission processes including the

following:

• Non-thermal emission from charged relativistic particles accelerated in the pul-

sar magnetosphere (cf. Fig. 6.3). As the energy distribution of these particles fol-

lows a power-law, the emission is also characterized by power-law-like spectra

in broad energy bands. The emitted radiation can be observed from optical to the

gamma-ray band.

• Extended emission from pulsar-driven synchrotron nebulae. Depending on the

local conditions (density of the ambient interstellar medium), these nebulae can

be observed from radio through hard X-ray energies.

• Photospheric emission from the hot surface of a cooling neutron star. In this case

a modified black-body spectrum and smooth, low-amplitude intensity variations

with the rotational period are expected, observable from the optical through the

soft X-ray range.

• Thermal soft X-ray emission from the neutron star’s polar caps which are heated

by the bombardment of relativistic particles streaming back to the surface from

the pulsar magnetosphere.

In almost all pulsars the observed X-ray emission is due to a mixture of different

thermal and non-thermal processes. Often, however, the available data do not allow

to fully discriminate between the different emission scenarios. This was true for

ROSAT, ASCA and BeppoSAX observations of pulsars and is – at a certain level –

still true in Chandra and XMM-Newton data.

In the following subsections we will briefly present the basics on the magneto-

spheric emission models as well as material relevant to thermal emission from the

neutron star surface.

Magnetospheric Emission Models

So far, there is no consensus as to where the pulsar high-energy radiation comes

from (see for example [108] and Chaps. 15, 18 and 19). There exist two main types

of models – the polar cap models, which place the emission zone in the immedi-

ate vicinity of the neutron star’s polar caps, and the outer gap models, in which

this zone is assumed to be close to the pulsar’s light cylinder5 to prevent material-

izing of the photons by the one-photon pair creation in the strong magnetic field,

according to γ+ B → e+ + e− (see Fig. 6.3). The gamma-ray emission in the polar

cap models forms a hollow cone centered on the magnetic pole, producing either

double-peaked or single-peaked pulse profiles, depending on the observer’s line of

5 The light cylinder is a virtual cylinder whose radius, RL = cP/(2π), is defined by the condition
that the azimuthal velocity of the co-rotating magnetic field lines is equal to the speed of light.
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Fig. 6.3 Geometry of the acceleration zones as they are defined in the polar cap model (left),
according to Ruderman and Sutherland [138], and outer gap model (right), according to Cheng,
Ho and Ruderman [32, 33]. The polar cap model predicts “pencil” beams emitted by particles
accelerated along the curved magnetic field lines. According to the outer gap model, the pulsar
radiation is emitted in “fan” beams. Being broader, the latter can easier explain two (and more)
pulse components as observed in some X-ray and gamma-ray pulsars

sight. The outer gap model was originally proposed to explain the bright gamma-

ray emission from the Crab and Vela pulsars [32, 33] as the efficiency to get high-

energy photons out of the high B-field regions close to the surface is rather small.

Placing the gamma-ray emission zone at the light cylinder, where the magnetic

field strength is reduced to BL = B(R/RL)3, provides higher gamma-ray emissiv-

ities which are in somewhat better agreement with the observations. In both types

of models, the high-energy radiation is emitted by relativistic particles accelerated

in the very strong electric field, E ∼ (R/cP)B, generated by the magnetic field co-

rotating with the neutron star. These particles are generated in cascade (avalanche)

processes in charge-free gaps, located either above the magnetic poles or at the light

cylinder. The main photon emission mechanisms are synchrotron/curvature radia-

tion and inverse Compton scattering of soft thermal X-ray photons emitted from the

hot neutron star surface.

In recent years the polar-cap and outer-gap models have been further developed,

incorporating new results on gamma-ray emission from pulsars obtained with the

Compton Gamma-Ray Observatory. At the present stage, the observational data can

be interpreted with any of the two models, albeit under quite different assump-

tions on pulsar parameters. The critical observations to distinguish between the

two models include, e.g., measuring the relative phases between the peaks of the

pulse profiles at different energies. Probably the GLAST gamma-ray observatory

(cf. Chap. 23) which is supposed to become operational in summer 2008 will pro-

vide valuable information to further constrain both models.
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Thermal Evolution of Neutron Stars

Neutron stars are formed at very high temperatures, ∼1011 K, in the imploding cores

of supernova explosions. Much of the initial thermal energy is radiated away from

the interior of the star by various processes of neutrino emission (mainly, Urca pro-

cesses and neutrino bremsstrahlung), leaving a one-day-old neutron star with an

internal temperature of about 109–1010 K. After ∼100 yr (typical time of thermal

relaxation), the star’s interior (densities ρ > 1010 g cm−3) becomes nearly isother-

mal, and the energy balance of the cooling neutron star is determined by the follow-

ing equation:

C(Ti)
dTi

d t
= −Lν(Ti)−Lγ(Ts)+∑

k
Hk ,

where Ti and Ts are the internal and surface temperatures, C(Ti) is the heat capac-

ity of the neutron star (cf. Chaps. 11 and 12). Neutron star cooling thus means a

decrease of thermal energy, which is mainly stored in the stellar core, due to energy

loss by neutrinos from the interior (Lν =
∫

Qν dV , Qν is the neutrino emissivity) plus

energy loss by thermal photons from the surface (Lγ = 4πR2σT 4
s ). The relationship

between Ts and Ti is determined by the thermal insulation of the outer envelope

(ρ < 1010 g cm−3), where the temperature gradient is formed. The results of model

calculations, assuming that the outer envelope is composed of iron, can be fitted

with a simple relation

Ts = 3.1(g/1014 cms−2)1/4 (Ti/109 K)0.549 ×106 K ,

where g is the gravitational acceleration at the neutron star surface [64]. The cool-

ing rate might be reduced by heating mechanisms Hk, like frictional heating of

superfluid neutrons in the inner neutron star crust or some exothermal nuclear

reactions.

Neutrino emission from the neutron star interior is the dominant cooling process

for at least the first 105 years. After ∼106 years, photon emission from the neutron

star surface takes over as the main cooling mechanism. The thermal evolution of a

neutron star after the age of ∼10–100 yr, when the neutron star has cooled down

to Ts = 1.5–3× 106 K, can follow two different scenarios, depending on the still

poorly known properties of super-dense matter (see Fig. 6.13). According to the

so-called standard cooling scenario, the temperature decreases gradually, down to

∼0.3–1×106 K, by the end of the neutrino cooling era and then falls down exponen-

tially, becoming lower than ∼0.1×106 K in ∼107 yr. In this scenario, the main neu-

trino generation processes are the modified Urca reactions, n+N → p+N + e+ ν̄e
and p + N + e → n + N + νe, where N is a nucleon (neutron or proton) needed to

conserve momentum of reacting particles (cf. Table 6.1). In the accelerated cooling
scenarios, associated with higher central densities (up to 1015 g cm−3) and/or exotic

interior composition (e.g., pion condensation, quark-gluon plasma), a sharp drop of

temperature, down to 0.3–0.5× 106 K, occurs at an age of ∼10–100 yr, followed

by a more gradual decrease, down to the same ∼0.1×106 K at ∼107 yr. The faster

cooling is caused by the direct Urca reactions, n → p + e + ν̄e and p + e → n +νe,

allowed at very high densities.
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Table 6.1 Nuclear reactions and their neutrino emissivity as a function of neutron star temper-
ature [123]. T9 is the temperature in units of 109 K. Each particle (n, p, e−) which takes part in
a reaction contributes to the temperature dependence with a T and each neutrino with a T 3. The
reactions denoted as direct-Urca, π-condensate, Quark-URCA-process and Kaon condensate are
taken into account in the so-called accelerated cooling models. They have an order of magnitude
higher neutrino emissivity in comparison with the other nuclear reactions. The higher the neutrino
emissivity is the more efficient is the neutron star cooling.

Neutrino emissivity used in neutron star cooling models

Process Nuclear reaction Emissivity

(erg/s/cm3)

Direct URCA-process n → p+ e− + ν̄e
p+ e− → n+νe

∼1027 ×T 6
9

π-Condensate n+π− → n+ e− + ν̄e
n+ e− → n+π− +νe

∼1026 ×T 6
9

Quark-URCA-process d → u+ e− + ν̄e
u+ e− → d +νe

∼1026 αc T 6
9

Kaon condensate n+K− → n+ e− + ν̄e
n+ e− → n+K− +νe

∼1025 ×T 6
9

Modified URCA-process n+n → n+p+ e− + ν̄e
n+p+ e− → n+n+νe

∼1021 ×T 8
9

Direct coupled
Electron–Neutrino-process

γ+ e− → e− +νe + ν̄e
γplasmon → νe + ν̄e
e+ + e− → νe + ν̄e

∼1020 ×T 8
9

Neutron–Neutron and Neutron–
Proton-Bremsstrahlung

n+n → n+n+ν+ ν̄
n+p → n+p+ν+ ν̄

∼1019 ×T 8
9

Electron–Ion–Neutrino-
Bremsstrahlung

e− +(Z,A) →
e− +(Z,A)+νe + ν̄e

∝ T 6
9

The neutron star models used in these calculations are based on a moderate equa-

tion of state which opens the direct Urca process for M > 1.35 M�, the stars with

lower M undergo the standard cooling. Recent studies have shown that both the stan-

dard and accelerated cooling can be substantially affected by nucleon superfluidity

in the stellar interiors (see [122,153,163] for comprehensive reviews). In particular,

many cooling curves exist intermediate between those of the standard and acceler-

ated scenarios, depending on the properties of nucleon superfluidity, which are also

poorly known.

Thus, the thermal evolution of neutron stars is very sensitive to the composition

and structure of their interiors, in particular, to the equation of state at super-

nuclear densities. Therefore, measuring surface temperatures of neutron stars is

an important tool to study super-dense matter. Since typical temperatures of such

neutron stars correspond to the extreme UV – soft X-ray range, the thermal radi-

ation from cooling neutron stars can be observed with X-ray detectors sufficiently

sensitive at E � 1 keV.
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6.3 High-Energy Emission Properties of Neutron Stars

As a result of observations with the satellite observatories Einstein, ROSAT,

ASCA, BeppoSAX, Chandra and XMM-Newton, 89 rotation-powered pulsars were

detected at X-ray energies by mid 2008 (cf. Tables 6.8 and 6.9). Thus, in nearly

ten years of operation XMM-Newton and Chandra have almost tripled the number

of detected X-ray pulsars compared to what was known at the end of the ROSAT

mission in February 1999 [13]. Table 6.2 reflects the progress made in recent years

in detecting pulsars of various categories at X-ray energies. This progress clearly

goes along with the increase of sensitivity and angular resolution of the available

X-ray observatories. While XMM-Newton with its super collecting power allows

to obtain timing and spectral information even from faint and millions of years

old pulsars, Chandra stands for sub-arcsecond angular resolution which made it

possible to detected and study neutron stars located in source confused regions such

as supernova remnants and globular clusters.

Fortunately, with the increase in sensitivity of todays observatories a growing

number of neutron stars are detected in more than just one waveband (e.g., at radio,

optical, EUV, X- and gamma-rays), making it possible for the first time to carry

out multi-wavelength studies of the pulsar emission. This is a big advantage as the

physical processes which are responsible for the emission in different wavelength

bands are obviously related to each other. Multiwavelength studies thus provide a

much broader view into the physical processes operating in the neutron star magne-

tosphere than interpreting emission properties observed in a single wave band only.

6.3.1 Young Neutron Stars in Supernova Remnants

X-ray observations allow us to find both supernova remnants (SNRs) and the com-

pact objects that may reside within them. In fact, neutron stars and neutron star

Table 6.2 Progress in detecting rotation-powered pulsars with X-ray observatories. Status as
of July 2008. While EINSTEIN had only the sensitivity to see pulsed X-ray emission from
the youngest and brightest pulsars and to detect a few others at the limit of its sensitivity,
ROSAT/ASCA and XMM-Newton/Chandra allowed for the first time to study the emission mech-
anisms of rotation-powered pulsars based on a broader sample and of various categories.

Pulsar age Pulsar Einstein ROSAT XMM-Newton
(years) category ASCA Chandra

≤104 Crab-like 3 5 9

104–105 Vela-like 1 9 22

105–106 Cooling NS 5 6

106–108 Old and nearby 1 3 9

binary 1 1

≥108 ms-Pulsar 11 42

Σ detected: 5 33 89
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candidates have been found in a small fraction of the 265 known galactic SNRs

[61].6 About 38 of these compact stellar remnants in SNRs are radio pulsars, others

are radio-silent (or, at least, radio-quiet) neutron stars which were found as faint

point-like X-ray sources near to the geometrical center of their supernova remnant

(cf. section “Central Compact Objects in Supernova Remnants”).

Being in orbit for more than 80% of their nominal lifetime almost all young

radio pulsars have been observed and detected by either XMM-Newton and/or

Chandra (cf. Fig. 6.2). The young rotation-powered pulsars can be divided in two

groups, Crab-like and Vela-like pulsars, according to somewhat different observa-

tional manifestations apparently associated with the evolution of pulsar properties

with age. The radio-silent neutron stars include anomalous X-ray pulsars (AXPs),

soft gamma-ray repeaters (SGRs), and “quiescent” neutron star candidates in SNRs

(called Central Compact Objects, CCOs). Transient radio emission was seen from

few AXPs recently [27, 101]. There is growing evidence that AXPs and SGRs are

indeed magnetars (see Chap. 21 and [162] for a review). Magnetars are neutron stars

with an ultra strong magnetic field (B ≥ 1014 G) which is supposed to be the source

of the detected high energy radiation. A common property of these objects is that

their periods are in a narrow range of 5–12 s, substantially exceeding typical periods

of radio pulsars. While no gamma-ray emission has been detected from AXPs, SGRs

occasionally emit soft gamma-ray bursts of enormous energy (up to 1042–1044 erg),

a property, which gave this sources their name.

Crab- and Vela-Like Pulsars

On July 4, 1054 AD, Chinese astronomers noted a guest star in the constellation

Taurus. As we know today, this event marked the arrival of light from the death

of a massive main sequence star which underwent a core collapse when its internal

thermal energy produced by the nuclear fusion processes was not sufficient anymore

to counteract the gravitational force against the star’s collapse. The cloud of gas

which we observe today at the position of this guest star is the Crab supernova

remnant. In the optical band the nebula has an extent of 4×6 arcmin, corresponding

to ∼7×10 light years for a distance of 2 kpc.

What we observe from the Crab nebula in X-rays is not the thermal emission from

the ejecta-driven blast wave of the supernova, though, but the emission from charged

particles which emit synchrotron radiation as they move along magnetic field lines.

In X-rays the nebula has the form of a torus with jets, wisps and a counter-jet,

having an overall extent of 2×2 arcmin in the sky. For the 2 kpc distance the radius

of the torus is 0.38 pc, that of the inner ring is 0.14 pc [159]. In a series of Chandra

and HST monitoring observations it was found that the nebula near to the pulsar

shows temporal variability on time scales of days to weeks and month [72] (cf. also

Chaps. 15 and 16). An image showing the Crab nebula and pulsar as observed by

Chandra’s Low Energy Transmission Grating detector is shown in Fig. 6.4.

6 http://www.mrao.cam.ac.uk/surveys/snrs/ .



6 X-Ray Emission from Pulsars and Neutron Stars 105

Fig. 6.4 The Crab nebula and its central pulsar as observed by the Chandra LETG detector. The
cross-like feature is an artefact from the spectrum dispersed by the LETG fine-support bars

In studying this system it became clear very early that the observed non-thermal

emission required a continuous input of energetic charged particles to keep the neb-

ula emitting. It was the question of the Crab nebula’s central engine which caused

Pacini [120] a few month before the discovery of radio pulsars to propose that a fast

spinning and strongly magnetized neutron star could be the required source which

supplies the energy into the nebula.

Indeed, the 33-ms pulsar in the Crab supernova remnant, PSR B0531+21, was

the first rotation-powered pulsar from which high energy radiation was detected.

Being the strongest rotation-powered pulsar with the highest spin-down energy it

was considered – until recent years – to be the prototype for all young neutron stars

of age 103–104 years. Because of this and its favorable brightness it was studied

in all frequency bands and by almost every observatory suitable to do so. The pul-

sar’s characteristic double peaked pulse profile and its energy spectrum have been

measured in detail throughout almost the entire electromagnetic spectrum. A com-

pilation of pulse profiles as observed from the radio to the X-ray bands is shown in

Fig. 6.5.
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Fig. 6.5 The Crab pulsar’s characteristic pulse profiles as observed at various frequency bands
(from [111]). The phases of low (LFC) and high frequence (HFC) radio pulse components are
indicated. The dashed lines indicate the phase of the main pulse component and the interpulse.
The profiles have been arbitrarily aligned by the peak of the main pulse

Despite this strong interest and a wealth of data which have been taken from the

pulsar since its discovery, it only recently became clear in deep Chandra obser-

vations that the X-ray emission from the Crab pulsar is actually 100% pulsed

[149] and that the radio, optical and X-ray pulses are not fully phase aligned as

suggested by high-energy emission models. Indeed, the X-ray pulses lead the opti-

cal pulses by the small amount of ∼68μs and the optical the radio pulses by 236μs

(cf. Fig. 6.6). Mapping these pulse arrival time differences to photon travel-time

differences means that for X-ray and optical pulses the arrival time delay can corre-

spond to a difference in emission heights of 50–100 km.

As far as the pulsar’s emission mechanisms are concerned, it is very well

established that magnetospheric emission from charged particles, accelerated in

the neutron star magnetosphere along the curved magnetic field lines, dominates

the radiation not only from the Crab pulsar but from almost all young rotation-

powered pulsars with ages �5,000 years (cf. Sect. 6.2.2). Accordingly, the radiation
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RXTE & Chandra

OPTIMA

Fig. 6.6 Phase difference of the Crab pulsar’s first pulse peak observed at optical and X-ray ener-
gies by OPTIMA and RXTE/Chandra. (From [5])

of Crab-like pulsars is characterized by a power-law spectrum, dN/dE ∝ E−α , in

which α is called photon-index. This implies that the energy distribution of the

charged particles emitting this radiation also follows a power-law in a broad energy

range. For the Crab pulsar the slope of its photon energy spectrum slowly increases

with photon energy – the photon index varies from α = 1.6 at E ∼ 1 keV to α = 2.1
at E ∼ 1010 eV.

Besides the Crab several other young pulsars have been studied in deep Chandra

and XMM-Newton observations. Two pulsars remarkable for their rather hard X-ray

spectra are PSR J1617−5055 and PSR J1811−1959 [12, 85]. PSR J1617−5055 is

a 69-ms pulsar located about 7 arcmin outside the boundary of the young supernova

remnant RCW 103 (cf. Fig. 6.7). The spin-down age of the pulsar is τ ∼ 8,000 years

(cf. Table 6.8) placing it among the youngest known radio pulsars. An association of

the remnant RCW 103 and the pulsar was discussed but found to be unlikely [45,92].

The pulsar distance is not very well constrained. The radio dispersion measure yields

a distance of 6.1–6.9 kpc [38] but it was conclude from a comparison between dis-

persion measure based distances and distances obtained from HI absorption mea-

surements of PSR 1641−45 and PSR 1718−35 – which are both located within

20o of PSR J1617−5055 – that the pulsar could be as close as ∼4.5 kpc [92]. PSR

J1617−5055 was discovered by its X-ray pulses in archival GINGA data [151].

XMM-Newton observations classified the pulsar emission as non-thermal [12], with

a rather flat photon-index of α = 1.1–1.4 (cf. Table 6.6). The pulsar emission

turns out to be highly absorbed, prohibiting any measurement of the softer cooling

emission from the neutron star surface. Strong pulsed emission up to 15 keV was
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Fig. 6.7 X-ray view of RCW 103 and the young pulsar PSR J1617−5055 as observed by XMM-
Newton and Chandra, respectively. The central source in RCW 103 is the CCO 1E 1613−5055.
The zoomed in Chandra image on the upper left shows the plerion surrounding PSR J1617−5055.
(RCW 103 image from [12], PSR J1617−5055 inset from [85])

detected by XMM-Newton [12]. The X-ray pulse profile shown in Fig. 6.8 is single

peaked and shows a cross similarity to the radio profile. The pulsed fraction is at the

level of 50%.

Only recently a pulsar was detected which seems to contradict this empirical evi-

dence of non-thermal dominated emission in young rotation-powered pulsars. PSR

J1119−6127, which is located in the SNR G292.2−0.5, has an age of ∼1,600 yrs

and a deduced magnetic field strength of B ∼ 4.1× 1013 G. The latter is close to

the quantum critical field of BQED = m2
ec3/eh̄ = 4.4 × 1013 G and close to the

magnetar range. There is strong evidence that its spectrum is dominated by ther-

mal radiation corresponding to a temperature of ∼2.4 × 106 K and an emitting

radius of ∼2.7 km while its pulsed fraction in the 0.5–2.0 keV band is as high as

∼74±14% [57, 140]. PSR J1119−6127 thus is the youngest pulsar for which ther-

mal emission is detected. It is an interesting question of whether the presence of

the strong magnetic field causes the completely different emission scenario than

observed in other young and Crab-like pulsars. A synchrotron nebula surrounding
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Fig. 6.8 X-ray and radio pulse profiles of PSR J1617−5055 as observed in the 2.5–15 keV band
with the XMM-Newton and at 1.4 GHz with the Parkes Radio Telescope. The X-ray pulse has a
duty cycle of ∼50% in the 2.5–15 keV band. Two pulse cycles are shown for clarity. Radio pulse
profile from [92]

the pulsar has been detected recently above 2 keV and consists of jet-like structures

extending to at least 7 arcsec from the pulsar [140]. At least from this point of few

the pulsar seems to fit to the emission properties seen in other pulsars of this age.

Pulsars with a spin-down age of ∼104–105 years are often referred to as Vela-like

pulsars, because of their apparent similar emission properties. Among the 22 pulsars

of this group which have been detected in X-rays, five of them (the Vela pulsar

PSR B0833−45, PSRs J2229+6114, B1706−44, B1046−58 and B1951+32) were

detected with the EGRET Gamma-ray observatory, and only the Vela pulsar has

been detected in the optical band. In some respects, these objects appear to be

different from the Crab-like pulsars. In particular, their optical radiation is very faint

compared to that of the very young pulsars, and the overall shape of their high-

energy spectra looks different. For instance, the closest (d ≈ 250 pc) and, hence,
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best-investigated Vela pulsar has an optical luminosity four orders of magnitude

lower than the Crab pulsar [114], whereas its rotation energy loss is only a factor

of 65 lower. Its pulse profile at various wavelength is very complex and difficult

to associate with the many possible emission mechanisms [99, 103]. The pulsed

fraction in the soft X-ray range, ≈ 7%, is much lower than that observed from Crab-

like pulsars.

In contrast to the young Crab-like pulsars, the soft X-ray spectrum of the Vela

pulsar has a substantial thermal contribution (cf. Table 6.6) with an apparent tem-

perature of ≈106 K [103, 119]. On the other hand, the spatial structure of the

Vela plerion strongly resembles the inner Crab nebula – it also has a torus-like

structure, an inner ring and jets (see Fig. 6.9) and shows temporal intensity varia-

tions on time scales of weeks to month [127]. The symmetry axis of the nebula,

which can be interpreted as the projection of the pulsar’s rotation axis onto the sky

plane, is roughly co-aligned with the direction of proper motion. This is similar as

observed in the Crab pulsar although the misalignment there is 26±3◦. The idea of

a torus configuration formed by a shock-confined pulsar wind was first introduced

by Aschenbach and Brinkmann [2] as a model to explain the shape of the inner Crab

Fig. 6.9 The Vela pulsar and its plerion as observed by the Chandra ACIS-I detector. A torus and
jets are seen similar as in the Crab plerionic nebula. The symmetry axis is almost aligned to the
pulsar’s proper motion direction. The jets are seen to vary in form and intensity on time scales of
weeks to month. (Courtesy NASA/CXC/PSU/ [127])
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nebula. The discovery of a similar torus-like structure in the Vela synchrotron neb-

ula indicated that this model may be applicable to many young pulsars. According

to this model, the torus-like structure and its geometrical orientation with respect

to the direction of the pulsar’s proper motion arise because the interaction of the

post-shock plasma with the ambient medium compresses the plasma and amplifies

the magnetic field ahead of the moving pulsar. This, in turn, leads to enhanced syn-

chrotron emission with the observed torus-like shape [143].

Thus, young rotation-powered pulsars are in general surrounded by pulsar-

powered nebulae (plerions) and/or supernova ejecta. The pulsar wind nebulae have

been seen to show variable emission features on time scales of days to weeks and

month [72, 127]. Presumably, the pulsars’ magnetospheric emission extends from

at least the infrared to gamma-ray energies, with typical photon indices varying

between α ≈ 1–2 (cf. Tables 6.6 and 6.7). As the plerionic emission is synchrotron

radiation its spectrum is a power law. In the Crab plerion Willingale et al. [161]

found that the shape of the spectrum changes as a function of distance from

the pulsar. He fitted the power law slope of the torus (α = 1.8 ± 0.006), the jet

(α = 2.1±0.013) and the outer nebula regions (α = 2.34±0.006). Similar results

were obtained by Chandra, measuring the hardness ratio distribution throughout the

nebula [159]. For the pulsar, a photon spectral index of α = 1.63±0.07 is observed

(cf. Tables 6.6 and 6.7). The spectral difference between the jet and the torus is

found to be likely due to an intrinsically steeper electron spectrum of the jet. The

outer regions of the nebula show the steepest spectrum, which is likely to be due to

enhanced synchrotron losses of the electrons during their ride from the pulsar to the

outskirts.

Central Compact Objects in Supernova Remnants

For many years, it has been generally believed that all young neutron stars have

similar emission properties as those observed in Crab- and Vela-like pulsars,

i.e., emitting strongly pulsed radiation caused by non-thermal emission processes

in the neutron star’s magnetosphere. Several recent observations of compact X-ray

sources in supernova remnants, however, suggest that this picture is incomplete and

indeed no longer justified: it has been shown that there are other manifestations of

young neutron stars, e.g., as anomalous X-ray pulsars, soft gamma-ray repeaters

or simply as faint point-like X-ray source in a supernova remnant. Most of these

sources were identified by their high X-ray to optical flux ratios, others simply by

their locations near to the expansion centers of supernova remnants, strongly sug-

gesting that they are indeed the compact stellar remnants formed in the supernova

events. The group of SNRs which are known to host a radio-quiet but X-ray bright

central compact object (CCO) is listed in Table 6.3.

Whether this group of CCOs forms a homogenous class of sources such as the

rotation-powered pulsars is currently an open question and is actually difficult to

answer in view of the small number of known objects. All sources in common is that

(1) they are located in supernova remnants of age ≤104 yrs, (2) their X-ray luminosi-
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Table 6.3 List of X-ray detected radio-quiet and optically dim central compact objects in super-
nova remnants (status: mid 2008). The X-ray luminosity is computed for the energy band 0.5–
10 keV and the specified distances.

CCO Hosting Age d P log Lx Ref.

SNR (kyr) (kpc) (erg s−1)

CXO J232327.8+584842 Cas-A ∼0.3 ∼3.4 . . . ∼32.94 [47, 147]

CXO J085201.4−461753 Vela-Jr ∼2? ∼1.0? . . . ∼32.40 [3, 88]

RX J0822−4300 Pupis-A ∼2 ∼2.2 0.22a s ∼33.71 [80, 130]

1E 1207.4−5209 PKS 1209−51/52 ∼10 ∼2.0 0.424 s ∼33.12 [59, 69]

CXO J185238.6+004020 Kes 79 ∼9 ∼7.1 0.105 s ∼33.48 [58, 141]

RX J1713.7−3946 G347.3−0.5 ∼10 ∼1.0 . . . ∼32.78 [96, 131]

1E 1613−5055 RCW 103 ∼2 ∼3.3 6.67 h Variable [42, 154]

aThe periodicity of RX J0822−4300 awaits confirmation.

Table 6.4 Spectral parameters from double-blackbody fits to the CCOs in CAS-A (CXOU
J232327.8+584842), Vela-Jr (CXOU J085201.4−461753), Puppis-A (RX J0822−4300), PKS
1209−51/52 (1E 1207.4−5209), Kes 79 (CXOU J185238.6+004020), G347.3−0.5 (RX
J1713.7−3946) and RCW 103 (1E 1613−5055). Status mid 2008. The unabsorbed X-ray flux is
computed for the energy band 0.5–10 keV. The radii of the projected emitting areas are computed
for the distances specified in Table 6.3. Errors correspond to a 1−σ confidence interval.

CCO in Nh/1021 T1/106 R1 T2/106 R2 fx/10−12 Ref.

SNR (cm−2) (K) (km) (K) (km) (erg/cm/s)

Cas-A 12.5+0.3
−0.3 4.89+0.07

−0.07 0.83+0.03
−0.03 6.30 [67]

Vela-Jr 3.8+0.4
−0.3 4.0+0.3

−0.5 0.36+0.05
−0.03 6.6+3.1

−1.2 0.06+0.06
−0.04 2.11 [7]

Pupis-A 4.5+0.5
−0.4 2.6+0.3

−0.3 3.3+1.1
−0.7 5.1+0.3

−0.2 0.75+0.12
−0.15 8.94 [80]

PKS 1209−51/52 1.0+0.1
−0.1 1.92+0.03

−0.03 4.5+0.1
−0.1 3.7+0.02

−0.02 0.83+0.03
−0.03 2.78 [44]

Kes 79 14+3
−3 5.3+0.5

−0.5 0.8+0.1
−0.1 0.51 [58]

G347.3−0.5 4.7+0.3
−0.4 6.6+0.8

−0.8 0.6+0.9
−0.9 3.7+0.23

−0.23 0.11+0.05
−0.05 5.10 [30]

RCW 103 16.5+1.5
−1.5 4.6+0.5

−0.5 2.3+0.7
−0.6 9.1+0.9

−0.9 0.35+0.15
−0.12 Variable [12]

ties are all in the braked 1032–1033 erg s−1, (3) down to an extent of ≤1 arcsec none

of them has been seen to maintain a plerionic X-ray nebula such as the Crab, Vela or

other young pulsars and (4) no radio or optical counterpart could be detected from

any CCO by now.

None of these properties is distinctive enough to justify the conclusion that all

these sources form an own class of objects (e.g., Geminga is radio-silent as well).

Interestingly, though, is that all CCOs share very similar spectral properties and

those are markedly different from what is observed in young rotation-powered pul-

sars. The X-ray spectra of virtually all CCOs are very well modeled by a two com-

ponent blackbody model with temperatures in the range Tbb = (2–7)× 106 K and

sizes of the projected emitting areas at the level of Rbb ∼ (0.3–5) km (cf. Table 6.4).
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The projected emitting radii are in all cases much smaller than a canonical neu-

tron star radius, suggesting that the radiation is emitted from a small part of the

neutron star surface. It is, however, by no means clear that the double-blackbody

spectral model represents the correct physical description of the emission process,

even this model fits the data. An alternative spectral model providing equally good

fits than the double-blackbody model does consists of a blackbody plus a power

law. The inferred slope of the power law component, though, is ∼4–5 which is

steeper than the photon-index α = 1–3 observed for other rotation-powered pulsars

(cf. Tables 6.6 and 6.7). However, as the true nature of the CCOs and their emission

mechanisms are unknown it might not be justified to use the steepness of the power

law to reject these models as unphysical. Worth to mention in this context is that

the spectra observed from AXPs also require a composite blackbody plus power

law model to fit. Spectral parameters obtained from them are similar to what is fit-

ted in CCO spectra [49, 107]. The only CCO for which spectral line features were

observed is 1E 1207.4−5209 [44]. A possible interpretation of this spectral features

in terms of electron cyclotron absorption at ∼0.7, ∼1.4, ∼2.1 and ∼2.8 keV yields

a neutron star magnetic field of 0.6(1 + z)× 1011G ∼ 8× 1010 G [44]. Herein, z is

the gravitational redshift which was assumed to be at the level of 25%.

Despite the common spectral emission properties there are distinct differences in

the temporal emission properties of some CCOs. For 1E 1613−5055 a strong peri-

odic modulation at 6.67±0.03 h has been found in long XMM-Newton observations

along with changes in the X-ray flux by factors 10–100. The latter lends evidence

that 1E 1613−5055 is actually in an eccentric orbit with a low-mass star [12, 42].

Flux variability have not been observed in any of the other CCOs. Upper limits

obtained by the current observatories are in the 5–10% range.

X-ray pulsations have been observed from CXOU J185238.6+004020 in Kes

79 [58] and 1E 1207.4−5209 in PKS 1209−51 [169]. CXOU J185238.6 and 1E

1207.4−5209 seem to have a very stable rotation period with almost no spin-down

over few years [59]. The small spin-down implies that these CCOs may have a rather

small magnetic field and that these sources were born with a period close to the one

observed today. The latter scenario could mean that CCOs are anti-magnetars rather

than magnetars. Clearly, pulsations in more CCOs need to be detected to turn this

evidence in a definite conclusion.

It recently became possible to measure the proper motion of a CCO and to con-

firm that its back projected birth place is in agreement with the remnants explo-

sion center, thus providing the first confirmation that CCOs are indeed the compact

remnants formed in the birth event of the hosting supernova remnant. Using two

Chandra data sets which span an epoch of 1,952 days Hui and Becker [81] found that

the position of RX J0822−4300 in Puppis-A differs by 0.57±0.18 arcsec, implying

a proper motion of μ = 107±34 mas yr−1 (cf. Figs. 6.10 and 6.11). For a distance of

2.2 kpc, this proper motion is equivalent to a recoil velocity of 1120± 360 km s−1.

Both the magnitude and direction of the proper motion are in agreement with the

birth place of RX J0822−4300, being near to the optical expansion center of the

supernova remnant.
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Fig. 6.10 a Composite ROSAT HRI image of the Puppis-A supernova remnant. The blue ring indi-
cates the 30 arcmin central region which has been observed by XMM-Newton. b XMM-Newton
MOS1/2 false color image of the central region of Puppis-A (red: 0.3–0.75 keV, green: 0.75–2 keV
and blue: 2–10 keV). The central source is the CCO RX J0822−4300. The inset shows the squared
region as observed by the Chandra HRC-I

Fig. 6.11 The position (with error circle) of the cental compact object RX J0822−4300 in Puppis-
A as observed by Chandra in December 1999 and April 2005. The arrow indicates the proper
motion direction

It finally is worth to mention that, by now, the relatively small number of dis-

covered members of this class might be to a large fraction due to observational

selection effects only. From the observers point of view it is much easier to detect
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and identify active pulsars than these quiet compact sources observable only in the

soft X-ray band. Also, once a supernova remnant disappears after about 105 yrs, it is

almost impossible to find and identify its left over CCO. It is therefore very plausi-

ble that, in fact, CCOs may be more common than young Crab- and Vela-like radio

pulsars.

6.3.2 Cooling Neutron Stars

Thermal radiation from neutron star surfaces was first detected in an unambiguous

way from the Vela pulsar, PSR B0656+14, Geminga and PSR B1055−52 [118,119]

using ROSAT. ROSAT also discovered seven neutron stars showing pure thermal

emission in X-rays (cf. Chap. 7). More sources and many more details on spec-

tra and temporal emission properties of cooling neutron stars were obtained with

Chandra and XMM-Newton cf. [11] and Chap. 9). This data have clearly demon-

strated that the soft X-ray radiation of rotation-powered pulsars in an age interval of

∼105–106 yrs is dominated by thermal emission from the neutron star surface. These

pulsars are apparently old enough for their magnetospheric emission to become

fainter than the thermal surface emission, but they are still young and hot enough

to be detectable in the soft X-ray range. As this XMM-Newton and Chandra data

have shown, all middle aged pulsars for which the photon statistics is sufficient

for a detailed spectral modeling require three spectral components to be modeled.

This composite model includes a thermal cooling, a thermal (heated) polar-cap and

a non-thermal magnetospheric emission component (cf. Fig. 6.12). The latter com-

ponent is a power-law (PL) spectrum which prevails in the IR, optical, hard X-ray

and gamma-ray ranges. An example fit to the IR-optical-X-ray spectrum of PSR

B0656+14 is shown in Fig. 6.12.

Figure 6.13 shows a comparison of observed neutron star temperatures as a func-

tion of age compared with the results of standard cooling theory as summarized by

Yakovlev and Pethick [163, 164]. For a more detailed comparison of observations

and predictions from a variety of cooling models please confer Chaps. 11 and 12.

Neutron star surface temperature upper limits for million years old pulsars, like PSR

B1929+10, have been obtained for the first time by XMM-Newton. They are sum-

marized in Table 6.5.

6.3.3 Old Nearby Radio Pulsars

Before the start of XMM-Newton, a consistent scenario for the evolution of the

X-ray emission properties of aging rotation-powered pulsars was not available. This

surprising fact was largely due to the lack of sufficient observational data. Young

and middle aged neutron stars, which emit strong pulsed non-thermal and/or surface

hot-spot plus cooling emission, were studied reasonably well in the X-ray band. In
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Fig. 6.12 Energy spectrum of PSR B0656+14, a prototype middle-aged cooling neutron star.
Shown is the X-ray spectrum fitted with a model consisting of thermal soft (TS), thermal hard (TH)
and power-law (PL) components, and IR–optical–UV fluxes measured with the HST and ground-
based telescopes. The dashed and dotted lines show the continuation of the X-ray spectrum to the
optical band with and without allowance for interstellar absorption. Figure from [13]

Fig. 6.13 Observations of surface temperatures and upper bounds for several isolated neutron stars.
The solid line is the basic theoretical cooling curve of a non-superfluid neutron star with M =
1.3 M� [163]. The upper limit on the temperature of the old pulsar PSR 1929+10 was added [8]
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Table 6.5 3σ -Surface temperature upper limits for old non-recycled pulsars. The upper limits were
obtained from adding an additional thermal component (which accounts for blackbody emission
from the whole neutron star of radius RNS = 10 km) to the best fit power law spectra. See [8–10]
for details.

Pulsar Spin-down age 3σ T∞s
(106 years) (106 k)

B2224+65 1.12 ≤0.68

J2043+2740 1.20 ≤0.62

B0628−28 2.75 ≤0.53

B1929+10 3.10 ≤0.45

B0823+26 4.92 ≤0.50

B0950+08 17.5 ≤0.48

contrast, most old radio pulsars were too faint for a detailed examination of their

X-ray emission. However, especially old rotation-powered non-recycled pulsars are

of particular interest for the study of particle acceleration and high energy radiation

processes near the neutron star’s surface and in its magnetosphere. This is because

their ages are intermediate between those of the well-studied young and cooling

neutron stars, whose surface may produce copious thermal X-ray photons, and those

of very old recycled millisecond pulsars, in which thermal hot-spot and non-thermal

magnetospheric X-ray production mechanisms are believed to dominate.

Old, non-recycled pulsars therefore aid in answering questions such as how do

the emission properties of the younger pulsars, like Geminga, PSR B0656+14 and

PSR B1055−52, change as they age from ∼105 to 107 years? Will the thermal emis-

sion simply fade away due to cooling with increasing age or will the star be kept

hot (at about 0.5–1× 105 K) over millions of years due to energy dissipation by

processes such as internal frictional heating (Ėdiss ∼ 1028–1030 erg s−1) and crust

cracking, as proposed by vortex creeping and pinning models? What happens to the

non-thermal, hard-tail emission seen in the X-ray spectra of the middle-aged field

pulsars? Will this emission become the dominant source or will this component also

decay with time and will only thermal emission from the hot and heated polar-caps

remain?

If one extrapolates the X-ray emission properties of young and cooling neutron

stars to this age bracket, one may expect that the cooling emission fades away and

thermal emission from heated polar caps dominates the X-rays. Surprisingly, the

X-ray emission from old pulsars is largely dominated by non-thermal radiation

processes [8–10]. None of the pulsars’ X-ray spectra required the inclusion of a

thermal component to model the energy spectra (cf. Tables 6.6 and 6.7). Further

support for an emission scenario dominated by non-thermal emission mechanisms

is given by the observed temporal emission properties. The pulse profiles of PSRs

B1929+10, B0950+08 and B0628−28 are not broad and sinusoidal as would have

been expected for spin-modulated thermal X-ray emission from heated polar caps,

but are double peaked with narrow pulse components and pulsed fractions in the

range of ∼30–50% (cf. Fig. 6.14).
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Fig. 6.14 Integrated pulse profiles of the old pulsars PSR B1929+10, B0950+08, B0628−28 and
B0823+06 as observed by XMM-Newton (top) and at 1.4 GHz with the Effelsberg radio tele-
scope. X-ray and radio profiles are phase aligned. Two cycles are shown for clarity. Small energy
dependences in the profiles are observed for B1929+10 and B0950+08

Some models (cf. Chap. 19 and references therein) predict in the framework of

the revised space-charge-limited flow model that polar cap heating, as a fraction of

the spin-down luminosity, increases with pulsar age and should be most efficient for

pulsars of spin-down age τ∼ 107 yrs, if they are in fact producing pairs from curva-

ture radiation photons. However, according to [66], PSR B0950+08 and B0823+26
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cannot produce pairs from curvature radiation of primary electrons since they both

lie below the curvature radiation pair death line in the P–Ṗ diagram of radio pulsars

(cf. [10] for a more detailed discussion). Nevertheless, attempts have been made to

fit the spectrum of PSR B0950+08 and PSR B1929+10 by including thermal mod-

els (cf. [77, 168]). By statistical means such thermal components are not required

to fit the observed spectra. Therefore, contributions from heated polar caps in old

pulsars have the character of upper limits rather than detections.

6.3.4 Millisecond Pulsars

In the P–Ṗ parameter space, millisecond pulsars (ms-pulsars) are distinguished from

the majority of ordinary-field pulsars by their short spin periods of ≤20 ms and small

period derivatives of ≈10−18–10−21 (cf. Fig. 6.2). In the frame of the magnetic brak-

ing model this corresponds to very old spin-down ages of typically 109–1010 years

and low magnetic field strengths of ∼108–1010 G. More than ∼75% of the known

disk ms-pulsars are in binaries, usually with a low-mass white dwarf companion,

compared to ∼=1% binaries among the ordinary pulsars. This gives support to the

idea that these neutron stars have been spun-up by angular momentum transfer dur-

ing a past mass accretion phase [1, 4, 22]. Further evidence for this came from

the discovery of seven accreting ms-pulsars which seem to confirm this scenario

(see [160] for a review). Presumably, these pulsars were originally among ordinary

pulsars which would have turned off because of the loss of their rotational energy

if they were not in close binaries (cf. Fig. 6.15). Millisecond pulsars are therefore

often called “recycled” pulsars to better distinguish them from fast spinning pulsars

seen in young supernova remnants.

By mid of 2008, about 10% of the ∼1,800 known radio pulsars fall into the cat-

egory of ms-pulsars, i.e., are recycled (cf. [102] and Chaps. 1 and 2). The majority

of them (almost 137) are located in 25 globular clusters [28] which apparently pro-

vide a favorable environment for the recycling scenario. Of these globular cluster

ms-pulsars 56 (41%) are solitary, the others are in binaries. Interestingly, the ratio

of solitary to binary ms-pulsars is almost identical to the 40% observed in the pop-

ulation of galactic disk ms-pulsars. The formation of solitary recycled pulsars is not

well-understood, but it is widely believed that either the pulsar’s companion was

evaporated (a process which is believed to be at work in the PSR 1957+20 ms-

pulsar/binary system) or the system was tidally disrupted after the formation of the

ms-pulsar.

Recycled pulsars had been studied exclusively in the radio domain until the

1990s, when ROSAT, ASCA, EUVE, RXTE and BeppoSAX were launched. The

first millisecond pulsar discovered as pulsating X-ray source was PSR J0437−4715

[17], a nearby 5.75-ms pulsar which is in a binary orbit with a low-mass white dwarf

companion. Further detections followed, which, by mid 2008 sum up to ∼47% of

all X-ray detected rotation-powered pulsars (cf. Tables 6.8 and 6.9). The data qual-

ity available from them, though, is far from being homogenous. While from several
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Fig. 6.15 Weakly-magnetized neutron stars that accrete matter from low-mass companion stars
form the ∼150 currently known low-mass X-ray binaries (LMXBs). These systems are believed
to be the progenitors of “recycled” pulsars. Along with the accretion of matter angular momentum
transfer from the companion star takes place which spins-up the neutron star to millisecond periods.
As the companion star evolves, a solitary ms-pulsar or a ms-pulsar binary system is left

ms-pulsars high quality spectral, temporal and spatial information is available, many

others, especially those on globular clusters, are just detected with a handful of

events (cf. also Chap. 8). Nevertheless, the improvements in sensitivity by Chandra

and XMM-Newton provided a step forward in classifying the ms-pulsars’ X-ray

emission properties, indicating that there is a dichotomy between thermal and non-

thermal dominated emitters, similar to what is observed from non-recycled pulsars.

X-ray emission observed from ms-pulsars which have a spin-down energy of

Ė ≥ 1035 erg s−1, i.e., PSR J0218+4232, PSR B1821−24 and PSR B1937+21, is

caused by non-thermal radiation processes [11, 94, 115]. This is confirmed by their

power law spectra (photon-index α in the range 1.5–2, cf. Table 6.7) and pulse

profiles which show narrow peaks and have pulsed fractions of up to ∼90–100%

(cf. Fig. 6.16). Common in these pulsars is that all show relatively hard X-ray emis-

sion, which made it possible to study some of them already with ASCA, BeppoSAX

and RXTE. For example, emission from PSR B1821−24 and PSR B1937+21 is



6 X-Ray Emission from Pulsars and Neutron Stars 121

Fig. 6.16 X-ray and radio pulse profiles for the six brightest ms-pulsars. Two full pulse cycles
are shown for clarity. The relative phase between the radio and X-ray pulses is only known for
PSR 1821−24, B1937+21, 0218+4232 and PSR J0437−4715 with sufficient accuracy. The phase
alignment in all other cases is arbitrary
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detected by RXTE up to ∼20 keV [110] and PSR J0218+4232 is a candidate for a

gamma-ray pulsar [94].

For the remaining ms-pulsars (P ≥ 4 ms, log Ė ∼ 33–34 erg s−1) the X-ray emis-

sion is found to be much softer. Their X-ray spectra can be described by compound

models consisting of a blackbody plus a power law component (cf. Table 6.7). The

latter is required to describe the emission beyond 2–3 keV. For PSR J0437−4715

which is the brightest ms-pulsar detected in X-rays and thus is the one for which the

best photon statistics is available, a three component spectral model is required to fit

the observed energy spectrum. The model consists of a two temperature blackbody

plus a power law model. The X-ray spectrum of PSR J0437−4715 as detected with

XMM-Newton is shown in Fig. 6.17.

The relatively small blackbody radii found by these spectral fits suggest that the

thermal emission is coming from one or two heated polar-caps whereas the power

law component describes the non-thermal radiation emitted from accelerated par-

ticles in the co-rotating magnetosphere. The prototypical ms-pulsar of this group,

which is still the one for which the best data are available, is the nearest and bright-

est millisecond pulsar PSR J0437−4715. It was already evident in the ROSAT and

ASCA data that its X-ray emission consists of at least two different spectral compo-

nents [15, 17].

MOS

PN

PL

Fig. 6.17 X-ray spectrum of PSR J0437−4715. The solid curves show the best fitting model which
is the sum of a power law (PL) and a two temperature blackbody model labeled as core and rim.
(From [166])
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Chandra and XMM-Newton data have further constrained its emission properties

(see [24,166] and Chap. 8). The two thermal components are interpreted as emission

from a hot polar cap, having a non-uniform temperature distribution with a hot core

(Tcore = 1.4× 106 K, Rcore = 0.4 km) and a cooler rim (Trim = 0.5× 106 K, Rrim ∼
2.6 km). The power law component yields a photon index of α ∼ 2.0. The size of

the polar cap is found to be roughly in agreement with the theoretical predictions.

Defined as the area of open field lines in which the bombardment by relativistic

particles is expected, it is Rpc = R(RΩ/c)1/2. Assuming R = 10 km for the neutron

star radius and takingΩ = 1.09×103 for the pulsars angular frequency yields Rpc =
1.9 km for a polar cap radius of PSR J0437−4715.

Interaction between the relativistic pulsar wind (which carries away the pulsar’s

rotational energy) and the surrounding interstellar medium is expected to create

detectable diffuse emission. If the physical conditions are appropriate this emission

takes the form of a pulsar bow-shock nebula as shown in Fig. 6.18.

By now, such diffuse emission is seen in Hα from the black widow pulsar PSR

B1957+20 [75,146], from PSR J0437−4715 [19], and from PSR J2124−3358 [50].

Diffuse X-ray emission associated with these bow-shock nebulae could only be

detected from PSR B1957+20 [19, 146] and from the solitary ms-pulsar PSR

J2124−3358 [82]. For the latter the emission extends from the pulsar to the

northwest by ∼0.5 arcmin (cf. Fig. 6.18b). Adopting the pulsar distance of ∼250 pc,

the tail has a length of ∼1.1 × 1017 cm. The spectrum of the diffuse tail emis-

sion can be modeled with a power-law of photon index 2.2± 0.3, in line with the

emission originating from accelerated particles in the post shock flow. Comparable

deep observations to those of PSR J2124−3358 and PSR B1957+20 have been

performed by XMM-Newton in previous years on almost all X-ray bright ms-

pulsars. For PSR J0437−4715, PSR J0030+0451 and PSR J1024−0719, which
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Fig. 6.18 a The bow-shock around PSR J0437−4715 as visible in Hα . b Chandra image of PSR
J2124−3358 and its diffuse, arc-like X-ray emission associated with the pulsar’s bow-shock [82].
The pulsars’ proper motion directions are indicated
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all have spin parameters similar to that of PSR J2124−3358, no diffuse emission

was detected down to a 3 − σ limiting flux of ∼4–7 × 10−15 erg s−1 cm−2 [82].

The latter suggests that the formation of bow-shocks depends not on the pulsars

spin-parameters but might be a function of, e.g., the ISM density and pulsar proper

motion.

The majority of the detected ms-pulsars reside in globular clusters. The first

millisecond pulsar discovered in a globular cluster was PSR B1821−24A [100]

which is located in M28 (NGC 6626). Its inferred pulsar parameters make it the

youngest (P/2Ṗ = 3.0× 107 yrs) and most powerful (Ė = 2.24× 1036I45 erg s−1)

pulsar among all known MSPs (cf. Fig. 6.19 and Table 6.9). Since the Einstein era

it has been clear that globular clusters contain various populations of X-ray sources

of very different luminosities [70]. The stronger sources (Lx ≈ 1036–1038 ergs−1)

were seen to exhibit X-ray bursts which led to their identification as low-mass X-ray

Fig. 6.19 Chandra ACIS image of the central region of the globular cluster M 28. The position
of the recently discovered new ms-pulsars are indicated by blue circles. Most sources are located
within or near to the core-radius (dashed-circle). The binary millisecond pulsar PSR J1824−2425H
is in agreement with X-ray source #18 [6,11]. There is faint (only partly resolved) emission near to
the center of the cluster. This emission is in agreement with the location of the recently discovered
radio pulsars J1824−2425J, J1824−2425I, and J1824−2425E. The upper left inset helps to locate
the different MSPs. Image from [6]
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binaries (LMXBs). The nature of the weaker sources with Lx ≤ 3×1034 ergs−1 how-

ever, was more open to discussion [37,83]. Although many weak X-ray sources were

detected in globulars by ROSAT [83,155], their identification has been difficult due

to low photon statistics and strong source confusion in the crowded globular cluster

fields, except for a few cases. Of particular interest are the results obtained from

Chandra observations of PSR B1821−24A in M28 [11] and on 47 Tuc=NGC 104.

From the latter Grindlay [63] reported the detection of 108 sources within a region

corresponding to about five times the 47 Tuc core radius. Nineteen of the soft/faint

sources (cf. Table 6.9) were found to be coincident with radio-detected millisec-

ond pulsars (MSPs), and Grindlay [62, 63] concluded that more than 50% of all the

unidentified sources in 47 Tuc are MSPs. This conclusion is in line with theoreti-

cal estimates on the formation scenarios of short-period (binary) pulsars in globular

clusters [135]. The application of the Chandra X-Ray Observatory sub-arcsecond

angular resolution along with the temporal resolution provided by its HRC-S detec-

tor allowed to search for X-ray pulsations from the 47 Tuc millisecond pulsars. This,

however, is not just a matter of exposure time. So far, a 830 ksec deep observation

found X-ray pulses at a ∼4σ level from only three 47 Tuc millisecond pulsars [26].

M28 is the globular cluster with the third largest population of known pulsars.

Only in Terzan 5 and 47 Tuc more millisecond pulsars have been found by now. Nine

new millisecond pulsars were discovered in M28 in a recent radio survey [18].

Inspecting the archival Chandra data to search for possible X-ray emission from

these recently discovered radio pulsars allowed to identify the counterpart CXC

182431−245217 of PSR J1824−2425H, while some faint unresolved X-ray emis-

sion near to the center of M28 is found to be coincident with the millisecond pulsars

PSR J1824−2452G, J1824−2452J, J1824−2452I and J1824−2452E (cf. Fig. 6.19

and [6]). This finding strongly suggests that indeed a large fraction of the unre-

solved X-ray emission in globular clusters could be from fainter, so far undiscovered

millisecond pulsars [11].

6.4 Summary

By mid 2008, emission from 89 rotation-powered pulsars has been detected in the

X-ray band. 47 of these sources belong to the group of field pulsars whereas the

other 42 sources are recycled millisecond pulsars. Of the latter, 28 reside in glob-

ular clusters (cf. Tables 6.8 and 6.9). Spectral information is available from 78

pulsars (cf. Tables 6.6 and 6.7), but the complexity of the tested models and the

accuracy of the fitted spectral parameters are strongly inhomogeneous among the

detected sources. This is because different pulsars are detected with different pho-

ton statistics, which for fainter sources often allow only to discriminate between

basic spectral models such as blackbodies and power laws. This is especially true for

the million years old field pulsars and the millisecond pulsars which are generally

fainter X-ray emitters. The photon statistics is also the limiting factor in detecting

X-ray pulses, although here the fraction of pulsed photons and the duty cycle are
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important parameters too. By now, X-ray pulses have been detected from 25 field

pulsars (e.g., Fig. 6.14) but only from ten millisecond pulsars (e.g., Fig. 6.16 and

Table 6.9).

Comparing the emission properties of the 89 detected rotation-powered pul-

sars gives strong evidence that the observed spectral components and their relative

strength vary with the pulsars spin-down age (cf. Fig. 6.20). In young Crab-like pul-

sars, non-thermal emission dominates. Although these young pulsars should have

the highest surface temperature their thermal emission is buried by the even stronger

non-thermal magnetospheric emission. However, as the star ages from a few thou-

sand to about hundred thousand years, the non-thermal emission is fading while

the star is still hot enough to emit thermal emission from the million degree hot

surface. For all middle aged pulsars which are detected with sufficient photon statis-

tics a three component spectral model is required to describe their observed energy

spectrum (cf. Fig. 6.20, middle panel). This compound model consist of two ther-

mal components which account for the cooling surface emission and emission from

heated polar caps. A third non-thermal component is required to model the emis-

sion beyond ∼3 keV. In million years old pulsars the star has cooled down to much

to show significant cooling emission. Upper limits obtained from the current data,

however, are still above the temperatures predicted by thermal evolution models

(cf. Fig. 6.13 and Table 6.5). In these million years old pulsars non-thermal radiation

takes over again and becomes the dominating emission component (cf. Fig. 6.20,

right panel).

Given that the pulsars’ emission properties are observed to vary with the spin-

down age we checked whether the spectral parameters and/or the pulsars’ X-ray effi-

ciency show a spin-down parameter dependence as well. Besides the correction for

the interstellar absorption the two parameters which are fitted in power law spectra

are the photon-index and the amplitude (usually taken at 1 keV). In Fig. 6.21 the

pulse-phase averaged photon-indices of those 54 pulsars which have a non-thermal

emission component in their observed X-ray spectrum are plotted as a function of

the pulsars’ spin-down age. As can be seen from the size of the 1σ error bars the
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Fig. 6.20 Observed spectral components and their relative strength in rotation-powered pulsars as
a function of spin-down age. Non-thermal (red) and thermal (magenta) spectral components are
indicated
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weighted mean

unweighted mean

Fig. 6.21 Observed photon-indices as a function of the pulsars’ spin-down age. The solid line
corresponds to the weighted mean, the dashed line to the unweighted mean. The gray shaded/white
range represents the 1σ uncertainty of the unweighted/weighted mean. Symbols are as labeled in
Fig. 6.22

data quality varies significantly among those pulsars. Whereas photon-indices from

the bright and powerful young pulsars are all measured with relatively high accu-

racy the uncertainty for most of the older and millisecond pulsars is rather large.

Computing the weighted mean (by taking the weight to be the inverse of the size of

the error bar) results in an average photon-index of α =−1.6±0.07. This weighted

mean, though, is biased by the higher accuracy of the photon-index in younger pul-

sars, in consequence of a better photon statistics in most of their observed spec-

tra. The unweighted mean yields α = −1.8 ± 0.3. A linear function fitted to all

photon-indices doesn’t result in an acceptable correlation, in agreement with the

large variation of the data points. This is still true, if field and millisecond pulsars

are fitted separately. The latter means that the data are still in agreement with hav-

ing no significant aging effect in the slope of the pulsars’ non-thermal X-ray spectra.

This result is in agreement with the observation that, e.g., the young Crab-like pul-

sar B0540−69 and the seventeen million years old pulsar B0950+08 both turn out

to have an observed pulse-phase averaged photon-index of α = −1.92, even with

comparable errors (cf. Table 6.6). It is therefore not justified to conclude that older

pulsars in general have softer X-ray spectra.

Chandra and XMM-Newton have obtained spectral information from 78 rotation-

powered pulsars. In more than fifty pulsars a power law spectral component is

required in the spectral fits. Back in 1997 at the end of the ROSAT mission the

number of detected pulsars was roughly only one third of that. Nevertheless, the
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ROSAT data allowed for the first time to investigate the spectral emission properties

of pulsars for a larger sample, covering a wide range of spin-down ages, magnetic

field strengths and spin-periods. With this data Becker and Trümper [15] found the

pulsars’ X-ray efficiency in the 0.1–2.4 keV band to follow in good approximation

the linear trend Lx = 10−3 Ė.

Today, the sample of X-ray detected pulsars is much larger than it was in 1997,

including high signal-to-noise spectra from cooling neutron stars, million years old

pulsars and recycled millisecond pulsars. The question is whether a linear corre-

lation of the X-ray luminosity as a function of the pulsars’ spin-down energy is

still in agreement with the new and more significant data. To test this the full sam-

ple of X-ray detected pulsars for which spectra have been measured (cf. Tables 6.8

and 6.9) was used to correlate the isotropic X-ray luminosity with the spin-down

energy. No beaming correction is applied. As both, emission from heated polar caps

and non-thermal emission finally appears to be powered by the rotation of the star

the X-ray luminosities from both spectral components were added and correlated

with Ė. Proper motion corrected period derivatives and spin-down energies were

used if available. For the 47 Tuc millisecond pulsars the period derivatives corrected

for the influence of the cluster potential were used [24]. Figure 6.22 shows the data

points (cf. column LBB+PL
x in Tables 6.8 and 6.9 for the 0.1–2 keV band) with their

error bars along with the linear correlation:

Lx(0.1–2 keV) = 10−3.24+0.26
−0.66 Ė0.997+0.008

−0.001 . (6.1)

The errors in Lx have been fully taken into account and were used to weight the

data points. The 1σ -confidence region of the correlation is indicated by the gray

shaded bar in Fig. 6.22. The correlation coefficient is found to be r = 0.9. As can

be seen from the plot the Lx − Ė correlation is still in good agreement with Lx =
10−3 Ė, although it becomes apparent that this relation represents more an upper

bound to the X-ray efficiency than a fixed correlation. This was already suggested by

Becker and Trümper [15] and is due to the fact that ROSAT by its limited sensitivity

detected only the brightest pulsars. With the higher sensitivity of XMM-Newton and

Chandra more faint pulsars have been detected for which, e.g., the orientation of the

magnetic/rotational axes to the observers line of sight might not be optimal. As no

beaming correction can be applied the X-ray efficiency of those pulsars appears to

be smaller.

As far as the X-ray efficiency from the 47 Tuc millisecond pulsars are concerned

it can be seen from Fig. 6.22 that the X-ray luminosity of these pulsars is well within

the scatter of other data points at this spin-down energy level. Within the uncer-

tainties of the deduced X-ray luminosities it is therefore not justified to conclude

that these pulsars have an X-ray efficiency which is different from the efficiency

observed for field millisecond pulsars.

The X-ray efficiency in the harder X-ray band was investigated by various

authors. Seward and Wang [142] used data from the Einstein observatory and

found Lx ∝ Ė1.39 for the 0.2–4 keV energy range. Saito [139] investigated the X-ray

efficiency in the 2–10 keV ASCA band by correlating the X-ray luminosities of
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Fig. 6.22 X-ray luminosity of rotation-powered pulsars as a function of the pulsars’ spin-down
energy. The dashed line represents Lx = 10−3 Ė. The dotted line and gray shaded bar represent the
linear correlation Lx(0.1–2 keV) = 10−3.24 Ė0.997 and its 1−σ uncertainty range

16 pulsars. They found a relation Lx ∝ Ė1.5. Possenti et al. [134] found for the

2–10 keV band a correlation Lx ∝ Ė1.34, although in their work many X-ray lumi-

nosities were simply extrapolated from the ROSAT energy range by assuming that

the spectrum in the hard X-ray band would be the same as in the soft band. Li

et al. [98] investigated the X-ray efficiency by correlating the luminosities of a sam-

ple of 27 mostly young pulsars. They found Lx ∝ Ė0.92 for the energy band 2–10 keV.

Figure 6.23 shows the data points LBB+PL
x from Tables 6.8 and 6.9 for the 2–10 keV

band along with the fitted linear correlation:

Lx(2–10 keV) = 10−15.72+0.7
−1.7 Ė1.336+0.036

−0.014 . (6.2)

As for the soft band the errors in Lx were fully taken into account and were used

to weight the data points in the linear fit. By reason of a smaller contribution from

the thermal spectral components above ∼2 keV the scatter in the data points below

∼1035 erg s−1 seems larger. The result from a linear fit, however, is found to be

fully in agreement with the earlier results based on Einstein, ASCA and ROSAT

data [134, 139, 142].
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Fig. 6.23 X-ray luminosity (2–10 keV) of rotation-powered pulsars as a function of the pulsars’
spin-down energy. The dashed line represents Lx = 10−3 Ė. The dotted line and gray shaded bar
represent the linear correlation Lx(2–10 keV) = 10−15.72 Ė1.336 and its 1−σ uncertainty range

Albeit the higher sensitivity of Chandra and XMM-Newton which observed

the detected pulsars with much better photon statistics than possible in ear-

lier experiments we find the X-ray efficiencies of the rotation-powered pulsars

in the soft and hard X-ray bands still in agreement with the earlier measure-

ments [15,134,139,142]. However, what gets conspicuous in the larger data sample

is that with an increase in sensitivity also apparently less efficient X-ray pulsars

were detected, leading to a larger scatter in Lx vs. Ė for pulsars of the same cat-

egory. The smaller efficiency, though, does not necessarily mean that the X-ray

to spin-down energy conversion process in these pulsars is less efficient but that,

e.g., the orientation of the magnetic/rotational axes to the observers line of sight

might not be optimal. With an increasing number of detections any linear fit thus

will become less correlated. Beaming factors, however, are generally unknown, so

that it might be more adequate to express the empirical relation between Lx and Ė
without loss of generality in the form:

Lx � 10−3 Ė . (6.3)
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Table 6.6 Observed spectral properties of X-ray detected rotation-powered field pulsars. (See next
page for the column description).

Pulsar NH/1021 Spectrum Photon- T∞cool/105 R∞cool T∞pc/106 R∞pc Ref.

( cm−2 ) Index (K) (km) (K) (km)

B0531+21 3.45+0.02
−0.02 PL 1.63+0.07

−0.07 - - - - [15, 161]

B0833−45 0.22 BB+PL 2.70+0.40
−0.40 - - 1.49±0.04 2.10±0.2 [128]

J0205+6449 3.40+0.1
−0.1 PL 1.67+0.03

−0.03 - - - - [144]

J2229+6114 6.30+1.3
−1.3 PL 0.99+0.27

−0.27 - - - - [65]

J0633+1746 0.11 BB+BB+PL 1.70+0.10
−0.10 5.00±0.1 8.60±1.0 1.90±0.3 0.04±0.01 [43]

B1951+32 3.00 PL 1.74+0.03
−0.03 - - - - [97]

B1509−58 8.60 PL 1.19+0.04
−0.04 - - - - [39, 41]

B1706−44 5.50 BB+PL 1.49+0.09
−0.08 - - 2.01+0.18

−0.20 1.81+0.43
−0.29 [105]

J1357−6429 4.90+0.20
−0.20 BB+PL 1.30+0.20

−0.20 - - 1.70±0.2 2.50±0.5 [165]

J1930+1852 16.0 PL 1.35+0.06
−0.10 - - - - [29]

J1617−5055 32.0+4
−4 PL 1.30+0.10

−0.20 - - - - [12]

B0656+14 0.43+0.02
−0.02 BB+BB+PL 2.10+0.30

−0.30 6.50±0.1 20.90+2.7
−3.8 1.25±0.03 1.80±0.15 [43]

J1747−2958 27.0+1.0
−1.0 PL 1.80+0.08

−0.08 - - - - [48]

J1124−5916 3.10+0.40
−0.4 PL 1.60+0.10

−0.10 - - - - [76]

B1046−58 9.004.00
−2.00 PL 1.70+0.40

−0.20 - - - - [56]

J1811−1925 22.2+5.70
−7.80 PL 0.97+0.39

−0.32 - - - - [136]

J0537−6910 9.50+0.70
−0.70 PL 1.80+0.10

−0.10 - - - - [109]

B1259−63a 2.90+0.20
−0.20 PL 1.69+0.04

−0.04 - - - - [34]

B1823−13 7.00 PL 1.98+0.40
−0.36 - - - - [125]

J1420−6048 22.0 PL 1.60+0.40
−0.40 - - - - [137]

B1800−21 13.8 PL 1.40+0.60
−0.60 - - - - [86]

J1809−1917 7.00 PL 1.23+0.62
−0.62 - - - - [87]

B1757−24 35.0 PL 1.60+0.60
−0.50 - - - - [91]

J1119−6127 18.0+1.5
−0.6 BB+PL 1.90+1.10

−0.90 - - 2.46±0.12 2.70±0.7 [140]

B0540−69 4.60 PL 1.92+0.11
−0.11 - - - - [84]

B1055−52 0.27+0.02
−0.02 BB+BB+PL 1.70+0.10

−0.10 7.90±0.3 12.30+1.3
−1.1 1.79±0.06 0.46±0.06 [43]

J1105−6107 7.00+2
−2 PL 1.80+0.40

−0.40 - - - - [60]

B1853+01 50.0 PL 1.28+0.36
−0.36 - - - - [129]

B0355+54 8.80 BB+PL 1.00+0.20
−1.00 - - 2.32+1.16

−0.81 0.12+0.16
−0.07 [104]

J1509−5850 8.0+2.3
−2.1 PL 1.00+0.20

−0.30 - - - - [78]

J0538+2817 2.21 BB - - - 2.12+0.04
−0.03 1.68±0.05 [106]

J2021+3651 7.80+1.70
−1.40 PL 1.70+0.23

−0.15 - - - - [71]

B1929+10 1.60+0.20
−0.18 PL 2.72+0.12

−0.09 - - - - [8]

B1610−50 20.0 PL 2.00 - - - - [132]

J1846−0258 39.6 PL 1.390.04
−0.04 - - - - [68]

J2043+2740 0.00+20 PL 3.10+1.10
−0.60 - - - - [10]

B1719−37 2.40+2.4
−1.7 BB - - - 2.70+0.70

−0.58 0.31+0.51
−0.16 [116]

B0950+08 0.26+0.27
−0.24 PL 1.92+0.14

−0.12 - - - - [10]

B2334+61 2.60+2.6
−0.4 BB - - - 1.62±0.17 1.66+0.45

−0.30 [105]

J0631+1036 2.00+2.00
−1.00 PL 2.30+0.38

−0.30 - - - - [150]

B0823+26 0.00+0.88 PL 2.50+0.90
−0.45 - - - - [10]

B1133+16 0.15 PL 2.51+0.36
−0.33 - - - - [90]

B2224+65 0.90 PL 1.58+0.43
−0.33 - - - - [79]

J0108−1431 0.073 PL 2.20+0.24
−0.23 - - - - [124]

B0943+10 0.43 PL 2.60+0.70
−0.50 - - - - [170]

B0628−28 0.62+0.31
−0.18 PL 2.63+0.23

−0.15 - - - - [9]

a Observed 0.50 past apastron
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Table 6.7 Observed spectral properties of X-ray detected rotation-powered millisecond pulsars.
The individual columns are as follows: (1) Pulsar name; (2) column density (if no error is listed
the value was deduced from the radio dispersion measure); (3) spectral components required to
fit the observed spectra, PL: power law, BB: blackbody; (4) Pulse-phase averaged photon index;
(5) surface temperature; (6) projected blackbody radius of the thermal surface spectral component;
(7) polar cap temperature; (8) projected blackbody radius of the thermal polar cap spectral com-
ponent; (9) references. Errors represent the 1σ confidence interval. If no errors are listed the value
represents a best guess.

Pulsar Nh/1021 Spectrum α T∞pc−rim/106 R∞pc−rim T∞pc−core/106 R∞pc−core Ref.

( cm−2 ) ( K ) ( km ) ( K ) ( km )

J0437−4715 0.02 BB+BB+PL 2.00+0.40
−0.40 0.52±0.16 2.6±0.4 1.40±0.2 0.12+0.04

−0.02 [14, 17, 167]

J0034−0534 0.43 BB - - - ∼ 2.20 ∼ 0.05 [167]

J2124−3358 0.30+0.2
−0.2 BB+PL 2.10+0.70

−0.70 - - 1.30±0.1 0.32±0.04 [14, 167]

B1937+21 12.7+4.0
−3.0 PL 1.1+0.15

−0.2 - - - -

J1744−1134 0.2 PL 2.0 - - - - [14]

B1257+12 0.30 PL 2.75+0.34
−0.36 - - - - [126]

B1821−24 1.60+0.53
−0.61 PL 1.20+0.11

−0.10 - - - - [11]

J1824−2452H 1.8 PL 2 .0 - - - - [6]

B1957+20 0.80 PL 2.03+0.51
−0.36 - - - - [75]

J0030+0451 0.125+0.095
−0.095 BB+PL 3.05+0.30

−0.30 - - 2.45±0.19 0.075±0.019 [12]

J1024−0719 0.20+0.2
−0.2 BB - - - 2.90±0.3 0.03±0.01 [167]

J0737−3039A 0.5 PL 2.93+0.29
−0.31 - - - - [31, 89]

J1012+5307 0.07 PL 1.78±0.36 - - - - [156]

J0218+4232 0.50 PL 1.10±0.06 - - - - [157]

B1620−26 2.36 PL 2.30+0.40
−0.40 - - - - [126]

J1740−5340 1.00 PL ∼ 1.5 - - - - [62]

J1911−6000C 0.20 PL 2.5 - - - - [40, 133]

J0751+1807 0.40 PL 1.59±0.20 - - - - [14, 156]

B1534+12 0.36 PL 3.17±0.52 - - - - [89]

J0021−72F 0.13 BB - - - 2.19±0.09 0.22±0.11 [24]

J0021−72E 0.13 BB - - - 1.75±0.09 0.28±0.17 [24]

J0024−7204O 0.13 BB+PL 1.33+0.79
−0.79 - - 1.76±0.15 0.28±0.18 [24]

J0024−7204U 0.13 BB - - - 2.76±0.22 0.08±0.06 [24]

J0024−7204T 0.13 BB - - - 1.56±0.16 0.19±0.17 [24]

J0024−7204Q 0.13 BB - - - 2.24±0.2 0.11±0.07 [24]

J0024−7204W 0.13 BB+PL 1.36+0.24
−0.24 - - 1.52±0.28 0.29±0.29 [24]

J0024−7204S 0.13 BB - - - 2.19±0.09 0.22±0.11 [24]

J0024−7204R 0.13 BB - - - 2.51±0.16 0.15±0.08 [24]

J0024−7204Y 0.13 BB - - - 2.24±0.18 0.11±0.07 [24]

B0021−72N 0.13 BB - - - 2.07±0.18 0.13±0.09 [24]

B0021−72M 0.13 BB - - - 2.22±0.18 0.11±0.07 [24]

B0021−72L 0.13 BB - - - 2.27±0.10 0.20±0.10 [24]

B0021−72J 0.13 BB+PL 1.00+0.56
−0.56 - - 1.73±0.21 0.22±0.17 [24]

B0021−72I 0.13 BB - - - 2.21±0.12 0.18±0.10 [24]

B0021−72H 0.13 BB - - - 1.93±0.13 0.17±0.11 [24]

B0021−72G 0.13 BB - - - 2.21±0.12 0.18±0.10 [24]

B0021−72D 0.13 BB - - - 2.20±0.17 0.13±0.06 [24]

B0021−72C 0.13 BB - - - 2.02±0.18 0.11±0.08 [24]
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6.4.1 Concluding Remarks

The results on the X-ray emission properties of pulsars presented in this chap-

ter and elsewhere in the book demonstrate that X-ray astronomy has made

great progress in the past several years thanks to telescopes with larger effec-

tive areas and greatly improved spatial, temporal and spectral resolutions. But

even in view of these great observational capabilities and the intense neutron star

research made over a period of more than 40 years there are fundamental questions

which still have not be answered. How are the different manifestations of neutron

stars related to each other? What are the physical parameters which differentiate

AXPs/SGRs/CCOs/XDINs and rotation-powered pulsars? What is the maximal

upper bound for the neutron star mass and what is the range of possible neutron

star radii? Is there any exotic matter in neutron stars? Do strange stars exist? And

what are the physical processes responsible for the pulsars’ broad band emission

observed from the infrared to the gamma-ray band? These are just a few of the

long standing open questions which can be addressed with the next generation of

proposed instruments, eROSITA, Simbol-X and IXO are supposed to bring again a

major improvement in sensitivity, making these instruments even more suitable for

pulsar and neutron star astronomy.
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170. Zhang, B., Sanwal, D., Pavlov, G.G., 2005, ApJ, 624, L109



Chapter 7
Isolated Neutron Stars: The Challenge
of Simplicity

Roberto Turolla

7.1 Introduction

The seven soft, thermal sources discovered by ROSAT offer an unprecedented

opportunity to unveil the temperature and magnetic field surface distribution of iso-

lated neutron stars. This makes a direct measurement of the star radius and mass

within reach and will allow to place tight constraints on matter equation of state at

nuclear densities. In this chapter the main observational properties of the Magnif-
icent Seven are reviewed, and the current status of theoretical modeling presented.

Emphasis is placed on the main challenge these objects pose to theorists, namely

how can a cooling neutron star emit a nearly perfect blackbody spectrum. Open

issues concern the origin of the broad absorption features (or lack thereof) detected

around a few hundred electron volts, the search for new candidates and the (pos-

sible) links of the Magnificent Seven with other classes of Galactic neutron star

sources, the newly discovered rotating radio transients and the magnetar candidates

in particular.

First hypothesised in the 1930s, neutron stars have been for more than 40 years

a theoretician’s dainty, until the discovery of the first radio pulsar [27]. Since then,

neutron stars have been mostly detected at radio wavelengths, and the number of

known radio pulsars exceeds now 1,800.1 This vast success contributed to spread

the general belief that isolated (i.e. those not in binary systems) neutron stars are

with no exception active radio pulsars. It was thanks to X-ray telescopes flown in

the last 20 years that our picture of isolated neutron stars gradually started to change.

Search for the soft X-ray radiation given off by the cooling surface of aging

neutron stars has been already one of the goals of the EINSTEIN mission. How-

ever, its limited spatial resolution and low-energy sensitivity made it difficult to

R. Turolla
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resolve the point-like emission of the pulsar itself from the harder component which

originates in the surrounding nebula. Despite the inherent difficulties, the pulsar

X-ray signature was picked up in EINSTEIN data for PSR 0656+14 [9] and in

EINSTEIN/EXOSAT data for Vela (PSR 0833−45 [54]).

It was ROSAT which some years later opened a new window for the detection

and the study of isolated neutron stars at X-ray energies, thanks to its vastly superior

spatial resolution and unprecedented sensitivity in the 0.15–2 keV band. ROSAT

observations provided a clear detection of the pulsed surface emission from Vela

and PSR 0656+14, Geminga, PSR 1055−52 (the “Three Musketeers”), and gave

for the first time ever a measure of the star surface temperature (see, e.g. [2,53] and

references therein). The discovery of thermal emission in pulsars has been indeed a

great achievement, although in a sense an expected one. We know that pulsars are
neutron stars, that neutron stars are born very hot, cool down and for some million

years have a surface temperature of ≈106 K (see, e.g. [57] and Page, this volume),

in the right range to make them shine in X-rays, and that many pulsars are of the

right age. ROSAT data gave the much needed, long-sought observational proof that

this picture is correct. What came completely unexpected, and this was a genuine

breakthrough of the ROSAT mission, was the discovery that there are neutron stars

which emit in the X-rays but are not active radio (or γ-ray) pulsars. ROSAT has

shown that these sources may be as numerous as radio pulsars [52, 70], although

their detection in the soft X-rays is severely hindered by Galactic absorption.

Thermal emission was successfully detected in other INS sources as well, bring-

ing the total number of known sources to 14 at the dawn of the new millennium,

when XMM-Newton and Chandra took over. At present the list of isolated neutron

stars with detected thermal emission totals more than 30 sources, including, besides

radio pulsars, the (relatively) hot Anomalous X-ray Pulsars and Soft γ-repeaters

(AXPs and SGRs; e.g. [103] for a review and Israel, this volume), the yet myste-

rious Central Compact Objects in Supernova remnants (CCOs in SNRs; e.g. [59]),

Geminga and its twin RX J1836.2+5925 (e.g. [3,24,36]), one of the puzzling Rotat-

ing Radio Transients (RRATs; [46, 75]) and, last but not least, the seven close-by

sources with purely thermal spectrum known sometimes as XDINSs (X-ray Dim

Isolated Neutron Stars), or as The Magnificent Seven.2 These latter are the topic of

the present paper.

Before going into more details, in the following I shall briefly address some basic

questions, like: What are exactly the Magnificent Seven? Why are they important?

And what can we learn from them?

• What are they? The neutron star nature of these sources was already clear when

the first candidate was discovered by Walter et al. [102]. The main points at the

basis of such a claim are the very soft, thermal X-ray spectrum and the exceed-

ingly large X-ray-to-optical flux ratio. Unfortunately this particular source did

not appear to pulsate, so the determination of the star spin could not be used to

back the neutron star hypothesis. The gap was however quickly filled when the

second source followed [17] and now pulsations have been detected in six out of

seven sources (see Sect. 7.2.1).

2 c© Sergei Popov.
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Although little doubt is left that these are isolated neutron stars, for some time

the mechanism powering their X-ray emission was under debate. Following the

original suggestion by Ostriker, Rees and Silk [55], several authors predicted that

the large (≈108 − 109) Galactic population of old (�107 yr) dead pulsars could

be resurrected from the graveyard by accretion of the interstellar medium (e.g.

[4,85,108], see also [86]). Accretion at the Bondi rate (Ṁ ∝ nISM/v3, where nISM
is the ISM particle density and v the star velocity) could produce a detectable

X-ray flux if the star is close-by (D � 500 pc) and moves slowly (v � 50 km s−1).

However, when the discovery of the faint optical counterparts of some of the

Seven made it possible to measure their proper motion (see Sect. 7.2.3), it become

soon clear that these sources are too fast to be powered by accretion. The only

hypothesis left standing is then that the Seven are just middle aged neutron stars

giving off thermal radiation as they cool down. This is further supported by the

quite recent determination of the spin-down age in two sources, which provided

values of ≈1 Myr [33, 34].

• Why are they important? The holy grail of neutron star astrophysics is the deter-

mination of the equation of state (EOS) of matter at supra-nuclear densities. The

most direct way of constraining the EOS is to measure simultaneously the neu-

tron star mass and radius (e.g. [40, 41]). If a neutron star emits blackbody radi-

ation from its surface of radius R at homogeneous temperature T , the received

flux at distance D is just F = σT 4(R/D)2. So, if distance is known and T could

be determined by spectral analysis, the previous relation immediately yields the

star radius. Not surprisingly reality is a trifle more complicated, as it is discussed

in more detail in the next sections. Still, this oversimplified analysis catches the

essence of what is needed in order to measure the neutron star radius: distance,

flux and surface temperature. Observing the star thermal emission is therefore

crucial. Among all thermally emitting neutrons stars the Magnificent Seven are

the only ones with a purely blackbody spectrum. Their clean thermal emission,

unmarred by contaminations from magnetospheric activity, a surrounding nebula

or supernova remnant, makes these sources ideal targets for such a study: the

Magnificent Seven are the perfect neutron stars!

• What can we learn from them? Measuring the star radius is per se a goal of

paramount importance but it is not the only mystery that investigations of the

Seven promise to unveil. In the presence of a strong magnetic field thermal con-

duction is highly anisotropic: heat tends to flow preferentially along the field

lines. This means that the star surface temperature is not homogeneous: there

will be hotter zones where the field lines are more closely packed, e.g. near the

magnetic poles. If the star spins it will expose different portions of the surface to

view at different phases. The shape of the lightcurve bears therefore the imprint

of the surface temperature distribution. Same goes for spectra taken at differ-

ent spin phases. Since temperature and magnetic field are interwoven, lightcurve

analysis and phase-resolved spectroscopy give unique information on the mag-

netic field structure. Present results (see Sect. 7.3.1) already seem to exclude that

a simple dipolar geometry can account for the observed properties of the Seven.

X-ray spectroscopy, available thanks to instruments on board XMM-Newton and
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Chandra, allows to search for spectral features with an unprecedented level of

detail. Up to now broad absorption features have been detected in almost all

XDINSs. Although their origin is not clear yet, it is almost certain that the star

strong magnetic field plays a fundamental role in their formation. Absorption

features may then provide a powerful diagnostics for the strength of the surface

field. Once the nature of the lines has been settled and if an independent mea-

surement of the magnetic field is available (e.g. through spin-down), a measure

of the gravitational red-shift will be possible, paving the way to the simultaneous

determination of both the star mass and radius.

7.2 The Magnificent Seven in Parade

Besides exhibiting a purely thermal spectrum with typical temperatures in the range

∼50–100 eV, without any evidence for the hard power-law component observed in

other isolated neutron stars, the Seven share a number of common properties:

– Very low values of the column density (NH ∼ 1020 cm−2)

– No association with a supernova remnant

– No evidence for a binary companion

– Pulsation periods in a restricted range P ∼ 3–12 s

– Very faint optical counterparts implying an exceedingly large X-ray-to-optical

flux ratio ( fX/ fopt > 104)

– No radio emission

Until recently the list would have contained one item more:

– Steady X-ray flux

It was however found that at least one source, RX J0720.4−3125, is positively vari-

able (see Sect. 7.2.1). Even the statement that these sources are radio-silent is to

be taken with some care, since the detection of pulsed radio emission at very short

wavelengths has been claimed for two XDINSs [44, 45].

The Magnificent Seven and their main observational properties are summarized in

Table 7.1 where the last two entries give the (semi)amplitude of the X-ray lightcurve

and the magnitude of the optical counterpart, when detected. For more details and

further references see, e.g. [16].

7.2.1 Timing Properties

In the case of the prototype of the class and brightest object, RX J1856.5−3754,

a very long (500 ks) Chandra observation was unable to detect pulsations and

placed an upper limit on the pulsed fraction of �1% [74]. Very recently however,

Tiengo and Mereghetti [84] positively identified the source period (P = 7.055 s),

confirming the very low value of the pulsed fraction (1.5%). Apart from RX
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Table 7.1 The Magnificent Seven

Source kT P Amplitude/2 Optical Refs.
eV s %

RX J1856.5−3754 60 7.06 1.5 V = 25.6 [7, 12, 101, 102]
RX J0720.4−3125a 85 8.39 11 B = 26.6 [17, 23, 37, 47]
RX J0806.4−4123 96 11.37 6 − [18, 22]
RX J0420.0−5022 45 3.45 13 B = 26.6? [18, 19]
RX J1308.6+2127 86 10.31 18 m50CCD = 28.6 [20, 25, 31, 79]
(RBS 1223)
RX J1605.3+3249 96 − − m50CCD = 26.8 [32, 48, 93]
(RBS 1556)
1RXS J214303.7+065419 104 9.43 4 − [104, 105]
(RBS 1774)

aVariable source

J1605.3+3249 for which present data do not allow to reach a firm conclusion, all

other sources show pulsations in their X-ray lightcurves with similar periods. The

pulsed fractions are modest, but in a few cases (notably that of RX J1308.6+2127)

they exceed 25%. The lightcurve shapes are quasi-sinusoidal and single-peaked.

However, RX J1308.6+2127 displays a double-peaked lightcurve [20, 77], and in

RX J0420.0−5022 there is some evidence for a skewness in the pulse profile,

with a slower rise and faster decline [18] (see Fig. 7.1). Rather counter-intuitively,

the spectrum of both RX J0720.4−3125 and RX J1308.6+2127 becomes harder

at pulse minimum. A coherent timing solution has been recently obtained for

RX J0720.4−3125 and RX J1308.6+2127 [33, 34]. The period derivatives are

7× 10−14 s/s and 10−13 s/s, respectively. The derived dipolar field is 2–3× 1013 G

and the spin-down ages are 2 and 1.5 Myr.

For a long time the Seven were considered to be steady sources, to the point

that RX J0720.4−3125 was included among the calibration sources for the EPIC

and RGS instruments on board XMM-Newton. The continuous monitoring revealed

however that the source underwent conspicuous changes in the period 2001–2003

[11,96]. In particular, while the total flux stayed more or less constant, the blackbody

temperature steadily increased, going from ∼86 to over 90 eV. This was accom-

panied by a change of the pulse profile, with an increase of the pulsed fraction.

More recently this trend seems to have reversed. Starting from 2004, the tempera-

ture decreased and there are hints that the overall evolution may be cyclic, with a

period of 7–8 yr [21]. The implications of this behavior for the models are discussed

in Sect. 7.3.1.

7.2.2 Spectral Properties

As it has been stressed before, a key feature which discriminates the Seven from all

the other isolated neutron stars detected in X-rays, is their thermal spectrum, with
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Fig. 7.1 Left: the pulse profile of RX J1308.6+2127 (RBS 1223) in two energy bands; the lower
panel shows the variation of the hardness ratio with phase (from [77]). Right: the pulse profile of
RX J0420.0−5022 (from [18])

no evidence for a power-law tail extending at higher energies. The derived tem-

peratures span a limited range, from ∼40 to ∼100 eV (see Table 7.1). Although

a blackbody provides a good description of the overall X-ray emission, XMM-

Newton data revealed the presence of absorption features in XDINS spectra. First

detected in RX J0720.4−3125 [20], a spectral feature was subsequently discov-

ered in RX J1308.6+2127 RX J0806.4−4123 and RX J0420.0−5022 [18], RX

J1605.3+3249 [93], and 1RXS J214303.7+065419 [105]. Very recently, Schwope

et al. [78] reported the possible presence of a second, harmonically spaced fea-

ture in RX J1308.6+2127, and Haberl [16] that of up to three lines (with energy

ratios 1, 1.5, 2) in RX J1605.3+3249. The properties of the features are similar in

the different sources (see Table 7.2): they are centered at energies of some hun-

dreds electron volts and are quite broad (typical equivalent width of several tens
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Fig. 7.2 The unfolded XMM EPIC-pn spectrum of RX J0720.4−3125 together with the best fitting
model (a blackbody plus absorption line); the blackbody component is also shown for comparison
(from [23])

electron volts). This is illustrated in Fig. 7.2 which shows the unfolded spectrum of

RX J0720.4−3125. Absorption features appear to vary with the spin phase, as in RX

J0720.4−3125 [18] and in RX J1308.6+2127 [77]. Moreover, in RX J0720.4−3125

the line EW follows the long-term (∼ yrs) evolution of the source and correlates with

the blackbody temperature. The prototype, and brightest source, of the class, RX

J1856.5−3754, is peculiar since its spectrum convincingly appears featureless [12],

although possible broadband deviations from a blackbody have been reported [7].

The nature of the absorption features is unclear as yet. At present, two main

explanations for their origin have been suggested: either proton cyclotron reso-

nances or atomic transitions in light elements. In both cases the required value of the

magnetic field is quite high, B � 1013 G. The derived values of the magnetic field,

assuming that the features are proton cyclotron resonances,

Eline = 0.63(1+ z)−1(B/1014 G) (7.1)

where (1 + z)−1 ∼ 0.8 is the gravitational redshift factor at the star surface, are

listed in Table 7.2. Interestingly, for the two sources in which a spin-down measure

is available, the values of B obtained from Ṗ assuming magneto-dipolar braking

are in reasonable agreement with those inferred from the line energy (see Sect. 7.2.1

and Table 7.2 where the spin-down values of B are in parentheses).

Finally, it should be noted that more sophisticated and physically motivated spec-

tral models, in particular atmospheric models, give a worst interpretation of the data

with respect to a simple blackbody. Although this is the case also for some other
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Table 7.2 Spectral features

Source Energy EW B
eV eV 1013 G

RX J1856.5−3754 no no ?
RX J0720.4−3125a 270 40 5 (2.4)
RX J0806.4−4123 460 33 9
RX J0420.0−5022 330 43 7
RX J1308.6+2127 300 150 6 (3.4)
RX J1605.3+3249 450 36 9
1RXS J214303.7+065419 700 50 14

aVariable source

isolated NSs with a thermal spectral component, it is particularly puzzling for the

Seven. In these sources, in fact, there is no evidence for any form of activity which

could influence the emission from the star surface (e.g. particle bombardment by

magnetospheric particles).

7.2.3 Optical Counterparts, Proper Motions and Distances

Under the assumption that XDINSs emit a single component, blackbody spectrum

at all wavelengths, the expected luminosity in the optical band is

Lopt ≈ LX ×10−5.5−log(kT/100eV) , (7.2)

where LX and T are the X-ray luminosity and temperature (e.g. [86]). This implies

that their optical counterparts are very weak, with magnitudes �25. The first XDINS

identified in the optical (with HST) has been the brightest one, RX J1856.5−3754

[101]. Up to now, three further sources have been detected in the optical: RX

J0720.4−3125 [37,47], RX J1308.6+2127 [31] and RX J1605.3+3249 [32]. A pos-

sible optical counterpart has been proposed also for RX J0420.0−5022 [18] but this

still awaits confirmation. The magnitudes of the presently known XDINS counter-

parts are listed in Table 7.1.

In all cases in which multi-colour photometry is available [32,35,94], the optical

data follow, more or less closely, a λ−4 law, as expected by a thermally emitting

surface. However, the optical fluxes are a factor ∼5–10 above the extrapolation at

low energies of the best-fitting X-ray blackbody, a fact commonly referred to as the

optical excess. Strong deviations from a purely Rayleigh–Jeans behavior at optical

wavelengths have been reported in RX J1605.3+3249 [50]. Whether this is due to

contamination from a nearby diffuse source, or it is the signature of a non-thermal

continuum, possibly extending from the hard X-rays to the optical, as in other iso-

lated NSs (e.g. Geminga [36]), is still an open issue. Unique among the seven, RX

J1856.5−3754 has a Hα nebula around it [95]. The nebula is arc-shaped and its apex

is nearly aligned with the star proper motion vector.
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The discovery of XDINS counterparts made it possible to measure their proper

motions, and, up to now in two cases, their parallax. The proper motions of

RX J1856.5−3754, RX J0720.4−3125 and RX J1605.3+3249 are in the range

∼100–300 mas yr−1 [50, 51, 99]. For two more XDINSs without a (certain) optical

counterpart, RX J0806.4−4123 and RX J0420.0−5022, quite stringent upper limits

on their proper motion (�100 mas yr−1) have been derived in the X-rays, exploiting

the superb spatial resolution of Chandra [49]. Back tracing the stars path along the

proper motion vector reveals that the most likely birthplaces of RX J1856.5−3754,

RX J0720.4−3125 and RX J1605.3+3249 are the Sco and Vela OB2 associations.

These are associations rich in OB stars, part of a vast, ring-like structure (in which

the Sun is embedded) known as the Gould Belt. The role of the Gould Belt as the

nursery of most of the close-by isolated neutron stars has been discussed by Popov

et al. [69], who have shown that the contribution of type II supernova events in

the Belt is necessary to explain the bright end of the Galactic NS logN–logS dis-

tribution. Parallactic distances have been obtained for RX J1856.5−3754 and RX

J0720.4−3125 [31,92,99,100]. Most updated figures are 161+18
−14 pc and 330+170

−80 pc,

respectively. Together with the proper motion, they provide a transverse velocity

of ∼280 and ∼115 km s−1, much too high to make accretion from the interstellar

medium efficient as the source of their X-ray luminosity.

7.3 Modeling the Surface Emission

Much as normal stars, isolated NSs are expected to be covered by an atmosphere,

although the properties are quite different in the two cases. The exceedingly large

surface gravity (g ≈ 1014 cm s−2) makes the atmosphere very thin (h ≈ 1–10 cm)

and this allows to treat radiative transfer in the plane-parallel approximation. How-

ever, despite the very limited distance traveled, the blackbody spectrum emitted at

the base of the gaseous layer gets distorted as photons propagate towards lower

optical depths. The shape of the emerging spectrum depends on several parameters:

besides the star surface (or effective) temperature, chiefly the atmosphere composi-

tion (either H/He or heavy elements) and the star magnetic field (see, e.g. [109] for

a review and Zavlin, this volume). The net result is that, irrespective of details, the

observed spectrum is not a blackbody, although it retains a blackbody-like appear-

ance. Usually, atmospheric models are used assuming that the star surface has a

given temperature, and that B is fixed. For the sake of conciseness, in the following

I shall refer to this approach as the “standard” model.

Direct application of the “standard” model to real sources is meaningful only if

the star/atmosphere can be assumed to be homogeneous, i.e. nothing changes at dif-

ferent locations on the star surface. While this may be reasonable for the chemical

composition, it is definitely not the case for the temperature and magnetic field. In a

strongly magnetized medium photon propagation is anisotropic and occurs prefer-

entially along the field (magnetic beaming, e.g. [59]). Even assuming a star-centred

dipolar field, the simplest possible choice, both the field strength and orientation
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depends on magnetic co-latitude θ . This implies that annuli at different θ do not

emit the same spectrum. The structure of the internal magnetic field also deeply

influences the surface temperature distribution of the cooling neutron star. Because

thermal conductivity is suppressed perpendicularly to the field, heat flows from the

core through the crust following the field lines. The star surface temperature depends

then on the angle α between the radial and magnetic field directions (see [15, 56])

Ts = Tp

(
cos2α+

K⊥
K‖

sin2α
)1/4

∼ Tp|cosα|1/2 , (7.3)

where Tp is the temperature at the magnetic pole and the ratio of the conductivities

perpendicular (K⊥) and parallel (K‖) to the field is assumed to be constant. The

second (approximate) equality holds in most cases of interest (and for XDINSs in

particular, see Sect. 7.2.2), since it is K⊥/K‖ � 1 for B � 1011 G.

A quite obvious point in favor of the fact that XDINSs do possess a non-

homogeneous surface temperature distribution is the discovery of pulsations (in six

out of seven cases) in their X-ray flux. The moderate pulsed fractions detected in

these sources (see Sect. 7.2.1) argue against the presence of very small, hot regions

(caps) and favor a picture in which the emitting area is a sizeable fraction of the star

surface. This, in turn, points towards a smooth temperature distribution, like that

induced by a large-scale magnetic field. Realistic modeling of NS surface emission

should therefore account for temperature and magnetic field surface distributions.

A particularly useful way to obtain information on XDINS temperature distribu-

tion and magnetic field is to compare the observed X-ray pulse profiles with those

predicted by models, as is discussed in the next subsection.

7.3.1 Pulse Profiles

The problem of calculating the pulse profile produced by a given surface tempera-

ture map on a spinning neutron star was first tackled by Page [56] (see also [64]).

In essence the approach is as follows. The magnetic field is assigned (e.g. a dipole)

and the temperature distribution follows, once its value at the pole is chosen. Then,

the star surface is divided into patches by means of suitable grid (the natural one

being that induced by the magnetic co-latitude and azimuth). Each patch is asso-

ciated with a value of Ts and B, and the local spectrum is computed. The simplest

possible choice (as in [56]) is that the spectrum is a blackbody, which amounts to

neglect the effects of B and of the atmosphere. The next step in order to derive the

spectrum observed at infinity is to collect the contributions of all the patches which

are into view at a given spin phase. Since the star appears point-like, there is a single

ray which leaves each patch and reaches the observer. Light propagation is affected

by the strong gravitational field of the neutron star with the result that the exposed

portion of the star is larger than one hemisphere because of ray-bending.
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Page [56] found that, under the assumptions of local isotropic blackbody emis-

sion and a purely dipolar magnetic configuration, the lightcurves are always sym-

metrical and the pulsed fractions quite small, �10%. Gravity, making more than half

the star visible at the same time, contributes to reduce the pulsed fraction. Despite

they produce an increase in the pulsed fraction [61], dipole-induced temperature

distributions fail to provide a satisfactory description of the observed lightcurves

also in the case in which the spectrum from each surface patch is computed using

a magnetized atmosphere model [106]. More complex (star-centred) magnetic field

configurations, obtained including quadrupolar components, have been investigated

by Page and Sarmiento [58] for local blackbody emission. Zane and Turolla [106],

using an atmosphere model, have shown that the pulse profiles of the Seven can be

quite accurately reproduced in this case. Although a star-centred dipole+quadrupole

topology might not be entirely realistic, the results of these investigations provide

quite a strong indication that the magnetic field in these sources is more complicated

than a simple dipole.

The structure of the internal magnetic field of a neutron star depends much on

the physical state of the star interior, a still largely debated issue. In particular,

were neutrons superfluid and protons superconducting, it might be impossible for

the magnetic field to penetrate the star core. If this is indeed the case, the field

is confined in the crust, together with the currents. Conversely, the presence of

a non-superconducting superfluid may allow the field to permeate the entire star.

Although at present no definite observational evidence in favor either possibil-

ity exists, the long precession periods observed in PSR B1828−11 [80] and RX

J0720.4−3125 [21] (see discussion further on) have been interpreted as a possible

evidence in favor of the crustal field scenario [42, 43].

As shown by Geppert et al. [13], the thermal surface distribution induced by

heat transport through the envelope in the presence of a poloidal crustal field is

sensibly different from that of a core-centred dipole. In the latter case the field lines,

along which heat flows, are predominantly radial while in the former they are mostly

meridional. As a consequence, the crust can sustain a sizable temperature gradient,

opposite to the core field case, in which it is almost exactly isothermal. The strong

insulating effect of the poloidal field allows heat to flow mostly towards the polar

regions, where field lines attain a more radial pattern (see Fig. 7.3). This results in

less extended hot polar caps and in cooler equatorial regions with respect to the core-

centred field geometry. The addition of a toroidal crustal field magnifies both effects,

and can introduce a N-S asymmetry, giving rise to polar regions of different sizes

[14,66]. Such surface temperature distributions can account for the observed pulsed

fractions and also explain pulse patterns more complex than a simple sinusoid, like

the double peaked lightcurve of RX J1308.6+2127 in which the height of the two

maxima are not equal. Actually, the two peaks appear shifted in phase not exactly

by half a period, and this points towards the presence of two warm regions which

are not antipodal [77]. However, because of the crustal field axial symmetry, such a

configuration can not be produced by present models, which always give symmetric

pulse profiles.
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Fig. 7.3 The magnetic field lines and temperature distribution in the neutron star envelope for a
core-centred dipolar (left) and a crustal field (right); the vertical bars give the temperature scale in
units of the core temperature (from [13])

Further indications on the star surface temperature distribution come from the

recent observations of RX J0720.4−3125. This source, unique among the Seven,

exhibited a long-term variability in the blackbody temperature, radius and pulse

shape while the X-ray flux stayed pretty constant [11, 96]. The suggestion that the

(monotonic) trend found during 2001–2004 is associated to the change in the NS

viewing angle due to free precession of the NS was already put forward in the two

papers referenced above. The precession scenario is strengthened by the more recent

XMM-Newton observations of 2004–2005 which revealed a trend reversal, that is

to say temperature started to decrease [97]. Although a complete precession cycle

has been not observed as yet (X-ray data cover about 6 yr), Haberl et al. [21] found

evidence for a cyclic behaviour with a period of ∼7.1 yr. This is further supported

by the presence of a comparable (within the errors) periodicity (∼7.7 yr) obtained

by fitting a sine wave to the phase residuals of the time coherent solution of Kaplan

and Van Kerkwijk [33], as shown in Fig. 7.4. The latter spans a much longer period,

∼12 yr, and more than one oscillation is present. Haberl et al. [21] presented a sim-

ple model for the surface emission which can explain, within the precession sce-

nario, the basic observational properties of RX J0720.4−3125. Both the blackbody

temperature variations and the (anti-correlated) changes in the radiation radius are

reproduced assuming that the X-rays come from two warm regions, slightly differ-

ent in temperature and size, which emit a blackbody spectrum and are not antipo-

dal. Moreover, such a configuration also accounts for the observed hardening of the

spectrum near the pulse minimum and for the time evolution of the pulse profile.
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Fig. 7.4 Phase residuals for RX J0720.4−3125, together with the best fitting sine function (from
[16])

Although a real fit of the lightcurves has not been presented, the pulsed fraction

of RX J0720.4−3125 is correctly reproduced if the star is a nearly aligned rotator

(magnetic and rotation axes are parallel) seen at an angle of ∼75◦ (i.e. almost equa-

tor on, line-of-sight perpendicular to the rotation axis). The issues of the long-term

variations of the absorption feature equivalent width, and of its changes with phase,

have not have been properly addressed as yet.

The fact that the pulsed fractions of the Seven span a sizable range (from as

low as 1.5% for RX J1856.5−3754 to ∼18% in the case of RX J1308.6+2127,

see Table 7.1) may find a quite natural interpretation in terms of different viewing

angles and/or different sizes of the warm, emitting regions. In this respect it is worth

noticing that the source with the largest pulsed fraction, RX J1308.6+2127, is the

only one with a double peaked pulse profile, an indication that this NS is probably

a nearly orthogonal rotator seen at quite a large angle with respect to its rotation

axis (see [77]). If the sources with lower pulsed fractions are nearly aligned rota-

tors observed at large angles, this could explain why no radio emission has been

detected from them. At large rotational periods, in fact, the radio beam narrows and

it can easily miss the Earth for an unfavorable viewing geometry. The claim for a

radio detection of RX J1308.6+2127 at very low frequencies (111 MHz [45]) is then

particularly intriguing, and, if confirmed, will give support to this picture.
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7.3.2 Spectra

The nearly perfect blackbody shape of the XDINS X-ray continuum, most notably

that of RX J1856.5−3754, together with their optical excess (see Sect. 7.2.3) has

been intriguing all along. The conundrum is: XDINSs are expected to be covered by

an atmosphere, but spectra produced by an atmosphere are not blackbody. Burwitz

et al. [7] were the first to suggest that the planckian spectrum of RX J1856.5−3754

may arise in a bare neutron star, i.e. a star without an atmosphere.

The possibility that the surface layers of a neutron star may be in a condensed

(either solid or liquid), instead of gaseous state depends critically on the strength

of the magnetic field. The properties of atoms and condensed matter are qualita-

tively changed by magnetic effects when B�B0 = mee3c/h̄3 � 2.35×109 G. Under

such conditions electrons are strongly confined in the direction perpendicular to the

magnetic field and atoms attain a cylindrical shape. Moreover, it is possible for

these elongated atoms to form molecular chains by covalent binding along the field

direction. Interactions between the linear chains can then lead to the formation of

three-dimensional condensates. As discussed in [38, 39], in the case of hydrogen

the infinite linear chains (and metallic hydrogen) are certainly bound, favoring the

possibility of condensation for sufficiently low temperatures and/or strong magnetic

fields. For heavier elements (such as Fe), the lattice structure and the cohesive prop-

erties of the condensed state are very uncertain and are different from those of H

and He. For instance, unless the field is extremely high (B � 1014 G), it is likely

that the linear chains are unbound for Z � 6. On the other hand (see again [38]),

even such a weak cohesion of the Fe condensate can give rise to a phase transition

for temperatures below

T Fe
crit ≈ 27B2/5

12 eV . (7.4)

Calculations for heavier elements are still quite crude and they should be regarded as

being typically accurate to an order of magnitude. Also, only when the temperature

drops below ∼Tcrit/2 the vapor density becomes much less than the condensation

density and a phase transition is unavoidable.

The critical condensation temperatures for H and Fe are plotted as a function of B
in Fig. 7.5 together with the position in the B–T plane of the coolest (T � 100 eV),

thermally emitting INSs for which an estimate of the magnetic field is available

[89]. RX J1856.5−3754, for which the magnetic field in presently unknown, is

represented by a horizontal line. It is apparent from Fig. 7.5 that all INSs have

a temperature well in excess of the H critical temperature: if surface layers are

H-dominated, the presence of a gaseous atmosphere is unavoidable. On the other

hand, if INSs have not accreted much gas, one might expect to detect thermal

emission directly from the iron surface layers. If this is the case, the outermost

layers of RX J1856.5−3754 (depending on the magnetic field), and possibly RX

J0720.4−3125 and RX J1308.6+2127, might be in form of hot condensed matter,

in which case the usual radiative transfer computations do not apply.

In a neutron star with metallic (Fe) surface layers the density at zero pressure is

given by [38]
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Fig. 7.5 The critical temperature for H and Fe as a function of the magnetic field. Condensation
is possible in the shaded region for Fe and in the cross-hatched region for H. The full circles with
error bars mark the position of six cool, isolated neutron stars for which a measure of the magnetic
field is available (in order of increasing temperature: Geminga, PSR 1055−52, PSR 0656+14, RX
J0720.4−3125, RX J1308.6+2127 and Vela). The horizontal line is drawn in correspondence to
the blackbody temperature of RX J1856.5−3754 (adapted from [89])

ρs ≈ 560AZ−3/5(B/1012 G)6/5 gcm−3 , (7.5)

where Z = 26 and A = 56. The electron plasma frequency is then

h̄ωp ≈ 0.7Z1/5

(
B

1012 G

)3/5( ρ
ρs

)1/2

keV . (7.6)

Cool NSs (T � 100 eV) emit most of their thermal radiation below the plasma fre-

quency and substantial deviations from a pure blackbody spectrum are expected

owing to the large absorption at ω � ωp.

The emitted spectrum from a given star surface element can be obtained first

computing the total reflectivity ρω of the surface for incident unpolarized radiation.

Then, since the absorption coefficient is simply αω = 1−ρω , Kirchhoff’s law yields

the emissivity jω = αωBω(T ), where T is the temperature of the emitting element.

In general, ρω depends on the direction of the refracted ray, so that the monochro-

matic flux fω emitted by the surface element must be computed by integrating over

all incident directions [6, 89],

fω =
∫ 2π

0

∫ π/2

−π/2
jω(i,β ,θ)sin ididβ . (7.7)
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Further integration over the entire surface yields the total flux

Fω =
1

2

∫ π

0
sinθ dθ

∫ 2π

0

∫ π/2

−π/2
jω(i,β ,θ)sin ididβ . (7.8)

Unfortunately, owing to our poor present knowledge of the physical conditions

of the material inside the star, the correct form of the dielectric tensor, which is

essential for the evaluation the emissivity, is still an open issue. Turolla et al. [89]

considered both a cold electron plasma in which the damping of free electrons due

to collisions is neglected, and the, more realistic, case where electron–ion collisions,

mainly due to scattering by crystal lattice vibrations (phonons) are accounted for. No

contributions from the ions were included in the dielectric tensor, which amounts to

treat them as fixed particles. Examples of the spectra computed using the two differ-

ent assumptions are shown in Figs. 7.6 and 7.7. In both cases the spectrum appears

blackbody-like in shape but is depressed wrt the blackbody at the star tempera-

ture at low energies by ∼30–50%. When electron damping is included, the surface

emissivity is more depressed. In this case, although deviations from a planckian dis-

tribution are modest (�20%) in the range of interest (0.1–1 keV), they increase at

low energies and spectral features may be present.

The problem of the spectrum emitted by a bare NS was further addressed in

[65, 91]. In these investigations the contribution of ions to the dielectric tensor was

included. The main effect of adding free ions is to increase the emissivity at low fre-

quencies. Resulting spectra are then closer to a (depressed) blackbody in a broader

energy range and this might remove the deviations at low energies reported in [89].

While ions, even if they are confined in a lattice, may experience some motion,

Fig. 7.6 The emitted spectrum in the cold plasma limit for Bp = 3×1013 G and Tsur f = 75 eV. Left
panel: uniform surface temperature; right panel: dipole-induced temperature map. The dashed line
is the blackbody at Tsur f and the dash-dotted line the blackbody which best fits the calculated
spectrum in the 0.1–2 keV range. The two models shown in each panel are for different values of
the surface density (from [89])
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Fig. 7.7 Same as in Fig. 7.6 for the case in which electron–ion collisions are accounted for (from
[89])

treating them as free gas is probably not quite realistic. Although results from these

investigations substantially differ al lower energies, they all concur that departures

from a planckian shape in the ∼0.1–1 keV spectrum are small and bare NS spectra

can therefore provide an acceptable fit to XMM and Chandra data.

As shown in [63] soon after the identification of the optical counterpart of RX

J1856.5−3754, H atmosphere models largely over predict the observed optical-

to-X-ray flux ratio (∼6). According to [68], (non-magnetic) heavy element atmo-

spheres can account for the observed multi-wavelength spectral energy distribution

(SED) of RX J1856.5−3754 if a meridional temperature gradient exists on the star

surface. The problem of the many features present in such spectra at X-ray energies

and which are not observed, however, remains. Nevertheless, if the emitted spectrum

can be assumed to be close to a blackbody, the existence of a (smaller) warm and a

(larger) cool region (or of a continuous temperature distribution with the same prop-

erties) may indeed explain the observed SED [5, 87]. Although the stringent upper

limit on the pulsed fraction has been used as an argument against such a picture

(e.g. [12]), RX J1856.5−3754 may be an almost aligned rotator seen nearly equator

on, as supported by the recent measurement of the pulse period [84]. Up to now,

spectra from a condensed surface appear the best candidates in order to produce

a nearly blackbody (in shape) distribution. Moreover, as discussed in Sect. 7.3.1,

crustal fields and/or quadrupolar components may produce more complex surface

thermal maps. A model based on these two ingredients has been recently proposed

in order to explain the multi-wavelength SED (and its long term evolution in terms

of precession) of RX J0720.4−3125 [67]. A satisfactory fit to the optical fluxes can

be obtained, however, only assuming free ions, a still quite controversial issue (see

discussion above).

An alternative possibility to reproduce the optical excess, originally suggested

in [51] and further explored in [107], is that the bare NS is covered by a thin gaseous
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Fig. 7.8 Solid line: the emergent spectrum after crossing a pure H (unmagnetised) layer in the
case of meridional temperature variation. The spectrum emitted by the condensed surface is that
illustrated in Fig. 7.7 and the star is seen equator on. The dashed line is the blackbody at Tsur f
and the dash-dotted line is the best-fitting blackbody in the 0.1–2 keV band. Left panel: Bpole =
2×1013 G; right panel: Bpole = 5×1013 G

layer, which may have been acquired by the star accreting a small quantity of inter-

stellar H. Since at optical wavelengths the albedo is very small, free-free absorp-

tion always dominates over scattering. The free-free absorption depth at optical/UV

wavelengths (Eopt ∼ 10 eV) is a factor

τopt

τX
∼
(

EX

Eopt

)3 Eopt/kT
1− exp(−EX/kT )

≈ 200 (7.9)

larger than in the X-rays (EX ∼ 100 eV). Therefore, the gaseous layer is expected

to be optically thin in the X-rays and thick to optical photons for a wide range

of average densities. This implies that the bare surface X-ray spectrum traverses

the layer with no modifications, while at optical/UV energies the spectrum is close

to the Rayleigh–Jeans tail of a blackbody at the layer temperature (see Fig. 7.8).

Very recently a detailed model based on such a picture has been proposed for RX

J1856.5−3754 [30]. A key point in such a model is the thermal balance of the layer,

which needs to be maintained at (or close to) the surface temperature against radia-

tive losses, although heat may be efficiently transferred to the layer by thermal con-

duction from the solid crust.

7.4 Open Issues and Future Perspectives

The large body of observations performed in the last years both at the X-ray and

optical wavelengths considerably strengthened the picture according to which the

Magnificent Seven are middle-aged cooling neutron stars. The determination of the

period derivative provided age estimates of ≈106 yr and, together with the energy
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of the absorption features in the X-ray spectrum, points towards magnetic fields

of ≈1013 − 1014 G. Lightcurve analysis and pulsed-phase spectroscopy revealed

a rather complex surface temperature distribution, almost certainly different from

what is expected in the case of a core-centred dipolar field. Theoretical modeling

did not lag behind. Temperature distributions induced by crustal magnetic fields

and emission from a condensed surface may be the right ingredients to explain the

XDINS observed SED. Despite the considerable progresses, however, many of the

properties of these sources, and their relations, if any, with other classes of isolated

neutron stars still await a definite explanation. In the following are some important

issues that need to be addressed in the near future.

Spectral energy distribution. The nature of the broad absorption features detected

in XDINS spectra, their changes with spin phase and over longer timescales, their

absence in the spectrum of RX J1856.5−3754 are fundamental questions which

need to be addressed by future studies. Possible explanations put forward until now

for their origin, either proton cyclotron resonance or atomic transitions, require the

presence of an atmosphere. Indeed, as discussed in [92], the line energies can be

easily matched by invoking a H atmosphere. This, however, appears difficult to rec-

oncile with the overall SED of XDINSs and with the nearly planckian shape of the

spectrum of RX J1856.5−3754 and, to a certain extent in the XMM observation of

2000, also of RX J0720.4−3125. Moreover, if the presence of harmonically spaced

lines will be confirmed, the proton cyclotron hypothesis may become untenable,

since the predicted strength of higher harmonics is depressed by a factor Eline/mpc2,

where mp is the proton mass [62]. On the other hand, emission from a condensed

surface (with the possible inclusion of a thin atmospheric layer) seems capable of

reproducing the main features of the observed SED. In this case the nature of the

absorption features is likely different and related to the appearance of “spectral

edges” (distortions with respect to a pure blackbody shape around the maximum,

see, e.g. [66, 89] and Fig. 7.7). According to [67], such a model can explain the

observed evolution of the feature properties in RX J0720.4−3125.

More definite conclusions will come from a thorough investigation of the prop-

erties of magnetised atmospheres, including partial H ionization and vacuum polar-

isation effects, which is presently being carried out [28,29,73,90] (see also [26]). In

this respect, the role played in line formation by He [60] and bound species, like the

“exotic” molecular ions (e.g. [88], may prove important. At the same time, further

investigations are required to assess what is the contribution of ions to the emissivity

from the condensed surface. This will clarify if the optical flux of XDINSs can be

produced by surface radiation alone, or the presence of a thin atmosphere is indeed

required.

Search for new candidates. Even if this means giving up the nickname the
Magnificent Seven, finding new XDINS candidates is of paramount importance.

Although no positive detection has been claimed up to now, searches for new sources

are in progress. The searching strategy is based on the very large X-ray-to-optical

flux ratio of XDINSs ( fX/ fopt � 104) and aims at identifying “blank field” sources

in large scale X-ray surveys, chiefly the ROSAT All Sky Survey (RASS). These

are objects without a counterpart within their X-ray error circle up to the limiting
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magnitude of the optical survey which is cross-correlated with the RASS. The RASS

covers about 99.7% of the sky in the 0.1–2.4 keV band up to a limiting flux of a few

times 10−13 erg/cm2/s [98]. Rutledge et al. [76] matched the RASS Bright Source

Catalogue (BSC) with the United States Naval Observatory (USNO A2.0) survey.

More recently, Agüeros et al. [1] extended the analysis to the entire RASS catalogue

(∼124,000 sources), used in conjunction with the Sloan Digital Sky Survey (SDSS),

finding about 10 blank field sources. All potential candidates have fX/ fopt � 10–

100 which make them worth of dedicated pointings with XMM/Chandra, although

present lower limits can not exclude that these are sources belonging to other classes

of “exotic” X-ray emitters (e.g. type 2 quasars, extreme BL-Lac objects, X-ray bina-

ries). A search for XDINSs in HRI observations, which cover 1.8% of the sky, pro-

duced a few more candidates [10]. Despite no large scale survey is available for

Chandra and XMM-Newton, a possibility worth exploring is the search for XDINS

candidates in archive observations of promising regions of the sky, like those in the

direction of nearby OB associations at low interstellar absorption (see [72]).

The XDINS-RRAT connection. The recently discovered Rotating Radio Tran-

sients (RRATs [46]) exhibit many striking similarities with the Seven. In fact, the

values of the rotational periods, period derivatives, estimated ages, besides the

spatial distribution and the lack of persistent pulsed radio emission, are all fea-

tures shared by both classes of sources. Moreover, Chandra detected a dim (ther-

mal, kT ∼ 120 eV) X-ray source positionally coincident with RRAT J18189−1458

[75]. On the basis of these considerations and of simple estimates on the birth

rates of the different Galactic NS populations (radio pulsars, XDINSs, RRATs

and SGRs/AXPs), Popov et al. [71] concluded that RRATs may well be far away

XDINSs. While the faint X-ray emission from RRATs is difficult to detect since

they are about a factor 10 more distant than XDINSs, bursting, RRAT-like emission

from the latter could be easily observed, but it has not yet searched for.

The XDINS-magnetar connection. XDINSs are likely to be quite strongly magne-

tized neutron stars. If magnetic field strengths derived assuming that the absorption

lines are proton cyclotron resonances will be confirmed (as for RX J0720.4−3125

and RX J1308.6+2127), some of these sources have B ∼ 1014 G, close to the mag-

netar range. Magnetic fields in excess of BQED � 4.4×1013 G have been discovered

also in radio pulsars [8]. The question as to why isolated neutron stars with similar

magnetic fields manifest themselves as inconspicuous, dim X-ray sources, ordinary

radio pulsars or very energetic soft gamma repeaters, then naturally arises. A related

issue is if, and to which extent, there is an evolutionary link between SGRs/AXPs

and XDINSs. Are XDINSs “worn out magnetars”, what is left after the star has

dissipated much of its internal field electricity, the alleged culprit for the observed

activity in SGRS and AXPs [81–83]?

Future X-ray missions are bound to shift our understanding of XDINSs into a

higher gear. In particular, IXO, thanks to their large effective area and superb spec-

tral resolution in the soft X-ray range, will probe the X-ray SED of the Seven to an

unprecedented level of detail. This will allow to better characterize the spectral prop-

erties of the faintest sources, and to perform accurate phase-resolved spectroscopy

in those brighter objects, like RX J1856.5−3754, with a low pulsed fraction. This
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will clarify if indeed the spectrum of RX J1856.5−3754 is featureless, or if absorp-

tion features, which appear only at certain phases, are present. The X-ray polarime-

ter (XPOL) which is presently under consideration for the IXO mission will be, if

flown, the first instrument of this kind to go into operation. X-ray polarimetry will

provide a decisive diagnostics to discriminate among the different mechanisms pro-

posed to explain the surface emission from XDINSs, and, in particular, will allow

to put the condensed surface model through a direct observational test.
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Chapter 8
Millisecond Pulsars in Globular Clusters
and the Field

Jonathan E. Grindlay and Slavko Bogdanov

8.1 Introduction

Globular clusters are preferred for the study of millisecond pulsars (MSPs), given

the �100 increase in their number per unit stellar mass than in the Galaxy at large.

X-ray observations of globulars with imaging grazing incidence telescopes have

proven to be at least as sensitive as radio telescopes for MSP detection and spec-

tral classification, but not (yet) for period discovery due to the relatively low count

rates. However, for known periods, pulse-phase spectroscopy studies are remark-

ably effective. We provide an initial overview of the current X-ray studies of MSPs

in globular clusters as well as in the Galaxy field. Early X-ray studies of MSPs with

ROSAT, ASCA, and RXTE are reviewed briefly and put into the context of current

results. Globular clusters observed with the Chandra X-ray Observatory, given its

exceptional angular resolution, have clarified the range of MSP types (thermal vs.

non-thermal) and overall populations. Observations of several nearby field MSPs

with XMM-Newton, with its temporal-spectral resolution, have given new measure-

ments of the M/R (compactness) of neutron stars from precise measures of their

soft X-ray pulse profiles as a function of energy. X-ray spectral-timing of MSPs

can then best constrain the equation of state of neutron stars when future broad-

band (0.1–10 keV) X-ray telescopes with very high throughput (�10× Chandra or

XMM-Newton) are in operation.

Millisecond pulsars (MSPs) are remarkable objects in many respects. As the

fastest spinning known astronomical objects, neutron stars with mass ∼1.4 M�
and radius R ∼ 10 km have a surface equatorial velocity of 0.15 c for the short-

est period (1.38 ms) known MSP [36]. All ∼200 MSPs currently known have been

discovered as radio pulsars (see [40] for a review). Compared to “normal” rotation

powered pulsars (defined here as those with spin periods P �30 ms), MSPs have

J.E. Grindlay and S. Bogdanov
Harvard-Smithsonian Center for Astrophysics, 60 Garden St., Cambridge, MA 02138, USA
e-mail: josh@cfa.harvard.edu; sbogdano@cfa.harvard.edu

W. Becker (ed.), Neutron Stars and Pulsars, Astrophysics and Space Science Library 357, 165
c© Springer-Verlag Berlin Heidelberg 2009



166 J.E. Grindlay and S. Bogdanov

exceptionally small spin-down rates, with Ṗ× 10−15�10−19, and thus spin-down

ages τ = P/2Ṗ � 108.5 yrs for most MSPs. Their spin histories are essentially free

of discontinuities, or glitches, making them the most stable astronomical clocks

known. Although MSPs were discovered in the radio, a significant fraction (∼10−3)

of their spin-down luminosity and the bulk of their radiated photon luminosity is

emitted in the X-ray band [9].

In this review, we summarize X-ray observations of MSPs in globular clusters

and, for comparison, the field of the Galaxy. After an overview of the observations,

we discuss how the most recent studies made with Chandra and XMM-Newton have

revealed the X-ray emission regions for MSPs as due to three different processes:

thermal emission from the heated polar caps [8, 10], already hinted at by ROSAT

studies [9, 10, 54]; non-thermal emission from the pulsar magnetosphere, already

evident from RXTE [45, 49], and non-thermal emission from the pulsar wind shock

(PWS) at a binary companion star (e.g. [37]), first suggested for re-recycled MSPs

in globular clusters by Chandra data for the MSP in the globular cluster NGC

6397 [30] and, in much more detail, for the MSP 47 Tuc-W for which the PWS

is partly eclipsed by the binary companion main sequence star in the globular clus-

ter 47 Tuc [15].

8.2 Early X-Ray Studies of MSPs

Here we summarize the early X-ray studies of MSPs, both in and out of globular

clusters. The first MSP to be discovered as a field radio pulsar, PSR B1937+21

with the remarkably short period 1.6 ms [2], was only much later detected by the

ASCA X-ray telescope [51], as discussed below. However other MSPs, closer and

brighter, were detected earlier with the ROSAT soft X-ray telescope, and a few with

the RXTE and BeppoSAX X-ray missions. These early detections enabled the first

understanding of the high energy emission in these fastest-spinning neutron star

systems. However, it was not until (much) larger samples of MSPs were detected in

X-rays with Chandra and XMM-Newton, as summarized in several sections of this

Review, that the full range of MSP emission processes were possible to disentangle.

8.2.1 ROSAT, RXTE, and ASCA Observations

Prior to the launch of ROSAT, nothing was known about the X-ray properties of

MSPs. The first targeted X-ray observation of a MSP was that of the “black-widow”

pulsar, PSR B1957+20 , in the field, and so named because the PWS of this MSP is

ablating its low-mass binary companion star. A faint X-ray counterpart was detected

with the ROSAT PSPC and HRI detectors [27, 39], but no spectral and timing anal-

ysis could be carried out. The first secure detection of X-ray pulsations from a
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MSP was of the nearest known system, PSR J0437−4715, in a serendipitous 6 ks

ROSAT all-sky survey observation in which pulsations at the 5.76 ms spin period

were detected [8].

Subsequently, PSR B1821−24 in the globular cluster M28 was detected by

ROSAT [23], ASCA [49], RXTE, and BeppoSAX [42]. PSR B1937+21 was detected

by ASCA [50, 51]. The bulk of X-rays for B1821−24 and B1937+21 are emitted in

two very narrow pulses, similar to the radio pulses and indicative of highly beamed,

non-thermal radiation from the pulsar magnetosphere. As expected, the spectral con-

tinuum of these MSPs is well described by a power-law spectrum. These MSPs have

characteristically the highest spin-down luminosities and radiated X-ray luminosi-

ties (�1032 ergs s−1).

Over its lifetime, ROSAT detected 10 MSPs in the field of the Galaxy and 1 in a

globular cluster (see [10] for a summary). However, due to the intrinsic faintness of

these sources, the exact nature of the X-ray emission (thermal vs. non-thermal) was

uncertain for most of them. The substantial increase in sensitivity provided by the

recent observations with Chandra and XMM-Newton was required for further study

of these intriguing objects. In stark contrast to the most luminous MSPs detected

with ROSAT, RXTE, ASCA and BeppoSAX for which non-thermal magnetospheric

emission dominated, the bulk of the MSPs in globular clusters were found to be

relatively low luminosity (1030−31 ergs s−1) soft thermal sources [13, 30, 31].

8.3 Chandra Studies of MSPs in Globular Clusters

8.3.1 47 Tuc

The first Chandra observation of the globular cluster NGC 104, 47 Tucanae (here-

after 47 Tuc), was the 70-ks exposure with ACIS-I [31] (Fig. 8.1). This revealed

that the dominant mode of X-ray emission from MSPs in globulars was thermal

emission from their heated polar caps [30]. As summarized above, this had been

recognized as a dominant emission mechanism for several nearby field MSPs [10]

from ROSAT studies and in more detail with recent XMM-Newton studies. How-

ever, the first Chandra results showed that the thermal emission is the dominant
source for MSPs, generally. By detecting a significant sample (12 convincingly, and

2–3 marginally) of the total (15) MSPs with then known precise positions from

radio timing [26] in 47 Tuc in which there were then a total of 20 MSPs [18], and

finding that all but three were soft thermal sources, this established that the early

detections of luminous hard spectra MSPs (e.g. B1821−24 in M28) were the rare

exception for MSPs in general. The complete analysis of the 47 Tuc MSPs is given

by Bogdanov et al. [13], who used the followup deep (300 ks) observations and

source catalog reported by Heinke et al. [34]. The spectral analysis revealed that

the X-ray emission of the majority (16 of 19) of these MSPs was found to be well

described by a thermal (blackbody or neutron star hydrogen atmosphere) spectrum
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Fig. 8.1 Chandra ACIS-S 270-ks exposure of the core of the globular cluster 47 Tuc. An X-ray
counterpart is associated with the radio positions (circles) of all 19 MSPs with known (from radio
timing) source positions (see [13] for details of the cluster MSPs)

with a temperature Teff ∼ (1− 3)× 106 K, emission radius Reff ∼ 0.1–3 km, and

luminosity LX ∼ 1030−31 ergs s−1. Note that the initial Chandra observations could

not distinguish between simple blackbody vs. neutron star atmosphere (hereafter

NSA) spectral models. This was to come later, with pulse phase spectroscopy (see

Sect. 8.4.1, Fig. 8.4) which showed BB fits are not acceptable.

For several of the 47 Tuc MSPs, there is indication that a second thermal compo-

nent is required, similar to what is seen in some nearby field MSPs. The observed

radiation most likely originates from the heated magnetic polar caps of the MSPs.

The small apparent scatter in LX is consistent with thermal emission from the polar

caps of a global dipole field although the small emission areas may imply either a

more complex small-scale magnetic field configuration near the neutron star surface

or non-uniform polar cap heating. The radio-eclipsing binary MSPs 47 Tuc J, O,

and W were found to show a significant non-thermal (power-law) component, with

spectral photon index Γ ∼ 1–1.5, which most likely originates in an intra-binary

shock formed due to interaction between the relativistic pulsar wind and matter

from the stellar companion. A re-examination of the X-ray–spin-down luminosity

relation (LX − Ė) has revealed that for the MSPs with thermal spectra LX ∝ Ėβ ,

where β ∼ 0.2± 1.1. Due to the large uncertainties in predominantly Ė, the result

is consistent with both the linear LX − Ė relation and the flatter LX ∝ Ė0.5 predicted

by polar cap heating models [33]. In terms of X-ray properties, there appear to be

no clear systematic differences between MSPs in 47 Tuc (the only globular cluster
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with a large MSP population for which both soft thermal spectra can be measured

and Ė values have been reported from radio timing observations) and in the field of

the Galaxy. Globulars with higher collision rates (e.g. core collapse clusters, such

as NGC 6397, or clusters like Terzan 5) remain to be studied in detail to ascer-

tain if their larger-expected total numbers or re-recycled MSPs show measurable

differences. Such differences could arise, for instance, due to single (or repeated)

recycling episodes of cluster MSPs [20,30]. Thus, either most MSPs in 47 Tuc have

not undergone such “re-recycling” episodes or these do not alter the basic emis-

sion properties of these objects. Note that the only examples of MSPs with main-

sequence or slightly evolved secondaries are found in globulars (see below) and

point strongly to their original binary companions (typically a white dwarf) being re-

exchanged for cluster main-sequence stars. It may be the case that the magnetic field

of the original MSP has been substantially altered by the likely period of renewed

accretion just after exchange encounter [30], since MSPs themselves provide evi-

dence that spin frequency and neutron star mass (which together track total mass

accretion) correlate with inferred neutron star magnetic field for the MSP [29].

47 Tuc W

The most notable MSP in 47 Tuc is the binary PSR J0024−7204W (47 Tuc W),

which exhibits peculiar X-ray spectral variability. The emission consists of a dom-

inant non-thermal component, which is eclipsed for a portion of the orbit, and a

thermal component, which appears to be persistent. The non-thermal X-rays likely

originate in a relativistic intra-binary shock, formed due to interaction between the

relativistic particle wind from the pulsar and matter from the main-sequence com-

panion star, while the thermal photons are from the heated magnetic polar caps

of the millisecond pulsar (Fig. 8.2). At optical wavelengths, the emission exhibits

large-amplitude (∼0.3 mag) variations at the orbital period, which can be attributed

to heating of one side of the tidally-locked secondary star by the pulsar wind. The

observed X-ray and optical properties of 47 Tuc W are strikingly similar to those

of the low mass X-ray binary and X-ray millisecond pulsar SAX J1808.4−3658 in

quiescence [19]. This supports the conjecture that the non-thermal X-ray emission

and optical modulations seen in the SAX J1808.4−3658 system in a quiescent state

are due to interaction between the wind from a reactivated rotation-powered pulsar

and matter from the companion star. The remarkable similarities between the two

systems provide direct evidence for the long-sought connection between accretion-

and rotation-powered MSPs [15].

8.3.2 NGC 6397

The sole MSP known in NGC 6397, PSR J1740−5340 [21], is bound to a pecu-

liar ∼0.2−0.3 M� “red-straggler” companion in a 32.5-h binary orbit [25]. Optical

observations of this system [48] have revealed the presence of ellipsoidal variations
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Fig. 8.2 Lightcurve of 47 Tuc W folded at its 3.2-h binary period. The X-ray flux is character-
ized by an asymmetric occultation of the hard X-ray flux, which can be explained by a geometric
occultation of the intra-binary shock by the main-sequence secondary star [15]

as well as a stream of gas protruding from the 1.6 R� secondary star through the L1

point implying that the companion is Roche-lobe filling. However, the fact that PSR

J1740−5340 (hereafter J1740) is observed as a radio pulsar implies that this gas

stream never reaches the underlying NS and is instead swept back and ultimately

expelled from the binary system by the relativistic particle wind from the MSP.

The presence of this swept-back gas stream is evident in the very unusual HI emis-

sion line profile [48]. This unbound gas is likely the cause for the irregular eclipses

observed at radio frequencies the MSPs exhibits over a wide range of orbital phases.

The J1740 system is known to be coincident with a moderately luminous X-ray

source (Fig. 8.3; see also [32] and [28]). The relatively hard X-ray emission from

this source is consistent with the picture of the intra-binary PWS model described

above given that synchrotron emission is expected to be the primary energy loss

mechanism in the shock wave resulting from the interaction between the MSP wind

and the infalling gas from the secondary (see Fig. 2 in [15]). Indeed, the observed

X-ray spectrum is best described by a non-thermal model with power-law photon

index Γ = 1.6± 0.1 and X-ray luminosity LX = 1.5× 1031 ergs s−1 (0.3–8.0 keV)

assuming the nominal column density towards NGC 6397, NH = 1 × 1021 cm−2

and distance d = 2.3 kpc. We note that the moderate spin-down luminosity of

Ė ≈ 3.3×1034 ergs s−1 [4] does not favor a magnetospheric origin of the observed

X-rays considering that other MSPs with comparable values of Ė exhibit much

softer, thermal spectra. The spectrum of PSR J1740−5340 likely contains a soft

thermal component (with Teff ∼ 106 K and LX of order a few ×1030 ergs s−1)



8 Millisecond Pulsars in Globular Clusters and the Field 171

10’’

1918

21

22

15

25

17

61

11
13

12

23

24

28

PSR J1740-5340

Fig. 8.3 Chandra ACIS-S image of NGC 6397 (from [28]). The X-ray source 12 was discovered
by Grindlay et al. [32] to be coincident with the radio and optical position of PSR J1740−5340.
Source 18 exhibits very similar X-ray and optical properties and may also be a re-exchanged MSP
system [28]. The large circle shows the cluster core radius

originating from the hot magnetic polar caps of the MSP, as most 47 Tuc MSPs.

However, the column density towards the cluster (1×1021 cm−2) and the short expo-

sure time of the existing observations make the detection of such a soft emission

component difficult.

In the temporal domain, the X-ray flux from the shock is expected to undergo

modulations at the binary period [1]. Such variability may be the result of a total or

partial eclipse of the shock emission by the secondary star, depending on the binary

inclination and the proximity of the shock to the companion and its thickness in the

direction perpendicular to the orbital plane. Furthermore, around superior conjunc-

tion there should be enhanced emission due to Doppler boosting in the direction

of the flow downstream from the shock as predicted by [1]. Unfortunately, the lim-

ited exposure time of the existing ACIS-I and ACIS-S observations coupled with

the long binary period, resulting in incomplete phase coverage, does not permit a

detailed investigation of the temporal behavior of the X-ray emission. This will be

possible with the analysis of the recently acquired deep (250 ks) Chandra observa-

tion of NGC 6397.

It is interesting to note that X-ray source #18 in NGC 6397 displays remarkably

similar X-ray and optical properties as PSR J1740−5340, making it a strong can-

didate “re-exchanged” binary MSP [28]. As this source has not been detected as
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a radio pulsar it is likely that the radio pulsations are perpetually obscured by the

intra- and circum-binary gas driven off the secondary star by the relativistic pulsar

wind. The recent deep Chandra ACIS-S observation of NGC 6397, together with

recent deep HST studies, will allow the properties of source #18 to be compared in

detail with those of the known MSP, J1740, as well as a definitive search for still

more MSP candidates in this closest core collapse globular cluster.

8.3.3 M28 and Terzan 5

The unprecedented angular resolution of Chandra has enabled the first measure-

ment of the unconfused spectrum of PSR B1821−24 (M28A) (cf. [7] and Chap. 6).

The phase-averaged X-ray spectrum of M28A is best described by a power-law with

photon indexΓ � 1.2 and LX = 1.3×1033 ergs s−1 (phase integrated for 0.5–8 keV),

2–3 orders of magnitude greater than most MSPs.1 Unexpectedly, Becker et al. [7]

found intriguing but marginal (at 98% confidence) evidence of a broad emission

feature centered at 3.3 keV, which can be most plausibly interpreted as cyclotron

emission from the magnetosphere above the pulsar’s polar cap if the magnetic field

strongly deviates from a centered dipole. Confirmation of this feature would pro-

vide the first direct measurement of the magnetic field of a rotation-powered pulsar

(MSP or otherwise). This is of great importance given that the standard method for

estimating the magnetic field of pulsars using P and Ṗ relies on assuming a radius

(RNS) and moment of inertia (INS) of the NS, Bsurf∝R−3
NS(INSPṖ)1/2, as well as the

exact field geometry (a centered dipole). In fact, the field strength inferred from the

electron cyclotron line (B� 3×1011 G) implies that the field is either multipolar or

substantially off-center. For comparison, the conventional (centered) dipole spin-

down formula gives Bsurf � 4.5× 109 G (assuming MNS = 1.4 M�, RNS = 10 km,

and INS = 1045 g cm2), already the highest for any MSP.

For the off-center dipole case a 3×1011 G field can be produced if the magnetic

dipole moment is shifted along the axial direction so that it is only ∼1.9 km beneath

one of the polar caps. An off-centered dipole field is directly suggested from X-ray

data for another MSP: J0437−4715; see below. Thus invoking this geometry for

M28A now has some new support. The putative cyclotron line from M28A can be

formed by an optically thin, hot corona (kT∼10 keV) above the MSP polar caps.

The required particle densities needed to produce the observed line luminosity are

in full agreement with those expected in the MSP magnetosphere above the polar

cap (see Sect. 2.2.1 of [7] for details). Thus, the cyclotron interpretation of the line is

quite plausible and its confirmation with a deeper observation would provide unique

insight into the local magnetic field near the surface of a pulsar. Such an observation

is approved for Chandra cycle 9 and will be reported by us elsewhere.

Rutledge et al. [47] have found that in addition to the two sharp pulses from

M28A there is an unpulsed component (15% of total flux), possibly due to thermal

1 Only two of the ∼35 other X-ray detected MSPs (B1937+21 and J0218+4232, both field MSPs)
have comparable LX of a few ×1032 ergs s−1 and purely PL spectra.
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polar cap emission. Further observations of B1821−24 will also permit a search for

such a component in its spectrum.

In recent years, intensive radio timing search campaigns have uncovered a host

of MSPs in globular clusters, including 33 in Terzan 5 [44] and 10 new MSPs in

M28 [12]. Of these, two MSPs in Ter 5 (PSRs J1748−2446P and J1748−2446ad)

and one in M28 (PSR J1821−24 H) appear to have main-sequence-like companions

based on their binary parameters and the presence of unusual radio eclipses. At X-

ray energies, these objects are found to be positionally coincident with relatively

hard X-ray sources with LX ∼ 1031 ergs s−1 (cf. [6] and Chap. 6), very similar to

47 Tuc W and J1740. Therefore, it is likely that these systems have also formed

as a result of past exchange encounters and that their winds are interacting with

material from the secondary. While these may be “black widow” type systems (i.e.

very compact binaries with their MSPs ablating their very low mass brown dwarf

companions as in PSR B1957+20) their presence in globular clusters suggests they

are longer period systems with “re-exchanged” main sequence companions. The

discovery of main sequence (or slightly evolved) companions would suggest that

“re-exchanged” MSP binaries are not uncommon in the dense cores of globular

clusters, as originally suspected from 47 Tuc [30] data. A recently approved Cycle 9

deep ACIS-S observation, accompanied by multiband HST WFPC2 observations, of

M28 will shed more light on the properties of PSR J1821−2452H and its peculiar

companion. In the case of Terzan 5, the high absorption column density along the

line of sight towards this cluster (NH ∼ 1022 cm−2), renders most of its known 33

MSPs very difficult to detect in X-rays as the predominantly soft emission from

these thermal sources is heavily absorbed. Indeed, in the existing Chandra ACIS-

S observations of this cluster [35], X-ray counterparts are found only for the two

candidate “exchanged” MSPs, PSRs J1748−2446P and J1748−2446ad, which are

expected to have hard, non-thermal spectra from their intra-binary shocks.

8.3.4 Other Clusters

Observation of globular clusters with Chandra have identified X-ray counterparts

to other MSPs, including PSR J1911−6000C in NGC 6752 [22], B1620−26 in

M4 [3], and J1953+1846A in M71, a radio eclipsing binary [24]. However, due

to the limited photon statistics it is difficult to determine the spectral properties of

these MSPs. As more clusters are surveyed by Chandra, the number of X-ray

detected MSPs is expected to increase, and the relative populations of possibly

re-recycled MSPs can be further recognized by the partial hard X-ray eclipses that

are expected over a range of binary inclinations since the intra-binary shock is close

to the relatively large binary companion. Note that such systems will not be expected

to be pulsed (except for their underlying soft, thermal component) since their dom-

inant hard emission arises in the shock. Detection of pulsations from hard MSPs is

expected only from the very most luminous (and highest Ė spin-down luminosities),

for which the dominant emission is magnetospheric.
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8.4 MSPs as Beacons for Constraining the Neutron Star
Equation of State

Pavlov and Zavlin [43,54], and Bogdanov et al. [16] have developed models of ther-

mal X-ray emission from hot polar caps on the surface of a rotating compact star

with a weakly magnetized light-element atmosphere (see Fig. 8.4), applicable to

MSPs. This model produces lightcurves characterized by broad modulations with

relatively low pulsed fractions (<50%), consistent with the observed pulse pro-

files of nearby field MSPs [53] and those in 47 Tuc [17]. In addition to the obvi-

ous dependence on the viewing angle and magnetic inclination, the thermal pulse

profile is very sensitive to the mass-to-radius (M/R) ratio of the NS, due to the

different gravitational bending and thus temporal view of the polar cap that dif-

fering M/R values impose. Therefore, modeling the X-ray pulse profiles of MSPs

may, in principle, allow strict constraints on the neutron star (NS) equation of state

(EOS), provided sufficiently sensitive spectral-temporal soft X-ray observations can

be made which can distinguish the correct spectral model (simple black body vs.

H-atmosphere on the NS polar cap) as well as constrain the polar cap emission

geometry or regions. This has only now become possible with new analysis tools

and Chandra, and XMM-Newton data.

Fig. 8.4 (Left) Representative synthetic lightcurves for a rotating M = 1.4 M�, R = 10 km NS
with two antipodal hot spots for the four lightcurve classes (I–IV, from top to bottom, respectively),
defined by Beloborodov (2002). The dashed lines show the individual flux contribution from the
two hot spots while the solid line shows the total observed flux. All fluxes are normalized to the
value corresponding to α = ψ = 0. Two rotational cycles are shown for clarity. (Right) Ortho-
graphic map projection of the MSP surface for each of the four pulse profile classes. The dashed
line shows the magnetic axis while the dotted line shows the line of sight to the observer. The
hatched region corresponds to the portion of the star not visible to the observer [14]
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8.4.1 PSR J0437−4715

An application to ROSAT, Chandra, and XMM-Newton X-ray observations of

the nearest known rotation-powered millisecond pulsar (MSP) PSR J0437−4715

revealed that the thermal emission from this pulsar is fully consistent with such

a model (Fig. 8.5), enabling constraints on important properties of the underlying

neutron star [16]. This modeling confirmed that the observed thermal X-ray pul-

sations from J0437−4715 are incompatible with simple blackbody emission and

require the presence of an optically thick, light element atmosphere on the neu-

tron star surface, as suggested (but not required) by previous studies using ROSAT
observations [43, 54]. The morphology of the X-ray pulse profile was found to

be consistent with a global dipole configuration of the pulsar magnetic field but

suggest an off-center magnetic axis, with a displacement of �1 km from the stellar

Fig. 8.5 (Top) XMM-Newton EPIC-pn pulse profiles of PSR J0437−4715 (0.3–2 keV). The solid
blue line shows the best fit hydrogen atmosphere polar cap model for an off-center magnetic dipole
field while the dashed line is for a best fit centered dipole. The dotted green line shows the black-
body polar cap model that best fits the spectrum of J0437−4715, showing that simple blackbody
spectra do not fit MSP thermal spectra. (Bottom) Best fits in soft (red) vs. hard (blue) bands for an
off-centered dipole. The choice of phase 0 is arbitrary [16]
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center. For an assumed mass of 1.4 M�, the model restricts the allowed stellar

radii to R = 6.8–13.8 km (90% confidence) and R > 6.7 km (99.9% confidence),

which is consistent with standard NS equations of state and rules out ultra-compact

stars [41].

8.4.2 PSRs J0030+0451 and J2124−3358

Useful information regarding the basic properties of the NS can be extracted

even from X-ray data with fairly limited photon statistics, such as the archival

XMM-Newton spectroscopic and timing observations of the nearby isolated PSRs

J0030+0451 [5, 11] and J2124−3358 [52] (hereafter J0030 and J2124, respec-

tively). The X-ray emission from these pulsars is found to be consistent with the

presence of a H atmosphere and a dipolar magnetic field configuration (Fig. 8.6),

in agreement with previous findings for PSR J0437−4715. For both MSPs J0030

and J2124, the favorable viewing geometry allows interesting limits on the allowed

Fig. 8.6 XMM-Newton EPIC-pn pulse profiles of PSRs J0030+0451 and J2124−3358 in the 0.3–
2 keV band. The solid lines show the best fit hydrogen atmosphere polar cap emission model [14]
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mass-to-radius ratios of the NS. In particular, assuming 1.4 M�, the radius is con-

strained to be R > 9.4 km and R > 7.8 km (68% confidence) for PSRs J0030+0451

and J2124−3358, respectively [14]. In addition, the available data permits strong

constraints on the magnetic field evolution model proposed by [46]. In particular,

the observational constraints on the pulsar obliquities imply that the magnetic field

of an MSP does not have a tendency to align itself with the spin axis nor migrate

towards the spin pole during the low-mass X-ray binary phase.

8.5 Future Prospects

With the currently active X-ray observatories Chandra and XMM-Newton, only a

few of the nearest and brightest MSPs can be studied effectively for their detailed

X-ray properties using deep exposures. Naturally, further improvement in telescope

sensitivity will permit much more detailed phase-resolved spectroscopic analyses of

these objects and a study of a substantially larger sample of sources. The primary

motivation of these observations would be detailed modeling of the pulsed thermal

radiation, which appears to be a promising means for obtaining tight constraints

on M/R. We [14] have shown that future X-ray facilities such as IXO could, in

principle, provide constraints on M/R to ∼5%. Ultimately a very high throughput

and angular resolution mission such as Gen-X could provide constraints to �2%,

and simultaneously for a large population of MSPs as in the core of 47 Tuc.

8.5.1 Searches for Radio-Quiet MSPs

The effect of light bending combined with the (nearly) antipodal configuration of the

two MSP hot spots ensure that the thermal radiation is emitted into all 4π steradians

of the sky and is thus seen by all distant observers for any combination of α and ζ .

On the other hand, at radio frequencies a pulsar is not observable if |α−ζ | exceeds

the opening half-angle ρ of the radio emission cone. This implies that, in principle,

it may be possible to detect and identify such radio quiet MSPs in X-rays using

pulsation searches. With the current generation of X-ray observatories (Chandra
and XMM-Newton) this endeavor is difficult due to the intrinsic faintness of MSPs

(see e.g. [17]) and the low X-ray pulsed fractions of these sources (≤50%). On the

other hand, for IXO, the great increase in sensitivity makes such a survey of field

MSPs quite feasible. In the more distant future, Gen-X would permit a complete

census of MSPs in many globular clusters of differing dynamical state (e.g. 47 Tuc

vs. the archetype core collapse cluster M15), where both high sensitivity and angular

resolution significantly greater that of Chandra are required.

Figure 8.7 shows the X-ray pulsed fraction of a 10 km, 1.4 M� MSP as a function

of α and ζ [14]. Also shown are lines defining the region for which a pulsar with a
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Fig. 8.7 Contours of constant pulsed fraction (solid lines) for thermal polar cap X-ray H atmo-
sphere emission in the 0.3–2 keV band as a function of the pulsar obliquity (α) and viewing angle
(ζ ) for a 1.4 M� MSP with radii 10, 12, and 14 km (from top to bottom, respectively). The diagonal
dot-dashed, dashed and dotted lines show 10◦, 30◦, and 60◦ radio emission cones, respectively. All
MSPs found between each pair of lines are radio-loud [14]
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given radio emission cone width is observable at radio frequencies. Note that the true

opening angle of the radio emission cone for a given MSP is not known and difficult

to measure reliably but could be as high as ∼60◦ [38]. For a uniform distribution

of pulsar obliquities (α) and viewing angles (ζ ), for ρ <� 30◦ a substantial portion

(∼45%) of the MSP population is invisible to us in the radio. On the other hand,

if we consider an X-ray timing survey with a limiting pulsed fraction sensitivity

of ∼10%, only ∼5–15% (depending on M/R) of the MSPs will go undetected as

pulsed sources though they will still be detected as X-ray sources. The Galactic

population of MSPs may in fact be preferentially clustered in a certain range of α
due to the poorly understood effects of the accretion and magnetic field reduction

processes during the LMXB phase on the NS. A deep X-ray timing survey of nearby

(�1–2 kpc) MSPs may, in principle, reveal whether this is indeed the case.
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Chapter 9
Theory of Radiative Transfer in Neutron Star
Atmospheres and Its Applications

Vyacheslav E. Zavlin

9.1 Introduction

Before the first neutron star was discovered in 1967 as a radio pulsar1 by Jocelyn

Bell [22] it had been predicted that neutron stars can be powerful sources of thermal

X-ray emission, having surface temperatures of about one million Kelvin [11, 78].

This prediction and the discovery of the first pulsar became one of many motiva-

tions for further developing X-ray astronomy at the end of the 1950s. Observational

study of thermal radiation from neutron stars began in 1978 with the launch of the

Einstein observatory which detected X-ray emission in the 0.2–4 keV range from

a number of neutron stars and neutron star candidates. The ROSAT mission which

was sensitive in the 0.1–2.4 keV range marks the beginning of the “decade of space

science”, which in the 1990s provided many important results on observing X-ray

emission from neutron stars. By extending the energy range up to 10 keV ASCA

and BeppoSAX added important information on the pulsar emission in the harder

band pass whereas EUVE and HST allowed to study neutron stars in the very soft

0.07–0.2 keV and optical/UV bands. More details on results from observations of

neutron stars can be found in the Chaps. 6–8. New excellent observational data on

neutron stars collected with two currently operating powerful X-ray observatories,

Chandra and XMM-Newton (both launched in 1999), provide a breakthrough in

studying emission properties of these enigmatic objects.

V.E. Zavlin
Space Science Laboratory, NASA Marshall Space Flight Center, SD59, Huntsville,
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9.2 Properties of X-ray Emission from Isolated Neutron Stars

Generally, X-ray radiation from an isolated2 neutron star can consist of two dis-

tinguished components: the non-thermal emission due to the pulsar activity and

the radiation originating from the stellar surface. The non-thermal component is

usually described by a power-law spectral model and attributed to radiation pro-

duced by synchrotron and/or inverse Compton processes in the pulsar magneto-

sphere, whereas the thermal emission can originate from either the entire surface of

a cooling neutron star or small hot spots around the magnetic poles (polar caps) on

the star surface, or both. The sketch shown in Fig. 9.1 represents an evolutionary pic-

ture of these two radiative components in the X-ray spectrum of neutron stars. In the

majority of very young pulsars (τ ∼ 1 kyr) the non-thermal component dominates

(see the left panel in Fig. 9.1), making it virtually impossible to accurately mea-

sure the thermal flux; only upper limits on the surface temperature Tsurf could be

derived, as it was done for the famous Crab pulsar [77] and PSR J0205+6449 in the

SNR 3C 58 [75]. As a pulsar becomes older, its non-thermal luminosity decreases

(roughly) proportional to its spin-down power Ė = 4π2IP−3Ṗ (I, P, and Ṗ are the

neutron star moment of inertia, spin period and its derivative, respectively). The

latter is thought to drop with the star age τ as Ė ∼ τ−m, where m � 2–4 (depend-

ing on the pulsar magneto-dipole braking index). On the other hand, the thermal

luminosity of an aging and cooling neutron star decreases at a lower rate than

the non-thermal one does for ages τ ∼ 10–100 kyr, up to the end of the neutrino-

cooling era (τ ∼ 1 Myr). Thus, the thermal radiation from the entire stellar sur-

face can dominate at soft X-ray energies for middle-aged pulsars (τ ∼ 100 kyr) and

some younger pulsars (τ ∼ 10 kyr). This situation is shown in the middle panel of

Fig. 9.1. For neutron stars older than about 1 Myr, the surface temperature is too low,

Tsurf � 0.1 MK, to detect the thermal radiation from the whole surface in X-rays;

only magnetospheric and/or thermal radiation from hot polar caps can be detected.

Fig. 9.1 Sketch illustrating what radiative component, non-thermal (dashed) or thermal (solid
curves), is expected to dominate in the X-ray flux of neutron stars of different ages τ . The double-
ended arrow in the right panel indicates two possible situations for old and millisecond pulsars

2 The term “isolated” is omitted hereafter in the text.
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As predicted by virtually all pulsar models, these polar caps can be heated up to

X-ray temperatures (∼1 MK) by relativistic particles generated in pulsar accelera-

tion zones. A conventional assumption about the polar cap radius is that it is close to

the radius within which open magnetic field lines originate from the pulsar surface,

R∗
pc = [2πR3/cP]1/2 � 0.5 [P/0.1s]−1/2 km (for a neutron star radius R = 10 km).

As the spin-down power Ė is the energy source for both non-thermal and thermal

polar-cap components, it is hard to predict which of them would prevail in X-ray flux

of an old neutron star (as indicated in the right panel of Fig. 9.1). However, it can-

not be ruled out, and is proven by observations of several millisecond pulsars, that

the thermal one may be dominant. Remarkably, of about 80 neutron stars currently

detected in X-rays, more than a half reveal thermal emission of different origin. To

interpret these observations, one needs reliable models of neutron star thermal radi-

ation. This paper reviews theoretical and observational aspects of studying thermal

radiation from neutron stars.

9.3 Modeling Thermal Radiation from Neutron Stars

There are a few questions to be answered before immersing into details on the theory

of neutron star thermal emission.

9.3.1 Why Is the Thermal Radiation Important?

The main question is why studying the thermal emission is needed and interest-

ing. Shortly, comparing observed thermal spectrum of a neutron star with theo-

retical models can allow one to infer the surface effective temperature T∞eff and

total bolometric flux F∞bol. These are redshifted quantities, i.e., as measured by

a distant observer, which are connected to the actual (un-redshifted) parameters,

Teff = g−1
r T∞eff and Fbol = g−2

r F∞bol (gr = [1−RS/R]1/2 is the gravitational redshift,

RS = 2GM/c2 = 2.952[M/M�] km is the Schwarzschild radius, M� is the solar

mass). If the distance to the neutron star, D, is known, then the measured tempera-

ture and flux yield the apparent (redshifted) radius of the star,

R∞ = D
[

F∞bol

σSB(T∞eff)
4

]1/2

, (9.1)

where σSB is the Stefan–Boltzmann constant. This in turn links the actual neutron

star radius and mass to each other via the relation R∞ = g−1
r R, or

M =
c2R
2G

[
1−
(

R
R∞

)2
]

. (9.2)
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Fig. 9.2 Neutron star mass-radius diagram with lines of constant values of the gravitational param-
eter gr (dots), redshifted radius R∞ = g−1

r R (dashes) and four M(R) relations (solid curves) corre-
sponding to different equations of state of superdense matter ( [72], Chap. 10). The values of M
and R for realistic equations of state lie below the straight line R = 1.5RS (or gr = 1/

√
3)

As seen in Fig. 9.2, the latter puts constraints on equation of state of the super-

dense neutron star matter (Chap. 10). If the gravitational redshift gr is measured for

a few neutron stars, for example, via detecting and identifying spectral features in

the observed X-ray flux, then it would yield a unique solution for the equation of

state of the matter in the neutron star interior.

Next, investigating thermal emission from neutron stars of different ages can

trace their thermal evolution, that in turn sheds light on internal composition and

nucleon superfluidity of the superdense matter ([86], Chaps. 11 and 12). In addition,

inferring surface properties of a neutron star (temperature, magnetic field, chemical

composition) tells about its formation and interaction with environment.

9.3.2 Properties of Neutron Star Surfaces

Like in usual stars, thermal radiation of neutron stars is formed in the superficial

(surface) layers. Hence, the next question to be asked in this study is about the

state of the neutron star surface. In principle, it can be in the gaseous state or in a

condensed state (liquid or solid), depending on the surface temperature, magnetic

field B and chemical composition. For instance, according to the estimates given

in [35], hydrogen is condensed in surface layers if Tsurf � 0.1 MK at B = 1×1013 G

and Tsurf � 1 MK at B = 5×1014 G. At higher temperatures and/or lower magnetic
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fields, hydrogen does not condensate and forms an atmosphere. As most of known

neutron stars are believed to possess surface magnetic fields of B � 1012, they are

expected to have an atmosphere. Therefore, properties of neutron star atmospheres

are mainly discussed below.

The chemical composition affects not only the state of the surface, but it also

determines the properties of emitted radiation. What could the composition of the

stellar surface be? In case of neutron stars, one can expect that the emitting layers are

comprised of just one, lightest available, chemical element because heavier elements

sink into deeper layers due to the immense neutron star gravitation [1]. For instance,

even a small amount of hydrogen, with a surface density of ∼1 g cm−2, is sufficient

for the radiation to be indistinguishable from that emitted from a purely hydrogen

atmosphere. Such an amount of hydrogen, ∼10−20M�, can be delivered onto the

neutron star surface by, e.g., a weak accretion from the interstellar medium during

the neutron star life and/or fallback of a fraction of the envelope ejected during

the supernova explosion. If no hydrogen is present at the surface (e.g., because of

diffuse nuclear burning; [10]), a heavier chemical element is responsible for the

radiative properties of the neutron star atmosphere. However, a mixture of elements

can be observed in the emitting layers if a neutron star is experiencing accretion

with such a rate that the accreting matter is supplied faster than the gravitational

separation occurs.

What else makes neutron star atmospheres very special? It is of course the

enormous gravity at the neutron star surface, with typical gravitational accelera-

tion g ∼ 1014–1015 cm s−2, and very strong, even huge, surface magnetic fields.

The gravity makes the atmospheres very thin, with a typical thickness H ∼
kTsurf/[mpg] ∼ 0.1–10 cm (k is the Boltzmann constant, mp is the mass of a proton),

and very dense, ρ ∼ 10−2–102 g cm−3. Such a density causes strong non-ideality

effects (pressure ionization, smoothed spectral features) which must be taken into

account [53]. In addition, the strong gravitational field bends the photon trajectories

near the neutron star surface [59], as illustrated in Fig. 9.3. This effect depends on

the gravitational parameter gr, and it can even make the whole surface visible if

the neutron star is massive enough, 1.92 [10km/R] < [M/M�] < 2.25 [10km/R]. In

particular, the gravitational bending strongly affects the observed pulsations of ther-

mal emission [101]. As shown in [8, 54, 92, 94], analyzing pulsed thermal radiation

can put constraints on the mass-to-radius ratio, M/R, and the neutron star geometry

(orientation of spin and magnetic axes with respect to each other and direction to a

distant observer – see Fig. 9.3).

Huge magnetic fields, up to B ∼ 1014–1015 G, expected in the surface layers

of neutron stars change the properties of the atmospheric matter and the emer-

gent radiation very drastically. Strongly magnetized atmospheres are essentially

anisotropic, with radiative opacities depending on the magnetic field and the direc-

tion and polarization of radiation. Moreover, since the ratio of the cyclotron energy,

Ece = h̄eB/mec, to the Coulomb energy is very large (e.g., β ≡ Ece/[1Ry] =
850 [B/1012 G] for a hydrogen atom), the structure of atoms is strongly distorted

by the magnetic field. For instance, the binding (ionization) energies of atoms are

increased by a factor of ∼ ln2β (e.g., the ionization potential of a hydrogen atom
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Fig. 9.3 Sketch illustrating bending of photon trajectories near the surface of a neutron star. The
star’s spin and magnetic (m) axes are indicated. Black spots around the magnetic poles show pos-
sible heated polar caps on the stellar surface

is about 0.3 keV at B = 1013 G). This in turn significantly modifies ionization equi-

librium of the neutron star atmospheric plasma. Another important effect is that the

heat conductivity of the neutron star crust is anisotropic, being higher along the

magnetic field. This results in a nonuniform surface temperature distribution [19],

which can lead to pulsations of the thermal radiation due to neutron star rotation.

Depending on the magnetic field strength, models of neutron star atmospheres are

differentiated in two groups, “non-magnetic” and “strongly magnetized”. The non-

magnetic models are constructed for B � 109 G, when the electron cyclotron energy,

Ece � 0.01 keV, is lower than the binding energy of atoms and thermal energy of

particles, E ∼ kTsurf. As a result, the effect of the magnetic field on the radiative

opacities and emitted spectra is negligible at X-ray energies, E � 0.1 keV. These

models are constructed assuming B = 0 G and can be applicable to, for example,

millisecond pulsars and neutron star transients in quiescence, whereas the magne-

tized models are intended mostly for radio pulsars with B ∼ 1010–1014 G. More

details on the neutron star atmosphere models can be found in [93].

9.3.3 Non-Magnetic Atmosphere Models

Modeling non-magnetic neutron star atmospheres was started in the pioneering

work [64]. Since then, models for various surface chemical compositions have been

developed in [14, 21, 56, 60, 62, 83, 98, 99].
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The general approach of the atmosphere modeling is as follows. Very small

thickness of a neutron star atmosphere, H � R ≈ 10 km, allows one to use the

plane-parallel (one-dimensional) approximation. In addition, because of rather high

densities of the surface layers, the atmospheres are expected to be in the local ther-

modynamic equilibrium. The atmosphere modeling involves solving three main

equations. The first one is the radiative transfer equation for the specific spectral

intensity Iν (e.g., [39]):

μ
d

dy
Iν = kν(Iν −Sν) , (9.3)

where ν is photon frequency, μ is the cosine of the angle θ between the normal

to the surface and the wave-vector of outgoing radiation, y is the column den-

sity (dy = ρ dz, with z being the geometrical depth), kν = αν + σν is the total

radiative opacity which includes the absorption, αν , and scattering, σν , opacities,

Sν = (σνJν +ανBν)k−1
ν is the source function, Jν = 1

2

∫ 1
−1 Iνdμ is the mean spectral

intensity, and Bν is the Planck function. The boundary condition for this equation

is Iν = 0 for μ < 0 at y = 0, assuming no incident radiation at the surface (valid at

R > 1.5RS – see Fig. 9.2).

The atmospheres are supposed to be in radiative and hydrostatic equilibrium.

The first condition implies that the total energy flux through the atmosphere is con-

stant, transferred solely by radiation (electron heat conduction and convection are

of no importance for typical parameters of interest) and determined by the effective

surface temperature Teff, ∫ ∞

0
dν
∫ 1

−1
μIν dμ = σSB T 4

eff . (9.4)

The second condition means that the atmospheric pressure is p = gy (the radiative

force is insignificant unless Teff � 10 MK). Finally, these three equations are supple-

mented with the equation of state for the atmospheric plasma and equations of ion-

ization equilibrium. The latter are needed for computing the electron number density

and the fractions of ions in different stages of ionization to obtain the radiative opac-

ity with account for free-free, bound-free and bound–bound atomic transitions.

The main results of the atmosphere modeling are the properties of the emergent

radiation demonstrated in Fig. 9.4. The left panel of this figure presents the spectral

fluxes of emergent radiation at a local surface point, Fν =
∫ 1

0 μIνdμ (at y = 0), for

several effective temperatures and chemical compositions (pure hydrogen, helium,

and iron), together with blackbody spectra at the same values of Teff. The atmosphere

model spectra differ substantially from the blackbody ones, particularly in high-

energy Wien tails of the radiation from the light-element (hydrogen and helium)

atmospheres. The reason is in the combination of two effects: rapid decrease of the

light-element opacities with energy, kν ∼ E−3, and temperature growth in the sur-

face layers, T (y), with depth y. Hence, the high-energy radiation is formed in deeper

and hotter layers, with T > Teff. The spectra emitted from the heavy-element atmo-

spheres (see also [93] for spectra of solar-mixture compositions) exhibit numerous

spectral lines and photoionization edges (e.g., M, L, and K spectral complexes in the

iron spectra, at about 0.1, 0.8, and 7.1 keV, respectively) produced by ions in various
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Fig. 9.4 Left: Spectra of emergent radiation for pure hydrogen, helium, and iron non-magnetic
atmospheres with different effective temperatures (numbers near the curves label LogTeff [K]).
“BB” stands for blackbody spectra. Right: Polar diagrams of normalized spectral specific intensi-
ties at different photon energies, E, and LogTeff = 5.9, and for the same chemical compositions.
The normal to the surface is directed upward

ionization stages. Generally, they are closer to the blackbody radiation because the

energy dependence of the heavy-element opacities is, on average, flatter than that

for the light elements.

Although the opacity of the atmospheric plasma is isotropic in the non-magnetic

case, the emitted radiation shows substantial anisotropy, i.e., the specific intensity Iν
depends on the direction of emission due to the limb-darkening effect (see the right

panel in Fig. 9.4): the larger angle θ (Fig. 9.3) between the normal to the surface

and direction of a specific intensity is, the longer path throughout the surface layers

emerging photons travel to escape. This results in a stronger absorption the of the

emitted radiation. The anisotropy depends on photon energy and chemical compo-

sition of the atmosphere. This effect should be taken into account to model thermal

radiation from a nonuniform neutron star surface.

The emergent radiation depends also on the surface gravity: a stronger gravita-

tional acceleration increases the density of the atmospheric plasma, changes tem-

perature run T (y) and enhances the non-ideality effects, which results in weaker

(more smoothed) spectral features. The hardness of the spectral Wien tail at higher

photon energies also alters with varying surface gravity because of the changes in

the atmosphere structure [21, 98]. However, these effects are rather subtle and may

be important only for analyzing observational data of extremely good statistics.
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9.3.4 Magnetized Atmosphere Models

First magnetized hydrogen models have been developed in [52, 53, 73, 74, 100].

These models used simplified radiative opacities of strongly magnetized, partially

ionized plasma, which did not include the bound–bound transitions. However, they

are considered to be reliable enough in the case of high temperatures, Teff ≈ 1 MK,

at typical pulsar fields, B ∼ 1012 G, when the atmospheric plasma is almost fully

ionized even in the strong magnetized fields. Later on, completely ionized hydro-

gen models for superstrong magnetic fields, B ∼ 1014–1015 G, have been presented

in [5, 23, 24, 47, 88] dealing mainly with the vacuum polarization effects first dis-

cussed in [49] and the proton cyclotron lines whose energies shift into the X-

ray band at B � 2 × 1013 G. Models for partially ionized hydrogen atmospheres

with magnetic fields up to 5 × 1014 G and effective temperatures down to about

0.5 MK were presented in [25]. This work showed that the vacuum polarization

affects not only the proton cyclotron line but also it suppresses spectral features

caused by bound species, making them virtually unobservable in thermal spectra

of strongly magnetized neutron stars. First set of magnetized atmospheres with a

heavy-element composition (pure iron) was constructed in [63], with the use of

a rather crude approximations for the very complicated properties of iron ions in

strong magnetic fields. Recently, a next step in modeling magnetized heavy-element

(carbon, oxygen, neon) atmospheres with B = 1012–1013 G and Teff = 1–5 MK has

been undertaken in [43]. These models imply latest developments in atomic physics

and radiative opacities in strong magnetic fields [41, 42]. Like in the non-magnetic

case, the magnetized heavy-element atmosphere emission shows many prominent

spectral features which, if observed in real X-ray observational data, could be very

useful to measure the neutron star magnetic field and mass-to-radius ratio, M/R.

All the above-mentioned works used the same approach for constructing mag-

netized atmosphere models, which is generally similar to the non-magnetic case.

The main difference is that the atmospheric radiation is polarized, and the radiative

opacities depend on the polarization and direction of radiation. The radiative trans-

fer in a strongly magnetized plasma is described in terms of coupled equations for

specific intensities of two normal modes, Iν ,1 and Iν ,2, with different polarizations

and opacities [15]:

μ
d

dy
Iν , j(n) = kν , j(n)Iν , j(n)−

[
2

∑
i=1

∮
dn′ Iν ,i(n′)σν ,i j(n′,n)+αν , j(n)

Bν
2

]
,

(9.5)

where n is the (unit) wave-vector, αν , j is the absorption opacity for the jth
mode, σν ,i j is the scattering opacity from mode i to mode j, and kν , j =
αν , j +∑2

i=1

∮
dn′σν ,i j(n′,n) is the total opacity. It should be noted that the opacity

depends on the angle between the wave-vector and the magnetic field, so that Iν
depends not only on θ but also on ΘB, the angle between the local magnetic field

and the normal to the surface element. Similar to the non-magnetic case, (9.5) are
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supplemented with the equations of hydrostatic and radiative equilibrium (for the

latter, (9.4) applies with Iν = Iν ,1 + I,2).

To deal with the problems caused by the sharp angular dependence of the radia-

tive opacities [27], a two-step method for modeling of magnetic neutron star atmo-

spheres was developed [52, 74]. At the first step, the radiative transfer is solved in

the diffusion approximation for the mean intensities Jν , j = (4π)−1
∮

Iν , j(n)dn:

d

dy
dν , j

d

dy
Jν , j = ᾱν , j

[
Jν , j − Bν

2

]
+ σ̄ν

[
Jν , j − Jν ,3− j

]
, (9.6)

where ᾱν , j = (4π)−1
∮

dnαν , j(n) and σ̄ν = (4π)−1
∮ ∮

dndn′σν ,12(n,n′) are the

angle-averaged absorption and scattering opacities. The diffusion coefficient is

dν , j = dp
ν , j cos2ΘB + do

ν , j sin2ΘB, with dp
ν , j =

∫ 1
0 μ2 k−1

ν , j dμ and do
ν , j =

∫ 1
0 (1 −

μ2)k−1
ν , j dμ . Next, the atmospheric structure obtained at the first step is corrected

using an iterative procedure applied to the exact equations of the radiative transfer.

Finally, the emergent intensity (at y = 0) is

Iν , j = μ−1
∫ ∞

0

[
αν , j

Bν
2

+
2

∑
i=1

σν ,i jJν ,i

]
exp

[
−ν−1

∫ y

0
kμ, j dz

]
dy , (9.7)

and the emitted spectral flux is computed as Fν =
∫ 1

0 μ ∑
2
i=1 Iν ,i dμ . More details on

the modeling of magnetized atmospheres can be found in [53].

Figure 9.5 (left panel) shows polarization-summed spectral fluxes of the emer-

gent radiation, Fν , emitted by a local element of the neutron star surface, for two

values of effective temperature and two magnetic field orientations, perpendicu-

lar and parallel to the surface (ΘB = 0 and 1, respectively). The main result is

that the magnetized atmosphere spectra are harder than the blackbody radiation

of the same Teff, although they are softer than the non-magnetic spectra. Similar

to the non-magnetic case, this is explained by the temperature growth with depth

and the opacity decrease at higher energies, which is more gradual (∝E−1 for the

mode with the smaller opacity) in the magnetized plasma. At lower effective tem-

peratures, Teff � 1 MK, the photoionization opacity (due to bound-free transitions)

becomes important, that affects the shape of the emitted spectra (see the example

with LogTeff = 5.8 in Fig. 9.5). The proton cyclotron lines are seen at energies

E = 6.3(B/1012 G) eV. If the magnetic field is very large, B � 1014 G, the proton

cyclotron line shifts into the X-ray band. On the other hand, if the magnetic field

is not so large, B = 1010–1012 G, the neutron star atmosphere spectra may exhibit

the electron cyclotron lines in the X-ray band, at Ece = 11.6(B/1012 G) keV. Cal-

culations of hydrogen atmosphere models which include bound–bound atomic tran-

sitions [25, 93] show that spectral lines, considerably broadened by the motional

Stark effect [50, 51], may emerge at Teff � 0.5 MK. The strongest line corresponds

to the transition between the ground state and the lowest excited state; its energy is

E ≈ [75+0.13ln(B/1013 G)+63(B/1013 G)] eV.
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Fig. 9.5 Left: Spectra of radiation emergent from neutron star atmospheres for a magnetic field
orthogonal and parallel to the surface with different effective temperatures (numbers near the
curves label LogTeff [K]). “BB” stands for blackbody spectrum. Right: Dependences of specific
intensities on the angle between the photon wave-vector and the magnetic field directed along the
surface normal

Radiation emerging from a magnetized atmosphere is strongly anisotropic.

Angular dependences of the local specific intensities, Iν = Iν ,1 + Iν ,2 (9.7), show a

complicated “pencil-plus-fan” structure – a narrow peak along the direction of the

magnetic field (where the atmospheric plasma is most transparent for the radiation),

and a broader peak at intermediate angles. The widths and strengths of the peaks

depend on magnetic field and photon energy (see examples in the right panel of

Fig. 9.5). Obviously, it is very important to account for this anisotropy while mod-

eling the radiation from a neutron star with nonuniform surface magnetic field and

effective temperature.

9.3.5 Thermal Radiation as Detected by a Distant Observer

Results presented in Sects. 9.3.3 and 9.3.4 describe spectral radiation emitted by a

local element at the neutron star surface. The effective temperature and/or magnetic

field distributions over the surface can be nonuniform (for example, if a neutron star

has a dipole magnetic field, the effective temperature decreases from the magnetic

poles to the equator). To calculate the total emission, one should integrate the local
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intensities, computed for local temperatures and magnetic fields, over the visible

part of the surface S, with account for the gravitational redshift and bending of

photon trajectories:

F(Eobs) = gr
1

D2

∫
S
μ I(Eobs/gr)dS , (9.8)

where Eobs = gr E is the observed (redshifted) photon energy. To take into account

the interstellar absorption, a factor, exp(−nHσeff[E]), should be added in (9.8) (nH is

absorption column density towards a specific object, σeff[E] is the absorption cross

section per hydrogen atom). More details about the integration over the neutron star

surface can be found in [55]. It is worthwhile to mention that if a neutron star has

a nonuniform distribution of the magnetic field, the surface integration broadens

the spectral features. In addition, if a neutron star is a fast rotator, one should take

into account the Doppler shifts of energies of photons emitted from surface ele-

ments moving with different radial velocities. Maximum values of these velocities,

vr = 2πRP−1 sinζ (ζ is the inclination of the rotation axis with respect to observer’s

line of sight – see Fig. 9.3), can be as high as 10–15% of the speed of light for mil-

lisecond periods. For instance, a fast rotation, P � 10 ms, may lead to complete

smearing of weak and narrow spectral lines [93], leaving only most prominent spec-

tral jumps around the strongest photoionization edges.

If thermal radiation originates from small polar caps on the neutron star surface,

it greatly simplifies (9.8):

F(Eobs) = gr
Sa

D2
I(Eobs/gr, θ ∗) , (9.9)

where the apparent spot area Sa and the angle θ ∗ between the wave-vector of escap-

ing radiation and the radius-vector to the hot spot are computed with account for the

effect of gravitational bending. These quantities depend on the angles α (between

the rotational and magnetic axes) and ζ (Fig. 9.3), and the gravitational parameter

gr [101].

The flux given by (9.7) and (9.8) varies with the period of neutron star rotation.

One can obtain a large variety of pulse profiles at different assumptions on the angles

α and ζ and M/R ratio. Examples of pulse profiles computed for radiation from the

entire neutron star surface are shown in [93], whereas pulse profiles of thermal radi-

ation from heated polar caps are presented in [94, 101] for magnetized atmosphere

models, and in [8, 92] for non-magnetic ones.

9.3.6 Atmosphere Emission vs. Blackbody Radiation

Although the model atmosphere spectra are different from blackbody radiation,

very often an observed thermal spectrum can be fitted equally well with a blackbody

spectrum and a neutron star atmosphere model (see examples below), particularly
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when the instrumental energy resolution is low and/or the energy band is narrow,

and/or observational data are of a poor quality. However, the parameters obtained

from such fits are quite different, especially when the hydrogen or helium atmo-

spheres are used. Since the light-element atmosphere spectra are much harder than

the blackbody spectra at the same effective temperatures, an atmosphere model fit

results in a temperature Teff significantly lower than the inferred blackbody tem-

perature Tbb, with a typical ratio Tbb/Teff ∼ 2–3. On the other hand, to provide

the same total energy flux, the blackbody fit yields a smaller normalization fac-

tor, proportional to S/D2 [see (9.7)], than the atmosphere model does. In other

words, the light-element atmosphere fit gives a considerably larger size of the emit-

ting region, Seff/Sbb ∼ 50–200. Note however that both neutron star atmosphere

and blackbody spectral fits yield about the same values of bolometric luminosity,

L∞bol = g2
r Lbol = 4πg2

rσSBR2T 4
eff, as measured by a distant observer.

It is also worth to remember that blackbody radiation is isotropic and, hence, it

results in weak pulsations of the model flux, with a typical pulsed fraction around a

few percents only.

Finally, the atmosphere models discussed here, both non-magnetic and magne-

tized, are available for analyzing thermal X-ray emission observed from neutron

stars as a part of the X-ray Spectral Fitting Package3 (XSPEC codes “NSA” and

“NSAGRAV”) provided by the NASA’s High Energy Astrophysics Science Archive

Research Center.

9.3.7 Modeling Radiation from Condensed Neutron Star Surface

As mentioned above, if magnetic field of the neutron star surface is strong enough

and the surface temperature is rather low, then the outermost surface layers could be

in any state other than gaseous. For example, at B = 1014 G and Tsurf � 0.5 MK and

Tsurf �2 MK for hydrogen and iron compositions, respectively, the surface would

be in a condensed (solid) state. First models of thermal radiation emitted by a con-

densed surface of a neutron star were constructed in [79, 80]. These works showed

that the overall spectral shape of X-ray flux emitted by the condensed surface is

mostly featureless (only weak spectral features associated with ion cyclotron and

electron plasma frequencies can appear in some cases) and fairly close to the black-

body spectrum of the same temperature. The main difference between these two

model spectra is that, because of suppressed emissivity of the condensed surface,

the surface radiation is reduced from the blackbody one by a factor of a few. Hence,

applying the condensed surface models to observed thermal emission is expected

to result in temperature estimates close to and flux normalizations (proportional to

the factor [R∞/D]2) larger by a factor of a few than those yielded by the blackbody

radiation. For more details on this topic, see Chap. 7.

3 http://heasarc.gsfc.nasa.gov/docs/xanadu/xspec/
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9.4 Thermal Emission from Neutron Stars:
Observational Results

As already mentioned in Sect. 9.2, thermal emission has been observed from a rather

large number of neutron stars of various types. Most of them radio pulsars of dif-

ferent ages ranging from very young neutron stars to old and very old (millisecond)

ones. In addition to active pulsars, a number of radio-quiet neutron stars emitting

only thermal-like X-rays have been detected, with typical temperatures ∼0.5–5 MK.

They are usually subdivided in four classes: Anomalous X-ray Pulsars (AXPs; [33]),

Soft Gamma-ray Repeaters (SGRs; [32], Chap. 21), “dim” or “truly isolated” radio-

quiet neutron stars (i.e., not associated with SNRs; [20, 81], Chap. 7) and compact

central sources (CCOs) in SNRs (Chap. 6) which have been identified with neither

active pulsars nor AXPs/SGRs. Observational manifestations (particularly, multi-

wavelength spectra) of radio-quiet neutron stars are quite different from those of

active pulsars, and their properties have not been investigated as extensively, but the

presence of the thermal component in their radiation provides a clue to understand

the nature of these objects. While a detailed review on thermal emission detected

from neutron stars can be found in, e.g., [57], a few most interesting and illustra-

tive examples are discussed below, concentrating mainly on spectral properties of

detected thermal emission.

9.4.1 PSR J1119−6127

It is the youngest,4 τc = 1.6 kyr, and very energetic in terms of the spin-down

power, Ė = 2.3×1036 ergs s−1, radio pulsar whose X-ray flux reveals a strong ther-

mal component. The best representation of the pulsar’s spectrum detected with

XMM-Newton is a two-component, thermal plus non-thermal, model [16]. The

non-thermal emission dominating at energies E � 2.5 keV is well fitted with a

power-law spectrum of a photon index Γ � 1.5 and X-ray luminosity Lnonth �
0.8× 1033 ergs s−1 in the 0.2–10 keV range.5 The thermal component can be fitted

with a blackbody spectrum of an apparent (redshifted) temperature T∞bb � 2.4 MK

and radius R∞bb � 3.4 km (for the estimated distance6 to the pulsar D = 8.4 kpc),

implying the measured bolometric luminosity L∞bol � 2.7×1033 ergs s−1. This model

fit would mean that the thermal radiation originates from a small hot area on the pul-

sar’s surface (polar caps?), although the inferred radius of the emitting area signif-

icantly exceeds the canonical radius R∗
pc � 0.2 km predicted by theoretical models

for PSR J1119−6127 with a spin period P = 0.41 s (see Sect. 9.2). Alternatively,

the thermal component can be interpreted as X-ray flux of an effective (actual)

4 The characteristic age, τc = P/(2Ṗ), is a standard age estimate for the vast majority of radio and
X-ray pulsars. Note, however, that it may be very inaccurate.
5 This energy range is used for all other estimates on Lnonth given in this work.
6 Distances cited in Sect. 9.4 are either those estimated to SNRs which host some of discussed
objects, or derived from pulsar parallaxes or dispersion measures.
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temperature Teff � 1.6 MK (or T∞eff = g−1
r Teff � 1.2 MK) emitted from the whole

pulsar’s surface covered with a magnetized (B ≈ 1×1013 G) hydrogen atmosphere

(assuming the standard neutron star mass M = 1.4M� and radius R = 10 km), yield-

ing Lbol � 4.7×1033 ergs s−1 (L∞bol = g2
r Lbol � 2.8×1033 ergs s−1). In this interpre-

tation, the parameters of the non-thermal component are virtually the same as those

in the fit with the blackbody radiation. The best fit with the magnetized atmosphere

model and power-law spectrum is shown in Fig. 9.6.

Very importantly, the X-ray flux of PSR J1119−6127 detected in the 0.5–2 keV

range, where the thermal component dominates, is pulsed, with a very large pulsed

fraction, fp ≈ 75% [16]. It should be noted that because of the strong gravitational

bending effect (Sect. 9.3.2) such pulsations can be reconciled with neither (isotropic)

blackbody radiation nor atmospheric emission from an uniform surface. On the

other hand, no pulsations have been detected at energies E > 2 keV, that is rather

a surprising result as non-thermal emission is expected to be strongly pulsed, espe-

cially that emitted by young and energetic pulsars.

The example of PSR J1119−6127 is remarkable in the sense that the situation

with observing thermal emission from very young and active pulsars is not in fact

as “pessimistic” as it may follow from the general picture described in Sect. 9.2,

and more such detections can be expected in future (see, e.g., [91] for the case of

PSR J1369−6429).

Fig. 9.6 Two-component, hydrogen magnetized atmosphere (NSA) model plus power law (PL), fit
to the X-ray spectrum of PSR J1119−6127 detected with XMM-Newton (upper panel). The middle
panel shows residuals in the fit, whereas the lower panel presents the contributions (attenuated by
interstellar absorption) from the thermal (dashes) and non-thermal (dots) components
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9.4.2 The Vela Pulsar and PSR B1706−44

The superb angular resolution of Chandra made it possible to separate X-ray flux

of the famous Vela pulsar (P = 0.09 s, τc = 11 kyr, Ė = 6.9× 1036 ergs s−1) from

its bright pulsar-wind nebula and study the properties of the pulsar’s emission [58].

The Chandra observations revealed that the bulk of the X-ray flux detected from

Vela is of a thermal origin, and non-thermal emission dominates only at energies

E � 2 keV, similar to the case of PSR J1119−6127. The thermal component can

be described equally well with either a blackbody spectrum or a magnetized (B ≈
5× 1012 G) hydrogen atmosphere model. However, the parameters of the thermal

component are significantly different in the blackbody and atmosphere model fits:

T∞bb � 1.6 MK and R∞bb � 2.8 km, Teff � 0.9 MK (or T∞eff � 0.7 MK) and R � 13 km

(for the estimated distance to the pulsar D = 300 pc), respectively. The bolometric

luminosity of the thermal emission is Lbol � 0.8×1033 ergs s−1. Moreover, the slope

of the non-thermal emission depends on the thermal model applied for interpreting

the pulsar’s spectrum. It has a rather large photon index Γ � 2.7 if the blackbody

radiation is used. The non-thermal component with this slope greatly exceeds the

optical emission of the pulsar. In the analysis involving the atmosphere model the

non-thermal component is much flatter, withΓ � 1.5. Remarkably, the extrapolation

of this power-law spectrum (with Lnonth � 0.2× 1032 ergs s−1, or about 40 times

lower than Lbol) matches fairly well the optical and hard X-ray/soft γ-ray fluxes

detected from the pulsar. This is shown in Fig. 9.7.

Fig. 9.7 Multiwavelength spectrum of the Vela pulsar detected with different missions. The solid
line shows the X-ray spectrum obtained with Chandra and fitted with a two-component, neutron
star atmosphere (NSA) and power law (PL), model. Dots correspond to the unabsorbed model
spectrum. The dash-dotted lines show the extrapolated optical and EUV absorbed spectra
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The X-ray pulsed profile of Vela is very unusual and complicated, with at least

three peaks per rotational period and fp ≈ 8% [57]. A combined spectral and timing

analysis is crucial to further elucidate mechanisms generating the X-ray emission of

this pulsar.

PSR 1706−44 is one more young and energetic pulsar (P = 0.10 s, τc = 18 kyr,

Ė = 3.4×1036 ergs s−1) emitting thermal X-rays, with spectral properties very sim-

ilar to those of Vela [37]. The thermal component of PSR 1706−44 detected with

XMM-Newton can be described by a magnetized hydrogen atmosphere model with

Teff � 1.0 MK and R � 12 km (for D = 2.3 kpc), or Lbol � 1.0× 1033 ergs s−1. The

non-thermal emission is fitted with a power-law spectrum of Γ � 1.4, but its lumi-

nosity, Lnonth � Lbol, is much higher than that of Vela. The X-ray pulsed profile

of PSR 1706−44 is energy-dependent and shows a broad pulse per period with

fp ≈ 10% at energies E � 1.4 keV, where the thermal flux dominates. The Chandra

data on this pulsar [65], which is surrounded by a PWN, agreed with the results

given in [37] on the thermal component, although the Chandra data provided a more

accurate, a factor of 3 smaller, estimate on the non-thermal flux.

9.4.3 PSRs J0538+2817 and B2334+61

These two neutron stars have similar pulsar parameters (age, spin period, spin-down

power) and could be considered as “twins”, or at least “coevals”, if their ages were

derived in the same way.

PSR J0538+2817 (P = 0.14 s, Ė = 4.9 × 1034 ergs s−1) represents a rare case

when neutron star age is well determined. It was inferred from the pulsar’s proper

motion measurements [34], τ � 30 kyr, and is much smaller than the standard esti-

mate τc = 618 kyr.

No non-thermal emission was observed from PSR J0538+2817. The pulsar’s

spectrum detected with XMM-Newton [36] can be fitted with a single blackbody

spectrum of T∞bb � 2.1 MK and R∞bb � 1.7 km (D = 1.2 kpc). As shown in [95], a

hydrogen atmosphere model with B = 1012 G fits the observational data even better,

yielding the surface temperature Teff � 1.1 MK and the star’s radius R � 10.5 km

(at M = 1.4 M�), or Lbol � 1.2× 1033 ergs s−1. An upper limit on luminosity of a

possible non-thermal component is Lnonth < 1.0×1031 ergs s−1 (assuming Γ = 1.5).

The X-ray flux of PSR J0538+2817 is pulsed, with a broad, asymmetric pulse

per period and pulsed fraction of fp ≈ 25%. The phases of pulse maxima at ener-

gies below and above 0.8 keV differ by ∼75◦ [95]. This indicates that the thermal

emission is intrinsically anisotropic and the pulsar has a strong non-uniformity of

the surface temperature and magnetic field.

The estimate on the age of PSR B2334+61 (P = 0.50 s, Ė = 6.2×1034 ergs s−1)

is obtained in the standard way, τc = 41 kyr. Similar to the case of PSR J0538+2817,

the X-ray flux of PSR B2334+61 detected with XMM-Newton if of a thermal ori-

gin, and the pulsar’s spectrum can be fitted with a single thermal model [38]. The

blackbody fit yields T∞bb � 1.5 MK and R∞bb � 2.8 km (D = 3.1 kpc). A hydrogen
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Fig. 9.8 X-ray spectra of PSRs J0538+2817 and B2334+61 detected with XMM-Newton
(crosses) and fitted with magnetized neutron star atmosphere models. Residuals in the fits are
shown in the lower panels

atmosphere model with R = 10 km, M = 1.4M� and B = 1013 G fits the observa-

tional data equally well, resulting in the surface temperature Teff � 0.9 MK and

Lbol � 0.5× 1033 ergs s−1. A lower limit on luminosity of a possible non-thermal

component is Lnonth < 0.7×1031 ergs s−1 (for Γ = 1.5). Based on the results of the

spectral fits, one can assume that these two pulsars are indeed “twins” and the esti-

mate τc on the age of PSR B2334+61 is close to the pulsar’s true age. Figure 9.8

shows the spectra detected from PSRs J0538+2817 and B2334+61 and fitted with

the best neutron star atmosphere models. The only difference in the X-ray properties

of these two objects is that the emission observed from PSR B2334+61 revealed no

pulsations, with a 5% upper limit on the pulsed fraction, indicating different neutron

star geometries of these pulsars (e.g., PSR B2334+61 may have smaller ζ and/or α
angles – see Fig. 9.3).

9.4.4 Middle-Aged Pulsars: B0656+14, B1055−52 and Geminga

As discussed in Sect. 9.2, middle-aged (a few hundred thousand years old) pul-

sars are believed to be best targets for observing thermal neutron star emission.

The well-known three neutron stars with close pulsar parameters, PSRs B0656+14,

B1055−52, and Geminga,7 support this. Observations with ROSAT first showed

that soft X-ray emission from these objects are of a thermal origin [45], and later

Chandra and XMM-Newton allowed a detailed study of this radiation [12,31,57,95].

7 Dubbed as “Three Musketeers” by [3].
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PSR B0656+14 (P = 0.39 s, τc = 111 kyr, Ė = 3.8 × 1034 ergs s−1) is the

brightest of these three neutron stars. Its X-ray spectrum cannot be fitted by a

two-component model like those describing the spectra of PSRs J1119−6127,

B1706−44 and Vela. If fitted with a blackbody radiation, the pulsar’s thermal

emission requires two components, a “soft” one (TS) with T∞bb,s � 0.8 MK and

R∞bb,s � 7.5 km, and a “hard” one (TH) with T∞bb,s � 1.7 MK and R∞bb,s � 0.6 km

(for D = 300 pc). The TS component of the bolometric luminosity L∞bol,s � 1.6×
1032 ergs s−1 may be regarded as emitted from the whole star’s surface, whereas the

TH component (L∞bol,s � 0.2×1032 ergs s−1) could be interpreted as radiation from

heated polar caps. In addition to these two thermal components, a power-law spec-

trum is needed to fit the pulsar’s emission detected at energies above 2 keV. With the

available data, the slope of the non-thermal component is not well constrained, but

one can assume that the photon index does not change from optical to X-rays, like in

the Vela pulsar. Then, it results in a power-law spectrum with Γ � 1.5 and Lnonth �
0.3×1031 ergs s−1. Figure 9.9 presents the broadband emission of PSR B0656 +14.

The X-ray spectrum of PSR B1055−52 (P = 0.20 s, τc = 535 kyr, Ė = 3.0×
1034 ergs s−1) is very similar to that of PSR B0656+14. It can be fitted only with

a three-component model, “soft” and “hard” blackbody spectra plus a power law,

with the following parameters (as inferred by [57] from the combined ROSAT and

Chandra data on the pulsar): T∞bb,s � 0.8 MK and R∞bb,s � 8.4 km, T∞bb,s � 1.6 MK

and R∞bb,s � 0.6 km (for D = 700 pc), a photon index Γ � 1.7 and Lnonth � 0.9×
1031 ergs s−1.

Compared to the spectra of PSRs B0656+14 and B1055−52, the X-ray

flux of the famous γ-ray and X-ray Geminga pulsar (P = 0.24 s, τc = 342 kyr,

Fig. 9.9 Broadband spectrum of PSR B0656+14 for a three-component model (TS+TH+PL)
extrapolated in optical. The solid and long-dashed curves show the absorbed and unabsorbed spec-
tra, respectively. Crosses indicate the IR-optical fluxes
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Ė = 3.3×1034 ergs s−1) alone does not require a three-component model. It can be

fitted with two components, a blackbody spectrum and a power law of Γ � 2.0.

However, the non-thermal component extrapolated to low energies greatly exceed

optical fluxes observed from the pulsar. To describe the optical/UV/FUV and

X-ray data with the same model, one needs to invoke a three-component inter-

pretation of the X-ray flux, similar to that applied for the other “Musketeers”,

with T∞bb,s � 0.5 MK and R∞bb,s � 12.9 km, T∞bb,s � 2.3 MK and R∞bb,s � 0.05 km (for

D = 200 pc), and a photon index Γ � 1.5 and Lnonth � 0.2 × 1031 ergs s−1 [31].

Figure 9.10 shows the multi-wavelength spectrum of Geminga based on this three-

component interpretation. It is worthwhile to mention that, although this spectral

model is similar to those suggested for the X-ray emission of PSRs B0656+14

and B1055−52, the R∞bb,h radius inferred for Geminga is smaller by about a factor

of 10 than the estimates obtained for the other two pulsars. Note that according

to theoretical pulsar models these three objects should have about the same polar

cap radii.

Applying magnetized hydrogen atmosphere models for the thermal components

observed from these three pulsars yields formally acceptable fits. However, they

imply very large radii for the TS component, R �40 km. Therefore, applicability of

the available neutron star atmosphere models to these objects is questionable. Most

likely, these pulsars are too cold to possess an atmosphere and, hence their surfaces

are in a condensed state, as discussed in [31].

The pulsations of the X-ray fluxes from these pulsars shows a complex behavior,

with energy-dependent variations in pulsed fraction, phase of main pulses, and pulse

Fig. 9.10 Multiwavelength spectrum of Geminga observed with different missions. The X-ray flux
is described with a three-component (TS+TH+PL) model. The solid and long-dashed curves are
the absorbed and unabsorbed fluxes, respectively. Short dashes, dash-dots, and dots show the TS,
TH, and PL components, respectively
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shape [31, 57, 95]. This indicates that their thermal radiation is locally anisotropic,

in obvious contradiction with the simplistic blackbody interpretation of the phase-

integrated spectra. Moreover, the observed pulsed profiles hints that the surface

distributions of temperature and magnetic field are not azimuthally symmetric, sug-

gesting a strong multipolar component of the magnetic field or a de-centered mag-

netic dipole.

9.4.5 Old Radio Pulsars

Because of their age, τc > 1 Myr, old ordinary (with spin periods P �0.05 s, i.e.,

not millisecond) radio pulsars are expected to be and actually are much less ener-

getic and fainter than their younger “stellar mates”. Up to now, of about 1,100 such

pulsars known,8 only seven have been firmly detected in X-rays [4,29,94]. The anal-

ysis of X-rays collected from these old neutron stars revealed very diverse properties

of their emission, with possible thermal radiation detected from two objects, PSRs

B0950+08 and J2043+2740 [94]. See also Chap. 6 and [4] for an alternative inter-

pretation, involving only non-thermal emission.

PSR B0950+08

The X-ray spectrum of PSR B0950+08 (P = 0.25 s, τc = 17.4 Myr, Ė = 5.6 ×
1032 ergs s−1) detected with XMM-Newton can be described with a two-component

model, thermal plus non-thermal. The thermal component, dominating at ener-

gies E �0.7 keV, is interpreted as radiation from two heated polar caps on the

star’s surface covered with a magnetized (B � 3× 1011 G) hydrogen atmosphere.

The applied model takes into account the GR effects (redshift and gravitational

bending). The inferred temperature, radius, and luminosity of the polar caps are

Tpc � 1.0 MK, Rpc � 0.25 km, and Lpc
bol � 0.3 × 1030 ergs s−1 (for D = 260 pc),

respectively. Remarkably, the obtained polar cap radius is in excellent agreement

with the conventional estimate R∗
pc � 0.3 km. The non-thermal emission is fitted

with a power-law spectrum of a photon index Γ � 1.3 and luminosity Lnonth �
1.0×1030 ergs s−1. This power-law model also matches well optical fluxes detected

from the pulsar. Figure 9.11 presents the broadband, from optical to X-rays, spec-

trum of PSR B0950+08. The analysis of the temporal behavior of the pulsar’s X-ray

flux, with energy-dependent pulse shape and pulsed fraction, also supports this two-

component interpretation. The combined optical and X-ray data put the upper limit

on the temperature of the bulk of the neutron star surface, Tsurf < 0.1 MK (assuming

the standard neutron star radius R = 10 km).

8 According the pulsar catalog provided by the Australia Telescope National Facility; http://
www.atnf.csiro.au/research/pulsar .
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Fig. 9.11 Broadband spectrum of PSR B0950+08 for a two-component, polar caps (PC) plus
power law (PL), model extrapolated in optical. Crosses show the optical fluxes. Radiation from the
whole surface (TS) is also indicated

PSR J2043+2740

Analysis of the X-ray flux of PSR J2043+2740 (P = 0.10 s, τc = 1.2 Myr, Ė =
5.6 × 1034 ergs s−1) observed with XMM-Newton firmly showed, despite a low

number of photons collected, that the pulsar’s spectrum is very soft, with no emis-

sion detected at energies E �2 keV. A single power-law fit to these data yields a pho-

ton index Γ � 5, that greatly exceeds a typical value Γ = 1–2 found in non-thermal

radiation of a large sample of radio pulsars (including the examples discussed in this

paper), with ages varying in a broad range, from about 1–20 Myr. This fact can be

considered as an argument to disfavor a non-thermal interpretation of the pulsar’s

X-ray emission. Applying blackbody radiation to these X-ray data yields T∞bb � 0.9
and R∞bb � 2.7 km (for D = 1.8 kpc), that could be suggestive that the X-ray emis-

sion originates from polar caps. However, this radius estimate is a factor of 5 larger

than the theoretical prediction R∗
pc � 0.5 km. On the other hand, the fits with mag-

netized (B � 4× 1011 G) hydrogen atmosphere models gives the surface effective

temperature Teff � 0.6 MK for the neutron star radius R = 9 km. The latter fit indi-

cates that the detected X-ray emission most likely emerges from the bulk of the

star’s surface, with the bolometric luminosity Lbol � 0.8×1030 ergs s−1. This result

is rather unexpected because PSR J2043+2740 has the highest spin-down power

among all known ordinary pulsars with τc > 1 Myr and, hence, it should have been

the strongest non-thermal emitter among old ordinary pulsars. A longer observation

of this pulsar is required to provide more details on the properties of its thermal

X-ray emission.
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9.4.6 Millisecond Pulsars

Millisecond pulsars, with unique properties, represent an evolutionarily distinct

group among radio pulsars. First of all, they possess very short and stable spin peri-

ods, P �0.05 s with Ṗ �10−18 s s−1, and low surface magnetic fields, B � 1010 G.

They are thought to be extremely old neutron stars (τc ∼ 0.1–10 Gyr) presumably

spun up by angular momentum transfer in binary systems. X-ray detections have

been reported for about 35 (nonaccreting) millisecond pulsars (of more than a hun-

dred currently known). The majority of them are located in the globular cluster

47 Tuc and exhibit thermal X-rays most probably emitted from heated polar caps [7].

However, detailed spectral and timing information on X-ray emission has been

obtained only for eight of the detected millisecond pulsars [90]. One half of them

are non-thermally emitting pulsars. The bulk of X-rays from the other four objects

originates from heated polar caps. These are PSRs J0030+0451, J2124−3358,

J1024−0719 and J0437−4715, with similar characteristics of the detected X-ray

flux. The latter is the nearest (D = 140 pc) and brightest millisecond pulsar, and its

X-ray properties are discussed below.

PSR J0437−4715

Pulsed X-ray emission from this pulsar (P = 5.8 ms, τc = 6.5 Gyr, Ė = 3.8 ×
1033 ergs s−1) was discovered with ROSAT [2], and observations with Chandra

and XMM-Newton have finally established its X-ray spectrum [89, 96]. The model

describing the pulsar’s X-ray flux consists of a thermal and no-thermal compo-

nents. The thermal component is emitted from two identical polar caps covered

with a (non-magnetic) hydrogen atmosphere and located at the poles of a mag-

netic dipole. As first proposed in [92], the polar caps of a millisecond pulsar would

have a nonuniform temperature because low surface magnetic field does not pre-

vent the energy (heat) released by relativistic particles from propagating along the

surface to an area of a radius larger than the conventional estimate R∗
pc. The uni-

form temperature is approximated by a step-function mimicking a smaller and hot-

ter polar cap “core” and a larger and colder “rim”. The GR effects (redshift and

gravitational bending) are accounted for in this interpretation. The thermal model,

supplemented with a power-law component, fits well the X-ray emission detected

from PSR J0437−4715 up to 10 keV and yields reasonable spectral parameters:

T core
pc � 1.4 MK and T rim

pc � 0.5 MK, Rcore
pc � 0.4 km and Rrim

pc � 2.6 km, with the

total bolometric luminosity Lpc
bol � 1.8×1030 ergs s−1. The non-thermal component

has a photon index Γ � 1.8 and luminosity Lnonth � 0.5×1030 ergs s−1. Figure 9.12

presents this model and the fit to the data on PSR J0437−4715 collected with XMM-

Newton. Interestingly, PSR J0437−4715 was detected in UV/FUV with HST [30].

The shape of the inferred spectrum suggests thermal emission from the whole neu-

tron star surface of a surprisingly high temperature of about 0.1 MK. A powerful
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Fig. 9.12 X-ray spectrum of PSR J0437−4715 detected with different instruments onboard XMM-
Newton (crosses in the upper panel) and fitted with a composite model, two-temperature (“core”
and “rim”) polar caps (PC) and power law (PL), shown in the lower panel

energy source (most likely, internal chemical and/or frictional heating) should be

operating in a Gyr-old neutron star to keep its surface at such temperature.

X-ray emission from all four thermally emitting millisecond pulsars is pulsed,

with pulsed fraction fp � 35–50%. Such pulsed fraction can be produced only by

intrinsically anisotropic radiation, that supports the assumption on presence of a

hydrogen atmosphere on the surface of millisecond pulsars. The pulsed profiles of

PSRs J0437−4715, J2124−3358, and J1024−0719 are rather similar in shape, with

single broad pulses, whereas the light curve of PSR J0030+0451 exhibits two pulses

per period indicating that the geometry of this pulsar (the angles ζ and α – see

Fig. 9.3) is different from those of the three others. For example, in the framework

of the conventional pulsar model with the magnetic dipole at the neutron star center,

PSR J0030+0451 can be a nearly orthogonal rotator (i.e., ζ � α � 90◦) with two

pulses in its light curve being due to contributions from two polar caps seen during

the pulsar’s rotation. For the others, the bulk of the detected X-ray flux is expected

to come mostly from one polar cap. Importantly, as first demonstrated in [54, 92]

on the X-ray emission of PSR J0437−4715 detected with ROSAT, analyzing pulsed

emission with thermal polar cap models can put stringent constraints on the neu-

tron star mass-to-radius ratio M/R if the star’s geometry is known (e.g., from radio

polarization data). This analysis was extended in [8] to model the temporal data on

PSR J0437−4715 collected with XMM-Newton (see also Chap. 8).
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9.4.7 Putative Pulsars: CXOU J061705.3+222127 (J0617)
and RX J0007.0+7302 (J0007)

The compact source J0617 discovered in a short Chandra observation [46] is located

within a bright X-ray comet-like nebula. Most likely, J0617 is a young, fast and ener-

getic pulsar that powers this nebula. To firmly confirm this very plausible hypoth-

esis, pulsations of emission from this object (in radio and/or X-rays) have to be

detected yet. A longer Chandra observation of J0617 and the nebula provided more

details on X-ray properties of the source and surrounding diffuse emission [13, 82].

The X-ray spectrum of J0617 reveals a thermal component which dominates at ener-

gies E � 1.7 keV. At higher energies, a non-thermal emission prevails. The fact that

the spectrum of J0617 is very similar to those found in the young and powerful pul-

sars, J1119−6127, Vela, and B1706−44, strongly supports the assumption on this

compact source being a neutron star and a pulsar. The detected spectrum can be

equally well fitted with both blackbody plus power law and hydrogen atmosphere

plus power law combinations. Applying magnetized atmosphere models interprets

the thermal flux as emitted from the whole neutron surface of Teff � 0.8 MK and

radius R = 10 km (for D = 1.5 kpc), with Lbol � 2.9×1032 ergs s−1, and yields the

non-thermal spectrum of Γ � 1.2 with Lnonth � 0.2×1032 ergs s−1, about 15 times

smaller than the thermal luminosity. The spectrum of J0617 fitted with this two-

component model is presented in Fig. 9.13. It should be noted that, like in the case

of Vela, using blackbody radiation instead of atmosphere models results in much

steeper power-law component of Γ � 2.7, that is not typical for non-thermal emis-

sion from radio pulsars. Hence, the interpretation involving the atmosphere model

can be regarded as more preferable.

Another putative pulsar with a possible γ-ray counterpart and powering an X-ray

nebula is the compact source J0007 at the center of the SNR CTA 1. As found

in [76], its X-ray spectrum detected with XMM-Newton is well fitted with a mag-

netized hydrogen atmosphere model of the same parameters as those derived for

J0617 (assuming D = 1.4 kpc), plus a power-law component ofΓ � 1.6 and Lnonth �
0.5× 1032 ergs s−1. Extrapolation of this power-law spectrum to high energies is

consistent with the flux detected from the proposed γ-ray counterpart, strengthening

the proposition that J0007 is a γ-ray emitting pulsar.

9.4.8 1E 1207.4−5209 (1E1207)

All objects presented in Sects. 9.4.1–9.4.7 are either radio pulsars or show other

manifestations of the non-thermal activity. Below is briefly discussed a very inter-

esting example of radio-quiet neutron stars emitting only thermal X-ray emission.

1E1207 belongs to the small group of currently seven CCOs known in SNRs

(see Chap. 6 for a review). One of them, the CCO in the SNR RCW 103, is rather

outstanding because it shows a highly variable X-ray flux and its emission is

presumably powered by accretion from a companion in a close binary system with a



206 V.E. Zavlin

Fig. 9.13 Two-component, hydrogen magnetized atmosphere (NSA) model plus a power law (PL),
fit to the X-ray spectrum of CXOU J061705.3+222127 detected with Chandra (upper panel). The
middle panel shows residuals in the fit, whereas the lower panel presents the contributions (atten-
uated by interstellar absorption) from the thermal (dashes) and non-thermal (dots) components

∼6.5-h orbital period. The other six CCOs have not shown any long-term variability

of their thermal emission, characterized by blackbody temperatures T∞bb ≈ 2–5 MK

and emitting areas R∞bb ≈ 0.3–3 km, and seem to be similar to each other. How-

ever, the spin periods of two objects, 1E1207 in the SNR PKS 1209−51/52 with

P = 0.42 s [97] and CXOU J185238.6+004020 in the SNR Kes 79 with P = 0.11 s

[18], make them distinct from the rest.

1E1207 is even more unique: it is the only known nonaccreting neutron star

whose X-ray flux contains two firmly detected spectral features. Figure 9.14

presents the spectrum of 1E1207 with two absorption lines at about 0.7 and 1.4 keV

discovered with Chandra [71]. Data on this CCO collected in a long XMM-Newton

observation [6] suggested additional lines, at 2.1 and 2.8 keV, although the reality

of these lines has been disputed [40]. First magnetized oxygen atmosphere models

with a magnetic field B ∼ 1012 G [43] seem to be in apparent qualitative agree-

ment with the X-ray spectrum of 1E1207. However, it has to be demonstrated yet

whether these models could explain the observational data in the quantitative way.

The timing analysis presented in [17] put an upper limit on the surface magnetic

field, B < 3.3×1011 G, suggesting the interpretation of the spectral lines as electron

cyclotron harmonics. In any case, regardless of what the true origin of these spectral

lines is, they make 1E1207 one of the most important objects for astrophysics of
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Fig. 9.14 Upper panel: Spectrum of 1E 1207.4−5209 detected with Chandra (crosses) vs. a fea-
tureless thermal model (dashes). Lower panel: Residuals between the observed and model spectra
demonstrating the presence of the two absorption features in the X-ray emission of this object

neutron stars and physics of superdense matter because it provides an opportunity

to measure the gravitational redshift at the neutron star surface and constrain the

equation of state of the superdense matter in the neutron star interiors.

9.5 Concluding Remarks

This section completes the review with a brief discussion about what has been

learned during the extensive studying of thermal emission from neutron stars.

Undoubtedly, a substantial progress has been made on the theoretical front. Best

investigated models are non-magnetic atmospheres of various chemical composi-

tions and magnetized fully-ionized hydrogen atmospheres. These models have been

successfully applied to interpretation of thermal emission to a number of neu-

tron stars, mainly, radio pulsars of different ages, including millisecond pulsars,

and yielded reasonable neutron star parameters (surface temperatures and radii of

emitting areas). In addition to the active pulsars, there is a group of neutron stars

transiently accreting in X-ray binaries (e.g., Aquila X-1, KS 1731−260, Centau-

rus X−4, 4U 1608−522, MXB 1659−29, 4U 2129+47) whose X-ray emission in

quiescence has been analyzed with use of atmosphere models [21, 44, 66, 68–70,

84, 85]. Although these objects are not isolated, their quiescent radiation is inter-

preted as emitted from the whole neutron star surface covered with a non-magnetic

hydrogen atmosphere heated by energy released in pycnonuclear reactions of the

compressed accreted material. Importantly, based on the results obtained on the
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thermal emission from these objects, a new method for studying neutron stars inter-

nal structure and equation of state of the inner matter has been proposed in [87].

Also, as suggested in [67], the atmosphere models can be useful for distinguish-

ing between transiently accreting neutron stars and black holes, in quiescence. First

steps have been undertaken in modeling partially ionized atmosphere models with

strong magnetic fields and different chemical compositions, as well as in modeling

thermal emission from condensed neutron star surfaces, although both these types

of models are still awaiting application to observational data.

Despite a lot of interesting and encouraging results obtained in modeling the ther-

mal emission and applying these models to observational data, a number of prob-

lems remains to be solved. First of all, the approach based on two polarization modes

currently used in magnetized atmosphere models is in fact inaccurate and inapplica-

ble for a partially ionized plasma. To construct more advanced models, the problem

of radiative transfer in strongly magnetized plasmas should be solved in terms of

the four Stokes parameters, with use of the polarizability tensor constructed with

aid of the Kramers–Kronig relations [9, 61]. Next, investigations of the structure of

various atoms, molecules, and molecular chains in strong magnetic fields, as well

as radiative transitions in these species [48], are necessary to construct magnetized

atmosphere models of a next generation for different chemical compositions. Very

interesting and important are the (virtually unknown) radiative properties of matter

in superstrong magnetic fields, B �1014 G, apparently found in AXPs and SGRs.

More reliable models are required for radiative properties of non-ideal plasmas and

condensed matter, as well as further investigations of phase transitions between dif-

ferent states of matter in such strong magnetic fields.

Not only the models of neutron star atmospheres and condensed surfaces require

improvements. Analysis of observational data on thermal flux from neutron stars,

especially temporal behavior of detected X-ray emission, shows that the idealized

picture of a neutron star with a centered magnetic dipole and uniform surface tem-

perature is oversimplification. Therefore, future computations of thermal emission

from a neutron star applied to observational data should use realistic surface temper-

ature distributions to reproduce both spectral and temporal properties of observed

emission. In particular, the problem of temperature distribution over heated polar

caps of millisecond pulsars is of a special importance because modeling pulsed

thermal emission from these objects is a promising way to constrain neutron star

mass-to-radius ratio. For that, more elaborated models of magnetospheric pulsed

emission are required to disentangle non-thermal and thermal components.

Confronting the surface temperatures derived from observation data with the-

oretical models of neutron star thermal evolution [86, 91] indicates that the neu-

tron star interiors are most probably superfluid and that these objects may have

different masses (e.g., M � 1.47M� for Vela and Geminga, and M � 1.35M� for

PSR B1055−52). But these results are quite uncertain because they are based on

simplified spectral models and assumption that the characteristic age of a neutron

star is its true age.

Next, thermal emission mechanisms operating in neutron stars are not com-

pletely understood yet, especially in colder objects. Only rather simple conclusions
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could be drawn from the obtained results. It looks plausible that younger and hotter

objects (this τ � τc � 50 kyr and Tsurf � 1 MK) are indeed covered with a gaseous

atmosphere, strongly ionized if comprised of hydrogen. To explain why the simple

blackbody model fits well thermal radiation from colder neutron stars with strong

magnetic fields, whereas atmosphere models do not provide reasonable parameters,

one may suggest that cooling hydrogen-depleted neutron star envelopes undergo a

phase transition, forming a condensed surface. But this assumption is challenged by

very complicated temporal behavior of the thermal flux detected from many these

objects – it can be hardly explained without invoking a strong anisotropy of surface

radiation similar to that characteristic to the atmospheric radiation. Therefore, the

parameters inferred from the blackbody spectral fits should be taken with caution. It

also concerns the two-blackbody (“soft” and “hard”) model suggested for the ther-

mal phase-integrated spectra of the middle-aged pulsars. It is not clear whether the

harder thermal component is real or it emerges because the simplified spectral mod-

els were used (e.g., this component is not required in the interpretation involving a

power-law spectrum with a phase-dependent photon index; [26]).

There are even much more unanswered questions related to thermal radiation of

neutron stars (concerning, for example, the nature of CCOs and connection between

them and other types of neutron stars, the origin of spectral lines in thermal emis-

sion of a number of objects and why no features are present in spectra of other

neutron stars with similar temperatures and magnetic field, etc.) To answer these

questions, not only improved models are necessary but also a larger sample of neu-

tron stars of various types observed in different energy ranges, from optical/UV to

X-rays, is required. In particular, as shown in [28, 31], the UV/FUV range is very

important for elucidating properties of thermal emission emerging from the whole

neutron star surface. Contrary to the X-ray (Wien) part of the thermal emission

whose shape is strongly affected by surface chemical composition and temperature

inhomogeneities, the UV/FUV (Rayleigh–Jeans) tail, proportional to the product

[TsurfR2], can put tight constraints on the surface temperature. Hopefully, enough

observational time will be allocated in future for studying these enigmatic objects,

neutron stars.
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45. H. Ögelamn, 1995, in The Lives of Neutron Stars, ed. A. Alpar, U. Kilizóglu, J. van Paradijs
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strahlung from the Universe, ed. H.-U. Zimmermann, J. Trümper, H. Yorke (MPE Report
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Chapter 10
Neutron Star Interiors and the Equation of State
of Superdense Matter

Fridolin Weber, Rodrigo Negreiros, and Philip Rosenfield

10.1 Introduction

Neutron stars contain matter in one of the densest forms found in the Universe. This

feature, together with the unprecedented progress in observational astrophysics,

makes such stars superb astrophysical laboratories for a broad range of exciting

physical studies. This paper gives an overview of the phases of dense matter pre-

dicted to make their appearance in the cores of neutron stars. Particular emphasis is

put on the role of strangeness. Net strangeness is carried by hyperons, K-mesons,

H-dibaryons, and strange quark matter, and may leave its mark in the masses, radii,

moment of inertia, dragging of local inertial frames, cooling behavior, surface com-

position, and the spin evolution of neutron stars. These observables play a key role

for the exploration of the phase diagram of dense nuclear matter at high baryon

number density but low temperature, which is not accessible to relativistic heavy

ion collision experiments.

Neutron stars are dense, neutron-packed remnants of stars that blew apart in

supernova explosions. Many neutron stars form radio pulsars, emitting radio waves

that appear from the Earth to pulse on and off like a lighthouse beacon as the star

rotates at very high speeds. Neutron stars in X-ray binaries accrete material from a

companion star and flare to life with a burst of X-rays. The most rapidly rotating,

currently known neutron star is pulsar PSR J1748−2446ad, which rotates at a period

of 1.39 ms (which corresponds to a rotational frequency of 719 Hz) [1]. It is followed

by PSRs B1937+21 [2] and B1957+20 [3] whose rotational periods are 1.58 ms

(633 Hz) and 1.61 ms (621 Hz), respectively. Finally, the recent discovery of X-ray

burst oscillations from the neutron star X-ray transient XTE J1739−285 [4] could

suggest that XTE J1739−285 contains the most rapidly rotating neutron star yet
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discovered. Measurements of radio pulsars and neutron stars in X-ray binaries com-

prise most of the neutron star observations. Improved data on isolated neutron stars

(e.g., RX J1856.5-3754, PSR 0205+6449) are now becoming available, and future

investigations at gravitational wave observatories focus on neutron stars as major

potential sources of gravitational waves (see [5] for a recent overview). Depending

on star mass and rotational frequency, the matter in the core regions of neutron stars

may be compressed to densities that are up to an order of magnitude greater than

the density of ordinary atomic nuclei. This extreme compression provides a high-

pressure environment in which numerous subatomic particle processes are likely to

compete with each other [6, 7]. The most spectacular ones stretch from the gen-

eration of hyperons and baryon resonances (Σ ,Λ ,Ξ ,Δ ), to quark (u, d, s) decon-

finement, to the formation of boson condensates (π−, K−, H-matter) [6–9, 11, 12]

(see Fig. 10.1). In the framework of the strange matter hypothesis [15–17], it has

also been suggested that 3-flavor strange quark matter – made of absolutely stable

u, d, and s quarks – may be more stable than ordinary atomic nuclei. In the latter

event, neutron stars should in fact be made of such matter rather than ordinary (con-

fined) hadronic matter [18–20]. Another striking implication of the strange matter

hypothesis is the possible existence of a new class of white-dwarfs-like strange stars

(strange dwarfs) [21]. The quark matter in neutron stars, strange stars, or strange

dwarfs ought to be in a color superconducting state [22–25]. This fascinating possi-

bility has renewed tremendous interest in the physics of neutron stars and the physics
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and astrophysics of (strange) quark matter [11,22,23]. This paper discusses the pos-

sible phases of ultra-dense nuclear matter expected to exist deep inside neutron stars

and reviews selected models derived for the equation of state (eos) of such matter

(see also [6–14]).

10.2 Neutron Star Masses

In 1939, Tolman, Oppenheimer and Volkoff performed the first neutron star calcu-

lations, assuming that such objects are entirely made of a gas of non-interacting

relativistic neutrons [26, 27]. The eos of such a gas is extremely soft, i.e., very

little additional pressure is gained with increasing density, as can be seen from

Fig. 10.2, and predicts a maximum neutron star mass of just 0.7 M� (Fig. 10.3) at an

unrealistically high density of 17 times the density of nuclear matter (Fig. 10.4). It

is interesting to note that the inclusion of interactions among the neutrons increases

the star’s maximum mass from 0.7 M� to around 3 M� (Figs. 10.3 and 10.4). How-

ever, the radii of the latter are so big that mass shedding from the star’s equator

occurs at rotational frequencies that are considerably smaller than those observed

for PSR J1748−2446ad, 716 Hz (1.39 ms) [1], or B1937+21, 630 Hz (1.58 ms) [2].
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An interacting neutron gas thus fails to accommodate the observed rapidly rotat-

ing neutron stars. The other extreme, a non-interacting relativistic neutron gas, fails

too since it does not accommodate the Hulse–Taylor pulsar (M = 1.44 M�) [28],

and also conflicts with the average neutron star mass of 1.350±0.004 M� derived

by Thorsett and Chakrabarty [29] from observations of radio pulsar systems. More

than that, recent observations indicate that neutron star masses may be as high as

around 2 M�. Examples of such very heavy neutron stars are MJ0751+1807 = 2.1±
0.2 M� [30], M4U1636+536 = 2.0± 0.1 M� [31], MVelaX−1 = 1.86± 0.16 M� [32],

MCygX−2 = 1.78±0.23 M� [33, 34]. Large masses have also been reported for the

high-mass X-ray binary 4U 1700−37 and the compact object in the low-mass X-ray

binary 2S0921−630, M4U1700−37 = 2.44± 0.27 M� [35] and M2S0921−630 = 2.0–

4.3 M� [36], respectively. The latter two objects may be either massive neutron

stars or low-mass black holes with masses slightly higher than the maximum pos-

sible neutron star mass of ∼3 M�. This value follows from a general, theoretical

estimate of the maximal possible mass of a stable neutron star as performed by

Rhoades and Ruffini [37] on the basis that (1) Einstein’s theory of general relativity

is the correct theory of gravity, (2) the eos satisfies both the microscopic stabil-

ity condition ∂P/∂ε ≥ 0 and the causality condition ∂P/∂ε ≤ c2, and (3) that the

eos below some matching density is known. From these assumptions, it follows
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that the maximum mass of the equilibrium configuration of a neutron star cannot

be larger than 3.2 M�. This value increases to about 5 M� if one abandons the

causality constraint ∂P/∂ε ≤ c2 [38, 39], since it allows the eos to behave stiffer at

asymptotically high nuclear densities. If either one of the two objects 4U 1700−37

or 2S0921−630 were a black hole, it would confirm the prediction of the existence

of low-mass black holes [40]. Conversely, if these objects were massive neutron

stars, their high masses would severely constrain the eos of dense nuclear matter.

10.3 Composition of Cold and Dense Neutron Star Matter

A vast number of models for the equation of state of neutron star matter has been

derived in the literature over the years. These models can roughly be classified as

follows:

• Thomas–Fermi based models [41, 42]

• Schroedinger-based models (e.g., variational approach, Monte Carlo techniques,

hole line expansion (Brueckner theory), coupled cluster method, Green function

method) [8, 43–48]

• Relativistic field-theoretical treatments: relativistic mean field (RMF), Hartree–

Fock (RHF), standard Brueckner–Hartree–Fock (RBHF), density dependent

RBHF (DD-RBHF) [49–54]

• Nambu–Jona–Lasinio (NJL) models [55–60]

• Chiral SU(3) quark mean field model [61]
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A collection of equations of state computed for several of these models is shown

in Fig. 10.2. Mass–radius relationships of neutron stars based on these equations

of state are shown in Fig. 10.3. Any acceptable nuclear many-body calculation

must correctly reproduce the bulk properties of nuclear matter at saturation den-

sity, n0 = 0.16 fm−3. These are the binding energy, E/A = −16.0 MeV, effective

nucleon mass, m∗
N = 0.79mN, incompressibility, K � 240 MeV, and the symmetry

energy, as = 32.5 MeV.

10.3.1 Hyperons and Baryon Resonances

At the densities in the interior of neutron stars, the neutron chemical potential, μn,

is likely to exceed the masses, modified by interactions, of Σ , Λ and possibly Ξ
hyperons [64]. Hence, in addition to nucleons, neutron star matter may be expected

to contain significant populations of strangeness carrying hyperons. The thresholds

of the lightest baryon resonances (Δ−,Δ 0,Δ+,Δ++) are not reached in relativis-

tic mean-field (Hartree) calculations. This is different for many-body calculations

performed at the relativistic Brueckner–Hartree–Fock level, where Δ ’s appear very

abundantly [65]. In any event, pure neutron matter constitutes an excited state rela-

tive to hyperonic matter which, therefore, would quickly transform via weak reac-

tions like

n → p+ e− + ν̄e (10.1)

to the lower energy state. The chemical potentials associated with reaction (10.1) in

equilibrium obey the relation

μn = μ p +μe− , (10.2)

where μν̄e = 0 since the mean free path of (anti) neutrinos is much smaller than

the radius of neutron stars. Hence (anti) neutrinos do not accumulate inside neutron

stars. This is different for hot proto-neutron stars [66]. Equation (10.2) is a special

case of the general relation

μχ = Bχμn −qχμe− , (10.3)

which holds in any system characterized by two conserved charges. These are in

the case of neutron star matter electric charge, qχ , and baryon number charge, Bχ .

Application of (10.3) to the Λ hyperon (BΛ = 1, qΛ = 0), for instance, leads to

μΛ = μn. (10.4)

Ignoring particle interactions, the chemical potential of a relativistic particle of type

χ is given by

μχ = ω(kFχ ) ≡
√

m2
χ + k2

Fχ , (10.5)
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where ω(kFχ ) is the single-particle energy of the particle and kFχ its Fermi momen-

tum. Substituting (10.5) into (10.4) leads to

kFn ≥
√

m2
Λ −m2

n � 3 fm−1 ⇒ n ≡ kFn
3

3π2
� 6n0, (10.6)

where mΛ = 1,116 MeV and mn = 939 MeV was used. That is, if interactions among

the particles are ignored, neutrons are replaced with Λ ’s in neutron star matter at

densities of around six times the density of nuclear matter. This value is reduced to

around two times the density of nuclear matter by the inclusion of particle inter-

actions [64]. Densities of just ∼2n0 are easily reached in the cores of neutron

stars. Hence, in addition to nucleons and electrons, neutron stars may be expected

to contain considerable populations of strangeness-carrying Λ hyperons, possibly

accompanied by smaller populations of the charged states of the Σ and Ξ hyper-

ons [64]. Depending on the star’s mass, the total hyperon population can be very

large [64], which is illustrated graphically in Figs. 10.5 and 10.6 for rotating neu-

tron stars whose equation of state is computed in the framework of the relativistic
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DD-RBHF formalism [52]. Aside from chemical equilibrium, the condition of elec-

tric charge neutrality of neutron star matter,

∑
χ=p,Σ±,Ξ−,Δ++,...;e−,μ−

qχ k3
Fχ + 3π2 nMΘ(μM −mM) ≡ 0 , (10.7)

where M stands for π− or K− mesons, plays a key role for the particle composi-

tion of neutron star matter too. The last term in (10.7) accounts for the possible

existence of either a π− or a K− meson condensate in neutron star matter, which

will be discussed in more detail in Sect. 10.3.2. Before, however, we illustrate the

importance of (10.2) and (10.7) for the proton-neutron fraction of neutron star mat-

ter. The beta decay and electron capture processes among nucleons, n → p+e−+ ν̄e
and p+e− → n+νe respectively, also known as nucleon direct Urca processes , are

only possible in neutron star matter if the proton fraction exceeds a certain critical

value [67]. Otherwise energy and momentum can not be conserved simultaneously

for these reactions so that they are forbidden. For a neutron star made up of only

nucleons and electrons, it is rather straightforward to show that the critical proton

fraction is around 11%. This follows from kFn = kFp +kFe combined with the con-

dition of electric charge neutrality of neutron star matter. The triangle inequality

then requires for the magnitudes of the particle Fermi momenta kFn ≤ kFp + kFe ,

and charge neutrality dictates that kFp = kFe . Substituting kFp = kFe into the triangle

inequality leads to kFn ≤ 2kFp so that for the particle number densities of neutrons

and protons nn ≤ 8np. Expressed as a fraction of the system’s total baryon num-

ber density, n ≡ np + nn, one thus arrives at np/n > 1/9 � 0.11, which is the fig-

ure quoted just above. Medium effects and interactions among the particles modify

this value only slightly but the presence of muons raises it to about 0.15. Hyper-

ons, which may exist in neutron star matter rather abundantly, produce neutrinos via

direct Urca processes like Σ− →Λ+e−+ ν̄e andΛ+e− → Σ−+νe [68]. The direct

Urca processes are of key importance for neutron star cooling (see D. Page’s contri-

bution elsewhere in this volume). In most cases, the nucleon direct Urca process is

more efficient than the ones involving hyperons [69, 70].

10.3.2 Meson Condensation

The condensation of negatively charged mesons in neutron star matter is favored

because such mesons would replace electrons with very high Fermi momenta. Early

estimates predicted the onset of a negatively charged pion condensate at around 2n0

(see, for instance, [71]). However, these estimates are very sensitive to the strength

of the effective nucleon particle-hole repulsion in the isospin T = 1, spin S = 1 chan-

nel, described by the Landau Fermi-liquid parameter g′, which tends to suppress the

condensation mechanism. Measurements in nuclei tend to indicate that the repulsion

is too strong to permit condensation in nuclear matter [72, 73]. In the mid 1980s, it

was discovered that the in-medium properties of K−[us̄] mesons may be such that

this meson rather than the π− meson may condense in neutron star matter [74–76].



10 Neutron Star Interiors and the EOS of Superdense Matter 221

The condensation is initiated by the schematic reaction e− → K− + νe. If this

reaction becomes possible in neutron star matter, it is energetically advantageous

to replace the fermionic electrons with the bosonic K− mesons. Whether or not

this happens depends on the behavior of the K− mass, m∗
K− , in neutron star mat-

ter. Experiments which shed light on the properties of the K− in nuclear matter

have been performed with the Kaon Spectrometer (KaoS) and the FOPI detector

at the heavy-ion synchrotron SIS at GSI [77–81]. An analysis of the early K−
kinetic energy spectra extracted from Ni+Ni collisions [77] showed that the attrac-

tion from nuclear matter would bring the K− mass down to m∗
K− � 200 MeV at

densities ∼3 n0. For neutron-rich matter, the relation m∗
K−/mK− � 1−0.2n/n0 was

established [82–84], with mK = 495 MeV the K− vacuum mass. Values of around

m∗
K− � 200 MeV may be reached by the electron chemical potential, μe, in neutron

star matter [7, 64] so that the threshold condition for the onset of K− condensation,

μe = m∗
K might be fulfilled for sufficiently dense neutron stars, provided other nega-

tively charged particles (Σ−, Δ−, d and s quarks) are not populated first and prevent

the electron chemical potential from increasing with density.

We also note that K− condensation allows the conversion reaction n → p + K−.

By this conversion the nucleons in the cores of neutron stars can become half neu-

trons and half protons, which lowers the energy per baryon of the matter [85]. The

relative isospin symmetric composition achieved in this way resembles the one of

atomic nuclei, which are made up of roughly equal numbers of neutrons and pro-

tons. Neutron stars are therefore referred to, in this picture, as nucleon stars. The

maximum mass of such stars has been calculated to be around 1.5 M� [86]. Conse-

quently, the collapsing core of a supernova, e.g., 1987A, if heavier than this value,

should go into a black hole rather than forming a neutron star, as pointed out by

Brown et al. [40, 82, 83]. This would imply the existence of a large number of low-

mass black holes in our galaxy [40]. Thielemann and Hashimoto [87] deduced from

the total amount of ejected 56Ni in supernova 1987A a neutron star mass range of

1.43–1.52 M�. If the maximum neutron star mass should indeed be in this mass

range (∼1.5 M�), the existence of heavy neutron stars with masses around 2 M�
(Sect. 10.2) would be ruled out. Lastly, we mention that meson condensates lead to

neutrino luminosities which are considerably enhanced over those of normal neu-

tron star matter. This would speed up neutron star cooling considerably [70, 86].

10.3.3 H-Matter and Exotic Baryons

A novel particle that could be of relevance for the composition of neutron star matter

is the H-dibaryon (H=([ud][ds][su])), a doubly strange six-quark composite with

spin and isospin zero, and baryon number two [88]. Since its first prediction in 1977,

the H-dibaryon has been the subject of many theoretical and experimental studies

as a possible candidate for a strongly bound exotic state. In neutron star matter,

which may contain a significant fraction of Λ hyperons, the Λ ’s could combine to

form H-dibaryons, which could give way to the formation of H-dibaryon matter at
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densities somewhere above ∼4 n0 [89–91]. If formed in neutron stars, however, H-

matter appears to unstable against compression which could trigger the conversion

of neutron stars into hypothetical strange stars [90, 92, 93].

Another particle, referred to as exotic baryon, of potential relevance for neutron

stars, could be the pentaquark , Θ+([ud]2s̄), with a predicted mass of 1,540 MeV.

The pentaquark, which carries baryon number one, is a hypothetical subatomic par-

ticle consisting of a group of four quarks and one anti-quark (compared to three

quarks in normal baryons and two in mesons), bound by the strong color-spin

correlation force (attraction between quarks in the color 3̄c channel) that drives

color superconductivity [94,95]. The pentaquark decays according toΘ+(1540) →
K+[s̄u]+n[udd] and thus has the same quantum numbers as the K+n. The associated

reaction in chemically equilibrated matter would imply μΘ+
= μK+

+μn.

10.3.4 Quark Deconfinement

It has been suggested already many decades ago [96–103] that the nucleons may

melt under the enormous pressure that exists in the cores of neutron stars, creating a

new state of matter know as quark matter. From simple geometrical considerations it

follows that for a characteristic nucleon radius of rN ∼ 1 fm, nucleons may begin to

touch each other in nuclear matter at densities around (4πr3
N/3)−1 � 0.24 fm−3 =

1.5n0, which is less than twice the density of nuclear matter. This figure increases to

∼11 n0 for a nucleon radius of rN = 0.5 fm. One may thus speculate that the hadrons

of neutron star matter begin to dissolve at densities somewhere between around

2–10 n0, giving way to unconfined quarks. Depending on rotational frequency and

neutron star mass, densities greater than two to three times n0 are easily reached in

the cores of neutron stars so that the neutrons and protons in the cores of neutron

stars may indeed be broken up into their quark constituents [6,7,11,104]. More than

that, since the mass of the strange quark is only ms ∼ 150 MeV, high-energetic up

and down quarks will readily transform to strange quarks at about the same density

at which up and down quark deconfinement sets in. Thus, if quark matter exists in

the cores of neutron stars, it should be made of the three lightest quark flavors. A

possible astrophysical signal of quark deconfinement in the cores of neutron stars

was suggested in [105]. The remaining three quark flavors (charm, top, bottom) are

way to massive to be created in neutron stars. For instance, the creation of charm

quark requires a density greater than 1017 g cm−3, which is around 100 times greater

than the density reached in neutron stars. A stability analysis of stars with a charm

quark population reveals that such objects are unstable against radial oscillations

and, thus, can not exist stably in the universe [7, 11]. The same is true for ultra-

compact stars with unconfined populations of top and bottom quarks, since the pul-

sation eigen-equations are of Sturm-Liouville type.

The phase transition from confined hadronic (H) matter to deconfined quark (Q)

matter is characterized by the conservation of baryon charge and electric charge.
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The Gibbs condition for phase equilibrium then is that the two associated chemical

potentials, μn and μe, and the pressure in the two phases be equal [6, 104],

PH(μn,μe,{χ},T ) = PQ(μn,μe,T ) , (10.8)

The quantity PH denotes the pressure of hadronic matter computed for a given

hadronic Lagrangian LM({χ}), where {χ} denotes the field variables and Fermi

momenta that characterize a solution to the field equations of confined hadronic

matter,

(iγμ∂μ −mχ)ψχ(x) = ∑
M=σ ,ω,π,...

ΓMχM(x)ψχ(x) , (10.9)

(∂ μ∂μ +m2
σ )σ(x) = ∑

χ=p,n,Σ ,...

Γσχ ψ̄χ(x)ψχ(x) , (10.10)

plus additional equations for the other meson fields (M = ω,π,ρ, . . .). The pressure

of quark matter, PQ, is obtainable from the bag model [106,107]. The quark chemical

potentials μu, μd , μs are related to the baryon and charge chemical potentials as

μu =
1

3
μn − 2

3
μe , μd = μs =

1

3
μn +

1

3
μe . (10.11)

Equation (10.8) is to be supplemented with the two global relations for conservation

of baryon charge and electric charge within an unknown volume V containing A
baryons. The first one is given by

n ≡ A
V

= (1−η)nH(μn,μe,T )+η nQ(μn,μe,T ) , (10.12)

where η ≡VQ/V denotes the volume proportion of quark matter, VQ, in the unknown

volume V , and nH and nQ are the baryon number densities of hadronic matter and

quark matter. Global neutrality of electric charge within the volume V can be writ-

ten as

0 =
Q
V

= (1−η)qH(μn,μe,T )+η qQ(μn,μe,T )+qL , (10.13)

with qi the electric charge densities of hadrons, quarks, and leptons. For a given

temperature, T , (10.8)–(10.13) serve to determine the two independent chemical

potentials and the volume V for a specified volume fraction η of the quark phase in

equilibrium with the hadronic phase. After completion VQ is obtained as VQ = ηV .

Because of (10.8) through (10.13) the chemical potentials depend on the propor-

tion η of the phases in equilibrium, and hence so also all properties that depend

on them, i.e., the energy densities, baryon and charge densities of each phase, and

the common pressure. For the mixed phase, the volume proportion of quark matter

varies from 0 ≤ η ≤ 1 and the energy density is the linear combination of the two

phases [6, 104],

ε = (1−η)εH(μn,μe,{χ},T )+η εQ(μn,μe,T ) . (10.14)
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Fig. 10.7 Dependence of neutron star composition on spin frequency, ν , for three sample composi-
tions (left: hyperon composition, middle: quark-hybrid composition, right: quark-hybrid composi-
tion with quark matter in the color-flavor locked (CFL) phase [108]). The non-rotating stellar mass
in each case is 1.4 M�. νK denotes the Kepler (mass-shedding) frequency, which sets an absolute
limit on stable rotation

Hypothetical neutron star compositions computed along the lines described above

are shown in Fig. 10.7. Possible astrophysical signals associated with quark decon-

finement, the most striking of which being “backbending” of isolated pulsars, are

discussed in [6, 7, 11, 109, 110].

10.3.5 Color-Superconductivity

There has been much recent progress in our understanding of quark matter, culmi-

nating in the discovery that if quark matter exists it ought to be in a color super-

conducting state [22–25]. This is made possible by the strong interaction among the

quarks which is very attractive in some channels. Pairs of quarks are thus expected

to form Cooper pairs very readily. Since pairs of quarks cannot be color-neutral, the

resulting condensate will break the local color symmetry and form what is called

a color superconductor. The phase diagram of such matter is expected to be very

complex [22, 23]. The complexity is caused by the fact that quarks come in three

different colors, different flavors, and different masses. Moreover, bulk matter is

neutral with respect to both electric and color charge, and is in chemical equilib-

rium under the weak interaction processes that turn one quark flavor into another.

To illustrate the condensation pattern briefly, we note the following pairing ansatz

for the quark condensate [111],

〈ψαfaCγ5ψ
β
fb
〉 ∼ Δ1εαβ1ε fa fb1 +Δ2εαβ2ε fa fb2 +Δ3εαβ3ε fa fb3 , (10.15)

where ψαfa is a quark of color α = (r,g,b) and flavor fa = (u,d,s). The condensate

is a Lorentz scalar, antisymmetric in Dirac indices, antisymmetric in color, and thus

antisymmetric in flavor. The gap parameters Δ1, Δ2 and Δ3 describe d–s, u–s and
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u–d quark Cooper pairs, respectively. The following pairing schemes have emerged.

At asymptotic densities (ms → 0 or μ→∞) the ground state of QCD with a vanish-

ing strange quark mass is the color-flavor locked (CFL) phase (color-flavor locked

quark pairing), in which all three quark flavors participate symmetrically. The gaps

associated with this phase are

Δ3 � Δ2 = Δ1 = Δ , (10.16)

and the quark condensates of the CFL phase are approximately of the form

〈ψαfaCγ5ψ
β
fb
〉 ∼ Δ εαβXε fa fbX , (10.17)

with color and flavor indices all running from 1 to 3. Since εαβXε fa fbX = δαfaδ
β
fb
−

δαfbδ
β
fa one sees that the condensate (10.17) involves Kronecker delta functions that

link color and flavor indices. Hence the notion color-flavor locking. The CFL phase

has been shown to be electrically neutral without any need for electrons for a sig-

nificant range of chemical potentials and strange quark masses [112]. If the strange

quark mass is heavy enough to be ignored, then up and down quarks may pair in

the two-flavor superconducting (2SC) phase. Other possible condensation patterns

are CFL-K0 [113], CFL-K+ and CFL-π0,− [114], gCFL (gapless CFL phase) [111],

1SC (single-flavor-pairing) [111, 115, 116], CSL (color-spin locked phase) [117],

and the LOFF (crystalline pairing) [118–120] phase, depending on ms, μ , and elec-

tric charge density. Calculations performed for massless up and down quarks and a

very heavy strange quark mass (ms → ∞) agree that the quarks prefer to pair in the

two-flavor superconducting (2SC) phase where

Δ3 > 0 , and Δ2 = Δ1 = 0 . (10.18)

In this case the pairing ansatz (10.15) reduces to

〈ψαfaCγ5ψ
β
fb
〉 ∝ Δ εabεαβ3 . (10.19)

Here the resulting condensate picks a color direction (three or blue in the example

(10.19) above), and creates a gap Δ at the Fermi surfaces of quarks with the other

two out of three colors (red and green). The gapless CFL phase (gCFL) may prevail

over the CFL and 2SC phases at intermediate values of m2
s /μ with gaps given obey-

ing the relation Δ3 > Δ2 > Δ1 > 0. For chemical potentials that are of astrophysical

interest, μ < 1,000 MeV, the gap is between 50 and 100 MeV. The order of mag-

nitude of this result agrees with calculations based on phenomenological effective

interactions [25,121] as well as with perturbative calculations for μ > 10 GeV [122].

We also note that superconductivity modifies the equation of state at the order of

(Δ/μ)2 [123, 124], which is even for such large gaps only a few percent of the

bulk energy. Such small effects may be safely neglected in present determinations

of models for the equation of state of quark-hybrid stars . There has been much

recent work on how color superconductivity in neutron stars could affect their prop-

erties [22, 23, 118, 125–127]. These studies reveal that possible signatures include
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the cooling by neutrino emission, the pattern of the arrival times of supernova neu-

trinos, the evolution of neutron star magnetic fields, rotational stellar instabilities,

and glitches in rotation frequencies.

10.4 Strange Quark Matter

It is most intriguing that for strange quark matter made of more than a few hundred

up, down, and strange quarks, the energy of strange quark matter may be well below

the energy of nuclear matter [15–17], E/A = 930 MeV, which gives rise to new and

novel classes of strange matter objects, ranging from strangelets at the low baryon-

number end to strange stars at the high baryon number end [7, 11, 18, 20, 128]. A

simple estimate indicates that for strange quark matter E/A = 4Bπ2/μ3, so that

bag constants of B = 57 MeV fm−3 (i.e., B1/4 = 145 MeV) and B = 85 MeV fm−3

(B1/4 = 160 MeV) would place the energy per baryon of such matter at E/A =
829 MeV and 915 MeV, respectively, which correspond obviously to strange quark

matter which is absolutely bound with respect to nuclear matter [20, 129].

10.4.1 Nuclear Crust on Strange Stars

Strange quark matter is expected to be a color superconductor which, at extremely

high densities, should be in the CFL phase [22, 23]. This phase is rigorously elec-

trically neutral with no electrons required [112]. For sufficiently large strange quark

masses, however, the low density regime of strange quark matter is rather expected

to form other condensation patterns (e.g., 2SC, CFL-K0, CFL-K+, CFL-π0,−) in

which electrons are present [22, 23]. The presence of electrons causes the forma-

tion of an electric dipole layer on the surface of strange matter, with huge electric

fields on the order of 1019 V cm−1, which enables strange quark matter stars to be

enveloped in nuclear crusts made of ordinary atomic matter [18, 19, 63, 131].1 The

maximal possible density at the base of the crust (inner crust density) is determined

by neutron drip, which occurs at about 4× 1011 g cm−3 or somewhat below [63].

The eos of such a system is shown in Fig. 10.8. Sequences of compact strange stars

with and without (bare) nuclear crusts are shown in Fig. 10.3. Since the nuclear

crust is gravitationally bound to the quark matter core, the mass–radius relationship

of strange stars with crusts resembles the one of neutron stars and even that of white

dwarfs [21]. Bare strange stars obey M ∝ R3 because the mass density of quark

matter is almost constant inside strange stars.

1 Depending on the surface tension of blobs of strange matter and screening effects, a hetero-
geneous crust comprised of blobs of strange quark matter embedded in an uniform electron
background may exist in the surface region of strange stars [132]. This heterogeneous strange
star surface would have a negligible electric field which would make the existence of an ordinary
nuclear crust, which requires a very strong electric field, impossible.
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!

Fig. 10.8 Illustration of the eos of strange stars with nuclear crusts (from [130])

10.4.2 Strange Dwarfs

For many years only rather vague tests of the theoretical mass–radius relationship

of white dwarfs were possible. Recently the quality and quantity of observational

data on the mass–radius relation of white dwarfs has been reanalyzed and pro-

foundly improved by the availability of Hipparcos parallax measurements of sev-

eral white dwarfs [133]. In that work Hipparcos parallaxes were used to deduce

luminosity radii for 10 white dwarfs in visual binaries of common proper-motion

systems as well as 11 field white dwarfs. Complementary HST observations have

been made to better determine the spectroscopy for Procyon B [134] and pulsation

of G226−29 [135]. Procyon B at first appeared as a rather compact star which, how-

ever, was later confirmed to lie on the normal mass–radius relation of white dwarfs.

Stars like Sirius B and 40 Erin B, fall nicely on the expected mass–radius relation

too. Several other stars of this sample (e.g., GD 140, G156−64, EG 21, EG 50,

G181−B5B, GD 279, WD2007−303, G238−44) however appear to be unusually

compact and thus could be strange dwarf candidates [136]. The situation is graphi-

cally summarized in Fig. 10.9.

10.4.3 Surface Properties of Strange Matter

The electrons surrounding strange quark matter are held to quark matter electro-

statically. Since neither component, electrons and quark matter, is held in place

gravitationally, the Eddington limit to the luminosity that a static surface may emit

does not apply, and thus the object may have photon luminosities much greater

than 1038 erg s−1. It was shown by Usov [137] that this value may be exceeded
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Fig. 10.9 Comparison of the theoretical mass–radius relationships of strange dwarfs (solid curves)
and normal white dwarfs [130]. Radius and mass are in units of R� and M�, respectively

by many orders of magnitude by the luminosity of e+e− pairs produced by the

Coulomb barrier at the surface of a hot strange star. For a surface temperature of

∼1011 K, the luminosity in the outflowing pair plasma was calculated to be as high

as ∼3×1051 erg s−1. Such an effect may be a good observational signature of bare

strange stars [137–140]. If the strange star is enveloped by a nuclear crust however,

which is gravitationally bound to the strange star, the surface made up of ordinary

atomic matter would be subject to the Eddington limit. Hence the photon emissivity

of such a strange star would be the same as for an ordinary neutron star. If quark

matter at the stellar surface is in the CFL phase the process of e+e− pair creation

at the stellar quark matter surface may be turned off, since cold CFL quark matter

is electrically neutral so that no electrons are required and none are admitted inside

CFL quark matter [112]. This may be different for the early stages of a hot CFL

quark star [141].

10.5 Proto Neutron Star Matter

Here we take a brief look at the composition of proto neutron star matter. The

composition is determined by the requirements of charge neutrality and equilib-

rium under the weak processes, B1 → B2 + l + ν̄l and B2 + l → B1 + νl , where B1

and B2 are baryons, and l is a lepton, either an electron or a muon. For standard

neutron star matter, where the neutrinos have left the system, these two require-

ments imply that Q = ∑i qinBi +∑l=e,μ qlnl = 0 (electric charge neutrality) and

μBi = biμn − qiμl (chemical equilibrium), where qi/l denotes the electric charge



10 Neutron Star Interiors and the EOS of Superdense Matter 229

density of a given particle, and nBi (nl) is the baryon (lepton) number density. The

subscript i runs over all the baryons considered. The symbol μBi refers to the chem-

ical potential of baryon i, bi is the particle’s baryon number, and qi is its charge.

The chemical potential of the neutron is denoted by μn. When the neutrinos are

trapped, as it is the case for proto-neutron star matter, the chemical equilibrium

condition is altered to μBi = biμn − qi(μl − μνl ) and μe − μνe = μμ − μνμ , where

μνl is the chemical potential of the neutrino νl . In proto-neutron star matter, the

electron lepton number YL = (ne + nνe)/nB is initially fixed at a value of around

YLe = Ye +Yνe � 0.3 − 0.4 as suggested by gravitational collapse calculations of

massive stars. Also, because no muons are present when neutrinos are trapped, the

constraint YLμ = Yμ +Yνmu = 0 can be imposed. Figures 10.10 and 10.11 show sam-

ple compositions of proto-neutron star matter and standard neutron star matter (no

neutrinos) computed for the relativistic mean-field approximation. The presence of

the Δ particle in (proto) neutron star matter at finite temperature is striking. This par-

ticle is generally absent in cold neutron star matter treated in the relativistic mean-

field approximation [6, 7, 143].
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Fig. 10.10 Composition of hot (T = 40 MeV) proto-neutron star matter for YL = 0.3 [142]
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Fig. 10.11 Same as Fig. 10.10, but for standard neutron star matter [142]
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10.6 Rotational Instabilities

An absolute limit on rapid rotation is set by the onset of mass shedding from the

equator of a rotating star. However, rotational instabilities in rotating stars, known

as gravitational radiation driven instabilities, set a more stringent limit on rapid stel-

lar rotation than mass shedding. These instabilities originate from counter-rotating

surface vibrational modes which at sufficiently high rotational star frequencies are

dragged forward, as schematically illustrated in Fig. 10.12. In this case gravitational

radiation, which inevitably accompanies the aspherical transport of matter, does not

damp the instability modes but rather drives them. Viscosity plays the important role

of damping these instabilities at a sufficiently reduced rotational frequency such that

the viscous damping rate and power in gravity waves are comparable.

The most critical instability modes that are driven unstable by gravitational radi-

ation are f-modes [7, 144] and r-modes [145, 146]. Figure 10.13 shows the stable

gravitational radiation

m

Fig. 10.12 Representation of an m = 4 perturbation of a rotating neutron star. Ω denotes the star’s
rotational frequency, ωm is the frequency of the counter-rotating perturbation [7]

shear viscosity bulk
dominates

dominates

viscosity

mass shedding limit

Ω
c
/Ω

m
ax

T ( K )

Fig. 10.13 Gravitational radiation driven f-mode instability suppressed by shear and bulk viscosity
(figure from [7])
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neutron star frequencies if only f-modes were operative in neutron star. One sees

that hot as well as cold neutron stars can rotate at frequencies close to mass shed-

ding, because of the large contributions of shear and bulk viscosity, respectively, for

this temperature regime. The more recently discovered r-mode instability [145,148]

may change the picture completely, as can be seen from Fig. 10.14. These modes are

driven unstable by gravitational radiation over a considerably wider range of angular

velocities than the f-modes (cf. dashed curve labeled (m = 2) r-mode instability). In

stars with cores cooler than ∼109 K, on the other hand, the r-mode instability may

be completely suppressed by the viscosity originating from the presence of hyper-

ons in neutron star matter, so that stable rotation would be limited by the f-mode

instability again [147].

Figures 10.15 and 10.16 are the counterparts to Figs. 10.13 and 10.14 but calcu-

lated for strange stars made of CFL and 2SC quark matter, respectively [149, 150].

The r-mode instability seems to rule out that pulsars are CFL strange stars, if the

characteristic time scale for viscous damping of r-modes are exponentially increased
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ax

(effects of hyperon
r−mode instability 
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(m=2)  r−mode instability
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Fig. 10.14 Comparison of f-mode instability with r-mode instability (data from [144, 147])

Fig. 10.15 Critical rotation
frequencies vs. stellar tem-
perature for CFL strange
stars [150]
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Fig. 10.16 Same as
Fig. 10.15, but for 2SC quark
stars [150]

by factors of ∼Δ/T as calculated in [149]. An energy gap as small as Δ = 1 MeV

was assumed. For much larger gaps of Δ ∼ 100 MeV, as expected for color super-

conducting quark matter (see Sect. 10.3.5), the entire diagram would be r-mode

unstable. The full curve in Fig. 10.15 is calculated for a strange quark mass of

ms = 200 MeV, the dotted curve for ms = 100 MeV. The box marks the positions

of most low mass X-ray binaries (LMXBs) [151], and the crosses denote the most

rapidly rotating millisecond pulsars known. All strange stars above the curves would

spin down on a time scale of hours due to the r-mode instability, in complete con-

tradiction to the observation of millisecond pulsars and LMXBs, which would rule

out CFL quark matter in strange stars (see, however, [152]). Figure 10.16 shows the

critical rotation frequencies of quark stars as a function of internal stellar tempera-

ture for 2SC quark stars. For such quark stars the situation is less conclusive. Rapid

spin-down, driven by the r-mode gravitational radiation instability, would happen

for stars above the curves.

10.7 Net Electric Fields and Compact Star Structure

Here we consider the possibility that the electric charge density inside compact stars

(neutron stars, strange stars) is not identically zero. This may be the case, for exam-

ple, for compact stars accreting ionized hydrogen. Another example are strange

quark stars. They could have electric charge distributions on their surfaces that gen-

erate electric fields on the order of 1018 V cm−1 [7, 11, 18, 131] for ordinary quark

matter, and 1019 V cm−1 [153] if quark matter is a color-superconductor. Although

the electric field on strange stars exists only in a very narrow region of space, it is

interesting to study the effects of such ultra-high electric fields on the structure of

the star.

It has already been shown that the energy densities of ultra-high electric fields can

substantially alter the structure (mass–radius relationship) of compact stars [154],
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depending on the strength of the electric field. In contrast to electrically uncharged

stars, the energy–momentum tensor of charged stars has two key contributions, the

usual matter-energy term plus the energy density term that originates from the elec-

tric field. The latter plays a dual role for compact star physics. Firstly, it acts as an

additional source of gravity and, secondly, it introduces Coulomb interactions inside

the star. Both features can alter the properties of compact stars significantly, as we

shall demonstrate below.

We will restrict ourselves to spherically symmetric compact stars. The metric of

such objects is given by

ds2 = eν(r)c2dt2 − eλ (r)dr2 − r2(dθ 2 + sin2 θdφ 2) . (10.20)

The energy–momentum tensor consists of the usual perfect fluid term supplemented

with the electromagnetic energy–momentum tensor,

Tκ μ = (p+ρc2)uκuμ + pδκμ +
1

4π

[
FμlFκl +

1

4π
δκμFklFkl

]
, (10.21)

where uμ is the fluid’s four-velocity, p and ρc2 ≡ ε are the pressure and energy

density, respectively, and Fμκ satisfies the covariant Maxwell equation,

[(−g)1/2Fκμ ],μ = 4πJκ(−g)1/2. (10.22)

The quantity Jκ denotes the four-current which represents the electromagnetic

sources in the star. For a static spherically symmetric system, the only non-zero

component of the four-current is J1, which implies that the only non-vanishing com-

ponent of Fκμ is F01. We therefore obtain from (10.22)

F01(r) = E(r) = r−2 e−(ν+λ )/2
∫ r

0
4π j0e(ν+λ )/2dr , (10.23)

which is nothing other than the electric field. This relation can be identified as the

relativistic version of Gauss’ law. In addition we see that the electric charge of the

system is given by

Q(r) =
∫ r

0
4π j0e(ν+λ )/2dr . (10.24)

With the aid of (10.24) the energy–momentum tensor of the system can be written as

Tκ μ =

⎛⎜⎜⎜⎜⎜⎝
−
(
ε+ Q2(r)

8πr4

)
0 0 0

0 p− Q2(r)
8πr4 0 0

0 0 p+ Q2(r)
8πr4 0

0 0 0 p+ Q2(r)
8πr4

⎞⎟⎟⎟⎟⎟⎠ . (10.25)
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Using the energy–momentum tensor (10.25), Einstein’s field equation leads to

e−λ
(
− 1

r2
+

1

r
dλ
dr

)
+

1

r2
=

8πG
c4

(
p− Q2(r)

8πr4

)
, (10.26)

e−λ
(

1

r
dκ
dr

+
1

r2

)
− 1

r2
= −8πG

c4

(
ε+

Q2(r)
8πr4

)
. (10.27)

At this point we define the radial component of the metric g11, in analogy to the

exterior solution of Reissner–Nordström, as [155]

e−λ (r) = 1− Gm(r)
rc2

+
GQ2(r)

r2c4
. (10.28)

From (10.26), (10.27) and (10.28), we derive an expression for m(r), which is inter-

preted as the total mass of the star at a radial distance r. This expression reads

dm(r)
dr

=
4πr2

c2
ε+

Q(r)
c2r

dQ(r)
dr

, (10.29)

which reveals that, in addition to the standard term originating from the eos of the

stellar fluid, the electric field energy contributes to the star’s total mass too. Next, we

impose the vanishing of the divergence of the energy–momentum tensor, T μκ;μ = 0,

which leads to the Tolman–Oppenheimer–Volkoff (TOV) equation of electrically

charged stars,

d p
dr

= −
2G
[
m(r)+ 4πr3

c2

(
p− Q2(r)

4πr4c2

)]
c2r2

(
1− 2Gm(r)

c2r + GQ2(r)
r2c4

) (p+ ε)+
Q(r)
4πr4

dQ(r)
dr

. (10.30)

Summarizing the relevant stellar structure equations, we end up with the following

set of equations:

dλ
dr

=
8πG
c4

(
ε+

Q2(r)
8πr4

)
reλ −

(
e−λ −1

r

)
, (10.31)

dν
dr

=
2G
[
m(r)+ 4πr3

c2

(
p− Q2(r)

4πr4c2

)]
c2r2

(
1− 2Gm(r)

c2r + GQ2(r)
r2c4

) . (10.32)

dm(r)
dr

=
4πr2

c2
ε+

Q(r)
c2r

dQ(r)
dr

, (10.33)

dQ(r)
dr

= 4πr2 j0e−(ν+λ )/2 . (10.34)
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d p
dr

= −
2G
[
m(r)+ 4πr3

c2

(
p− Q2(r)

4πr4c2

)]
c2r2

(
1− 2Gm(r)

c2r + GQ2(r)
r2c4

) (p+ ε)+
Q(r)
4πr4

dQ(r)
dr

. (10.35)

Equations (10.31) and (10.32) arise from Einstein’s field equation, (10.33) is the

mass continuity equation, (10.34) comes from the Maxwell equations, and (10.35)

is the TOV equation. This system of coupled differential equations is subject to the

following boundary conditions

p(0) = pc , eλ = 0 ,Q(0) = 0 , m(0) = 0 . (10.36)

In addition to these conditions, one needs to specify the star’s central density (or,

equivalently, the central pressure) for a given equation of state and a given electric

charge distribution. This will be discussed in more details in the next sections.

As already mentioned at the beginning of this section, strange stars may be

expected to carry huge electric fields on their surfaces [7,11,18,131,153]. We want

to study the effects of such fields on the overall structure of strange stars. To this

aim, we model the charge distribution by superimposing two Gaussian functions.

The first Gaussian is chosen to be positive, representing the accumulation of a net

positive charge. The second Gaussian, slightly displaced from the first one, is cho-

sen negative to represent the accumulation of a net negative charge. Mathematically,

we thus have

j(r) =
σ

b
√
π

(
e−
(

r−r1
b

)2

− e−
(

r−r2
b

)2
)

, (10.37)

where σ is a constant that controls the magnitude of the Gaussians and b the widths

of the Gaussians. The graphical illustration of (10.37) is shown in Fig. 10.17. To

obtain a noticeable impact of the electric field on the structure of strange stars,

one needs to have Gaussians with a width of at least around 0.05 km. For such
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Fig. 10.17 Displacement of electric charges on the surface of a strange star. The mathematical
form is obtained by superimposing two Gaussian functions
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Fig. 10.19 Electric fields at the surface of strange stars

widths we find the mass–radius relationships shown in Fig. 10.18. The deviations

from the mass–radius relationships of uncharged strange stars are found to increase

with mass, and are largest for the maximum-mass star of each stellar sequence.

The radial distribution of the electric charge over the surface of a strange star is

particularly interesting. The reason being the occurrence of the metric functions in

(10.24), which defines the star’s total net charge. Since the metric functions are not

symmetric in the radial distance, the charge distribution is rendered asymmetric and

stars that are strictly electrically charge neutral in flat space-time become electrically

charged and thus possess non-zero electric fields. Figure 10.19 shows the electric

field at the surface of strange stars. Figure 10.20 shows the net electric charge at

the surface of strange stars. Both plots account for the general relativistic charge

separation effect.
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Fig. 10.20 Electric charge on strange quark stars

10.8 Conclusions and Outlook

It is often stressed that there has never been a more exciting time in the overlap-

ping areas of nuclear physics, particle physics and relativistic astrophysics than

today. This comes at a time where new orbiting observatories such as the Hubble

Space Telescope (HST), Rossi X-ray Timing Explorer, Chandra X-ray satellite, and

the X-ray Multi Mirror Mission (XMM Newton) have extended our vision tremen-

dously, allowing us to observe compact star phenomena with an unprecedented clar-

ity and angular resolution that previously were only imagined. On the Earth, radio

telescopes like Arecibo, Green Bank, Parkes, VLA, and instruments using adaptive

optics and other revolutionary techniques have exceeded previous expectations of

what can be accomplished from the ground. Finally, the gravitational wave detec-

tors LIGO, LISA, VIRGO, and Geo-600 are opening up a window for the detection

of gravitational waves emitted from compact stellar objects such as neutron stars

and black holes. This unprecedented situation is providing us with key information

on neutron stars, which contain cold and ultra-dense baryonic matter permanently

in their cores. As discussed in this paper, a key role in neutron star physics is played

by strangeness. It alters the masses, radii, moment of inertia, frame dragging of

local inertial frames, cooling behavior, and surface composition of neutron stars.

Other important observables influenced by strangeness may be the spin evolution

of isolated neutron stars and neutron stars in low-mass X-ray binaries. All told,

these observables play a key role for the exploration of the phase diagram of dense

nuclear matter at high baryon number density but low temperature [184], which is

not accessible to relativistic heavy ion collision experiments.

Obviously, our understanding of neutron stars has changed dramatically since

their first discovery some 40 years ago. In what follows, I briefly summarize what

we have learned about the internal structure of these fascinating object since their

discovery. I will address some of the most important open questions regarding the
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composition of neutron star matter and its associated equation of state, and will

mention new tools, telescopes, observations, and calculations that are needed to

answer these questions:

• There is no clear picture yet as to what kind of matter exists in the cores of

neutron stars. They may contain significant hyperon populations, boson conden-

sates, a mixed phase of quarks and hadrons, and/or pure quark matter made of

unconfined up, down, and strange quarks.

• Pure neutron matter constitutes an excited state relative to many-baryon matter

and, therefore, will quickly transform via weak reactions to such matter.

• Neutron stars made up of pure, interacting neutron matter cannot rotate as rapidly

as the very recently discovered pulsars PSR J1748−2446ad, which spins at

716 Hz. The equation of state of such matter, therefore, imposes an upper bound

on the equation of state of neutron star matter that is tighter than the usual P = ε
constraint (see Fig. 10.2).

• Charm quarks do not play a role for neutron star physics, since they become pop-

ulated at densities which are around 100 times greater than the densities encoun-

tered in the cores of neutron stars. While hydrostatically stable, “charm” stars

are unstable against radial oscillations and, thus, cannot exist stably in the uni-

verse [131].

• Multi-quark states like the H-particle appear to make neutron stars unstable.

• Significant populations of Δ ’s are predicted by relativistic Brueckner–Hartree–

Fock calculations, but not by standard mean-field calculations which do not

account for dynamical correlations among baryons computed from the relativis-

tic T-matrix equation.

• The finite temperatures of proto neutron stars favors the population of Δ ’s already

at the mean-field level.

• The r-modes are of key interest for several reasons: (1) they may explain why

young neutron stars spin slowly, (2) why rapidly accreting neutron stars (LMXB)

spin slowly and within a narrow band, and (3) they may produce gravitational

waves detectable by LIGO. Knowing the bulk viscosity originating from pro-

cesses like n+n → p+ +Σ− and the superfluid critical temperature of Σ−, both

are poorly understood at present, will be key.

• The loss of pressure resulting from the appearance of additional hadronic degrees

of freedom at high densities reduces the (maximum) mass of neutron stars. This

feature may serve as a key criteria to distinguish between, and eliminate certain,

classes of equations of state [6, 7, 185].

• Heavy neutron stars, with masses of around two solar masses, do not auto-

matically rule out the presence of hyperons or quarks in the cores of neutron

stars [186].

• Depending on the densities reached in the cores of neutron stars, both

Schroedinger-based models as well as relativistic field-theoretical models may

be applicable to neutron star studies.

• The density dependence of the coupling constants of particles in ultra-dense neu-

tron star matter needs be taken into account in stellar structure calculations. Den-

sity dependent relativistic field theories are being developed which account for

this feature.
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• The models used to study the quark–hadron phase transition in the cores

of neutron stars are extremely phenomenological and require considerable

improvements.

• If quark matter exists in the cores of neutron stars, it will be a color superconduc-

tor whose complex condensation pattern is likely to change with density inside

the star. The exploration of the numerous astrophysical facets of (color supercon-

ducting) quark matter is therefore of uppermost importance. What are the signa-

tures of color superconducting quark matter in neutron stars? So far it has mostly

been demonstrated that color superconductivity is compatible with observed neu-

tron star properties.

• A two-step quark–hadron phase transition – (1) from nuclear matter to regular

quark matter, (2) from regular quark matter to color superconducting quark mat-

ter – may explain long quiescent gamma-ray bursts due to the two phase transi-

tions involved.

• Are there isolated pulsar that are spinning up? Such a (backbending) phe-

nomenon could be caused by a strong first-order-like quark–hadron phase transi-

tions in the core of a neutron star [105, 187, 188].

• Was the mass of the neutron star created in SN 1987A around 1.5 M�? And did

SN 1987A go into a black hole or not? If the answer to both questions were yes,

a serious conflict with the observation of heavy neutron stars would arise. On the

other hand, it could also indicate the existence generically different classes of

“neutron” stars with very different maximum masses.

• Sources known to increase the masses of neutron stars are differential rotation,

magnetic fields, and electric fields. Some of these sources are more effective (and

plausible) than others though.

• Nuclear processes in non-equilibrium nuclear crusts (e.g., pycnonuclear reac-

tions) and/or cores (heating caused by changes in the composition) of neutron

stars can alter the thermal evolution of such stars significantly. We are just begin-

ning to study these processes in greater detail.

• What is the shell structure for very neutron rich nuclei in the crusts of neutron

stars?

• Do N = 50 and N = 82 remain magic numbers? Such questions will be addressed

at GSI (Darmstadt) and RIKEN.

• Are there pulsars that rotate below one millisecond? Such objects may be com-

posed of absolutely stable strange quark matter instead of purely gravitationally

bound hadronic matter. Experimental physicists have searched unsuccessfully

for stable or quasistable strange matter systems over the past two decades. These

searches fall in three main categories: (a) searches for strange matter (strange

nuggets or strangelets) in cosmic rays, (b) searches for strange matter in samples

of ordinary matter, and (c) attempts to produce strange matter at accelerators. An

overview of these search experiments is given in Table 10.1.

• Strange stars may be enveloped in a crust. There is a critical surface tension

below which the quark star surfaces will fragment into a crystalline crust made

of charged strangelets immersed in an electron gas [128, 132].
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Table 10.1 Past, present, and future search experiments for strange quark matter [11]

Experiment References

Cosmic ray searches for strange nuggets:
AMS-02a [156, 157]

CRASHb [158–160]
ECCOc [161]
HADRON [162]

IMBd [163]
JACEEe [164, 165]

MACROf [166–169]
Search for strangelets in terrestrial matter: [170]

Tracks in ancient mica [171, 172]
Rutherford backscattering [173, 174]

Search for strangelets at accelerators:
Strangelet searches E858, E864, E878, E882-B, [175–177]
E896-A, E886
H-dibaryon search [178, 179]
Pb+Pb collisions [180–183]

aAMS: Alpha Magnetic Spectrometer (scheduled for 2005–2008)
bCRASH: Cosmic Ray And Strange Hadronic matter.
cECCO: Extremely-heavy Cosmic-ray Composition Observer.
dIMB: Irvine Michigan Brookhaven proton-decay detector
(1980–1991)
eJACEE: Japanese-American Cooperative Emulsion Chamber Experi-
ment.
fMACRO: Monopole, Astrophysics and Cosmic Ray Observatory
(1989–2000)

• If bare, the quark star surface will have peculiar properties which distinguishes a

quark star from a neutron star [137, 138, 189, 190].

• A very high-luminosity flare took place in the Large Magellanic Cloud (LMC),

some 55 kpc away, on 5 March 1979. Another giant flare was observed on 27

August 1998 from SGR 1900+14. The inferred peak luminosities for both events

is ∼107 times the Eddington limit for a solar mass object, and the rise time is very

much smaller than the time needed to drop ∼1025 g (about 10−8 M�) of normal

material onto a neutron star. Alcock et al. [18] suggested a detailed model for

the 5 March 1979 event burst which involves the particular properties of strange

matter (see also [190,191]). The model assumes that a lump of strange matter of

∼10−8 M� fell onto a rotating strange star. Since the lump is entirely made up

of self-bound high-density matter, there would be only little tidal distortion of

the lump, and so the duration of the impact can be very short, around ∼10−6 s,

which would explain the observed rapid onset of the gamma ray flash. The light

curves expected for such giant bursts [137–140] should posses characteristic fea-

tures that are well within the capabilities of ESA’s INTErnational Gamma-Ray

Astrophysics Laboratory (INTEGRAL [192]) launched by the European Space

Agency in October of 2002.
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163. A. De Rújula, S. L. Glashow, R. R. Wilson, and G. Charpak, Phys. Rep. 99 (1983) 341.
164. O. Miyamura, Proc. of the 24th International Cosmic Ray Conference, 1 (Rome, 1995)

p. 890.
165. J. J. Lord and J. Iwai, Paper 515, presented at the International Conference on High Energy

Physics, Dallas (1992); H. Wilczynski et al., Proceedings of the XXIV International Cosmic
Ray Conference, HE Sessions, Rome (1995), Vol. 1, p. 1.

166. MACRO Collaboration, Phys. Rev. Lett. 69 (1992) 1860.
167. M. Ambrosio et al., EPJ C13 (2000) 453.
168. M. Ambrosio et al., for the MACRO Collaboration, Status Report of the MACRO Experiment

for the year 2001, (hep-ex/0206027).
169. G. Giacomelli, for the MACRO Collaboration, (hep-ex/0210021).



10 Neutron Star Interiors and the EOS of Superdense Matter 245

170. Z.-T. Lu, R. J. Holt, P. Mueller, T. P. O’Connor, J. P. Schiffer, and L.-B. Wang,
Searches for Stable Strangelets in Ordinary Matter: Overview and a Recent Example,
(nucl-ex/0402015).
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Chapter 11
Neutron Star Cooling: I

Dany Page

11.1 Introduction

This chapter presents a basic, but detailed, introduction to the physical and astro-

physical issues involved in the study of the thermal evolution of isolated neutron

stars. Results of numerical calculations,1 for both minimal and enhanced cooling

scenarios, are presented and compared with observational data.

The first conjectures about the possible existence of stellar neutron cores by Lan-

dau [37] and Baade and Zwicky [6] and the pioneering work of Oppenheimer and

Volkoff [48] pointed to very mysterious, exotic, small and dense objects. Forty years

after the actual discovery of neutron stars [28] these early thoughts have been fully

confirmed: neutron stars are demonstrably very small and dense, they very probably

enclose some exotic form(s) of matter, and they are still mysterious.2

A theorist view of the interior of a neutron star is depicted in Fig. 11.1: the cen-

tral region, marked as “?”, is the mysterious part and it is the main goal of the study

of neutron star cooling, necessarily complemented with the study of many other

facets of neutron star phenomenology, to elucidate it. However, any information

about this central part which we can glean by observing the surface is conditioned

by our understanding and correct modeling of the outer parts of the star. The core,

where neutrons and protons form a homogeneous quantum liquid, is distinguished

from the crust, where the nucleons cluster and matter is hence inhomogeneous at

D. Page
Departamento de Astrofı́sica Teórica, Instituto de Astronomı́a, Universidad Nacional Autónoma
de México, México D.F 04510, México
e-mail: page@astroscu.unam.mx

1 A 1D (i.e., assuming spherical symmetry) cooling code, NSCool, with which most calcu-
lations presented in this chapter were performed, is available at http://www.astroscu.unam.mx/
neutrones/NS-Cooler/.
2 The existence of pulsars with periods around 1.5 ms implies, by causality, that they have radii
smaller than 75 km and, if they are bound by gravity, that their average density is, at least, of the
order of 1014 g cm−3.
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Fig. 11.1 A pictorial vision of the inside of a neutron star (drawing by the author, from [58])

the microscopic level. This crust–core separation is currently estimated [44] to be

located at a density ρcc � 1.6×1014 g cm−3, i.e., about 60% of nuclear matter den-

sity, ρnuc � 2.8× 1014 g cm−3. (ρnuc refers to symmetric nuclear matter, i.e., made

of 50% neutrons and 50% protons, at zero pressure and is deduced from the cen-

tral density of heavy nuclei, while at ρcc in a neutron star, pressure is non zero and

matter consists of about 95% neutrons with a small 5% proton component.)

At the surface of the star we expect a very thin atmosphere composed of hydro-

gen and in some cases perhaps a mix of heavy elements, or even a condensed mag-

netic surface [36]. This surface is of utmost observational importance because it is

where the observable thermal flux F(E) is emitted. An envelope exists just below

the atmosphere where matter is not yet fully degenerate and, with a thickness of

a few tens of meters, it acts as a thermal insulator between the hot interior and the

surface. The outer 500–1,000 m of the star, its crust, contain nuclei, forming a lattice
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immersed in a quantum liquid of electrons and, when density exceeds the neutron

drip point at ρdrip � 4−7×1011 g cm−3, accompanied by free neutrons which most

probably are in a superfluid state (Fig. 11.1, insert A). Owing to the rotation of the

star, the neutron superfluid forms vortices, which possibly pin on the nuclei and

may be responsible for the pulsar glitches. As we go deeper into the crust, when

approaching nuclear density there is a first-order phase transition from the inhomo-

geneous regime of the crust to the homogeneous core. In this regime, termed the

nuclear pasta (Fig. 11.1, insert B), as density grows, nuclei are increasingly elon-

gated (the spaghetti phase), then form bidimensional structures (lasagnas) – with

the space between them still filled by the superfluid neutrons – until the geometry

inverts in the Swiss cheese phase, where bubbles of neutrons are immersed in the

homogeneous neutron+proton liquid. (For a review of the physics of the neutron star

crust see [61].)

In the outer core, protons very likely form a type II superconductor where the

magnetic field is confined to fluxoids and neutrons possibly form a superfluid con-

taining rotation-induced vortices as in the inner crust (Fig. 11.1, insert C). In the

inner core (marked as “?” in Fig. 11.1), one may have charged meson, π− or K−,

condensates, hyperons and/or deconfined quark matter. The transition from baryonic

to quark matter also likely involves a mixed pasta phase [21]. Almost any form of

dense matter beyond the simple neutron+proton liquid will allow very large neutrino

emissivities and strongly affect the cooling of the star.3 This situation is precisely

one of the main motivations for the study of neutron star cooling with the hope to

find candidates for “exotic” neutron stars.

The reader will find longer descriptions of the physics of neutron star structure

in [88] or [58], and a very detailed and extensive presentation in the recent book

of [27].

In the present chapter the physics of neutron star cooling, and results of cooling

simulations, will be described in a very progressive and elementary manner. The

literature in this field is so extended that I have been able to cite only key entries

to it, as well as some essential works, and the reader can refer to several recent

reviews [54,58,84,93] for complementary presentations. In Sect. 11.2 a description

of the physical ingredients needed to model the cooling of a neutron star is presented

and at the end of the section the simplest model, described by (11.1), is solved ana-

lytically. The next three sections present models, and numerical results, of increas-

ing complexity as well as comparisons with observational data. Finally, Sect. 11.6

summarizes the present state of the field and discusses prospects for the future.

11.2 The Essential Physics of Neutron Star Cooling

The study of the cooling of a neutron star can reach high levels of sophistication,

several of them being presented in the next sections. However, the basic features

can be easily grasped by simply considering the energy balance equation for the

3 Notice, however, that even a simple neutron+proton liquid with a high enough proton concentra-
tion also allows intense neutrino emission by the direct Urca process.
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star. In its Newtonian formulation, if Eth is the thermal energy content of the star

and Cv its specific heat, this equation reads

dEth

dt
= Cv

dT
dt

= −Lν −Lγ +H . (11.1)

This simply states that the change in Eth must be given by the sum of the energy

losses due to neutrinos, Lν , from the whole stellar interior and photons, Lγ , emit-

ted at the stellar surface, possibly compensated by some “heating” mechanism(s), H.

(These three quantities, Lν , Lγ , and H, have dimension of luminosities, i.e., erg s−1.)

In this simple version, the energy balance equation assumes the stellar interior has

a uniform temperature T . This latter assumption is not valid for young stars but all

observed thermally emitting neutron star are old enough that the isothermal interior

approximation is quite good. Modern models of neutron star cooling use a general

relativistic formulation and perform heat transport in the interior:4 the correspond-

ing formalism is briefly described in Appendix B of [56] and the evolution of a

young neutron star toward isothermality will be described in Sect. 11.4.2. Notice,

however, that in case the star is permeated by a strong magnetic field, this approxi-

mation of an isothermal interior may break down, as will be discussed in Sect. 11.5.

The heating term H can include many possible dissipative processes which con-

vert rotational, magnetic or “chemical” energy into heat. I will not consider it here

and refer the reader to [54] for further discussion.

Preliminary to solving (11.1) one needs to have a star, i.e., choose an equation of

state and obtain the density profile by solving the Oppenheimer–Volkoff equation

of hydrostatic equilibrium. I refer the reader to [88] or [58] for this preliminary step

and a presentation of the many possible choices. The following subsections present

the basic ingredients entering (11.1).

11.2.1 Specific Heat

Since matter is highly degenerate in most of the interior, one can use the Fermi-

liquid result by summing the contributions of each constituent species i (electrons,

muons, neutrons, protons, . . . )

cv =∑
i

cv,i with cv,i =
(

m∗
i pF,i

π2h̄3

)
π2

3
k2

BT (11.2)

to obtain the specific heat, per unit volume, at constant volume cv (which, for degen-

erate Fermions, is equal to the one at constant pressure cp). For each particle species,

its Fermi momentum pF is related to its number density n through the same relation

as in the case of an ideal Fermi gas

4 See footnote 1.
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n =
p3

F

3π2h̄3
. (11.3)

The effective mass m∗ and Fermi velocity vF are defined from the single particle
excitation energy ε(p) by the relation

∂ε(p)
∂ p

∣∣∣∣
p=pF

≡ pF

m∗ ≡ vF . (11.4)

For momenta close to pF one can thus write

ε(p) = EF + vF (p− pF) , (11.5)

where, by definition, the Fermi energy EF is the value of ε(p) at the Fermi sur-

face. For a non relativistic free particle of mass m one has ε(p) = mc2 + p2/2m
and thus m∗ = m. In the case of electrons and muons, electromagnetic interac-

tion effects on ε(p) are negligible once density exceeds ∼104–105 g cm−3, hence

ε(p) = (m2c4 + p2c2)1/2 and when they become highly relativistic m∗ = ε(pF)/c2 =
EF/c2: in this case m∗ � m. When interactions are important ε(p) is modified and

for strongly interacting particles, i.e., nucleons and hyperons, which never become

highly relativistic, m∗ is usually smaller than the free mass m.

Notice that m∗ in (11.4) is defined by evaluating the derivative at the Fermi sur-

face. Finite temperature effects can only excite particles with energies close to EF,

since kBT � EF in a highly degenerate Fermion system. Physical quantities depen-

dent on thermal excitations will usually contain a factor N(0), called the density of

states at the Fermi surface, defined through

g
∫ ∫ d p3

(2π h̄)3
= g

4π p2
F d p

(2π h̄)3
= N(0)dε or N(0) ≡ m∗pF

π2h̄3
(11.6)

when integrating over the surface of the Fermi sphere (and g = 2 for spin 1/2

Fermions). N(0) naturally appears in the expression for cv in (11.2), reflecting the

fact that, when kBT � EF, only particles close to the Fermi surface can be thermally

excited and store heat.

The Cv in (11.1) is simply the integral of cv over the whole star. An example

of the contributions of the various components in the core is shown in Fig. 11.2

which plots cv per unit volume vs. volume so that the area, in the figure, of the strip

corresponding to each component directly gives its contribution to Cv. In the crust,

electrons are also highly degenerate, except in the upper part of the envelope (see

below), as are the free neutrons in the inner crust. The contribution of the crustal

lattice has to be added for detailed calculations, as described, e.g., in Chap. 4 of

Shapiro and Teukolsky [79].

An important point is that superfluidity and superconductivity strongly alter the

value of Cv as discussed in the following subsection.
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e
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Fig. 11.2 Cumulative specific heats of e, μ , p, and n vs. stellar volume in the core of a 1.4 M�star
built using the APR (Akmal, Pandharipande, and Ravenhall [3]) equation of state, at temperature
T = 109 K. Nucleons are assumed to be unpaired. (Notice that Cv ∝ T in absence of pairing.)
(Figure from [56])

11.2.2 Pairing: Superfluidity and Superconductivity

The presence of superfluidity and superconductivity in the neutron star interior is

one of the most important features of these stars. Soon after the development of

the BCS theory [9], Bohr, Mottelson, and Pines [10] argued that the same phe-

nomenon of pairing is occurring inside nuclei and Migdal [45] moreover extended

the idea to the interior of neutron stars. Formation of Cooper pairs and the result-

ing condensate is expected to occur, at low enough temperature, in any degenerate

system of Fermions in which there is an attractive interaction between particles

whose momenta lie close to the Fermi surface: this is the Cooper theorem [14].

The strength of the interaction determines the critical temperature Tc at which the

pairing phase transition will occur. In laboratory superconductors one can identify

a very weak residual attraction between electrons, once e–e, e–ion, and ion–ion

interactions are properly modeled, which results in pairing, with small critical tem-

peratures. In nuclei and neutron star matter, the strong interaction between neutrons,

between protons, and also probably between hyperons, immediately provides attrac-

tive channels for pairing.
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In a normal system the energy ε(p) varies smoothly when p crosses the Fermi

surface as described by (11.5) while in the presence of pairing a discontinuity

develops

ε(p) = EF −
√

v2
F(p− pF)2 +Δ 2 for p < pF ,

ε(p) = EF +
√

v2
F(p− pF)2 +Δ 2 for p > pF ,

(11.7)

where Δ is called the (energy) gap and can be seen as half the binding energy of a

Cooper pair. Thus, states with p
∼
< pF, which in the absence of pairing have energy

ε(p)
∼
< EF, see their energy being pushed down below EF −Δ in the presence of

pairing; and vice versa for states with p
∼
> pF. The transition from the normal state

to the superfluid, or superconducting, state is a second order phase transition. The

gap Δ acts as an order parameter, is temperature dependent, Δ = Δ(T ), and its value

at T = 0 is related to the critical temperature Tc by

kBTc ≈ 0.57Δ(0) . (11.8)

For T > Tc the gap vanishes while it rapidly grows when T < Tc.

Let us consider, as an example, the storage of thermal energy, i.e., the specific

heat. For a normal degenerate Fermi system cv is given by (11.2) where the pres-

ence of m∗ reflects the fact that, since ε(p) varies smoothly across the Fermi surface,

any amount of energy, no matter how small, can be imparted to a particle. Once this

systems pairs, because ε(p) develops a discontinuity at EF, a thermal excitation

requires an amount of energy of at least Δ and hence one can expect that cv will

be suppressed, when kBT � Δ , roughly by a Boltzmann-like factor exp(−Δ/kBT ).
However, when T ∼ Tc the system copiously forms pairs and, since at these tem-

peratures kBT � Δ(T ), also easily breaks them: storing thermal energy becomes

very easy and this results in a jump of cv, typical of the strong fluctuations at a sec-

ond order phase transition. In numerical calculations these effects are incorporated

through a control coefficient R so that

cv = cnormal
v → cpaired

v = R(T/Tc)× cnormal
v . (11.9)

Such coefficients have been calculated in [42] for several types of pairing and two of

them are illustrated in the upper panel of Fig. 11.5. Besides its effect on the specific

heat, pairing has an even more dramatic effect on neutrino emission, as presented in

the next subsection.

In the BCS weak coupling approximation the zero temperature pairing gap can

be estimated as

Δ(0) ∼ EFe−1/N(0)V , (11.10)

where N(0) is the density of states at the Fermi surface, defined in (11.6), and V
the pairing potential. The exponential dependence of Δ on the pairing interaction

V (and also on the details of the energy spectrum ε(p) contained in N(0) through

its m∗ dependence), illustrated in this simple formula, implies that accurate calcu-

lations are extremely difficult. For nucleons, pairing channels can be searched for
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by considering the “bare” nucleon–nucleon interaction studied in low-energy labo-

ratory experiments. It turns out that at low momentum p, which will translate into

low pF and hence low density, the dominant attraction occurs in the spin-angular

momentum 1S0 channel.5 At higher momentum, and hence higher density in a neu-

tron star, the preferred pairing channel becomes the spin triplet 3P2, which is more-

over coupled to 3F2 by the tensor interaction, giving a 3P2–3F2 pairing. Considering

the bare interaction only gives a presumption that the corresponding coupling can

induce pairing in-medium: response of the medium can naturally be expected to have

a significant influence on the interactions. Medium polarization has been the most

studied effect to date, and it can result in a reduction, because of screening, or an

enhancement, because of anti-screening, of the pairing. Neutron 1S0 pairing is by far

the most studied case and, with time, results have converged and show that medium

polarization reduces the gap by almost a factor of 3. Among the many calculations

of proton 1S0 gaps there is a much larger spread in predictions and medium effects

have not yet been thoroughly investigated. The case of neutron 3P2 gaps is even

more difficult and even the bare interaction in this channel is not yet satisfactorily

described by current theories, leading to an enormous spread in predicted values of

Tc [8]. Moreover, Schwenk and Friman [75] recently showed that a strongly repul-

sive force in this channel develops in-medium, which is not present in-vacuum, and

possibly results in a vanishingly small gap. Two good recent reviews of these issues

can be found in [43] and [77], the latter also describing many other consequences

of superfluidity and superconductivity in neutron star phenomenology. A range of

prediction for Tc’s is presented in Fig. 11.3 for neutron 1S0 and 3P2 pairing and in

Fig. 11.4 for proton 1S0 pairing.

Hyperons (see, e.g., [81] and references therein) and quarks (see, e.g., [4, 5] and

references therein) are also likely to pair, if they appear in the inner core, but uncer-

tainties about the size of the gaps are even larger than the ones for nucleons.

Things Are Likely Much More Complicated!

To make matters worse, the gap at the Fermi surface is actually a matrix in angular

momentum space, Δ = ‖Δ j,m j
l ‖, and a function of the Fermi momentum kF ≡ pF/h̄,

i.e., it can depend on the particle momentum’s orientation. It is only in the case of
1S0 pairing that Δ is a scalar, since j = l = s = 0, and is isotropic, i.e., Δ = Δ(kF).
However, for 3P2 pairing the many components of Δ ( j = 2 and l = 1) describe

many different phases, and Zverev et al. [95] have shown that there are at least

thirteen of them! Each phase results in a different energy gap deduced from the

corresponding expressions of the non-vanishing components of Δ . Fortunately, in

absence of external perturbations, one phase seems to be energetically preferred,

corresponding to m j = 0, and the angular dependence of the energy gap is ∝ 1 +
3cos2 θk where θk is the azimuthal angle of the Fermi momentum kF for an arbitrary

5 In spectroscopic notations: this means Cooper pairs have orbital angular momentum L with l = 0
(“S”), total spin S with s = 0, i.e., spin-singlet and hence the superscript “1”, and total angular
momentum J with j = 0, the “0” subscript.
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Fig. 11.3 Left panel: neutron 1S0 pairing critical temperatures Tc from the calculations of [12]
(“CCDK”), [87] (“WAP”), and [76] (“SFB”), all three including medium polarization effects using
various many-body technics. The dotted line shows a typical result when medium polarization
effects are neglected. Right panel: three typical neutron 3P2 pairing critical temperatures curves
representatives of present uncertainties (from the simple parameterization of [56]). The vertical
dashed line shows the approximate location of the crust–core transition. The horizontal axis shows
the Fermi momentum kF ≡ pF/h̄. (Figures from [56])

Fig. 11.4 Proton 1S0 pairing
critical temperatures Tc from
a large set of calculations
(see [56] for references). The
model “NS” is the only one
to have included medium
polarization effects while
the shaded region shows
the estimates of [2] for the
range of values in which
Tc is expected to lie due to
medium polarization. The
vertical dashed line shows the
approximate location of the
crust–core boundary. (Figure
from [56])
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angular momentum quantization axis. However, another phase, corresponding to

|m j| = 2, has an energy gap proportional to sin2 θk which hence vanishes on the

Fermi sphere equator: such a gap with nodes has a much less efficient suppression

effect on the specific heat, and also on neutrino emission (see next subsection).

Nevertheless, for an appropriate definition of the angle-average of the energy gap its

value is still related to Tc through the relation of (11.8), at least for several studied

cases (see, e.g., [7]).
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11.2.3 Neutrino Emission

The most efficient neutrino emission process (see Table 11.1), in the core of a neu-

tron star, is the so-called direct Urca (or “DUrca”) process

n → p+ e− + ν̄e and p+ e− → n+νe , (11.11)

which is simply the β -decay of the neutron and its inverse reaction. Such reactions

can only occur if they satisfy energy and momentum conservation. For degenerate

matter, possible energies and momenta are very close, to within ∼kBT , to the par-

ticle Fermi energies and momenta. Since EF,i is practically equal to the chemical

potential μi, energy conservation is simply μn = μp + μe (assuming the ν’s leave

the star and have vanishing chemical potentials), which is just the condition for

chemical equilibrium and is always satisfied. However, momentum conservation is

non-trivial and the reaction (11.11) requires pF,n ≤ pF,p + pF,e (the triangle inequal-

ity). Considering the simplest case where the only present charged particles are p
and e, charge neutrality requires np = ne, i.e., from (11.3), pF,p = pF,e and the tri-

angle inequality gives pF,n ≤ 2pF,p. In terms of density this is nn ≤ 8np or, using

the “proton fraction” xp ≡ np/nB, with nB ≡ nn + np being the baryon density, the

reaction (11.11) requires

xp ≥ 1

9
� 11% . (11.12)

Since we are considering “neutron stars” it was assumed during many years that

such a high proton fraction was unrealistic and that the DUrca process is kinemati-

cally forbidden. Hence, the modified Urca (or “MUrca”) process

Table 11.1 Examples of neutrino emitting processes in neutron star coresa

Name Process Emissivityb

(erg cm−3 s−1)

Modified Urca
(neutron branch)

n+n → n+ p+ e− + ν̄e
n+ p+ e− → n+n+νe

∼2×1021 RT 8
9 Slow

Modified Urca
(proton branch)

p+n → p+ p+ e− + ν̄e
p+ p+ e− → p+n+νe

∼1021 RT 8
9 Slow

Bremsstrahlung

n+n → n+n+νν̄
n+ p → n+ p+νν̄
p+ p → p+ p+νν̄

∼1019 RT 8
9 Slow

Cooper pair
formations

n+n → [nn]+νν̄
p+ p → [pp]+νν̄

∼5×1021 RT 7
9

∼5×1019 RT 7
9

Direct Urca
n → p+ e− + ν̄e
p+ e− → n+νe

∼1027 RT 6
9 Fast

π− condensate n+ < π− >→ n+ e− + ν̄e ∼1026 RT 6
9 Fast

K− condensate n+ < K− >→ n+ e− + ν̄e ∼1025 RT 6
9 Fast

a Table from [54].
b For each process the “control coefficient” R = R(T/Tc) is introduced to
take into account the extra temperature dependence due to pairing [92].
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n+n′ → p+n′ + e− + ν̄e and p+n′ + e− → n+n′ +νe (11.13)

was considered as the standard neutrino cooling agent. In the reactions (11.13) the

spectator neutron n′ is present to satisfy momentum conservation but makes it a

process with five degenerate Fermions instead of three and introduces a suppression

of the order of (kBT/EF,n)2, reducing its efficiency by about six orders of magni-

tude when T ∼ 109 K compared to the DUrca process. However, as was shown by

Lattimer et al. [38], the constraint of (11.12) is not as restrictive as had been thought

and practically all modern equations of state allow the occurrence of the DUrca

process at high enough densities.

When other species of baryons are present similar DUrca and MUrca processes

are possible. For example, ifΛ hyperons can appear one has the DUrca processΛ→
p + e− + ν̄e and its inverse, whereas in deconfined quark matter one has d → u +
e− + ν̄e and its inverse, both subjected to the fulfillment of their respective triangle

inequalities. In the presence of a charged meson condensate, such as π− or K−,

other versions of the Urca process become possible, even if the triangle inequality

is not satisfied, which are not as efficient as the pure DUrca process (11.11) but still

much more efficient than the MUrca process. Notice, moreover, that it is possible

that medium effects on the MUrca process, leading to the Medium Modified Urca

(MMUrca) process (see, e.g., [86]), may imply a significantly higher rate than what

has been used in most cooling simulations.

Besides these Urca type processes there are many other processes based on neu-

tral current which produce νiν̄i pairs, where here νi can be any neutrino flavor, νe,

νμ or ντ . For example

n+n → n+n+νiν̄i , (11.14)

which is called n–n-bremsstrahlung. Almost any process known to emit a photon has

an analogous one in which the photon is substituted by a νν̄ pair (in the Standard

Model: the photon is replaced by a Z0 boson, the photon’s heavy brother, which itself

decays into a νν̄ pair). Electron–electron bremsstrahlung [31] is such an example:

e− + e− → e− + e− + γ becomes e− + e− → e− + e− +νiν̄i . (11.15)

In the presence of superfluidity/superconductivity neutrino emission is strongly

altered, an effect similar to what happens with the specific heat and also due to

the presence of a gap Δ in the single particle excitation spectrum ε(p). All pro-

cesses described above involve particle excitations and if one of the participating

particles has a gap Δ in its spectrum this energy cost reduces the number of such

excitations and leads to a strong suppression of the process. When T � Tc one can

expect a Boltzmann-like suppression, ∼exp[−Δ(T )/kBT ], and detailed calculations

(see, e.g., [92]) confirm this naive expectation. In the same fashion as is done for the

specific heat, (11.9), control functions are used to incorporate this effect on the emis-

sivity ενX of a process “X” when some of the participating particle(s) undergo(es)

pairing:

εν ,X = εnormal
ν ,X → εpaired

ν ,X = RX (T/Tc)× εnormal
ν ,X . (11.16)
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Fig. 11.5 Some examples
of control functions for cv,
(11.9) (upper panel), DUrca
εν , (11.16) (middle panel),
and PBF εν , (11.18) and
(11.19) (lower panel). In the
3P2 case the nodeless m j = 0
phase is assumed. (Figure
from [58])
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There is a large family of such control functions [92] which not only depend on the

details of each reaction but also on which participating particle(s) has a gap, and

two of these are shown in the middle panel of Fig. 11.5.

An important family of neutrino emission processes appears when particles

become paired [17]. The formation (and, to a lesser extent, the breaking) of a Cooper

pair releases energy which can be emitted as a νν̄ pair, as, for example, in

n+n → [nn]+νiν̄i , (11.17)

which is analogous to the process (11.14) but where [nn] designates a neutron

Cooper pair (so this process can be viewed as a bremsstrahlung with a very strong

correlation in the final state). These processes have been dubbed as “PBF” pro-

cesses, for “pair breaking and formation”. At temperatures slightly below the pair-

ing critical temperature Tc single particles (i.e., “broken pairs”) are abundant and

in thermal equilibrium with the condensate (i.e., the paired particles) and the cor-

responding PBF process is a copious neutrino emitter. The PBF process (11.17) is

actually more efficient than the simple bremsstrahlung (11.14) and even more effi-

cient than the MUrca process (11.13), its emissivity being of the order of

εν PBF n 3P2
∼ 5×1021 T 7

9 R3P2
(T/Tc) . (11.18)

Recent more detailed calculations by Leinson and Peréz [39,40], see also [78], have

shown that correct introduction of charge conservation in the calculation results in

a suppression of the vector part of the PBF process by several orders of magnitude.

The axial part thus makes the dominant contribution, but in the case of 1S0 gaps this

axial part is suppressed for non relativistic particles. As a result, the PBF process

probably has a negligible effect in the case of the inner crust 1S0 superfluid neutrons
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while for the core 1S0 superconducting protons its emissivity, essentially given by

the axial part, is of the order of

εν PBF p 1S0
∼ 5×1019 T 7

9 R1S0
(T/Tc) . (11.19)

In the case of the neutron 3P2 pairing, the suppression of the vector channel results

only in a small reduction, ∼25%, of the total emissivity of (11.18). The two control

functions R, for 1S0 proton and 3P2 neutron pairing, are plotted in the lower panel of

Fig. 11.5 and show that the process turns on when T reaches Tc, increases sharply

when T decreases and then becomes exponentially suppressed at T � Tc.

Table 11.1, taken from [54], lists some of these processes with order of magni-

tude estimates of their emissivities. The last column indicates if the process leads

to “slow” or “fast” neutrino cooling, a qualification which results from both the

overall efficiency and the temperature dependence: T 6 for the fast processes and

T 8 for the slow ones. The PBF processes are intermediate between slow and fast

ones. It is important to notice that when muons are present each process involving

an electron has a analogous one where e− is replaced by a μ− and when hyperons or

quarks are present most processes of Table 11.1 have analogous processes where n
and/or p are replaced by hyperons or quarks. Including all direct and modified Urca,

bremsstrahlung, and PBF processes with all possibly present particles one obtains

more than a hundred possible neutrino emission mechanisms! This presentation of

neutrino processes is very sketchy and the reader is referred to [54, 58] for longer

presentations and to the review of [92] where a detailed presentation of many pro-

cesses may be found.

Neutrino Processes in the Crust

In most cases the neutrino cooling is driven by core emission, exceptions being

models in which baryon in the whole core are paired with high Tc’s. However, at

early times when the star’s age is smaller than the thermal diffusion time, the crust

and core cooling are almost independent and crust neutrino emission controls the

cooling of the crust (this will be described in detail at the end of Sect. 11.4). The

two dominant processes in the crust are the plasmon (Γ ) decay

Γ → νν (11.20)

and the electron–ion bremsstrahlung6

e− +Nucleus → e− +Nucleus+νν. (11.21)

In vacuum the photon decay, γ → νν , is forbidden by energy-momentum conser-

vation but in a dense medium the plasmon dispersion relation renders the decay

of a Γ possible. The bremsstrahlung process (11.21) is another example where a

classical process emitting a γ has an analogous one emitting a νν pair. At very

high temperatures when positrons are present one also has the pair annihilation

6 When ions form a crystal one should rather call this process electron–phonon bremsstrahlung.
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Fig. 11.6 Dominant neutrino
emission processes in the
crust. Each shaded region
shows the regime in which
a given process contributes
more than 90% of the neutrino
energy losses. An example of
neutron 1S0 superfluidity Tc

curve is also plotted, below
which the PBF process starts
to act with an emissivity sim-
ilar to the one of the e–ion
bremsstrahlung. (Figure pro-
duced using the calculations
of [30])
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process, e− + e+ → νν . These processes have complicated T and ρ dependences,

but Fig. 11.6 illustrates the regimes in which each makes the dominant contribution.

(The photo-neutrino process, γ + e− → e− + νν , is not relevant for our purposes.)

Once neutrons become superfluid in the inner crust, the corresponding PBF process

was thought to dominate over e–ion bremsstrahlung by several orders of magnitude,

but the recent results of [39, 40, 78] show that it is actually of the same order of

magnitude as the e–ion bremsstrahlung. The free neutrons in the inner crust also

emit neutrinos through the bremsstrahlung process of (11.14), but this emission is

suppressed by the neutron superfluidity which makes it only a minor process.

11.2.4 Photon Emission and the Envelope

The photon luminosity Lγ is traditionally expressed as

Lγ = 4πR2 · σSBT 4
e , (11.22)

which defines the effective temperature Te (σSB being the Stefan–Boltzmann con-

stant and R the stellar radius). The quantities L, R, and Te are local quantities as

measured by an observer at the stellar surface. An external observer “at infinity” will

measure these quantities red-shifted, i.e., L∞ = e2φLγ , T∞ = eφTe, and R∞ = e−φR,

where e2φ ≡ g00 is the time component of the metric and is related to the red-shift z
by e−φ = 1+ z, so that

L∞ = 4πR2
∞ · σSBT 4

∞ . (11.23)
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The radius at infinity, R∞, and temperature at infinity, T∞, are quantities which are,

in principle, directly observable and whose values are often quoted by observers.7

Non-Magnetized Envelopes

The temperature Te, or T∞, is of course different from the interior temperature T
which appears in (11.1): even under the assumption of a uniform interior temper-

ature T one cannot avoid having strong temperature gradients in the upper layers

of the star. In the deep interior heat transport is usually dominated by the electrons

which are highly degenerate and have a very high thermal conductivity. As a result,

within a few years after the star’s birth its interior temperature will become uniform,

as will be described in Sect. 11.4.2, a situation commonly referred to as “isothermal-

ity”. In the atmosphere, in case the surface is not in a condensed state, and in the

lowest density layers beneath it, photons dominate the heat transport but there is

an intermediate layer where photon transport is inefficient because of the higher

density and where electrons are not yet highly degenerate. Dubbed the “sensitivity

strip”, this layer acts as a heat throttle and controls the heat flow toward the surface.

As is traditional in stellar structure modeling, one usually separates out the outer

part of the star where strong temperature gradients are always present and treat it as

the outer boundary condition in cooling calculations. This outer zone is termed the

envelope and, with a typical cut density ρb = 1010 g cm−3, it has a thickness of the

order of 100 m. Gudmundsson et al. [24] presented a detailed study of neutron star

envelopes and summarized their results by a simple “Tb–Te relationship”

Te � 0.87×106 g1/4
s14

(
Tb

108 K

)0.55

, (11.24)

where Tb is the temperature at the bottom of the envelope, at density ρb =
1010 g cm−3, and equal to the interior temperature T in the uniform temperature

approximation, and gs14 is the surface gravity acceleration in units of 1014 cm s−2.

(As rule of thumb: Te ∼ T 1/2
b and Te ∼ 106 K ↔ Tb ∼ 108 K.)

The results of (11.24) had been obtained assuming that matter in the envelope is

made of 56Fe and iron-like nuclei, i.e., so-called “catalyzed matter”. However, this

is the textbook chemical composition of neutron star upper layers and real stars may

be more dirty: depending on the early history of the star, during or just after the

supernova explosion, lighter elements may have been deposited at the surface. They

can significantly alter the heat transport since the electron thermal conductivity in

the liquid layers of the sensitivity strip is approximately proportional to Z−1, Z being

the charge number of the nuclei. Light elements, as, e.g., H, He, C, or O, hence result

in a more efficient heat transport and may induce a higher surface temperature Te for

a given Tb if they are present deep enough to reach the sensitivity strip [11]. Since

the temperature gradient in the envelope is essentially limited to the region where

7 Notice that R∞ has the interpretation of being the radius an observer would measure were she/he
able to resolve the angular size of the star, considering the effect of gravitational light bending [49].
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Fig. 11.7 Tb–T∞e relationships for various amounts of light elements, parameterized by η ≡
g2

s14ΔML/M (ΔML is the mass in light elements in the envelope, gs14 the surface gravity in units
of 1014 cm s−1, and M is the star’s mass), in the absence of a magnetic field [67]. Also shown are
the relationships for an envelope of heavy elements with and without the presence of a dipolar field
of strength of 1011 G, following [68]. (Figure from [56])

electrons are non degenerate it reaches larger densities at high Te than at low Te. As

a result, a thicker layer of light elements is necessary to affect the outcoming heat

flux in a hot star than in a cold one. The resulting Tb–Te relationships are exhibited

in Fig. 11.7 which shows that such a small amount of light elements as 10−7M� is

enough to significantly increase Te and, since Lγ ∝ T 4
e , result in photon luminosities

almost one order of magnitude higher than in cases where only iron-like elements

are present.

It is important to emphasize that the chemical composition of the uppermost

layers, the atmosphere, has no effect on the outcoming integrated flux F , since it

is determined by the underlying sensitivity strip and the temperature profile in the

atmosphere will simply adjust to let this flux go through it, possibly becoming con-

vective (see, e.g., [11]). However, the atmosphere is of upmost observational impor-

tance since it is where the spectral distribution F(E) is determined.

Heat Transport in the Presence of a Strong Magnetic Field

In the absence of magnetic field the thermal conductivity κ , which relates the heat

flux F to the temperature gradient ∇T through F = −κ ·∇T , is conveniently writ-

ten as

κ0 =
1

3
chc

v v2τ =
π2k2

BT ne

3m∗
e

τ , (11.25)

where chc
v is the specific heat of the heat carriers, v their mean velocity, and τ their

collisional time; the second expression is particularized to relativistic electrons [94].
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In the presence of a magnetic field, due to the classical Larmor rotation of electrons,

heat flow may be anisotropic and κ becomes a tensor

κ =

⎛⎝ κ⊥ κ∧ 0

−κ∧ κ⊥ 0

0 0 κ‖

⎞⎠ (11.26)

(assuming the field B oriented along the z-axis) whose components have the form

κ‖ = κ0 ,

κ⊥ =
κ0

1+(ωBτ)2
, (11.27)

κ∧ =
κ0 ωBτ

1+(ωBτ)2
,

where ωB = eB/m∗
ec is the electron gyrofrequency. The condition ωBτ � 1, or

ωB � ν where ν = 1/τ is the collisional frequency, which implies strong anisotropy,

is easily understood: electrons will undergo many Larmor revolutions between col-

lisions and their motion is essentially controlled by the magnetic field. They can

then easily move along the magnetic field, and hence κ‖ = κ0, but cannot move

perpendicularly to it, and hence κ⊥ � κ0. In the opposite case, ωB � ν , electrons

only complete a very small part of a revolution between collisions and thus behave

almost as if there were no magnetic field. Values of the magnetization parameter

ωBτ are plotted in Fig. 11.8 and show that the condition ωBτ � 1 may be realized

in the whole crust [19].

In case the field is strong enough to be quantizing, the expressions (11.27) have

to be modified (in particular τ also becomes anisotropic) but the essential result that

κ⊥ � κ‖, when ωBτ � 1, remains valid [66].

Fig. 11.8 Magnetization
parameter ωBτ vs. density
at six different temperatures
(as labeled on the curves)
assuming a uniform magnetic
field of strength B = 1012 G.
Its value for different field
strengths scales linearly in B.
(Figure from [19])
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Magnetized Envelopes

The presence of a magnetic field stronger than 1010 G is already sufficient to alter

heat transport in the envelope. The magnetic field is of course not uniform over the

stellar surface but if we assume that it does not vary much on a length scale of a

few hundred meters we can isolate a small patch at the surface and consider B to

be uniform within it and, given its thinness, also within the underlying envelope.

We will see that the surface temperature Ts(θ ,φ) can vary by a factor of a few over

the stellar surface while T varies by a much larger factor (one to two orders of

magnitude) in the radial direction through the envelope: it is a good approximation

to assume that the heat flux F and the temperature gradient∇T are essentially radial.

IfΘB is the angle between B and the radial direction, see Fig. 11.9, then the thermal

conductivity in the direction of the radially pointing F, from the tensor of (11.26),

is given by

κ(ΘB) = cos2ΘB ×κ‖ + sin2ΘB ×κ⊥ . (11.28)

With this form of κ(ΘB) and radial F and ∇T , heat transport in the envelope at this

surface patch is a one-dimensional problem, similar to the case of a non-magnetized

envelope but with a different thermal conductivity, and also a modified equation

of state [91]. The solution is a “local Tb −Te relationship”, valid only at the small

patch of the surface under study, which depends on B andΘB: the obtained effective

temperature Te is a local one which we will rather write as Ts(θ ,φ) in the sense that

the flux emerging from this patch is σBTs(θ ,φ)4. Given the form of κ(ΘB), (11.28),

Greenstein and Hartke [23] proposed the simple interpolation formula

Ts(θ ,φ)4 ≡ Ts(Tb;B,ΘB)4

≈ cos2(ΘB)×Ts(Tb;B,ΘB = 0)4

+sin2(ΘB)×Ts(Tb;B,ΘB = 90◦)4 (11.29)

for arbitrary angle ΘB in terms of the two cases of radial (ΘB = 0◦) and tangen-

tial (ΘB = 90◦) field. This formula is useful in the sense that only the two cases

ΘB = 0◦ andΘB = 90◦ have to be calculated. Schaaf [74] had performed, with many

F
n B

ΘΒ

Fig. 11.9 Left: a small patch of the neutron star surface-envelope. Right: piecing together of such
patches, (11.29), for a given field geometry
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Fig. 11.10 Two examples of surface temperature distribution obtained from (11.29). The maps
cover the whole neutron star surface in an area preserving projection. The left panel has a dipolar
field only while the right panel also contains a quadrupolar field superposed to the same dipole.
The color coding represents the intensity of emitted flux, i.e., T 4, as indicated on the right scale.
For better viewing the dipole magnetic field axis is located in the equatorial plane, oriented from
φ = 90◦ to φ = 270◦. (Figure drawn form the results of [59])

approximations, 2D transport calculations and his results are very well fitted by the

simple relation (11.29). Recently, Potekhin et al. [68, 69] have presented detailed

calculation and fitted their results by an expression similar to (11.29).

Considering now any surface magnetic field geometry, not necessarily dipolar,

one can use a relation of the type of (11.29) to calculate the whole surface tempera-

ture distribution [49,59], under the assumption that, given the high thermal conduc-

tivity of the interior, the bottom temperature Tb is uniform. Two examples of such

temperature distributions are illustrated in Fig. 11.10. Having the temperature distri-

bution Ts(θ ,φ) determined by this method one naturally defines the star’s effective

temperature , see (11.22), through

T 4
e ≡

∫ ∫
sinθ dθdφ

4π
Ts(θ ,φ)4 (11.30)

and, by varying Tb, obtains the resulting Tb–Te relationship. However, the effect of

the magnetic field in the envelope on the Tb–Te relationship turns out to be relatively

small: the blanketing effect in regions whereΘB ∼ 90◦ reduces the luminosity but at

high enough fields the enhancement of κ‖ by quantum effects increases Ts in regions

whereΘB ∼ 0◦ and compensates the previous reduction.

Finally, one has to mention that the assumption of a uniform Tb is questionable:

the high thermal conductivity in the interior is largely due to the long collisional time

τ and, with strong magnetic fields, this implies that the magnetization parameter

ωBτ is very large and may result in a strongly non-uniform crustal temperature.

This issue will be discussed in Sect. 11.5.

11.2.5 Some Simple Analytical Solutions

Based on the previous description of physical processes involved in the cooling of a

neutron star we can obtain several simple and illustrative analytical results. In line

with (11.2) and the neutrino emissivities of Table 11.1 we can write
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Table 11.2 Typical numerical coefficients for simplified power-law cooling models

C Ns Nf S α
erg K−2 erg s−1 K−8 erg s−1 K−6 erg s−1 K−2−4α

high 1030 10−32 10−9 4×1014 0.1

low 1029 10−34 0 2×1015 0.05

Comments:

Values “low” for C and the two Ns and Nf correspond to a maximum pairing suppression, with a minimum

for C due to leptons which never pair and for Ns due to neutrino emission from the crust, while for Nf it

corresponds to absence of fast neutrino emission. For S and α: “high” corresponds to an envelope with a

maximum amount of light elements while “low” corresponds to an envelope made of heavy elements, in

both cases with a stellar radius R ∼ 12 km

Cv = C ·T , Lslow
ν = Ns ·T 8 , Lfast

ν = Nf ·T 6 , (11.31)

explicitly separating fast and slow neutrino processes. For the photon surface emis-

sion we can write

Lγ ≡ 4πR2σSBT 4
e = ST 2+4α using Te ∝ T 0.5+α (α � 1) , (11.32)

where Te has been converted into the internal temperature T through an envelope

model with a power-law dependence. In Table 11.2, taken from [54], typical values

of the parameters of (11.31) and (11.32) are listed.

Due to the much stronger T -dependence of Lν compared to Lγ , at early times ν
emission drives the cooling, this is the neutrino cooling era , and when T has suffi-

ciently decreased photons will take over, the photon cooling era . The temperature

Tshift at which photon cooling takes over can easily be estimated by equating Lν to

Lγ . For slow ν emission one obtains

T s
shift �

(
S

Ns

)1/6

∼ 108 K and Te ∼ 106 K , (11.33)

whereas for fast ν cooling

T f
shift �

(
S

Nf

)1/4

∼ 106 K and Te ∼ 105 K . (11.34)

Analytical solutions to (11.1) are easy to obtain:

(1) During the neutrino cooling era we can neglect Lγ and find

Slow ν
cooling

: t =
C

6Ns

(
1

T 6
− 1

T 6
0

)
, (11.35)

Fast ν
cooling

: t =
C

4Nf

(
1

T 4
− 1

T 4
0

)
, (11.36)
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where T0 is the initial temperature at time t0 ≡ 0. For T � T0, this gives

Slow ν
cooling

: T =
(

C
6Ns

) 1
6

t−
1
6 and Te

∼∝ t−
1
12 , (11.37)

Fast ν
cooling

: T =
(

C
4Nf

) 1
4

t−
1
4 and Te

∼∝ t−
1
8 (11.38)

(we have used that α ∼ 0 in the conversion from T to Te). The very small expo-

nent of t in the Te evolution during neutrino cooling is a direct consequence of

the strong temperature dependence of Lν . The neutrino cooling time scales are

also very suggestive:

Slow ν
cooling

: τslow
ν =

C
6NsT 6

� 6 months ·
[

C30

6Ns
−32T 6

9

]
, (11.39)

Fast ν
cooling

: τ fast
ν =

C
4NfT 4

� 4 minutes ·
[

C30

4Nf
−9T 4

9

]
, (11.40)

and justify the names of “slow” and “fast” neutrino cooling! Notice that 109 K

is a typical value for the baryon pairing Tc, and hence, in case of fast neutrino

cooling, one can expect that a few minutes after the star is born its core may

become superfluid/superconducting, and the neutrino emission very strongly

suppressed.

(2) During the photon cooling era (Lγ � Lν ) one similarly obtains

t = t1 +
C

4α S

(
1

T 4α − 1

T 4α
1

)
, (11.41)

where T1 is the temperature at time t1. When t � t1 and T � T1, we have

T =
(

C
4αS

) 1
4α

t−
1

4α and Te
∼∝ t−

1
8α . (11.42)

Since α � 1, we see that, during the photon cooling era, the evolution is very

sensitive to the nature of the envelope, i.e., α and S, and to changes in the

specific heat, as induced by pairing.

After this description of the essential physical ingredients needed to model neu-

tron star cooling and the insight gained by these simple analytical models we are

ready to embark into descriptions of more sophisticated numerical models in the

next sections.
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11.3 Minimal Cooling of Neutron Stars

Before presenting fast cooling scenarios in the next section, we will first consider

models within the minimal cooling paradigm [56], i.e., the modern version of the

previous “standard” cooling scenario (see, e.g., Nomoto and Tsuruta [46,47]). Min-

imal cooling means restricting ourselves to scenarios where fast neutrino emission

is not occurring: no charged meson condensate, π− or K−, no hyperons, no decon-

fined quark matter is allowed to be present (i.e., no inner core as “?” in Fig. 11.1

is allowed to exist) and, moreover, the proton fraction must be low enough for the

nucleon DUrca process to be kinematically forbidden. However, minimal cooling is

not naive cooling: it must take into account all other possible factors affecting the

star’s thermal evolution. Of particular importance is the occurrence of pairing, for

neutrons and/or protons, with the resulting strong alterations of the specific heat and

neutrino emission, including the one from the formation, and breaking, of Cooper

pairs (the PBF process). A second important ingredient is the chemical composition

of the envelope which can significantly alter the photon emission as described in

Sect. 11.2.4 and also, but to a much smaller extent, the structure of the magnetic

field in the envelope. A third major effect may come from the structure of the mag-

netic field in the deeper layers of the crust: this was not considered in the original

version [56] of the minimal cooling and will be discussed in Sect. 11.5.

The minimal cooling paradigm imposes tight constraints on the equation of state

and among the many proposed models of supra-nuclear matter only a handful of

them do not allow fast neutrino emission. Very soft equations of state are usually

obtained when charged meson condensates and/or hyperons are present while stiff

ones commonly pertain to relativistic models which also result in large proton frac-

tions, but both of these families of models are excluded from the minimal cooling

paradigm. Figure 11.11 shows the mass-radius relationship for four allowed equa-

tions of state: radii at the “canonical” mass of 1.4 M� are between 11 and 12 km and

radii at the maximum mass are between 9 and 10 km. The maximum mass, however,

shows a broader range, 1.7–2.2 M�.

Fig. 11.11 Mass–radius
curves for four equations
of state satisfying the require-
ments of the minimal cool-
ing paradigm: “APR” from
Akmal et al. [3], “WFF3”
from Wiringa et al. [90],
“BPAL21” and “BPAL31”
from Prakash et al. [71].
(Figure from [56])

BPAL21

WFF3

APR

BPAL31
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Fig. 11.12 Comparison of
the cooling of a 1.4 M� star,
built using the equation of
state of APR [3], without and
with nucleon pairing. Neutron
1S0 pairing is from WAP, 3P2

pairing from case “c” and
p 1S0 pairing from AO, as
labeled in Figs. 11.3 and 11.4.
A heavy elements envelope
has been assumed. (Figure
from [56])

With pairing (no PBF)

Without pairing

With pairing (and PBF)

Let us consider, as a first step, the effect of neutron/proton pairing as illustrated

in Fig. 11.12. The two continuous lines correspond to the old “standard” cooling

scenario: core neutrino emission is provided by the MUrca process family, either

freely acting in the “without pairing” case or suppressed in the “with pairing” case

(where neutrino emission by the PBF process is not taken into account). During the

neutrino cooling era both Cv and Lν are suppressed in the “with pairing” case, but

Lν more strongly than Cv and hence this model cools more slowly than the “without

pairing” model. During the photon cooling era Lγ is unaffected by pairing and the

model “with pairing” cools faster because of the reduction of Cv. However, when

the neutrino emission from the PBF process is taken into account, the previous trend

reverses during the neutrino cooling era: the model “with pairing” cools faster than

the model “without pairing” because of the high LPBF
ν . During the photon cooling

era the two models with pairing, with and without the PBF process, converge since

they have the same Cv and the previous neutrino cooling history is progressively

forgotten.

The previous examples of Fig. 11.12 illustrated the importance of the PBF pro-

cess. However, this process is very strongly temperature dependent: it has an overall

T 7 dependence and is, moreover, turned on by pairing, when T = Tc, and then almost

completely suppressed once T
∼
< 0.2Tc (see its control function R in Fig. 11.5). The

result is a strong neutrino emission within a small range of temperatures, between

Tc down to about 0.2Tc, and, since Tc is density dependent, this emission occurs at

different time in different layers of the star. Considering the enormous uncertainty

on the values of Tc in the core, for both neutrons and protons, it becomes manda-

tory to examine many cooling models, scanning the whole range of possible pairing

gaps. Figure 11.13 compares cooling histories when the neutron 3P2 gap is assumed

to correspond to the three very different cases shown in the right panel of Fig. 11.3

and the case where it is vanishingly small. From the discussion in the previous para-

graph one can easily understand the thermal evolutions during the photon cooling
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Fig. 11.13 Comparison of the
cooling of the same star as
in Fig. 11.12 but considering
the four cases of neutron 3P2

gaps of Fig. 11.3. (Figure
from [56])

n 3P2 gap: 0 
a

b & c 
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Total ν 

MU−Br.ν
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p
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Fig. 11.14 Comparison of luminosities from various processes during three realistic cooling histo-
ries: photon (“γ”), all ν-processes (“Total ν”), modified Urca and nucleon bremsstrahlung (“MU-
Br. ν”), and PBF (“PBF ν”) from n 3P2 and p 1S0 pairing marked by “n” and “p”, respectively. PBF
neutrinos from the n 1S0 gap are not shown explicitly, since their contribution is always dominated
by other processes, but they are included in the total ν luminosity. In all three cases, the p 1S0

gap is from AO, the n 1S0 gap from WAP, whereas the n 3P2 gap is from model “a” (left panel),
“b” (central panel) and “c” (right panel) of Fig. 11.3. Notice the crossing of the “γ” and “Total ν”
curves, at ages ∼105 yrs, which marks the transition from the neutrino to the photon cooling era,
and the resulting change in the slope of the photon luminosity curve, in agreement with (11.37)
and (11.42). (Figure from [56])

era: the three models with non-vanishing neutron 3P2 gaps are very similar simply

because at this phase T � Tc in the whole core and the neutron contribution to Cv

has practically vanished resulting in models with the same Cv, and the same Lγ since

they also have the same type of envelope, and hence the same evolution. During the

earlier neutrino cooling era differences appear and the dominant neutrino luminosi-

ties, as well as the photon one, are plotted in Fig. 11.14. Neutron 3P2 gaps “b” and
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“c” give indistinguishable results in Fig. 11.13: such high values of Tc result in effi-

cient neutrino emission from the neutron 3P2 PBF process at early times, but this

process is later strongly suppressed, once T � Tc, and the neutrino luminosity is

then dominated by the proton1S0 PBF process. The model with the neutron 3P2 gap

“a” gives the lowest effective temperatures during the neutrino cooling era because

this gap has Tc’s which maximize neutrino emission from the PBF process at the

right time, i.e., at ages between 10 and 105 yrs. Thus, the four cooling curves of

Fig. 11.13 show us the range of uncertainty inherent to the minimal cooling because

of present uncertainty on the size of the neutron 3P2 gap. This range becomes even

broader once the uncertainty on the proton 1S0 gap is taken into account: all models

of Fig. 11.13 used the same proton 1S0 gap and the effect of varying this gap will be

considered in the final results presented below.

All minimal cooling calculations shown here were performed before it was real-

ized that the 1S0 neutron PBF process is strongly suppressed. However, the neutron
1S0 gap is restricted to the star’s crust and the neutrino emission from the corre-

sponding PBF process has very little effect on the long term cooling of the star:

these calculations will be up-dated soon [57].

A large uncertainty is also introduced due to the unknown chemical composi-

tion of the envelope. As described in Sect. 11.2.4, the presence of light elements

in the upper layers increases their thermal conductivity, compared to heavy iron-

like elements, resulting in a larger Te for a given interior temperature. The effect is

significant and acts in opposite directions during the neutrino cooling era and the

photon cooling era. During the neutrino cooling era the star’s evolution is driven

by Lν , modulo Cv, which determines the time evolution of the interior temperature

T while Te simply follows this evolution: Lγ is irrelevant for the star’s evolution

and different envelopes structures will simply result in a different Te evolution for

the same T evolution. This is clearly visible in Fig. 11.15 where panel B shows that

T∞center is the same for both envelope models when Lν > Lγ (shown in panel C), while

T∞e is higher in case of a light element envelope than in the iron-like element one

(panel A). Later on, during the photon cooling era, the evolution of the interior tem-

perature T is driven by Lγ , modulo Cv, and a higher Te, for a given T , results in a

higher Lγ and faster cooling: a model with a light element envelope cools faster than

the analogous model with an iron-like envelope.

Other ingredients, within the minimal cooling paradigm, have much less impact

on the results. All equations of state compatible with the assumption of minimal

cooling are very similar and lead to very similar evolutions, keeping other ingredi-

ents, as pairing and the envelope, unchanged. In a similar way the mass of the star

has little impact: there is, by assumption, no critical density above which matter’s

structure dramatically changes and hence no critical stellar mass above which some

new mechanism begins to act.

Having considered in some detail the various processes at work in the cooling of

a minimal neutron star we can compare the prediction of this paradigm with obser-

vational data, as presented in Fig. 11.16. The two grey bands correspond to models

using either a heavy element envelope or an envelope with a maximum amount of

light elements, the lighter grey intermediate area showing the location of cooling



272 D. Page

Fig. 11.15 Neutrino and
photon cooling eras for two
models of non magnetized
envelopes formed by heavy
iron-like elements (labeled
“H”) and a maximum amount
of light elements (labeled
“L”). The effective temper-
ature (panel A), the cen-
tral temperature (panel B)
and neutrino (continuous
lines) and photon (dotted
lines) luminosities (panel
C), all redshifted to infinity,
are shown as a function of
time. No pairing effects are
included in these calculations.
(Figure from [56])
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trajectories with an intermediate amount of light elements in the envelope. For both

extreme types of envelope the thickness of the band comes from considering vari-

ous assumptions about proton 1S0 and neutron 3P2 pairing, i.e., cooling models were

calculated for all combinations of gaps shown in Figs. 11.3 and 11.4 (for displays

of all these trajectories the reader is referred to Figs. 28 and 29 in [56]). Consider-

ing the stars with the best data, displayed as boxes, the agreement between theory

and observation is quite good, given uncertainties in both the theoretical predictions

and the estimates of luminosities and ages. The Vela pulsar (6) (and possibly PSR

1706−44: 5) nevertheless appears suspicious, as only extreme values of L∞ and

t are compatible with the coldest minimal cooling trajectories. On the other side,

PSR 1055−52 (7) and RX J0720.4−3125 (11) may be too hot unless their ages

fall in the lower part of the estimated range. These two stars may be good candi-

dates for the occurrence of significant heating, the term “H” of (11.1) which has

been neglected in all models presented in this chapter. However, in the cases of the

objects PSR J0205+6449 (B) in SNR 3C58 and RX J0007.0+7302 (D) in SNR CTA

1, the discrepancy is significant.

There are other objects, and candidates, for comparison with cooling models.

Kaplan et al. [34, 35] have searched for a compact object in several supernova

remnants in which there is, to date, no evidence for the presence of such object.

They obtained upper limits on the thermal luminosity of the presumptively exist-

ing neutron star which in most cases are well below the cooling curves exhibited in



11 Neutron Star Cooling: I 273

Heavy elements
envelopes

envelopes
Light elements

A

B
C

D

1
2 3

4
5

7
8

9
10

11
6

0

Fig. 11.16 Comparison of the predictions of the Minimal Model of neutron star cooling with
the best presently available data. Boxes correspond to neutron stars where surface thermal emis-
sion is clearly detected and which have been studied in detail: 1–6 are obtained from spectral fits
with magnetized hydrogen atmospheres while 7–11 are from blackbody fits, this choice being
based on which type of spectra resulted in an observed radius RObs the closest to 10–15 km.
These stars are: 1, RX J0822−4247 (in SNR Puppis A); 2, 1E 1207.4−5209 (in SNR PKS
1209−52); 3, PSR 0538+2817; 4, RX J0002+6246 (in SNR CTB 1); 5, PSR 1706−44; 6, PSR
0833−45 (in SNR “Vela”); 7, PSR 1055−52; 8, PSR 0656+14; 9, PSR 0633+1748 (“Geminga”);
10, RX J1856.5−3754; and 11, RX J0720.4−3125. The next four stars, labeled as A, B, C,
and D, are barely detected and in case C there is no evidence for thermal emission: A, CXO
J232327.8+584842 (in SNR Cas A); B, PSR J0205+6449 (in SNR 3C58); C, PSR J1124−5916 (in
SNR G292.0+1.8); and D, RX J0007.0+7302 (in SNR CTA 1). The last point: 0, PSR 0531+21; is
the Crab pulsar, for which there is to date no detection of a surface thermal component and only an
upper limit on LObs is possible. Discussion of each data point and references can be found in [56],
except for the upper limit on the Crab pulsar, taken from [89]. (Figure adapted from [56])

Fig. 11.16. However, the supernovas could have been of type Ia, in which case no

compact remnant was formed, or may have produced black holes. In case a neutron

star were detected in one of these remnants, it would probably be our best candidate

for the occurrence of fast neutrino emission. Finally, magnetars also exhibit surface

thermal emission with high luminosities, above 1035 erg s−1, which is powered by

magnetic field decay and they are, hence, not appropriate for comparison with the

passive cooling models discussed in this chapter.
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In their variant of minimal cooling, Gusakov et al. and Kaminker et al. [25, 26,

32] have reached similar conclusions, but with different assumptions about nucleon

pairing.

Some Comments on the Data

Figure 11.16 plots the red-shifted photon luminosity L∞ vs. time: this is theoretically
equivalent to a plot of the red-shifted effective temperature T∞, through (11.23) and

considering that R∞ is well defined for any given theoretical cooling model. How-

ever when plotting data, the observed luminosity and temperature, LObs and TObs

resp., are not equivalent:

1. TObs is obtained from a spectral fit and the result depends on which kind of the-

oretical spectra are used in the fit. For example, fits with magnetized hydrogen

atmosphere model spectra give TObs a factor 2–3 lower than when blackbodies

are used. Moreover, even in cases where the theoretical spectra are accurate there

is no a priori guarantee that the deduced TObs is an effective temperature: the non-

uniform surface temperature distribution makes that the spectral fit, in the X-ray

band, will be biased toward measuring the temperature of the warmest part of

the stellar surface (while the spectrum in the optical region may come from the

coldest part of the star).

2. LObs could be obtained from the flux F through LObs ≡ 4πD2F , once a star’s

distance D is assumed. However, the flux F is not directly observed: part of

it falls outside the detector’s energy range and a part, often very large, of it is

absorbed by the interstellar medium. The contribution of a hard tail, either due

to polar cap thermal emission or some magnetospheric processes, and possible

contamination from a surrounding pulsar wind nebula also have to be taken into

account to extract the surface thermal emission. As a consequence, reconstructing

F from an observed FObs requires a spectral model, i.e., for thermal spectra, is

based on TObs (and deducing an LObs from F moreover involves an assumption

about the R/D ratio).

A consistency check can be performed imitating (11.23) to write LObs =
4πRObsσSBT 4

Obs and thus obtain RObs: the “measured” star’s radius RObs should

be around 10–20 km, the expected range of R∞ from theoretical models. Obviously

the deduced RObs is proportional to the assumed D. In the case of the Vela pulsar,

this consistency check can be meaningfully performed, since D is accurately known,

and gives RObs ∼ 13− 15 km when magnetized hydrogen atmosphere spectra are

used, while blackbodies give RObs ∼ 3−5 km. Thus in this case, spectral fits with

magnetized hydrogen atmosphere spectra satisfactorily fulfill the consistency check

and comparing theory with the observed L or T is equivalent. Unfortunately, for

most other candidates the consistency check does not give such good results and

the best which can be done is to use spectral fits which give RObs the closest to the

expected value of 10–20 km. This approach was used in [56] for the objects labeled

“1” to “11” in Fig. 11.16. However, for the other objects, labeled “A” to “D” the
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data are not good enough to perform the check and, hence, a L vs. t plot is much

more adequate than a T vs. t plot.

Next to the luminosity/temperature measurements come the age “measure-

ments”. It is only for the Cab pulsar that we have a definite age from its association

with the historical supernova of 1054 A.D., while 3C58 is likely associated with

the supernova of 1181 A.D., and an association of Cas A with a late seventeenth

century supernova is possible. When the neutron star is associated with a super-

nova remnant, one can obtain an age estimate, the “kinematic age” tkin, either from

the study of the kinematics of the remnant expansion and/or from the observed

proper motion of the pulsar and its offset from the remnant expansion center. For

RX J1856.5−3754, the age is estimated from the observed proper motion and its

backward extrapolation which points toward a cluster of massive OB stars where

the neutron star was probably born. In the other cases, we are left with a rough

estimate of the star’s age from the observed pulsar spin-down using the so-called

“spin-down age” tsd = P/2Ṗ. For objects where tsd is the only available informa-

tion about the age, an uncertainty of a factor 3 in both directions was assigned

in [56]. This factor of three is representative of typical discrepancies between tsd

and tkin for young objects when both age estimates are available, but larger, and

smaller, discrepancies are not uncommon (see Tables 1, 2 and 3 in [56]). However,

tsd is certainly affected by glitches in young objects and may possibly be more

reliable in older stars which do not present glitches, but for these older stars there

is, to date, no other observed properties against which one could test the reliability

of tsd.

For more details on these issues I refer the reader to the Chaps. 6 & 9 in this book.

11.4 Fast Cooling of Neutron Stars

We will now consider the cooling of neutron stars in which some part of the inner

core, the “pit”, is emitting neutrinos through one of the many possible fast pro-

cesses. As was shown in (11.39) and (11.40), fast neutrino emission means that

matter can cool down to 109 K in a few minutes, compared to a year under slow

neutrino emission. This is further illustrated in Fig. 11.17 which shows the resulting

effective temperature for a series of stars with increasing masses. The early plateau,

at LogTe ∼ 6.4, which we had already identified in minimal cooling models, is also

present here since it is due to the cooling of the crust and will be discussed in details

at the end of this section: its duration depends on the thickness of the crust and mod-

els of increasing mass, having a thinner crust, leave the plateau earlier. Once the star

has relaxed to isothermality the difference between slow and fast neutrino cooling

is spectacular. Notice that the 1.4 M� model has an inner “pit” of only 0.038 M�
which, given the emissivity of the DUrca process, is enough to result in very low

temperatures.
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Fig. 11.17 Cooling of neu-
tron stars of increasing masses
for an equation of state model,
from [70], which allows the
DUrca process at densities
above 1.25× 1015 g cm−3,
i.e., above a critical neutron
star mass of 1.35 M�. Notice
that the equation of state
used is a parametric one and
parameters were specifically
adjusted to obtain a critical
mass of 1.35 M� which falls
within the expected range of
isolated neutron star masses;
other equations of state can
result in very different critical
masses. (Figure from [52])

Fig. 11.18 Comparison of
“standard” cooling vs. three
scenarios with fast cooling
without (labeled as “N” for
“Normal”) and with (labeled
as “SF” for “SuperFluid”)
pairing suppression. Notice
that in these models, from
[51], neutrino emission from
the PBF processes had not
been included

N

SF

N

SF

cooling
Fast n = 

Standard cooling

26
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24

Once pairing is taken into account the situation may change dramatically (the

models of Fig. 11.17 do not take into account pairing), as shown in Fig. 11.18. The

fast neutrino emissivity in these models is set as ε fast
ν = 10n T 6

9 erg cm−3 s−1 with

n = 24, 25, and 26, and they are also compared to the “standard” cooling. The

T 6 dependence is typical of all fast cooling processes and the three values of n
correspond, very roughly, to kaon and pion condensates and to DUrca processes,

resp. (see Table 11.1). The superfluid models in this figure assume a neutron 3P2 gap
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intermediate between the models “a” and “b” of Fig. 11.3, i.e., a Tc of the order of

2× 109 K down to the center of the star: as a result, neutrino emission is strongly

suppressed when T < 109 K and the surface temperature of the three models with

fast neutrino cooling remain almost constant at ages between 102 and 105 yrs. The

“standard” cooling models show the same behavior as was displayed in Fig. 11.12,

but for the fast cooling models the effect of superfluidity is much more dramatic: the

inner fast cooling “pit” will see its temperature drop very fast till it reaches Tc and

then ε fast
ν becomes suppressed. Actually, Tc is reached within less than a minute for

n = 26 and in less than an hour for n = 24! Once T � Tc fast neutrino emission has

practically disappeared and this is why the three models, despite different ε fast
ν , have

very similar temperatures: they have the same superfluid gaps and having reached

Tc in seconds or minutes after their birth does not make much of a difference when

one looks at the star thousands of years later.

An example of comparison of a fast neutrino emission scenario with data is pre-

sented in Fig. 11.19. The equation of state used is the same as in Fig. 11.17 but a set

of neutron and proton pairing gaps is assumed and their effects wholly taken into

account. The same data as in Fig. 11.16 are also plotted: the full set of observed

stars can be interpreted in this scenario by allowing them to have different masses

and different envelope chemical composition. Most stars should undergo slow neu-

trino cooling, but the young ones with low luminosities should have higher masses

with fast neutrino cooling controlled by pairing.

11.4.1 A Warning About Fast Neutrino Cooling Scenarios

Figure 11.17 clearly showed what “fast” neutrino cooling means and Fig. 11.18

illustrated the possibly dramatic effect of the pairing suppression of εν . However,

this latter figure also shows that different neutrino emission mechanisms can lead

to very similar cooling trajectories (see the “SF” fast cooling curves). As an exam-

ple, [56] presented cooling models with equations of state which contained nucleons

only, and also including hyperons and/or quarks (a “maximal” cooling scenario!)

and showed that, given uncertainties on the possible pairing gaps of all these com-

ponents, essentially indistinguishable cooling trajectories could be obtained. The

scenarios presented here are based on pairing control of the fast neutrino emis-

sion and this control must occur at high densities where pairing gaps are essentially

unknown. Presence of a π−-condensate is likely to favor large gaps and may be a

good candidate (see [85], and references therein). Quarks are expected to develop

very large gaps [4, 5] making deconfined quark matter another good candidate (see,

e.g., [65], and references therein). However, K−-condensate with sufficient heat-

ing can also be made compatible with observational data without invoking pairing

suppression of its not so fast neutrino emission [50], as well as scenarios using the

MMUrca process [73].

Obviously more information than just the thermal evolution is required in order

to attempt to draw any conclusion about the state of matter in the inner core of
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Fig. 11.19 Cooling of the same stars as in Fig. 11.17, with masses from 1.1 up to 1.7 M� as labeled
on the curves, with a heavy element (upper panel) or light element (lower panel) envelope. Neu-
trons are paired with a 1S0 gap from model “SFB” and a 3P2 gap from model “b” of Fig. 11.3 and
protons with a 1S0 gap from model “T” of Fig. 11.3. Plotted data are the same as in Fig. 11.16
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the heavier neutrons stars. In particular, the critical mass at which some fast neu-

trino emission mechanism becomes allowed is very model dependent, and drawing

conclusions about the masses of cooling isolated neutron stars by comparing their

thermal luminosity with some fast cooling model is dangerous since very different

scenarios, and EOSs, can lead to very similar results.

11.4.2 A Look at the Evolution of Temperature Profiles

It is most instructive to look in detail at the evolution of the temperature profile

inside the star during its cooling. Two examples, for fast and slow neutrino cooling,

are shown in Fig. 11.20 (see also the longer description in [22] where the same equa-

tion of state as the present one is used. These authors, however, had not considered
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Fig. 11.20 Temperature profiles for the 1.7 M� (left panel) and 1.3 M� (right panel) models of
the upper panel, i.e., with heavy element envelopes, of Fig. 11.19. The vertical scale plots the
red-shifted temperature T eφ (since isothermality is given by T (r)eφ(r) = constant). T profiles
are shown for ages (in years) with Log t = −10, up to +2 (thick lines, with Log t labeled next to
the curves), and from −2 to +2 profiles in steps of 0.2 are also shown (thin lines). Also shown
are the Tc profiles for neutrons (labeled “n”) 1S0 and 3P2 and proton (labeled “p”) 1S0 pairing. The
two densities marked “a” and “b” are the neutron drip point and the crust–core boundary. The two
densities marked as “c” and “d” for the 1.7 M� models are the critical densities above which the
two DUrca processes, n → p+ e+νe and n → p+μ+νμ , resp., become kinematically allowed
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the suppression of the neutron 1S0 Cooper pair process described in [39, 40]). The

initial temperature was (arbitrarily) set at T (r)eφ(r) = 1010 K in the whole star for

both cases: the earliest T -profiles should not be taken too seriously (and, moreover,

neutrino trapping is not considered in these cooling calculations).

Considering first the early cooling of the crust, it is initially driven by neutrino

emission from plasmon decay (see Fig. 11.6), and the temperature in the outer crust

(below point marked as “a” in Fig. 11.20) relaxes in about 1 year to some almost

universal profile, indicated by the inclined bold arrows in both panels of the figure,

which correspond to the temperature where the plasmon process becomes expo-

nentially suppressed and neutrino emission is provided by the inefficient e–ion

bremsstrahlung process (compare with Fig. 11.6). This is the origin of the early

flat plateau, lasting a few years and visible in all cooling curves shown in previous

figures. The much slower cooling of the inner crust, i.e., between the point “a” and

“b” in both panels of Fig. 11.20, is due to much larger specific heat of this region

because of the abundant free neutrons. Notice that once T reaches Tc the cooling of

the layer slows down because of the sudden increase of the neutron cv just below Tc

while when T � Tc the cooling accelerates because of the exponential suppression

of cv.

When looking at the early cooling of the core, one can see that the evolution

of the 1.3 M� model’s core is identical to the evolution of the outer core, i.e., the

region between points “b” and “c”, of the 1.7 M� model. However the inner core

of the 1.7 M� model cools much faster due to the DUrca process. Notice the even

faster cooling above point “d” where the second DUrca process with muons is also

allowed.

In the early phases, when the neutrino cooling time scale is much shorter than

the heat transport time scale, different layers cool independently of the evolution of

their neighbors, which is apparent as sharp temperature variation at points “a”, “b”,

“c”, and “d”. The heat diffusion time scale τHeat
l over a distance l is roughly given

as τHeat
l ∼ l2κ/cv and takes very different values at different regions and different

ages during the cooling. As time runs, the effect of heat diffusion is easily seen in

Fig. 11.20 as a progressive smoothing of the T profiles. Most spectacular is the emp-

tying of the crustal heat into the core in the 1.7 M� model at ages between Log t = 0

and 1, which results in the fast drop of surface temperature seen in Figs. 11.17,

11.18, and 11.19. After this phase the star has reached isothermality and its evolu-

tion is much simpler, allowing some analytical solutions as described in Sect. 11.2.5.

11.5 More than Only Dense Matter: Magnetic Fields

The final result of the early evolution described in Sect. 11.4.2 is a neutron star with

an isothermal interior, a strong temperature gradient only surviving in the upper lay-

ers in the envelope. These results were obtained with a cooling code which assumes

spherical symmetry and thus explicitly excludes any anisotropy effect in the inter-

nal heat transport due to the presence of a strong magnetic field, possible magnetic
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effects being only included in the envelope through the outer boundary condition

(see Sect. 11.2.4). However, anisotropy is expected to be present much deeper than

just the envelope, in the case of a strong enough magnetic field or low enough

temperatures, as can be seen from the large values of the magnetization parame-

ter displayed in Fig. 11.8. This effect which, we will see below, potentially alters the

cooling of the star and may result in surface temperature distributions drastically

different from the ones presented in Fig. 11.10, implies that the geometry of the
magnetic field in the stellar interior may have observable consequences. In order

to study this problem we thus have to model the structure of the field in the stellar

interior. This approach actually only depends on the structure of the field within the

crust: in the core, at least in the outer part of it, protons are expected to form a type

II superconductor with the result that the magnetic flux is confined into fluxoids

which occupy only a very small part of the material’s volume and, hence, thermal

conductivity is not expected to be so strongly anisotropic than in the crust. In this

case, an isothermal core, which forms within a few years after the neutron star birth,

is a reasonably good approximation.

At present time, studies have been performed with 2D heat transport codes, i.e.,

axisymmetric configurations. If we consider only dipolar field structures, it is con-

venient to decompose the magnetic field B in two components

B = Bpol +Btor , (11.43)

where, working in spherical coordinates with the θ = 0 axis along the field’s sym-

metry axis, the poloidal part Bpol only has r and θ components while the toroidal one

Btor only has a φ component. The field lines of Btor are then simply circles centered

on the symmetry axis. Outside the star Btor vanishes while Bpol turns into a simple

vacuum dipolar field. Our concern is the structure of B inside the star, and defining

it is equivalent to choosing the location of the electric currents j, since ∇∧B = 4π
c j.

The next natural step is to separate currents flowing in the core, which are proton

supercurrents located around each magnetic field fluxoid tube, from the ones located

in the crust which are due to electrons. For Btor we only need the crustal part, since

by axisymmetry the core part is totally confined to the core, but for Bpol we can

write

Bpol = Bcore +Bcrust . (11.44)

This, oversimplified, internal magnetic field structure is illustrated in Fig. 11.21.

With these definitions we are ready to study the effects of a strong internal mag-

netic field on the thermal structure of a neutron star [19, 20, 60]. The left panel of

Fig. 11.22 depicts the crustal temperature distribution in the case B is reduced to

a Bcrust component: electrical currents are only present in the crust and generate a

purely poloidal dipolar magnetic field (a probably unrealistic, but illustrative, con-

figuration). What have to be noted are, first, the magnetic field lines which, being

confined to the crust, are predominantly meridional becoming radial only close to

the surface and near the symmetry axis, and, second, since κ⊥ � κ‖, that the mag-

netic field lines are practically isothermal lines. In the central panel of Fig. 11.22

the three components of B are present. The pictured field lines are the ones of Bpol
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Fig. 11.21 The three components of the magnetic field
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Fig. 11.22 Left and central panels show the temperature distribution in a magnetized neutron star
crust with a poloidal dipolar field confined to the crust, Bcrust (left), and a more general config-
uration including a toroidal component, Bcore + Bcrust + Btor (center), with Btor concentrated in
the middle of the crust. Field lines of Bpol are shown as white lines and the color coding maps
T (r,θ)/Tcore. The thickness of the crust has been increased for better viewing. The right panel
shows the surface temperature resulting from the crustal temperature of the central panel using the
same projection as in Fig. 11.10. (Figures from [19, 20])

only and, due to the presence of a very strong Btor, the field lines of the total B
are strongly wrapped around the symmetry axis: the thermal barrier due to Btor is

clearly seen and results in heat flowing toward the surface mostly along the sym-

metry axis where Btor vanishes. The right panel of Fig. 11.22 shows the resulting

surface temperature distribution which should be compared to the ones shown in

Fig. 11.10.

These results open up the possibility of detecting the presence of a strong toroidal

field confined to the stellar interior. Good candidates for this purpose are the “Mag-

nificent Seven” (see Chap. 7). These are nearby, isolated, cooling neutron stars

which share several properties, one of them being that the size of the thermally

emitting region, obtained from blackbody fits of the X-ray band thermal spectrum,

is much smaller than the total area of a neutron star. Moreover, several of them

have been detected in the optical band where they are brighter than the Raleigh–

Jeans tail of the blackbody X-ray spectrum. A proposed interpretation of this opti-

cal excess, inspired by the small X-ray thermally emitting region, is that a large part
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Fig. 11.23 Fit of the X-ray and optical spectrum of the isolated neutron star RX J1856.5−3754:
the continuous line shows the composite spectrum originating from the surface temperature dis-
tribution of the right panel Fig. 11.22, assuming blackbody emission from each surface element
at the local Ts(θ ,φ), while the dotted lines show the double blackbody fit to the data from [83].
(Figure from [20])

of the stellar surface is cold and detectable in the optical while not being seen in

the X-ray band [62, 83]. A surface temperature distribution as the one shown in the

right panel of Fig. 11.22 could provide support for such an interpretation, as illus-

trated in Fig. 11.23. Notice, however, that the model of Fig. 11.23 assumes isotropic

blackbody emission from the surface, which is certainly not realistic, and the good

fit to the data cannot be considered yet as more than a hint about the presence of a

toroidal field. Moreover, other explanations of the mismatch of the optical spectrum

with the extrapolation of the X-ray spectrum may be possible, as, e.g., a peculiar

surface structure with a condensed matter surface made of iron and covered by a

thin hydrogen atmosphere [29].

The presence of an extended cold region at the surface, because of the exis-

tence of a strong toroidal field, also has the immediate consequence that the photon

thermal luminosity is lower than the one of a star with a purely poloidal magnetic

field. In other words, a toroidal component can significantly alter the Tb–Te relation-

ship as is shown in the left panel of Fig. 11.24. Notice however that in these results

Tb now refers to the interior temperature at a density ρb = 1014 g cm−3, instead

of 1010 g cm−3 as was the case in envelope models discussed in Sect. 11.2, so that

the whole effect of the magnetic field in the crust is taken into account in the outer

boundary condition. From the description of minimal cooling in Sect. 11.3 the effect

of such modified Tb–Te relationships is easily foreseen, and confirmed by the cooling

models presented in the right panel of Fig. 11.24: during the neutrino cooling era

models with strong toroidal fields have lower luminosities than a model without
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Fig. 11.24 Left panel: Tb–Te relationships corresponding to four different toroidal field structure.
In models “T2” Btor is concentrated in the middle of the crust while in “T1” it is close to the crust–
core boundary and, for each case, two different maximum toroidal field strength are considered.
In all cases Bpol has a strength of 1013 G at the magnetic pole but two different distributions of
the electrical currents in the stellar interior are considered. The continuous curve shows the Tb–Te

relationship corresponding to an isothermal crust. Right Panel: cooling of neutron stars with the
magnetic field structures of the left panel. The observed range of luminosities of the “Magnificent
Seven” is indicated. (Figure from [53])

toroidal field, although the core temperatures of all of them are practically identi-

cal, while during the photon cooling era the situation is inverted and models with

lower Te, and hence a lower Lγ , for a given Tb cool more slowly. The significance of

these results resides in this last effect, i.e., neutron stars with strong toroidal mag-

netic fields can live longer as detectable thermally emitting X-ray sources [53, 55].

A more detailed study of cooling neutron stars with a strong toroidal field as been

recently presented by Aguilera et al. [1].

11.6 Conclusions and Future Prospects

The detailed study of the minimal cooling of neutron stars, presented in Sect. 11.3,

has allowed us to reach the conclusion that most observed thermally emitting iso-

lated neutron stars are compatible with the predictions of this scenario. We could

nevertheless identify several good candidates for non-minimal neutron stars. Con-

sidering the expected mass range of isolated neutron stars, shown in Fig. 11.25, we

can conclude that:

• This strongly indicates that the critical mass for the appearance of a new state of

matter in neutron stars is close to the upper edge of this mass range, i.e., around

1.5±0.1 M�.

Identification of this new state of matter will, however, require complementary stud-

ies, particularly of the many other facets of neutron star phenomenology. One must



11 Neutron Star Cooling: I 285

Fig. 11.25 The initial mass function of neutron stars as predicted by stellar evolution theory. The
continuous line shows results from Fryer and Kalogera [18] and the dotted line is adapted from
Timmes et al. [82]. The difference between these two predictions is that the former authors included
fall-back after the supernova explosion. (Figure from [58])

also keep in mind that “new state of matter” may simply be nucleon matter with a

proton fraction above the DUrca threshold, or the existence of the MMUrca process.

The “Magnificent Seven” have proven to be a gold mine for neutron star stud-

ies and are still far from being understood. It was shown in Sect. 11.5 that they

may be examples of neutron stars with strong toroidal fields, and their strong mag-

netic fields make them a population intermediate between run of the mill pulsars

and magnetars. Many of the observed nearby cooling neutron stars come from the

Gould belt [64], making the Solar neighborhood a favorable region in the Galaxy

for neutron star studies: population synthesis studies [63] with cooling models [65]

and future increase of the sample will be a valuable and complementary tool to the

traditional approach presented in this chapter.

Magnetars, either SGRs or AXPs, are also laboratories which, in spite of the

complications brought in by their huge magnetic fields, may provide insight on the

neutron star interior. Theoretical modeling of their thermal behavior is still in its

infancy but the possibility that their large “persistent” thermal X-ray emission is due

to the long term cooling of the inner crust heated by a giant burst [16] opens a new

window in the study of neutron star thermal behavior. Many aspects of the problem

remain to be explored (see, e.g., [33]), including the effects of the magnetic field

introduced in Sect. 11.5 where only the first steps have been performed to date [1].

Very promising for complementary studies are compact stars in accreting binary

systems, particularly those undergoing transient accretion. When accretion stops we

are most certainly directly seeing the surface of the heated compact star and the

evolution of these stars parallels that of isolated ones (see, e.g., the recent work of

Levenfish and Haensel [41] and references therein). In several cases, the compact

star appears to be very cold and these provide serious candidates for fast neutrino
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cooling [13]. When an accretion period has lasted several years, the crust has been

driven out of thermal equilibrium with the core and the relaxation of the star can

be directly observed after accretion stopped, i.e., an evolution similar to the one

described in Sect. 11.4.2 can be directly observed [72, 80]. Moreover, the internal

thermal state of an accreting compact star has a direct impact on the properties of

long type I X-ray bursts (see, e.g., [15]). Since in these low-mass X-ray binaries

(LMXBs) accretion can last 108–109 years one expects some of them to contain

more massive compact stars than the ones present in the isolated neutron star sample.

Future observations, and theoretical studies, of LMXBs will certainly be a major

tool to unravel several of the neutron star mysteries.
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19. Geppert, U., Küker, M., & Page, D. 2004, A&A, 426, 267
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Chapter 12
Neutron Star Cooling: II

Sachiko Tsuruta

12.1 Introduction

12.1.1 Historical Background

It was more than 70 years ago when Baade and Zwicky [3] speculated that an

“exotic” star consisting mostly of neutrons, now known as a neutron star, may

be formed when a normal star collapses through a supernova explosion. During

the subsequent years in the 1930s several theorists, including Oppenheimer and

Volkoff [35], discussed the properties of neutron stars. However, it was not until

the late 1950s to the early 1960s, when curiosity on such a hypothetical object

revived [11,73]. As far as I am aware Cameron [11] is the first author who discussed

thermodynamic problems of neutron stars. This article’s author chose to explore this

problem as one of the projects on neutron stars as her PhD thesis [59]. The research

started as a purely theoretical endeavor, but before the calculations were completed

we learned of the discovery of the first Galactic X-ray source Sco X−1, which

was soon followed by the second such Galactic X-ray source detection, this time

in the Crab supernova remnant [15]. It was immediately suggested by several theo-

rists [19, 59, 66] that these strong X-ray sources might be neutron stars, because if

these X-rays are blackbody radiation as expected, the radius of the emitting region

has to be as small as ∼10 km (because the temperature is so high), just the correct

size predicted for a neutron star.1

The first series of our detailed cooling calculations [59, 66] indeed showed that

these stars can be hot enough to emit X-rays for approximately a million years

S. Tsuruta
Department of Physics, Montana State University, Bozeman, MT 59717, USA
e-mail: uphst@gemini.msu.montana.edu

1 For blackbody radiation the photon luminosity Lγ ∝ R2T 4
s (R is the stellar radius, and Ts is the

surface temperature), and to emit X-rays Ts must be ∼106 K or so [19, 59]. Then, for Lγ to be
observable, e.g., solar luminosity, the radius must be about 10 km.
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after a supernova explosion. However, subsequent observations indicated that the

Crab X-ray source is “extended”, and the spectrum of Sco X−1 radiation is not

blackbody [9]. At about the same time Bahcall and Wolf (1965) [4] suggested that

if pions are present in a neutron star, the star will cool too fast to be observable.

The unexpected discovery of a neutron star, however, was soon reported in 1968,

in the form of a radio pulsar [20]. With the subsequent discovery of many more

radio pulsars [57], as well as X-ray pulsars by UHURU and other X-ray satellite

missions [24], a neutron star is now an established, no longer “exotic” member of

the celestial family. On the other hand, the prospect of directly “seeing” a neutron

star, in the sense of detecting the radiation directly from the stellar surface, as in the

case for ordinary stars, has turned out to be elusive. This is because the circumstellar

plasmas, in accretion disks and/or the stellar magnetosphere, can emit X-rays, too,

often stronger than the stellar surface radiation, and it was beyond the capability of

the earlier pioneering detectors to separate one from the other.

The first imaging X-ray telescope on board the Einstein Observatory launched in

1978 [16], however, offered the first opportunity for detecting radiation directly from

the surface of neutron stars (see, e.g., [33]). Prompted by this new challenge the sub-

sequent years have seen revival of neutron star thermal evolution studies [34,44,61].

In the earlier years neutron star cooling calculations were carried out by adopting a

simple isothermal approximation.2 In the subsequent years during the 1980s more

detailed neutron star cooling calculations were carried out [34,44], by adopting fully

general relativistic stellar structure evolution equations (see Sect. 12.2.1) and up-to-

date microphysics, and by utilizing the “exact evolutionary method” without mak-

ing an isothermal approximation (see footnote 2). The results of these calculations

were then carefully compared with the data from the Einstein observations [33,61].

The conclusion is that the upper limits to the temperatures of some neutron stars

are consistent with the “standard” neutron star cooling scenario, but the Vela pul-

sar temperature upper limit is too low for the standard cooling scenario. However,

the Vela data is consistent with a fast “nonstandard” cooling scenario.3 The ear-

lier developments as outlined above have been reviewed by two major articles by

Tsuruta [60, 61].

Although the launch of the Einstein Observatory gave the first hope for detect-

ing thermal radiation directly from the surface of cooling neutron stars, the data

from the Einstein were only temperature upper limits [33,34]. However, the ROSAT
X-ray satellite mission, launched in 1990, offered the first turning point. Due to its

2 When the integration of basic stellar structure evolution equations is carried out simultaneously
without making an isothermal approximation, we refer to that method, for convenience, as the
“exact evolutionary method”. However, the interior of a neutron star becomes essentially isother-
mal after several hundred to a few thousand years of thermal evolution, and then the structure equa-
tions and the thermodynamic equations can be decoupled. When these two sets of equations are
solved separately, the method is generally referred to, as the “isothermal method”. See Sect. 12.2.1
for the details.
3 In the “standard” cooling scenario a star cools through the conventional neutrino processes, such
as the modified Urca process. On the other hand, the accelerated cooling, such as pion cooling,
is often referred to, as “nonstandard” cooling. In this article, for convenience, we will adopt this
terminology. See Sect. 12.2.2 for the details.
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favorable soft response it offered for the first time confirmed detections of the stellar

surface thermal radiation from at least three cooling neutron stars, PSR 0656+14,

PSR 0630+18 (Geminga) and PSR 1055−52, and possibly from PSR 0833−45

(Vela pulsar) also [6]. Consequently, the 1990s saw renewed activities in the stud-

ies of thermal radiation from neutron stars. These activities were reviewed, e.g., by

Tsuruta in 1998, hereafter T98 [62].

12.1.2 Recent Developments

Recently, the prospect for measuring the surface temperature of isolated neutron

stars, as well as obtaining better upper limits, has increased tremendously, thanks

to the superior X-ray data from Chandra and XMM-Newton X-ray satellite mis-

sions launched in 1999 (see, e.g., [8] for the review). Consequently, the number of

confirmed surface temperature detections has increased to at least eleven, and the

upper limits to the temperatures were obtained for all pulsars from the ROSAT All

Sky Survey [8]. New X-ray spectral data from these satellite missions enabled us

to estimate the surface composition (see, e.g., [39]). The distance and the age of

the stars have been among the most uncertain parameters, which have made it dif-

ficult to discriminate among different competing theoretical models. Most recently,

however, we have gained hope for some improvements, e.g., by the direct distance

measurement by very long baseline interferometry (VLBI) observations, e.g., for

Vela pulsar [12].

On the theoretical side, in recent years important progress has been underway

in the area of nuclear and particle physics which are essential for testing neutron

star (NS) cooling theories, such as the equation of state (EOS) and the influence

of superfluid neutrons and protons in the inner neutron star crust (see [32, 51–56],

and references therein). These developments have started to give us better hope for

differentiating between various competing neutron star cooling models.

In this paper we will consider isolated “ordinary” NSs which are suitable for

testing cooling theories with observation – “ordinary” in the sense that surface mag-

netic fields do not exceed ∼1013 G. Therefore, magnetars, accreting NSs in binaries

and millisecond pulsars are not included. Quark stars are not covered due to lack

of detailed theories necessary for testing NS cooling models, to the extent that is

currently already available for other types of NSs covered in this review.

After an introduction in this section, Sect. 12.2 describes basic equations,

methods of calculations and input microphysics. Section 12.3.1 summarizes cooling

models obtained by these equations before the Chandra and XMM-Newton X-ray

missions offered more detailed cooling data. Section 12.3.2 will introduce cur-

rently up-dated observational data, and in Sect. 12.3.3 the latest theoretical thermal

evolution models are presented and compared with these new observational data.

Future prospects are discussed in Sect. 12.4, and concluding remarks are given in

Sect. 12.5.
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12.2 Basic Equations and Input Physics

12.2.1 Basic Equations and Methods of Solution

The general relativistic equations for solving the structure and evolution of neutron

stars (NSs hereafter) are given as [58, 61]:

Hydrostatic Equilibrium:

dP/dr =
−G(m+4πr3P/c2)(P/c2 +ρ)

r2(1−2Gm/rc2)
, (12.1)

dm/dr = 4πr2ρ, (12.2)

dφ/dr =
−dP/dr
(ρc2 +P)

, (12.3)

Energy Balance:

d(Le2φ )/dr =
−4πr2neφCvdT/dt
(1−2Gm/rc2)1/2

. (12.4)

Radiative Energy Transport:

d(Teφ )/dr =
−3κρLγeφ

16σT 34πr2(1−2Gm/rc2)1/2
, (12.5)

where P, ρ , m, T , L, Lγ , κ , Cv, n, r, and t are pressure, total mass density, mass,

temperature, total luminosity, photon luminosity, total opacity, total specific heat,

total number density, radial distance from the center of the star, and time, respec-

tively, measured locally. G, σ , and c are Gravitational constant, Stefan–Boltzmann

constant, and speed of light, respectively. φ is the gravitational potential and eφ

is the general relativistic correction factor. In the non-relativistic limit eφ reduces

to 1, m � 4πr3P/c2,P � ρc2, and 1 � 2Gm/rc2, and these equations reduce to

the familiar Newtonian stellar structure evolution equations found in any standard

astrophysics textbooks.

The first equation (12.1) tells just the mechanical balance, i.e., that at each point

in a star the gravity must be supported by the internal pressure and the second

equation (12.2) is just the relation between mass and density. The third equation

defines the gravitational potential due to general relativity which becomes negligible

in the Newtonian limit, and hence this equation does not appear in the Newtonian

version of these basic equations. The first three equations determine the structure

and mechanical properties of the star such as the relations between mass, radius

and central density, while the last two equations determine the thermodynamic

properties of the star, such as specific heat, luminosity and internal and surface

temperatures.
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In order to solve these equations, we require additional supplementary equations:

Equation of State (EOS):
P = P(X ,ρ ,T ), (12.6)

Opacity Equation:
1/κ = 1/κR +1/κC, (12.7)

Luminosity Equations:

d(Lνe2φ )/dr =
4πr2neφqν

(1−2Gm/rc2)1/2
, (12.8)

Lγ = 4πσR2T 4
s , (12.9)

L = Lν +Lγ , (12.10)

where κR and κC are the radiative and conductive opacity, Lν and qν are total neu-

trino luminosity and total neutrino emissivity (= luminosity per volume), respec-

tively, X refers to the composition, R is stellar radius, and Ts is stellar surface

temperature, respectively.

Note that in the above equations the total mass density, total number density,

total opacity and total specific heat are the values obtained by adding the respective

components contributed by all constituent particles.

Solving (12.1)–(12.10) simultaneously, we obtain the mechanical structure such

as stellar mass M, radius R and central density ρc, and thermodynamic proper-

ties such as temperature T, total internal energy E, specific heat Cv, as well as

the radial distribution of these parameters across the stellar interior. In this arti-

cle, for convenience, this method without making any approximations will be called

the “exact evolutionary method”. On the other hand, the stellar interior is essen-

tially isothermal, and any temperature decrease from the interior to the surface takes

place within very skinny layers near the surface. Therefore, except during the ear-

lier stages before the thermal equilibrium is reached (about 100–10,000 years after

a supernova explosion), the first three mechanical equations (12.1)–(12.3) and the

last two thermodynamic equations (12.4) and (12.5) can be decoupled. Then we first

integrate (12.1)–(12.3) to obtain mechanical properties such as M, R and ρc. Using

these quantities thus obtained as the input, we solve the last two equations (12.4) and

(12.5), to obtain thermodynamic properties such as T vs. t relations (cooling curves)

and the relation between the internal core temperature Tc and surface temperature

Ts.
4 This method, of decoupling the mechanical and thermodynamic parts, is gen-

erally called the “isothermal method”.5 In this article, all cooling/heating curves

shown were obtained by adopting the exact evolutionary method without making an

isothermal approximation.

Typical results for the mechanical properties are presented in Fig. 12.1, where

the central density vs. stellar mass relation is shown, for the density regime from

4 This Tc vs. Ts relation is necessary because neutrino luminosity depends on Tc (since neutrinos
escape from the stellar interior directly), while photon luminosity depends on Ts.
5 It many be emphasized that although various physical properties can be explored qualitatively by
using the isothermal method, in order to obtain detailed cooling curves which are to be compared
with the improved observational data, it is desirable that we adopt the exact evolutionary method.
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Fig. 12.1 Mass–central density relation of dense stars. In the lower stable region stable white
dwarfs lie, while in the upper two stable regions two stable NS models (A) and (B) are located.
The compactness (M/R) depends on the nuclear force

the white dwarf region (lower stable region) to the NS region (upper two stable

regions which represent two different NS models (A) and (B)). Model(A) represents

a denser and more compact star, while Model (B) refers to a more extended and less

dense star. See Sect. 12.2.2 for further details of the models.

The quantities such as T , L, R, etc., which appear in the above equations refer to

the local values at the star. However, since an NS is very dense, gravitational effects

can not be neglected. Consequently, the values at infinity (the observed values) are

gravitationally redshifted. The observed surface temperature and photon luminosity

are, accordingly, expressed as

T∞s = Tseφs , (12.11)

L∞γ = Lγe2φs . (12.12)

Combining these equations, the observed photon luminosity and surface tempera-

ture are related as

L∞γ = 4πσR2
e(T

∞
s )4, (12.13)

where Re is the effective (observed) radius

Re = e−φsR. (12.14)

In these equations φs is the gravitational potential at the stellar surface, and

eφs = (1−2GM/Rc2)1/2. (12.15)

It may be noted that (12.4) is especially important for NS cooling theories

because it essentially determines cooling. That can be seen more easily if we look

at this equation in the Newtonian limit, which reduces to
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dE/dt = CvdT/dt = −Lγ −Lν +H, (12.16)

where E is the total internal energy, Lγ and Lν are photon luminosity and neu-

trino luminosity , respectively, and Cv is the total specific heat. Sometimes heating

becomes important, and hence the heating term H is added in this equation. This

equation represents the rate of decrease of temperature with time dT/dt. It deter-

mines cooling/heating, i.e., the T vs. t relation, which can be obtained by integrating

(−Lγ −Lν +H)/Cv over time.

Typical standard cooling curves are shown in Fig. 12.2. Total photon luminosity

L∞γ (to be observed at infinity) is plotted against stellar age t (taken from T98 [62]).6

These cooling curves were obtained by the exact evolutionary method. The dif-

ferent curves refer to the different NS models BPS, PS and FP. The BPS model

represents a dense, more compact star with the EOS constructed by Baym, Pethick

and Sutherland [5], the PS model a less dense, very extended star with the EOS

constructed by Pandharipande, Pines and Smith [37], and the FP model with the

EOS constructed by Friedman and Pandharipande [14] which represents a model

which is medium in its compactness (see Sect. 12.2.2). The data points indicated by

the name of each pulsar were up-dated as of 1995. Bars and downward arrows rep-

resent detections and upper limits, respectively. Until the age of about 105−6 years

neutrino luminosity Lν dominates photon luminosity Lγ [in (12.10)], and hence the

star cools by neutrinos escaping from the interior. This period is called neutrino
cooling era. After about that age, however, photon luminosity overtakes neutrino

luminosity, and the star cools predominantly by photons escaping from the stellar
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Fig. 12.2 Typical standard cooling curves for different NS models BPS (dotted curve), PS
(dashed), and FP (solid), taken from [62]

6 Note that since surface photon luminosity is directly related to surface temperature through the
blackbody radiation equation (12.13), cooling curves are often shown as photon luminosity vs. age
relations. See Sect. 12.3.2 for the reason.



296 S. Tsuruta

Fig. 12.3 Various compo-
nents of neutrino luminosity,
photon luminosity and inter-
nal energy as a function of
internal core temperature,
taken from [66]
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surface. This latter period is called photon cooling era . We see that the effect of

EOS is relatively small, but more extended stars cool somewhat more slowly during

the neutrino cooling era between ∼100 and 106 years.

This behavior takes place because neutrino luminosity far exceeds at high tem-

peratures during the earlier stages but it has a sharp decrease with temperature, as

∝ T 6−8
c , and hence it decreases quickly as the star cools, while photon luminosity

depends on temperature more moderately as ∝ T 4
s . The situation is illustrated in

Fig. 12.3, where various components of luminosity and internal energy are shown

as a function of internal temperature. In this figure three curves with steeper slopes

marked (URCA), (Plasma) and (Bremsstrahlung) are modified Uruca, plasmon and

crust bremsstrahlung neutrino luminosity, respectively, while two other lines with

much milder slope marked (Photon Luminosity) refer to photon luminosity, with

two surface composition Mg and Fe (as marked). See Sect. 12.2.2 for the details.

12.2.2 Major Input Parameters and Their Effects

Among the important factors which potentially can affect the nature of NS cool-

ing seriously are: EOS, composition, neutrino emission processes, superfluidity of

constituent particles, heating, and stellar mass. In the following we shall consider

these factors.7

7 The effect of magnetic fields on cooling itself is not important for isolated neutron stars and
ordinary pulsars with magnetic fields less than about 1013 G. Other related properties affected by
magnetic fields are discussed in Page’s contribution to this volume, and also in [62].
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Equation of State (EOS)

An equation of state (EOS) for neutron matter in the stellar core depends strongly

on the nuclear force among nucleons. (Similarly, an EOS for exotic particles such as

hyperons depends on the strong force.) The behavior of nuclear force is illustrated

in Fig. 12.4, where nuclear interaction potential V is plotted against separation dis-

tance between two nucleons. As shown in Fig. 12.4 the interaction force generally

becomes negative and hence attractive first as the inter-particle distance decreases,

but eventually it turns positive and hence repulsive at short distances. How deep the

attractive force is and when the repulsive effect overtakes determine the nature of

an EOS of the central core. EOS with stronger attractive forces (e.g., Model (A)

in Fig. 12.4) produces a denser, more compact and smaller star, while an EOS with

stronger repulsive forces (e.g., Model (B) in Fig. 12.4) will result in a less dense,

more extended and larger star. The maximum mass of the former (e.g., Model (A)),

accordingly, is less than that of the latter (e.g., (B)). That is clearly seen in Fig. 12.1

in Sect. 12.2.1. See also the table accompanying Fig. 12.4. For convenience, in this

paper we follow the terminology generally used: the former EOS (e.g., Model (A))

is called “soft”, while the latter EOS (e.g., (B)) “stiff”. See, e.g., [62,66] for further

details.

Note that BPS, PS and FP Models, the EOS models introduced in Fig. 12.2 in

Sect. 12.2.1 and adopted in some subsequent figures shown in this article, represent

typical soft, stiff, and medium EOS.

Composition and Structure

The composition of different parts of an NS is shown in Fig. 12.5, where a cross

section of the interior of an NS is given.
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Fig. 12.4 Nuclear force: Simplified representation of the nuclear potential shown as a function of
the separation between two nucleons (neutrons and/or protons)
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Fig. 12.5 A cross section of an NS showing the structure and composition of different parts of the
star. Note that neutrons and protons may be in a superfluid state

The composition of different parts of an NS is theoretically predicted from

properties of dense matter where a zero-temperature approximation is valid: that is,

Fermi energy EF of constituent particles, which depends on density, exceeds ther-

mal energy kT [59]. With densities from terrestrial values up to ρp ∼ 104 gm cm−3

ordinary terrestrial matter exists. Calculations show that the equilibrium compo-

sition peaks at iron [59]. Therefore, in this range the most abundant element is

predicted to be ordinary 56Fe26 atoms, and hence we expect the atmosphere and the

outermost layers just beneath the surface consist of ordinary heavy atoms peaking

at 56Fe26. At ρp, the density is so large that the pressure ionization, where atoms

are ionized by pressure due to high density (rather than temperature), takes place.

This is where the outer crust I (see Fig. 12.5), consisting of ordinary heavy ions

and free electrons, starts. With further increase of density another critical point is

reached where free electrons become so abundant that they are captured by nuclei.

It takes place at density ρe ∼ 109 gm cm−3. A captured electron combines with a

proton and becomes a neutron within a nucleus. In this way neutron-rich nuclei are

formed. This is where the outer crust II (Fig. 12.5) starts. Here the mater consists

of neutron-rich heavy nuclei and free electrons. With further increase of density,

another critical point is reached when there are so many neutrons in a nucleus

that some neutrons drip out of the nucleus. This point is called the “neutron-drip”

point, with the critical density ρn ∼ 4 × 1011 gm cm−3. At this density the inner

crust starts which consists of free neutrons, electrons and neutron-rich heavy nuclei.

Finally when density approaches the nuclear density, ρN = 2.8 × 1014 gm cm−3,

there are so many neutrons within nuclei that heavy ion nuclei disintegrate into free

neutrons, protons and electrons (called “photo disintegration”). By this time there

are so many neutrons that about 95% of particles are neutrons, with a small amount

of protons and electrons. This is where a predominantly neutron core starts. (Muons
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also appear at somewhat higher densities.) With still further increase of density it

becomes energetically more economical if some nucleons transform to “exotic”

particles such as hyperons, pions, etc.

Consequently, when the density is not high the composition of the central core of

NSs is predominantly neutrons (n) with only a small fraction of protons (p) and elec-

trons (e−). That occurs for density ranges from about ρN to ρ tr, the transition density

to the “exotic” particles, such as hyperons and pion and kaon condensates, which is

∼(0.6–2)× 1015 gm cm−3. For higher densities these “exotic” particles will appear.

Therefore, when a star is less massive and hence less dense, we have an ordinary NS

with the core consisting predominantly of neutrons. On the other hand, the interior

of a heavier, denser star (exceeding this transition density) consists of the inner core

mixed with exotic particles and the outer core with the ordinary neutron matter. The

thin stellar envelopes outside the core consist of the inner crust with neutron-rich

heavy nuclei, free neutrons and electrons, and the outer crust with heavy nuclei and

electrons. The stellar surface is covered with very thin atmospheres [62].

Neutrino Emissivity

Neutrino emissivity, qν , appearing in (12.8) which calculates neutrino luminosity,

can be divided into two parts: emissivity for slower, more conventional “standard”

processes qν(st) and emissivity for fast “nonstandard” processes qν(nonst):

qν = qν(st)+qν(nonst), (12.17)

qν(st) can be expresses as

qν(st) = qMU
ν +qNN

ν +qpl
ν +qB

ν(C)+(others), (12.18)

where qMU
ν ,qNN

ν ,qpl
ν , and qB

ν (C) are modified Urca, nucleon bremsstrahlung

(involving both neutrons and protons), plasmon, and crust bremsstrahlung neu-

trino emissivity, respectively. Urca process is essentially beta decays and their

inverse reactions. However, since nucleons and electrons in a NS core are highly

degenerate, the Pauli Exclusion Principle prohibits direct beta processes and the

modification is needed, which causes the process to become slower than the direct

processes [29]. Modified Urca and plasmon neutrino processes take place both in

the core (involving nucleons) and in the inner crust (involving heavy ions). Nucleon

neutrino bremsstrahlung takes place in the core, while crust neutrino bremsstrahlung

takes place in the inner crust. (Others) represent other minor processes such as pair

neutrino, photo-neutrino processes, etc. These processes are called “standard”

because the mechanisms are relatively straightforwardly predicted, and they have

hence been adopted since the early days in the 1960s (see [59, 62, 66] for further

details).8

8 Also see Page’s contribution to this volume.
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It was Bahcall and Wolf (1965) [4] who first showed that a NS can cool very

fast if pions are present in the interior. Since then it was shown that these pions

are in the form of condensates (see, e.g., [48]). It has been shown that the presence

of not only pion condensates, but also other “exotic” particles, such as hyperons,

quarks and kaon condensates, also causes fast cooling (see, e.g., [62]). Furthermore,

it has been pointed out that if the proton fraction in neutron matter is relatively high

(e.g., �11%) a fast direct Urca process involving nucleons alone (with no “exotic”

particles) also can take place in the neutron-dominated core (with no exotic parti-

cles) [28]. For convenience, we refer to all these fast processes as “nonstandard”

cooling.

Figure 12.6 shows standard and nonstandard cooling curves for a 1.4 M� star,

taken from T98 [62]. The upper solid curve marked “stan” refers to standard cooling

[where all processes in (12.18) are included]. Various lower curves represent non-

standard curves, where “kaon”, “qu(KS)”, “qu(IWA)”, “pi06”, “pi+ka”, and “direct”

refer to fast direct Urca cooling with kaons, quarks (constructed by Kiguchi/Sato),

quarks (constructed by Iwamoto), pions, pions and kaons, and nucleons only, respec-

tively. The medium EOS Model UU constructed by Umeda, Tsuruta and Nomoto

(1995) [70] was adopted. Other notations are the same as in Fig. 12.2. It is obvious

that all nonstandard cooling scenarios are too fast to be consistent with the detec-

tion data.

Fig. 12.6 Standard and non-standard cooling curves (from [62]). The sharp luminosity drop at
∼100 yrs is because of a temperature inversion. In the accelerated cooling models the inner neutron
star regions cool more efficient by neutrino cooling than the outer parts do. This causes the heat
to flow from the outer regions to the inner parts of the star and thus causes a fast decrease of the
surface temperature
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Superfluidity of Constituent Particles

As the central collapsed star cools after a supernova explosion and the interior tem-

perature falls below the superfluid critical temperature Tcr, the constituent particles

in question (nucleons, hyperons, pion condensates, etc., though not electrons and

muons) become superfluid. Superfluid neutrons in the inner crust and in the core are

expected to be in the 1S0 and 3P2 state, respectively, while protons in the core are in

the 1S0 state. Hereafter, for convenience, we shall refer to neutron superfluid in the
1S0 state in the crust as “neutron S”, and neutron superfluid in the 3P2 state in the

core as “neutron P” superfluid.

The superfluid critical temperature Tcr is related to the superfluid energy gap Δ
according to

kTcr ∼ 0.57Δ , (12.19)

where k is Boltzmann constant. Δ represents a measure of strength of superfluidity.

The stronger the attractive nuclear force, the larger is the energy gap. It depends

on density. Typical examples of density dependence of Tcr for various core neu-

tron P superfluid models are shown in Fig. 12.7 (taken from T98 [62]). Tcr is plotted

against ρm, matter density. Various superfluid models are: T72 constructed by Takat-

suka (1972) [47], AO constructed by Amundsen and Ostgarrd (1985) [2], and HGRR

constructed by Hoffberg et al. (1970) [21], respectively. The other models, NPC,

ETA, E1 and E2 were constructed by Takatsuka and Tmagaki (1980, 1982) [48].

The major effect of superfluidity on cooling is that when the interior tempera-

ture T becomes below Tcr, all neutrino processes involving the superfluid particles

decrease roughly as

Lν(super) = Lν(normal)R(T/Tcr), (12.20)

where Lν(super) and Lν(normal) are neutrino luminosity with and without super-

fluid particles, respectively, and R(T/Tcr) is the reduction factor, i.e., the luminosity

Fig. 12.7 Density dependence of Tcr for various core neutron P superfluid models, taken from [62]
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Fig. 12.8 The effects of core
neutron superfluidity and
the Cooper pairing neutrino
processes on standard cooling
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is suppressed by this factor in the presence of superfluidity. Roughly it reduces as

exp(−acTcr/T ) (for T � Tcr, where ac is a constant), although the precise depen-

dence is somewhat more complicated.9 The net effect is that in the presence of

superfluidity a star cools more slowly due to suppression of neutrino cooling, which

raises surface temperature during the neutrino cooling era. The suppression is larger

for stronger superfluidity, meaning a larger energy gap and hence higher Tcr. This

effect on cooling is small for crust neutrons, but it can be significant for core parti-

cles, especially neutrons [62].

A typical example of the effects of core neutron P superfluidity on standard cool-

ing is shown in Fig. 12.8, which shows cooling of 1.3 M� stars with an EOS of

medium stiffness. The solid curve is for a star with no superfluid P neutrons, while

the thin dotted curve (upper curve) shows the effect of superfluid P neutrons. Other

notations are the same as in Fig. 12.2. We see that the effect of superfluid core neu-

trons is to raise the surface temperature during the neutrino cooling era. Proton

superfluidity also gives similar effects.

Another important factor is that superfluidity causes additional neutrino pro-

cesses, hereafter referred to as the “Cooper pairing neutrino processes”. They

were originally suggested by Flowers, Ruderman and Sutherland (1976) [13], and

recently “rediscovered”. These processes have proven to be very important under

certain circumstances (see, e.g., [76]). The net effect is to enhance, in complicated

ways, the neutrino emission involving the superfluid particles right after the super-

fluidity sets in [13,76]. The effect is especially important when core neutrons are in

a superfluid state (see footnote 8, and also [36]). In Fig. 12.8 the effect of Cooper

pairing neutrino processes is displayed by the thick dashed curve (lower curve).

It is clear that this effect is to accelerate cooling significantly and hence the star

cools faster.

We have noted that suppression of standard cooling by superfluid nucleons raises

the cooling curve during the neutrino cooling era (see Fig. 12.8). This effect can

be drastic for nonstandard cooling. The situation is illustrated in Fig. 12.9, where

9 Specific heat Cv also decreases similarly with superfluidity.
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Fig. 12.9 The effect of superfluidity on non-standard cooling

cooling curves for 1.4 M� stars with FP EOS (introduced in Sect. 12.2.1) are shown.

Neutron P superfluid models of various strengths (i.e., varying Tcr) are applied to

a nonstandard pion cooling scenario. Different models HGRR, E1, AO, etc., refer

to the superfluid models introduced in Fig. 12.7. We see that for a weak superfluid

model such as Model E2 (small Tcr) suppression is essentially negligible, while for

a strong model such as HGRR the suppression is so complete that the cooling is

essentially the same as standard cooling. Other intermediate models such as AO and

E1 models lie between these two extremes.

The Effect of Heating

For ordinary isolated neutron stars and pulsars where surface magnetic fields do not

exceed ∼1013 G, the only heating mechanism which can seriously affect cooling

is the frictional heating which takes place in the inner crust. Neutrons there are

expected to be in a superfluid state. Then, as the star is spinning down, while the

rigid crustal heavy ions spin down with the star superfluid neutrons will not. There-

fore, there arise frictions between the heavy ion crustal material and superfluid neu-

trons which cause heating. The efficiency of this frictional heating depends on how

strongly the superfluid vortex is pinned to the crust, and hence the strength of this

pinning determines heating [1, 62, 69–71].

Typical examples are shown in Fig. 12.10, where the surface temperature (to

be observed at infinity) vs. age relation is given, for PS Model introduced in

Sect. 12.2.1, taken from T98 [62]. The solid curve represents cooling without heat-

ing. The upper three curves refer to models with frictional heating included, with

varied degrees of heating. The uppermost curve (long dashed) refers to the maxi-

mum heating expected from the frictional heating theory. The bars and downward

arrows refer to the data for detections and upper limits, respectively, which were

available in 1993. We note that heating is significant for this stiff PS Model. We find

that heating is less significant for models with softer EOSs [62].
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Fig. 12.10 The effects of frictional heating on neutron star cooling

Effect of Stellar Mass

For standard cooling of NSs without superfluid particles the effect of mass is rela-

tively small (see, e.g., [62, 66]).10

The situation changes dramatically when nonstandard cooling is included, in the

following way. Less massive, and hence less dense stars whose central density ρc is

less than the transition density to an exotic process ρ tr, are ordinary neutron stars,

and hence they will cool with a slower, standard scenario. On the other hand, in

more massive, denser stars where ρc exceeds ρ tr, nonstandard fast cooling takes

over, and the effect of mass becomes very important (see, e.g., [62]). When density

dependence of superfluid suppression is taken into account nonstandard curves gen-

erally go down smoothly with increasing stellar mass (see, e.g., Figs. 12.11–12.13

in Sect. 12.3.3).

12.3 Neutron Star Thermal Evolution Models

12.3.1 Earlier Work

In the pioneering work on NS cooling by Tsuruta and Cameron (1966), hereafter

TC66 [66] various standard neutrino emissivities, such as modified Urca, neutrino

bremsstrahlung and plasmon neutrino processes involving nucleons in the core

and heavy ions in the crust (see Fig. 12.3), as well as more minor processes, are

included. To solve the basic structure evolution equations the isothermal method

was used. General relativity was included in the Oppenheimer–Volkoff equations

10 However, the situation can be more complicated in the presence of superfluidity due to the
sensitive dependence of superfluid energy gaps on density.
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Fig. 12.11 Thermal evolution of hyperon-mixed stars with various mass and the EOS TNI6u of
medium stiffness

 30

 31

 32

 33

 34

 35

 36

1 2 3 4 5 6 7
Log Time (years)

A

B

C

D
E

F

G

H

I

J

K

1 2

3

4

5

6 7

8

9

10

11

12
13

14

15

16

Lo
g

 L
γ 

(e
rg

s
/s

ec
) 

∞

Fig. 12.12 Thermal evolution of hyperon-mixed stars with various mass and with the soft EOS
TNI2u/TNI2. Notations are the same as in Fig. 12.11
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Fig. 12.13 Thermal evolution of pion-mixed stars with various mass and with the stiff EOS
TNI3p/TNI3. Notations are the same as in Fig. 12.11

for hydrostatic equilibrium [(12.1)–(12.3) in Sect. 12.2.1], but not in the last two

thermodynamic equations (12.4) and (12.5). The results showed that NSs should be

hot enough to be observable for about a million years. Since then, more isothermal

cooling calculations have been carried out for NSs, including nonstandard pion cool-

ing and cooling of magnetic and superfluid NSs, etc. These studies in the pioneering

days are reviewed by Tsuruta (1979) [60].

The first major improvement on NS cooling models was applied by Nomoto and

Tsuruta (1987) [34] when the Einstein X-ray observatory launched in 1979 offered

the first upper limits to NS surface temperatures. In their calculations, for the first

time the exact evolutionary code was constructed and adopted. Also, the general

relativistic version was used not only for hydrostatic, but also for thermodynamic

equations. Otherwise, the input microphysics was an improved version of TC66

[66]. The results were compared with temperature upper limits from Einstein, by

Nomoto and Tsuruta (1981, 1986) [33].

A breakthrough in the NS cooling-related area came in the 1990s when ROSAT
reported, for the first time, the detection of NS surface temperatures (see, e.g., [6]),

not just the upper limits, for at least three pulsars, PSR 0656+14, PSR 1055−52, and

PSR 0633+1748 (Geminga), and possibly PSR 0833−45 (Vela pulsar) also. There-

fore, more thorough investigations of cooling and related problems were carried out.

For instance, Umeda et al. (1993, 1994) [69,71] included, for the first time, the effect

of the frictional heating. Umeda et al. (1994) [69] and Umeda, Tsuruta and Nomoto

(1995), hereafter UTN95 [70] investigated the effects of superfluidity, stellar mass,

EOS, heating, and different versions of nonstandard direct Urca cooling, with nucle-

ons, pion, kaon, and kaon + pion condensates, and quarks, in more thorough ways,



12 Neutron Star Cooling: II 307

adopting fully general relativistic exact evolutionary code. Newer EOS, PS, FP and

BPS, which were introduced in Sect. 12.2.1 were used. In these calculations the

most up-dated input microphysics which were available at the time, the improved

version of the earlier microphysical input in Nomoto and Tsuruta (1987) [34] were

adopted. In order to compare different nonstandard models, a simple assumption

was adopted that the transition to all of these different “exotic” nonstandard pro-

cesses takes place at the same density ρ tr = 4ρN , (where ρN = 2.8×1014 gm cm−3

is the nuclear density). The major results were:

• The effect of stellar mass is relatively small for standard cooling (although note

footnote 10 for the complications which can be caused by superfluidity of parti-

cles). However, the effect of mass is very important when nonstandard cooling is

introduced, in the sense that larger mass stars with the central density exceeding

the transition density to the exotic fast cooling processes, cool very fast due to

enhanced direct Urca processes (see Sect. 12.2.2).

• If the transition density is the same, various nonstandard cooling scenarios

behave similarly, although nucleon direct Urca is the fastest (see Fig. 12.6 and

Sect. 12.2.2).

• All nonstandard cooling mechanisms are too fast for the Vela data. Significant

superfluid suppression of nonstandard cooling is needed for Vela pulsar detection

data. See Figs. 12.6 and 12.9 in Sect. 12.2.2.

• For standard cooling the net effect of superfluidity is to raise the temperature

somewhat during the neutrino cooling era, due to superfluid suppression of lead-

ing neutrino emission mechanisms such as modified Urca and nucleon neutrino

bremsstrahlung (see Fig. 12.8 in Sect. 12.2.2).

• The superfluid suppression effect can be more drastic for nonstandard cooling

when the superfluid energy gap is substantial. See Fig. 12.9 in Sect. 12.2.2.

• Depending on the size of a superfluid energy gap (hence Tcr) consistent with

the existing superfluid models, all observed data are consistent with NS thermal

evolution theories, within the limit of uncertainty in both theory and observation,

if the superfluid suppression is moderately effective for nonstandard cooling. See

Figs. 12.9 and 12.10 in Sect. 12.2.2.

• The frictional heating can be significant, especially for a stiff EOS model. See,

e.g., Fig. 12.10 in Sect. 12.2.2.

Further details are found in a review article by T98 [62]. In this review, some other

related problems such as the effects of magnetic fields, axion cooling, are also

reported.

In the late 1990s some others also investigated NS cooling. These studies are

reviewed, e.g., by Yakovlev and Pethick (2004) [77]. Their findings and conclusions

are generally in line with those reported in T98 [62] and just summarized in this sec-

tion above. Some additional major findings are (1) when the stellar envelope is con-

taminated by light elements the net effect on cooling is to raise surface temperatures

during the earlier neutrino cooling era while the trend is reversed during the later

photon cooling era [43], and (2) the Cooper pairing neutrino processes can be very

important for a certain combinations of proton S and neutron P superfluidity [76].
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In the following, after presenting the currently up-dated observational data, we

report on the latest work on thermal evolution (cooling/heating) models, which are

compared with observation.

12.3.2 Currently Up-Dated Observational Data

We introduce the NS cooling data up-dated as of December 2007, which are adopted

in our latest studies to be introduced in Sect. 12.3.3.11 There are at least eleven

isolated NSs with confirmed detection. These are: (A) RX J0822−4247 (in Puppis

A), (B) 1E 1207.4−5209, (C) RX J0002+6246, (D) PSR 0833−45 (Vela pulsar),

(E) PSR 1706−44, (F) PSR 0538+2817, (G) PSR 0656+14, (H) PSR 0630+1748

(Geminga), (I) RX J1856.5−3754, (J) PSR 1055−52, and (K)RX J0720.4−3125.

Their data and references are listed in Table 12.1, and they are shown in Figs. 12.11

through 12.13. Here t is the age and L∞γ is the total surface photon luminosity to be

observed at infinity.

In our figures we do not adopt rectangular shapes for data uncertainties (cf. Page,

this volume) for clarity. Furthermore, an age uncertainty factor of 3 (as assumed by

Page, cf. this volume) is arbitrary and not constrained by observations.

There are already about two dozen upper limits given [8]. However, some are not

interesting, in the sense that they are too high above the cooling curves to constrain

theories and/or too old when our purpose is to test NS cooling theories. Also includ-

ing some of them will only unnecessarily overcrowd the figures to be presented.

Therefore they are not included. We choose sixteen which are either better known

sources (e.g., pulsars in Crab and Cas A) or more interesting for our purpose of con-

straining theories. These, together with the references, are listed in Table 12.2 and

shown in subsequent figures. The notations used are the same as in Table 12.1.

Table 12.1 NS luminosity detections

Source log10 t (age) log10 L∞γ (erg s−1) Reference

A RX J0822−4300 (Puppis A) 3.53–3.90 33.85–34.00 [23]
B 1E 1207.4−5209 3.85 33.20–33.80 [74]
C RX J0002+6246 3.88–4.04 33.08–33.33 [36]
D PSR 0833−45 (Vela) 4.04 32.41–32.70 [40]
E PSR 1706−44 4.24 31.81–32.93 [30]
F PSR 0538+2817 4.47 32.32–33.33 [78]
G PSR 0656+14 5.04 32.64–32.84 [79]
H PSR 0633+1748 (Geminga) 5.53 31.34–32.37 [27]
I RX J1856.5−3754 5.45–5.75 31.44–31.68 [41]
J PSR 1055−52 5.75 32.35–32.77 [7]
K RX J0720.4−3125 5.8–6.2 31.37–32.40 [31]

11 More thorough investigation of the data is currently underway [7].
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Table 12.2 NS luminosity upper limits

Source log10 t (age) log10 L∞γ (erg s−1) Reference

1 CXO J232327.8+584842 (Cas-A) 2.51 34.5 [38]
2 PSR B0531+21 (Crab) 2.9 34.45 [72]
3 J0205+6449 (3C 58) 2.95 33.0 [46]
4 PSR B1509−58 (MSH−15−52) 3.19 33.9 [8]
5 PSR J1124−5916 (G292.0+1.8) 3.15–3.45 33.3 [22]
6 RX J0007+7302 (CTA 1) 4–4.2 32.3 [18]
7 PSR B1046−58 (Vela Twin) 4.31 32.7 [8]
8 PSR B1823−13 (Vela-like) 4.33 33.9 [8]
9 PSR B2334+61 4.61 33.4 [8]
10 PSR B1951+32 (CTB 80) 5.03 33.9 [8]
11 PSR J0154+61 5.29 32.14 [17]
12 PSR B2224+65 6.053 31.4 [7]
13 PSR J2043+2740 6.08 31.25 [7]
14 PSR B0628−28 6.44 30.9 [7]
15 PSR B1929+10 6.49 30.7 [7]
16 PSR B0823+26 6.69 31.0 [8]

Among these, especially interesting sources are (1) CXO J232327.8 (Cas A), (2)

PSR 0531+21 (Crab pulsar), (3) PSR J0205+6449 (in 3C 58), (4) PSR 1124−5916

(in G292.0+1.8), (5) PSR 1509−58 (in MSH−15−52), (6) RX J0007.0+7302 (in

CTA 1), (7) PSR 1046−58 (Vela twin), (8) PSR 1823−13 (Vela-like), (12) PSR

2224+61, (13) PSR 2043+2740, (14) PSR 0628−28, (15) PSR 1929+10, and (16)

PSR B0823+26.

PSR J0205+6449 in 3C 58 and RX J0007.0+7302 in CTA 1 [marked (3) and

(6) in figures] are especially important because they are relatively cold and they

probably will require nonstandard cooling (see figures in Sect. 12.3.3). The pulsars

marked (12) through (15), the newest data from XMM/Newton, are also interesting

because they may constrain heating (cf. Sect. 12.3.3).

Among these NSs the precise age is known only for the Crab, as its historical

age. Other ages have to be estimated, e.g., from the pulsar spin-down age or the

age of the hosting SNR. We choose the age of their supernova remnants (SNRs) for

(3) J0205+6449 (3C 58), and (D) PSR 0833−45 (Vela pulsar), because that is more

accurate and reliable than both kinetic age and spin-down age. When horizontal

error bars are given for pulsars in our subsequent figures, they refer to the pulsar

spin-down age (minimum) and kinetic age (maximum) when both are known. The

age we adopt for pulsars whose kinetic age and SNR age both are not known is their

spin-down age, but their error bars are not given because any reliable error bars for

pulsar spin-down age itself do not exist.

Recently, a possibility for very cold NSs in at least four SNRs (G084.2−0.8,

G093.3−6.9, G127.1+0.5, and G315.4−2.3) was reported by [26]. We do not show

these sources in our subsequent figures, because the X-ray luminosity is less than

the total bolometric luminosity with which theoretical cooling curves should be
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compared.12 It further is not clear whether the supernova remnants indeed are from a

type II core collapse event which has produced a compact remnant. The upper limits

by [26] are for this reason not relevant to constrain neutron star cooling models.

It may be noted that when we present our cooling results, we mostly chose the

surface photon luminosity (to be observed at infinity) L∞γ vs. age t relation, not the

temperature vs. age. The major reason is:

• Theoretical cooling curves are obtained by calculating the rate of change of the

internal temperature as a function of luminosity (of both neutrinos and photons),

not directly as a function of temperature. When we convert the surface photon

luminosity thus obtained to the surface temperature Ts vs. age t relation, we

have to use the blackbody relation which involves radius R. Both EOS and mass

depend on R. That means that the theoretical cooling curves with different mass

values and/or EOS plotted on the same graph belong to different R if surface

temperature vs. age relation is adopted. On the other hand, if luminosity is used

the theoretical cooling curves will be independent of radius. Therefore, when

we present different theoretical curves with different mass and EOS in the same

graph together, luminosity is more preferable.

Luminosities from observations depend on distance, but if the distance is well

known, choosing the luminosity instead of temperature for cooling curves will be

generally more accurate when theory is to be compared with observation.

12.3.3 Recent and Current Thermal Evolution Models

Tsuruta et al. (2002) [67] included the Cooper pairing neutrino emissivity in the

standard cooling calculations and chose the direct Urca cooling involving pion con-

densates as a nonstandard scenario. Otherwise the method and microphysical input

are similar to T98 [62] introduced in Sect. 12.3.1. The conclusion is that both stan-

dard and nonstandard cooling are required, and for nonstandard cooling superfluid

suppression is needed to be consistent with observation. These authors conclude

that among nonstandard cooling scenarios direct Urca involving pion condensates

is valid, while direct Urca involving both nucleons and kaon condensates are not

valid because in both cases the stars would cool too fast due to the lack of superfluid

suppression (see also [49, 50]).

Page et al. [36] also calculated NS cooling models utilizing an exact evolutionary

method. Standard cooling including the Cooper pairing neutrino processes, which

these authors called “minimal cooling” was investigated. When the similar input

physics is adopted, their cooling models qualitatively agree with our results for

standard cooling as reported in this article. The effects of magnetic fields on related

problems, such as the anisotropic nature of surface radiation under strong magnetic

fields, are also discussed. The details are presented in Page’s contribution to this

12 For instance, Lbol ∼ 80 Lx(0.5–10 keV) for PSR 0656+14 (the former, ∼8×1032 erg s−1, vs. the
latter, ∼1031 erg s−1).
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volume. Page’s work on nonstandard cooling in this volume and elsewhere, how-

ever, is qualitative in nature. For instance, he uses simple parameterized equations

for neutrino emissivity. Therefore, it is not suitable to be compared quantitatively,

with the results reported below which we obtained with more quantitative calcula-

tions based on the outcome of detailed new nuclear theory investigations. Heating

is also omitted in Page et al. [36].

In recent years Yakovlev et al. [75] and Kaminker et al. [25] also calculated

NS cooling models – some “minimal cooling” but some also including direct Urca

cooling of nucleon matter. Both nonstandard cooling with “exotic” particles (e.g.,

pions, hyperons) and heating were not included. When the same input is used, their

results qualitatively agree with our results reported in this article. However, we find

that the core neutron P superfluid models adopted by these authors, which seriously

affect our interpretations of the models and observational data, are unrealistic. These

models do not agree with nuclear theories, in the sense that they are outside the

limits of theoretical uncertainties [68].

More recently, Kyoto/Iwate theorists have been investigating thoroughly the

basic nuclear and particle physics involving neutron matter, hyperon-mixed matter,

and matter mixed with pion condensates – especially their EOS and superfluid prop-

erties (see, e.g., [32,51–56], and reference therein). We have been taking advantage

of these new developments on the theoretical side, by carrying out thermal evolu-

tion calculations (both cooling and heating) utilizing the more reliable results (than

earlier ones) from these new theoretical investigations. The work is still in progress,

but here we introduce our current findings – to be reported more in detail in [68]

(hereafter T07a) and [68] (hereafter T07b). Hopefully our results will offer, not just

“possible models”, but “most-likely” models. The preliminary reports on these stud-

ies have been given in [63–65].

(1) Thermal Evolution of Hyperon-Mixed Neutron Stars

T07a [68] calculated NS cooling/heating by adopting the results of most recent EOS

and superfluid studies for neutron and hyperon matter by NYT02, TT01, TT04, and

Ta06 [32, 52–54]. The calculations were carried out with most up-to-date micro-

physical input and by adopting a fully general relativistic, “exact evolutionary code”

which was originally constructed by Nomoto and Tsuruta [34] but which has been

continuously up-dated. The input neutrino emissivity consists of all possible stan-

dard mechanisms (see T98 [62] and Sect. 12.2.2 of this paper) including the Cooper

pairing neutrino emission. As a nonstandard scenario direct Urca for hyperon-mixed

matter (hereafter referred to as “hyperon cooling”) is chosen. Some of the results are

summarized in Figs. 12.11 and 12.12.

In these figures (Figs. 12.11 and 12.12) the EOS adopted are as follows. The most

recent studies of nuclear theories predict that the critical transition density from

neutron to hyperon-mixed matter, ρY
tr, is 4ρN [54], and this is the value we choose

for ρY
tr . (Here ρN = 2.8×1014 gm cm−3 is the nuclear density.) For ρ < ρY

tr we adopt

TNI6 EOS for neutron matter and for ρ > ρY
tr TNI6u EOS for hyperon-mixed matter,
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both constructed by Ta06 [54]. (The EOS TNI6u becomes TNI6 below the transition

density.) The EOS generally softens for hyperon matter. However, recently it was

shown [32, 54] that many-body effects will reduce the softening effect sufficiently

so that TNI6u (for hyperon-mixed matter) is only slightly softer than the neutron

counterpart TNI6. As a hyperon superfluid model we adopt the Soft-D Model (see

[54]) and as the neutron superfluid model the OPEG-B Model [53], both among

the realistic models recently constructed. The Cooper pairing neutrino emissivity

of [76] is adopted for both neutrons and protons. For our heating calculations we

adopt the frictional heating model introduced in [70] (see also [62]). Other input

microphysics is similar to T98.

In Fig. 12.11 the upper three thick solid curves refer to 1.3 M� stars with the fric-

tional heating of various degrees, with the highest curve referring to the maximum

heating estimated from theories. The lowest thick solid curve refers to no heating for

the same model. The hottest thick dashed curve shows a model which is the same as

the lowest thick solid curve (1.3 M� star with no heating) but with the envelope con-

taminated by light elements (with maximum light element mass fraction) [42]. The

bars refer to detections while downward arrows are upper limits. See Tables 12.1

and 12.2 and Sect. 12.3.2 for the explanation of the data points. We note that the

hottest dashed curve is higher than the lowest thick solid curve (without the con-

taminated envelope) during the neutrino cooling era.13 Since for all these stars the

central density ρc < ρY
tr , they are neutron stars undergoing standard cooling.

The rest of the curves (the lower four curves) represent nonstandard cooling for

1.5 M�, 1.6 M�, 1.7 M� and 1.8 M� hyperon-mixed stars, respectively, all without

heating, in the order of decreasing luminosity. For the TNI6u EOS adopted, we find

that ρc = ρY
tr for a 1.4 M� star. Therefore, our stars with mass larger than ∼1.4 M�

contain a hyperon-mixed core and hence the predominant cooling mechanism is

the nonstandard hyperon direct Urca process. Note that Tcr first increases, reaches

a peak and then decrease to zero as density increases – see, e.g., Fig. 12.7. The

heavy 1.8 M� star cools very fast because the internal density is so high that the

superfluidity disappears. For the intermediate mass stars with 1.5 M�, 1.6 M� and

1.7 M�, on the other hand, superfluid suppression is still effective, and therefore

their cooling curves lie between the standard curve and the nonstandard curve

without suppression.

To show the effects of EOS and stellar mass further, Fig. 12.12 shows thermal

evolution of various mass stars for another EOS, TNI2u, as an example of soft EOS

constructed by NYT02 [32] for densities ρ > ρY
tr. This EOS for hyperon-mixed

matter reduces to the same EOS for neutron matter, TNI2 [32], at densities lower

than the transition density. The hottest two solid curves refer to 1.2 M� stars with

and without maximum heating for the higher and lower curves, respectively. The rest

(the cooler five curves) are for hyperon-mixed stars with 1.28 M�, 1.3 M�, 1.32 M�,

1.35 M� and 1.4 M�, respectively, in the order of decreasing luminosity. For the

13 This is because conductivity decreases with atomic number Z, and hence contamination of the
envelope layers by lighter elements means higher conductivity, causing less temperature differ-
ence between the interior and surface temperatures. Neutrino emissivity depends on the interior
temperature, and hence we have higher surface temperatures during the neutrino cooling era.
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most massive star with 1.4 M�, the internal density is so high that the superfluid

gap disappears and hence it cools without superfluid suppression, while superfluid

suppression is not negligible for the other intermediate mass stars. The results are:

• As expected, all stars with the same mass are hotter with heating than without

heating. The trend is especially significant for the maximum heating.

• The effect of stellar mass in the case of hyperon cooling is that by increasing

stellar mass, cooling curves change smoothly from close to the standard down

to the nonstandard scenario without superfluid suppression, due to the density

dependence of superfluid energy gaps.

• As to the effect of EOS, we note that the overall qualitative behavior is similar,

but the transition from neutron to hyperon-mixed stars takes place for lower mass

stars for soft EOS. For instance, it takes place for 1.4 M� and 1.25 M� stars,

respectively, for medium TNI6u and soft TNI2u EOS, respectively.

(2) Thermal Evolution of Pion-Mixed Neutron Stars

Recently we re-investigated thermal evolution of NSs with an inner core including

pion condensates, which we will refer to, from here on, as “pion-mixed neutron

stars” for convenience. The method of calculations, microphysical input, etc., are

very similar to those presented in the previous subsection, (1), except that the direct

Urca cooling involving pion condensates is chosen as the nonstandard scenario.

To begin with, we first adopted the earlier superfluid models for charged pion

condensates constructed by Takatsuka and Tamagaki (1980, 1982) [48] and adopted

by Umeda et al. (1994) [69] and UTN95 [70] (also see [62].) However, we created a

new EOS, TNI3p, which is a modified version of TNI3 constructed by NYT02 [32],

which represents a stiff model. It was modified to include pion condensates for

densities exceeding ρπtr, the critical density for transition to pion condensates [67].

We chose a stiff EOS because in this model charged pion condensates appear at a

lower density than hyperons do. The results are shown in Fig. 12.13. Two upper solid

curves are for 1.3 M� stars with and without maximum heating for the higher and

lower curves, respectively. The rest (the cooler three curves) are for pion-mixed NSs

with 1.5 M�, 1.7 M� and 1.9 M�, respectively, in the order of decreasing luminosity.

For the stiff EOS and the pion superfluid model adopted, we see that superfluid

suppression is still effective for a 1.7 M� star although it becomes negligible for a

1.9 M� star. Otherwise, the trend is very similar to the hyperon case. Further details

are found in [63–65].

Most recently, TT06a,b [55] and TT07 [56] re-investigated basic physics of pion

condensates for charged pions, neutral pions and the mixture of the two. The new

finding is that the mixed phase of charged and neutral pions should appear at densi-

ties lower than anticipated earlier, at as low as ∼2ρN . It is significantly lower than

that for hyperons. Then, lower mass stars with lower densities will already be pion-

mixed stars. However, these authors also re-investigated the properties of superflu-

idity of mixed phase pion condensates, and find that the superfluid energy gaps (and

hence superfluid critical temperatures) are considerably large – in fact, sufficiently
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large so that for pion stars superfluid suppression is sufficient to bring the tempera-

tures to the level of standard cooling. In view of these new findings, T07b [68] are

currently carrying out cooling and heating of pion-mixed stars in this new mixed

phase. Except that this new mixed-phase pion model is adopted, the methods, other

microphysical input, etc., are very similar to [63–65,68].14 Preliminary results indi-

cate that due to sufficient superfluid suppression of pion cooling at lower densities

we obtain cooling behavior qualitatively similar to the earlier pion-mixed star mod-

els (as shown in Fig. 12.13), although the microphysics behind is different. Further

details will be reported in T07b [68].

(3) Comparison with Observation

The observational data are inhomogeneous, suggesting NSs with a variety of cool-

ing rates, from the hottest (e.g., (A) RX J0822−4300, (J) PSR 1055−52), to the

intermediate (e.g., (G) PSR 0656+14)), to the cooler (e.g., (D) Vela pulsar, (3) PSR

J0205+6449 in 3C 58, (6) RX J70007+7303 in CTA 1). In Figs. 12.11 through 12.13

theoretical thermal evolution models are compared with the latest observational data

introduced in Sect. 12.3.2.

Note that when all possible theoretical models are included, possible cooling

curves generally occupy regions with wide stripes (often marked as shaded) in cool-

ing figures – see, e.g., Fig. 11.16 of Page’s contribution to this volume. However,

many of the curves within such stripes are mutually exclusive. For instance, suppose

we choose the cooling curve closest to PSR 1055−52 (e.g., no neutron P superfluid

model) which does not require heating. Then, to be consistent, we must choose the

corresponding curve (i.e., the same no neutron P superfluid model) for Vela pul-

sar also (although the envelope composition can be different). Then, clearly we see

already that the Vela pulsar data will require nonstandard cooling. In other words,

it can not be that the currently existing data require both “no heating” and “no non-

standard cooling” at the same time. This kind of self-consistency tests can help us

narrow down acceptable models when we carefully compare theoretical models with

observed data.

By applying such self-consistency tests to our results, we are led to the following

interpretation: (1) The warmer sources are consistent with standard thermal evolu-

tion of less massive stars. (2) For PSR 1055−52 (marked (J) in figures) both age

and luminosity uncertainty can be relatively large, but still it will probably require

at least moderate heating. (3) Vela pulsar (marked (D) in figures) is most likely a

massive star undergoing nonstandard cooling, but then significant superfluid sup-

pression is required. (4) Nonstandard cooling of massive stars is required also for

the cooler sources such as PSR J0205+6449 in 3C 58 and RX J70007+7303 in CTA

1 [marked (3) and (6) in figures]. (5) Among nonstandard cooling scenarios, both

hyperon and pion cooling scenarios are consistent with observation, while nucleon

and kaon direct Urca cooling scenarios are not [49,50]. The details are found in [68]

and [68].

14 We assume that the gaps decrease at higher densities as in the hyperon case.
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12.4 Future Prospects

Some of the results presented may be currently still inconclusive due to various

uncertainties, both in theory and observation. However, this situation will change if

we succeed in achieving some improvements, which appear to be within our reach

in the foreseeable future. For instance:

On the observational side:

• Next generation X-ray space missions, such as NEXT and IXO, will offer more

detections with smaller error bars and more and better upper limits. The detec-

tions and upper limits to be obtained by these missions will be important espe-

cially for the fainter sources currently out of our reach.

• Better measurement of distance can decrease luminosity and age uncertainties.

We have already noted that using surface photon luminosity for cooling curves

is more accurate than using temperatures when testing cooling/heating theories

with observation if distance is accurately known (see Sect. 12.3.2). In fact, lumi-

nosity error bars for some pulsars, e.g., PSR 0656+14, were reduced significantly

already due to recent success of direct radio parallax measurements of the dis-

tance by VLBI (Very Long Baseline Interferometry) [10]. Larger radio array sys-

tems planed for the future, e.g., SKA (Square Kilometer Arrays), will increase

the prospect of such direct distance measurements for more objects.

• For instance, the luminosity error bar for PSR 1055−52 in Table 12.1 in

Sect. 12.3.2 (and figures in Sect. 12.3.3) is estimated by assuming 20% uncer-

tainty to the currently best available distance of 710 pc [7]. However, the method

adopted, the dispersion measure, is not as accurate as direct radio measurements.

More direct distance measurement is highly desirable for this pulsar, for that will

enable us to make more conclusive interpretation of this pulsar.

• Currently we simply do not know the error bars to be placed on pulsar’s spin-

down ages. If sufficient number of pulsars with both spin-down age and kinetic

and/or SNR age are in our data base, some statistical approach may become

possible to better estimate the error bars for spin-down ages. That should help

us the interpretation of sources such as PSR 1055−52 – for instance, whether

heating is required.

On the theoretical side:

• Among all existing theoretical models some are more realistic while some are

definitely less realistic. Separating these two may eliminate some of these mod-

els, or at least help us distinguish the more likely options from the less likely.

• In this connection, we may emphasize the importance of the kind of careful inves-

tigations most recently carried out by the Kyoto/Iwate group (see Sect. 12.3.3),

although admittedly the task was extremely tedious.

• Continuation of such new theoretical studies of nuclear and elementary particle

physics will help us distinguish between different models. That will also open

opportunities for more realistic studies of quark cooling than currently available.
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• Currently we do not know whether the SNRs G084.2−0.8, G093.3−6.9,

G127.1+0.5, and G315.4−2.3 in [26] contain NSs or not. By studying the

property and nature of these SNRs (especially the progenitor mass) we may be

able to estimate the presence or absence of NSs in these SNRs.

• One puzzling issue is that for older pulsars Fe lines are expected in their spectra,

and yet their observed spectra are smooth blackbody-like continuum with no

signs of lines. This could be caused by, e.g., the effects of magnetic fields, but

studies of magnetic atmospheres are still in pioneering stages. This is another

area which can be explored in future studies.

12.5 Concluding Remarks

Some of the works reported in this paper, for instance, cooling/heating of stars

involving pion condensates (Sect. 12.3.3) are still in progress. In this sense this paper

is meant as a progress report. However, hopefully some of the current situations

involving cooling NS problems are clarified, and we can already differentiate the

“best-buy” models from those “less likely”. In this connection we may emphasize

that current nuclear theories do soundly predict the natural transition from neutron

matter to matter mixed with hyperons or pion condensates within the density regime

of observable NSs.

Due to theoretical uncertainties, some authors treat various important parameters,

such as superfluidity, as free parameters, and then fix these parameters to agree with

observational data. However, we find that some of these “free parameters” are, under

close examinations, in fact not free. These parameters still must be constrained by

acceptable theoretical limits. Theoretical models which violate these limits should

not be acceptable even if they can explain observational data.
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Chapter 13
Turning Points in the Evolution of Isolated
Neutron Stars’ Magnetic Fields

Ulrich Geppert

13.1 Introduction

During the life of isolated neutron stars (NSs) their magnetic field passes through

a variety of evolutionary phases. Depending on its strength and structure and on

the physical state of the NS (e.g., cooling, rotation), the field looks qualitatively

and quantitatively different after each of these phases. Three of them, the phase of

MHD instabilities immediately after NS’s birth, the phase of fallback which may

take place hours to months after NS’s birth, and the phase when strong temperature

gradients may drive thermoelectric instabilities, are concentrated in a period lasting

from the end of the proto-NS phase until 100, perhaps 1,000 years, when the NS has

become almost isothermal. The further evolution of the magnetic field proceeds in

general inconspicuous since the star is in isolation. However, as soon as the prod-

uct of Larmor frequency and electron relaxation time, the so-called magnetization

parameter (ωBτ), locally and/or temporally considerably exceeds unity, phases, also

unstable ones, of dramatic changes of the field structure and magnitude can appear.

The energy of the magnetic fields of neutron stars is even for magnetar field

strengths (∼1015 G) negligible in comparison with the gravitational energy of even

the least massive NSs. Except for the magnetars, this is true also when compar-

ing with the rotational and thermal energy of the majority of NSs which appear as

radio pulsars. Nevertheless, the magnetic field plays a decisive rôle for practically

all observable quantities. Together with a sufficiently rapid rotation it allows them to

detected as pulsars. For magnetars it is believed that their thermal radiation and burst

activities are powered dominantly by their ultrastrong magnetic field (for a review

see [42]). In standard NSs, possessing surface fields in the range of 1011.5...13.5 G,

observations as, e.g., thermal radiation (see reviews of D. Page and R. Turolla in

this volume), drifting subpulses [32], glitches [76], cyclotron lines in X-ray spectra,
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or the variety of magnetospheric emissions [4, 100] are significantly affected by the

magnetic field and consequences of its evolution. On the other hand, the cooling

process affects the field evolution (see [96] for a core field; [59] for a crustal field),

and the braking of the NS’s rotation, almost completely determined by the dipolar

magnetic field, may have a backreaction onto the field decay by affecting the flux

expulsion from the superfluid core [3, 16, 48]. The magnetic field evolution in mil-

lisecond pulsars will not be discussed here, since their progenitors went most likely

through a phase of spin-up by accreting matter from a low mass companion star in a

binary system [6, 65, 86], thereby manifolding the factors which influence the field

evolution.

At first glance an isolated NS seems to be a sphere where its inborn magnetic

field evolves only slowly because the electric conductivity is enormous and external

influences don’t affect it. However, there are periods during which the field evolution

proceeds comparatively fast, sometimes even dramatic, and the field arrives repeat-

edly at a crossroad. There, depending on the physical state of the NS and on the

strength and structure of the magnetic field itself, the field can evolve in two qual-

itatively different ways. Which of them is taken will have of course consequences

for the further evolution of the whole NS. This is a natural implication of the tight

connection between the magnetic and the thermal and rotational evolution.

Three of these phases appear quite early in a NS’s life. The first turning point

occurs immediately after a NS’s birth. Here, the birth moment is understood to be

that moment, when the proto-NS phase has been completed: the isolated NS has

almost reached its final mass–radius relation and density profile, convective motions

have ceased and the matter is uniformly rotating, and in a liquid and normal (i.e.,

non-superfluid) state. At this stage the field, whatever structure and strength it has

acquired after collapse and proto-NS stage, must possibly go through magnetohy-

drodynamic (MHD) instabilities and may suffer from the most dramatic changes

conceivable for any magnetic field evolution: during the first � 10 s of its life MHD

instabilities may reduce an initially perhaps ∼1015 G dipolar field down to standard

pulsar field strengths of ∼1012 G, depending on the rotation period and the inclina-

tion angle between magnetic and rotation axis [28].

The second point comes when after the supernova explosion the hypercritical

fallback accretion, produced by a reversed shock, reaches the NS surface. In the

case of SN 1987 A this happened about 2 h after bounce [17]. However, depending

on the detailed properties of each particular supernova this moment will vary [18]. In

some cases and influenced by many factors depending on the medium surrounding

the NS, its kick and rotation velocities, and on its magnetic field strength just after

the mentioned MHD instabilities, this fallback can be significantly reduced or will

not take place at all. When it, however, proceeds similar as estimated for SN 1987 A,

it will submerge a pre-existing magnetic field in the crust, perhaps down to the crust–

core interface. The strength of the fallback accretion and the conductive properties

of the crust decide whether the NS appears as a radio pulsar already at its birth or, in

case of weak fallback and shallow submergence, after say some 100 years [55]. For

heavier fallback and deeper submergence the rediffusion of the field to the surface

takes millions or hundreds of millions of years and the NS is either radio quiet or its
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active age (given by the rotational period and its time derivative, P and Ṗ), is much

larger than its real age, making relatively young NSs to old looking ones [26].

The third turning point happens when the conditions are such that a thermoelec-

tric instability may efficiently convert thermal into magnetic energy (see [30, 87]

and references therein). The preferred region where that instability takes place is

the low density liquid shell (ρ ≤ 1010 g cm−3) where a sufficiently strong tempera-

ture gradient prevails. The thermoelectric instability in that layer will act as long as

T 4
s6/gs14 > 100, where Ts6 is the surface temperature in 106 K and gs14 is the gravi-

tational acceleration at the NS’s surface in 1014 cm s−2 [93]. For a typical NS with

gs14 ≈ 1 this means that the surface temperature should exceed 3× 106 K, which,

depending on the cooling scenario is likely only for the first 100 years, in case of the

slowest cooling perhaps 1,000 years of NS’s life. During the initial, linear stage of

the thermoelectric instability only small scale (∼100 m) toroidal field components

are exponentially growing on a timescale of 50 . . .100 days. After about 10 years

nonlinear interactions raise to large scale toroidal components. However, the stud-

ies stopped at that point and all attempts failed up to now to create the observable

poloidal large scale fields of 1012...13 G at the surface of the star by that instability.

There are however very promising regions in young NSs, where the thermoelec-

tric instability may act even more efficiently than in the outer liquid crust. As shown

by Gnedin et al. [33] there exist extremely strong temperature gradients deep in the

crust during first year of the early thermal relaxation phase. A strong magnetic field

created in those layers by the thermoelectric instability during the first hours of the

NS’s life could alter the magneto-thermal evolution qualitatively.

The fourth “turning point” of the magnetic field evolution in an isolated NS can

not be dedicated to a certain phase of its life but appears always if the magnetiza-

tion parameter ωBτ significantly exceeds unity, either temporally or spatially. Here,

ωB = eB/(m∗
ec) is the Larmor frequency, where B is the strength of the magnetic

field, e the elementary charge, c the velocity of light and m∗
e the effective electron

mass which depends on density and chemical composition. The relaxation time τ ,

that is the period between collisions of the electrons with the relevant impact part-

ners as, e.g., ions, phonons or impurities in the crust or protons and neutrons in the

core, is a complicated function of the density, temperature, chemical composition,

impurity concentration, the occurrence of superfluidity, and perhaps other factors

and increases usually significantly when the NS cools down. The magnetization

parameter may therefore exceed unity in different phases of a NS’s life and perhaps

only locally in certain regions of the NS: when either the magnetic field strength

or the relaxation time increases beyond a certain threshold. Thereby, the strength of

one quantity may overcompensate the smallness of the other. In crusts of magnetars,

e.g., the relaxation time is relatively short because of the high temperatures, but the

extremely strong magnetic field ensures that ωBτ � 1 there.

Two consequences of situations with ωBτ � 1 will be discussed in this review.

Firstly, the situation will be considered when a large magnetization parameter

causes a domination of the magnetic field evolution by the Hall-drift. Although the

Hall-e.m.f. is conservative, it redistributes magnetic energy from large scales into

smaller ones which eventually decay much faster ohmically than pure dipole fields
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would do. Goldreich and Reisenegger [34] studied this process in detail, coining for

the continuous transfer of magnetic energy towards smaller scaled field modes the

term “Hall-cascade”.

Alternatively to or simultaneously with the Hall-cascade, a non-local unstable

energy transfer may proceed from a relatively large scaled background field into

smaller scaled perturbations, if the second derivative of the background field with

respect to at least one spatial variable is non-zero, i.e., if this field is sufficiently

curved [71]. This instability is driven by the shear in the electron velocity of the

current maintaining the background field (see [19, 72] and references therein). The

large braking indices observed in some middle aged pulsars could be explained very

well by an energy drain out of the dipolar field, which determines the braking, into

smaller scaled perturbations just on the time scale of the Hall instability [27]. In

all, both the Hall-cascade and the Hall-instability will play a role for the transient

acceleration of the magnetic field decay as well as for the generation of strong small

scale field structures at the surface, necessary for the pulsar mechanism to work.

Their relative importance, however, has not yet been clarified.

Secondly, the situation will be considered when a large magnetization parame-

ter causes significant deviations from the isotropic transport through the NS’s crust,

leading to comparatively small hot spots around the magnetic poles, leaving the

largest part of the surface so cool that it can not contribute substantially to the

observed X-ray flux of thermally emitting isolated NSs. Meanwhile a large num-

ber of X-ray and combined X-ray and optical observations (revealing in some cases

a significant larger optical flux than to be expected by the continuation of the black-

body spectrum from the X-ray energies, called “optical excess”) of these NSs (called

“The Magnificent Seven”) are available and both spectral and lightcurve analyses

justify quite well the conclusion, that the surface temperatures are indeed highly

anisotropic (see, e.g., [5, 15, 37, 39, 67, 85]). It is known already since Greenstein

and Hartke [35] that a dipolar magnetic field which penetrates the envelope (upper

crustal region where ρ < 1010 g cm−3) being stronger than, say, 1011 G causes a

surface temperature gradient from the pole to the equator. The observed surface

temperature profiles, however, can not be explained by assuming anisotropy of the

heat transfer in the envelope only, but considering the whole crust from the crust–

core interface up to the bottom of the envelope as isothermal. A satisfactory agree-

ment with the observational facts can be reached, when the anisotropy of the heat

transport in the whole crust is taken into account [24, 25, 60, 61, 98, 99]. The strong

crustal field enforces heat transport prevailingly parallel to the field lines, while the

heat flux perpendicular to them is strongly suppressed. In contrast, a star centered

core field causes only very little anisotropy of the heat flux through the crust. Only a

crustal field consisting of sufficiently strong poloidal and toroidal components may

create such a temperature distribution at the bottom of the envelope that the further

heat transfer through it creates the observed large surface temperature gradients in

meridional direction. Although due to the variety of possible emission processes at

the NS surface, being either an atmosphere, a liquid or a solid, having an unknown

chemical composition, etc., other reasons for the observed temperature profiles and

the “optical excess” are conceivable [91], the good agreement of the observations



13 Magnetic Fields of Isolated Neutron Stars 323

with the model calculations of the anisotropic heat transfer is a quite reliable hint

for the existence of strong crustal field configurations.

As can be seen already from the references, the instabilities immediately after

NS’s birth and the effect of a large magnetization parameter on field evolution and

heat transport currently gain intensive attention, while the consideration of the con-

sequences of the supernova fallback as well as the study of thermoelectric instabil-

ities in NSs is recently not in the very focus of the community. I believe, however,

that all these five possible “turning moments” of the field evolution deserve further

research activities and I will now try to describe the corresponding physics and the

results available up to now in some detail. The article presupposes some basic back-

ground knowledge of plasma physical processes under astrophysical conditions. An

introduction to that topic can be found in [50].

13.2 MHD Instabilities Immediately After Birth:
Magnetar or Radio Pulsar?

When the proto-NS phase is completed a (quasi-)isolated NS is born. Unfortunately,

no newborn NS is observable. The nearly simultaneously formed supernova remnant

obscures the star for hundreds of years almost completely. Therefore, theoretical

models have to promote the understanding of the physical conditions at a NS’s birth.

During the pre-supernova phase of the massive progenitor star, during its core’s

collapse and during the proto-NS stage, which lasts about 30 s, any pre-existing

magnetic field can be amplified tremendously.

In the pre-supernova phase the so-called “Spruit dynamo” [80, 81] is probably

a powerful amplification mechanism. It transfers the energy of differential rotation

into magnetic energy. A poloidal seed field will be wound up by differential rotation,

thereby creating a toroidal field component. This component undergoes a MHD

instability [82], thereby forming poloidal components which can tap the energy of

differential rotation again, closing in that way the dynamo cycle. Estimates show,

that the toroidal component of the generated field may reach up to 5× 109 G for a

15M� star while its poloidal component will be considerably weaker [43].

In the core collapse another enhancement of the magnetic field strength proceeds,

at least simply by flux conservation in the highly conductive matter. Depending on

the mass of the progenitor, the amplification factor can be as large as 104 . . .105.

The proto-NS phase is characterized by vigorous convective motions which

are driven by the usual Ledoux instability and/or by doubly diffusive instabili-

ties [14, 47, 52–54, 66]. Thompson and Duncan [83] argue that under the condi-

tions prevalent in the proto-NS these rapid convective motion may generate fields as

strong as 1016 G by dynamo action. However, the situation in the proto-NS is char-

acterized by extremely large magnetic Reynolds numbers Rm ∼ 1019 which are by

about 16 orders of magnitude over critical with respect to the onset of the dynamo.

Since the proto-NS convection is anyway a transient phenomenon, lasting at most

∼20 s, there exist various scenarios of magnetic field amplification [73], including



324 U. Geppert

that the dynamo acts only at the end of the convective stage, when the convective

velocity decreases. Then, Rm � 1,000 and the backreaction of the growing field can

no longer efficiently counteract the dynamo process.

Since the fluid in the proto-NS is – at least during its early stage – for sure in

turbulent motion and differentially rotating, the description of the magnetic field

evolution by mean field models, i.e., by α- and/or Ω -dynamos, is suggestive (see

[8] and references therein). However, the mean-field coefficients of these models

are derived in second order correlation approximation (SOCA). The SOCA results

(in the high-conductivity limit) have been justified so far for a Strouhal number

St = τV/l � 1 and are perhaps still useful as “order of magnitude estimates” if

St ∼ 1 (see in [49] (3.12) and (4.10), [63]). In the proto-NS, however, the minimum

of both the overturn time and the characteristic life time of velocity pattern τ �
10 ms, the convective velocity V ∼ 108 . . .109 cm s−1 and the typical scale of the

convective eddies l � 105 cm; therefore St � 10, making the results obtained by

Bonanno et al. [8] questionable. Another field amplifying instability, the magneto-

rotational instability (MRI), acts very efficiently during the first � 1 s after bounce.

The MRI is supposed to be able to tap the energy of differential rotation for the

generation of fields exceeding even 1016 G [1, 84].

Therefore, though a satisfactory understanding of the field amplification pro-

cesses during pre-NS-stages is still not well-elaborated, there are good reasons to

assume that at the beginning of its life the NS is endowed with an ultrastrong mag-

netic field, perhaps in excess of 1015 G.

At the same time, the NS is likely in a state of very rapid (P < 60 ms) but rigid

rotation. Ott et al. [57] argue that NSs reach at the end of the proto-NS phase the

state of rigid rotation. The growth of the magnetic field in that phase is initially

at least partly powered by the differential rotation. However, the growing magnetic

field causes via the MRI a turbulent viscosity, much larger than the molecular one,

which enables a rapid angular momentum redistribution. Therefore, at least at the

end of the proto-NS phase, when convection ceased and the field is as strong as

∼1015 G, the state of uniform rotation will be reached, which is the lowest-energy

state of a rotating body for a given angular momentum.

Another statement about the newborn NS can be made with great certainty: since

the temperature at birth exceeds 1010 K, the complete NS is liquid, the crystallization

of the crust has not yet been started and the core matter has not yet performed the

transition into the superfluid state.

It is observationally evident that a NS which starts its life with a magnetic field

exceeding 1015 G will evolve in a completely different manner than another which

starts with a typical radio pulsar field of 1011...13 G or, practically non-magnetized,

as a millisecond pulsar with ∼108 G. Therefore, the knowledge about the initial

magnetic field strength and structure is basic for the understanding of the further

evolution of NSs. More precisely, the question arises whether the inborn field can

reach in a relatively short time – until the onset of crystallization and superfluidity –

a stable equilibrium configuration. This is the old question for stable magnetostatic

equilibria in a conducting sphere.
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Prendergast [69] already discussed that the coexistence of a poloidal and toroidal

magnetic field can enable an equilibrium configuration within an infinitely conduct-

ing sphere. It was Wright [95], who postulated the stability of a magnetic field con-

figuration the poloidal and toroidal constituents of which are of comparable strength.

Tayler [82], Markey and Tayler [51], Wright [95], and Pitts and Tayler [64] per-

formed a series of analytical stability analyses of magnetic field configurations in

stars. The outcome of these analyses is that a purely toroidal axisymmetric field

without rotation in a stratified medium is always unstable with respect to large scale

perturbations. The growth rate of this instability is on the order of the Alfvèn fre-

quency ΩA = vA/r, where vA = B/
√

4πρ , B the magnetic field strength, ρ the den-

sity, and r the radial coordinate. This “Tayler-instability” acts locally in meridional

(r,θ ) planes but globally in the azimuthal (ϕ) direction.

Markey and Tayler [51] and Wright [95] performed similar adiabatic stability

analyses for axisymmetric poloidal fields and concluded its general instability if

at least some of its field lines are closed within the star. The instability generates

small scale, rapidly decaying field structures on the same time scale as for a toroidal

field. They discuss the possibility that sufficiently rapid rotation and/or the simulta-

neous existence of equipollent toroidal and poloidal components may stabilize the

axisymmetric background fields. Pitts and Tayler [64] performed an analytical sta-

bility analysis of a very special combination of toroidal and poloidal fields also with

respect to rotation and to the magnetic inclination angle α . They found a tendency

of rotation to counteract the instability but concluded that “rotation is unlikely to

lead to a complete stability of general magnetic field configurations”.

In 2005 the interest in the stability of magnetostatic equilibria in stars became

revitalized in a series of papers by Braithwaite, Spruit and Nordlund [9,11–13]. The

latter authors studied the stability of magnetic fields in the radiative interiors of non-

rotating Ap stars and found that any random field is generally unstable but evolves

in a stably stratified star towards a “twisted torus” configuration with approximately

equipollent toroidal and poloidal components. Braithwaite and Spruit [13] con-

sidered the stability of MHD configurations in magnetars. They found that, quite

similar to the Ap stars, stable magnetic fields exist when being concentrated to a

relatively small region around the center of the star and after having evolved into

the poloidal–toroidal twisted torus shape.

While [10] showed that sufficiently fast rotation may stabilize purely toroidal

field configurations, until now the effect of rotation on the stability of purely poloidal

field configurations has not been considered in general. When NSs have inborn mag-

netic fields of order 1015 G, than the corresponding Alfvèn crossing time τA = r/vA
is very short; for r = R = 106 cm and ρ = 2× 1014 g cm−3 ≈ 50 ms. The rotation

period at the NS’s birth however, is supposed to be even smaller, at least in some

cases, theoretically it can be as small as ∼0.8 ms (for a 1.4M�,R = 106 cm NS,

Villain et al. 2004 [92]). Therefore, rotation in new-born NSs and its effect on any

inborn magnetic field can for sure not be neglected. Since the dipolar magnetic field

determines both observability and rotational evolution, Geppert and Rheinhardt [28]

studied the consequences of rotation for the stability of such fields in detail.
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Besides the above mentioned assumptions, that the whole star is liquid and in a

normal state (for at least the first few 100 s), that it rotates rigidly, and that it has

an inborn field of order 1015 G, they assumed incompressibility, constant density,

maintenance of the spherical shape of the star, and uniform rotation. The assump-

tion of incompressibility can be quite well justified a posteriori by comparing the

maximum fluid velocities with the sound velocity. The deviations from a spherical

shape can be neglected as long as both the magnetic and kinetic energies inherent in

the conducting sphere are small in comparison with its gravitational binding energy.

However, the assumption of constant density for a NS is of course a questionable

one, the more since a stable stratification exerts a stabilizing effect on to the field.

Although a certain amount of compressibility gives rise to other (e.g., Parker) insta-

bilities, and although the bulk of the induced flow is in the core where the density

gradient is by far not as large as in the crustal region, further calculations have to

relax that premise.

The preceding considerations result in the following ruling equations for mag-

netic field B and velocity u and corresponding boundary conditions written in

dimensionless form:

∂B
∂ t

= Δ B+ curl(u×B) for r ≤ 1 ,

curlB = 0 for r > 1 ,

divB = 0 ∀r ,

[B] = 0 for r = 1 ,

(13.1)

∂u
∂ t

= −∇(p− 1

2
Ω 2r2 sin2ϑ +Φ)

−(u∇)u+PmΔ u

−2Ωez ×u+ curlB×B

divu = 0

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
for r ≤ 1 , (13.2)

ur = 0

(D̂(u) · er)ϑ ,ϕ = 0

}
for r = 1 . (13.3)

Here, length is normalized on the NS radius R, time on the magnetic diffusion time

τOhm = R2/η , where η = c2/4πσ is the magnetic diffusivity and σ the electric

conductivity. [.] denotes the jump of a quantity across a surface. The magnetic field

is measured in units of (4πρ)1/2η/R, the velocity in units of η/R, the pressure p in

units of ρη2/R2, and the gravitational potential Φ in units of η2/R2. D̂(u) denotes

the deformation tensor. (r,ϑ ,ϕ) are spherical co-ordinates, the polar axis (ϑ = 0,

� ez) of which coincides with the axis of rotation.

Equations (13.1) and (13.2) contain two parameters which together with the

initial field strength B0 (for a fixed initial field geometry) define the problem com-

pletely: the magnetic Prandtl number Pm and the normalized rotation rate Ω .



13 Magnetic Fields of Isolated Neutron Stars 327

Pm, is the ratio of kinematic viscosity, ν , and magnetic diffusivity, η , and is chosen

to be 0.1, 1, and 10, resp., what is partly dictated by numerical restrictions, but on the

other hand represents a subset of the NS-relevant range determined by the prevailing

densities (ρ = (1 . . .2.8)×1014 g cm−3) and temperatures (∼1011...9 K). These val-

ues result in Pm = 0.1 . . .6× 108 [21, 97] reflecting mainly the strong temperature

dependence of Pm ∝ T−4.

The two remaining parameters are best expressed as ratios of characteristic times:

Ω = 2π/P by qP = P/τA,0, and P the rotation period of the NS, where τA,0 = R/vA,0

is the Alfvèn crossing time related to the initial field, and the initial field amplitude

B0 by qB0
= τA,0/min{τB

decay,τ
u
decay},. Note, that the “decay times” of the magnetic

and velocity fields, τB
decay, τu

decay, are different from the often used magnetic and

viscous “diffusion times”, τOhm = R2/η , τvisc = R2/ν , by factors 1/π2 and 0.06676,

respectively.

For qB0
values ∼10−2 are assumed, which are of course by far too large for

highly magnetized young NSs where this ratio can go down to 10−16 for a surface

magnetic field of 1015 G. However, as long as the growth/decay times of the exam-

ined perturbations are on the order of at most a few Alfvèn times, dissipation of the

background state does not affect their linear stage (quasi-stationary approximation).

The artificially enhanced dissipation is a concession to numerical feasibility only, in

order to avoid excessive requirements for spatial resolution (see [12], where qB0
was

chosen to be 0.1). Hence, the use of the results from the nonlinear stage has to be

considered with caution when the elapsed time since birth exceeds about 100τA,0.

However, the non-linear treatment returns at least reliable saturation values.

For the models presented here the following parameters were chosen:

R = 106cm , ρ = 2×1014g cm−3 , B̃(t = 0) = 1015G, (13.4)

where B̃ is the de-normalized r.m.s. value. Therefore, τA,0 = 0.05 s. With rotation

periods chosen between 0.6 ms and 0.6 s, where the former value is somewhat below

the generally accepted minimum for new-born NSs, but the latter is in that respect

not very likely, these model parameters result in qP = 0.012 . . .12. As a reference

and for comparison with known results for non-rotating stars qP = ∞ is consid-

ered, too.

Two qualitatively different initial field configurations are considered. Each of

these consists of an axisymmetric dipolar background field, the stability of which is

examined, and imprinted magnetic perturbations. The fluid is assumed to be at rest

initially, and the initial magnetic inclination α is defined by the dipole axis. The two

background fields are shown in Fig. 13.1 for α = 0. The energy of the perturbations

is set to 0.1% of the magnetic background energy, and their geometry ensures that

the initial state has no preferred equatorial symmetry.

The uniform background field configuration, a more academic example, con-

sisting of a field uniform throughout the sphere, but being a dipolar vacuum field

outside:
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Fig. 13.1 Left panel: internal uniform field according to (13.5) in a meridional plane. The arrow
indicated below marks a magnetic field of 1015 G. Right panel: dipolar magnetostatic equilibrium
field according to (13.6). The arrow indicated below marks a magnetic field of 1.63×1015 G

B = B0ez for r ≤ 1,

B = −B0 curlr×∇
(

cosϑ
2r2

)
for r > 1,

[Br] = 0 for r = 1.

(13.5)

Here, B0 denotes the polar surface field strength. Of course, the continuity of the nor-

mal component of B has to be required, but the tangential components remain dis-

continuous and give rise to surface currents. This model field was chosen, because

it was the one considerations on magnetic stability in NSs were first exemplified

on by Flowers and Ruderman [23] and because [13] report on its instability in the

non-rotating case.

A more realistic initial configuration consists of the poloidal magnetostatic equi-

librium field the angular dependence of which is the same as for a dipolar field

[74, 75]:

B = B0 curlr×∇
(

1

4
(3r3 −5r)cosϑ

)
for r ≤ 1,

B = −B0 curlr×∇
(

cosϑ
2r2

)
for r > 1,

[B] = 0 for r = 1.

(13.6)

As the Lorentz force of this field is a pure gradient it can, in the constant-density

case, be balanced by the quantity −∇(p − (Ω 2r2 sin2ϑ)/2 +Φ
)

(see (13.2)). If

stable, this state could be a final equilibrium to which an arbitrary initial configu-

ration relaxes during the fluid stage of a newly born NS. As known from analytical

studies [51], however, any purely poloidal field is in the absence of rotation surely

unstable, hence the evolution of the field (13.6) under the influence of rotation is a

crucial question.
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Because the star is modeled as a spherical body and incompressibility is assumed,

the problem is especially suited to be tackled by a spectral method. The one used

here employs an expansion of B and u into their modes of free decay.

The numerical solution of (13.1), (13.2) returns qualitatively very different

results for the magnetic field evolution in dependence on the rotational period and

the inclination angle α . If the rotation is fast enough and/or the inclination angle

sufficiently small, the background field is stable and reaches quite fast a stable equi-

librium configuration. If, in contrast, rotation is too slow and/or α too large, the

background field becomes unstable and looses almost all of its initial energy by

transferring it to small scale modes of the velocity and the magnetic field, for which

dissipation acts efficiently. For the parameter range considered up to now, the transi-

tion from stabilization to unstable behaviour happens at a rotational period P � 6 ms

and α ≈ 45◦. To illustrate it, in Table 13.1 the results for a model with Pm = 1 and

the two different initial background field configurations are presented.

Note, that for the model parameters (13.4) qP = 0.12 corresponds to P = 6 ms.

Most informative about the effect of rotation and inclination is the third row, where

the final magnetic energies after equal evolution times is related to the final energy

of the purely ohmic case EOhm
mag , i.e., when no coupling to the fluid flow is allowed. It

is clearly seen that with increasing rotational velocity, an increasingly smaller part

of the magnetic energy is dissipated and/or transferred into kinetic energy (fourth

row). That an increasing α exacerbates the stabilization of the background field is

also shown by the fact, that for α = 90◦ an extremely fast rotation with P = 0.6 ms

would be necessary to stabilize the dipolar magnetostatic equilibrium field. It is

informative to consider in comparison the evolution of the initial uniform back-

ground field (left panel of Fig. 13.1). The general tendencies are the same as for

the dipolar equilibrium field. Again, the significant influence of α on the stability is

proven.

Table 13.1 Left part: results for the dipolar magnetostatic equilibrium model. All quantities are
taken after a period of τB

decay. Subscripts “kin” and “mag” refer to velocity and magnetic-field
related quantities, respectively. The calculations for the non-rotating NS, qP = ∞, were performed
only for α = 0 because in this case the choice of the axis is of course arbitrary. Right part: the
corresponding results for the internal uniform field model

α (◦) qP Emag/EOhm
mag Ekin/Emag

0

∞ 0.0002 4.67
12. 0.0004 6.6

1.2 0.0076 0.0007
0.12 0.98 0.00003

45
1.2 0.075 0.001
0.12 0.824 0.00005

90

12. 0.0033 0.64
1.2 0.043 0.003
0.12 0.14 0.00014
0.012 0.98 0.0013

α (◦) qP Emag/EOhm
mag Ekin/Emag

0

∞ 0.00009 147.6
12. 0.001 2.92

1.2 0.083 0.0034
0.12 1.02 0.00002

45
0.12 0.56 0.00006
0.012 1.006 0.0023

90
0.12 0.193 0.0005
0.012 0.976 0.0013
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It is interesting to see how an unstable background field configuration evolves

through the instability. In Fig. 13.2 a snapshoot of both the velocity and magnetic

field evolution is shown at 10τA = 0.5 s for a newborn NS rotating initially with

P = 60 ms (second line in Table 13.1).

A comparison of both the final spectra and field geometries of the initially

quite different background field configurations shown in Fig. 13.1 for P = 6 ms and

α = 0◦ (fourth lines in Table 13.1 gives strong evidence for a tendency to approach

the same state for t →∞; see Fig. 13.3). Not only the difference in the initial geome-

try (cf. Fig. 13.1), but also the difference in the initial energies is obviously equalized

after having gone through the nonlinear stage. The relative r.m.s. value of the differ-

ence of both fields is only 1.6%. The same coincidence is found for α = 45◦,90◦,

qP = 0.012.

The temporal evolution of the magnetic and kinetic energies for both the stabi-

lized and the destabilized background field configurations are shown in Figs. 13.4

and 13.5: A comparison of Fig. 13.4 with Fig. 13.5 shows that while for sufficiently

Fig. 13.2 Field geometries of magnetic field (left) and flow (right) around the end of the dramatic
field reduction phase (see upper panels of Fig.13.5 at t ≈ 0.01) in a meridional plane for the dipolar
equilibrium model with qP=12, Pm = 1, α = 0. Arrows indicate vector components parallel to the
paper plane. Their maxima are 6.93×1014 G and 8.3×106 cm s−1, respectively. Colors encode the
field moduli: the brightest tone corresponds to 7.2×1014 G and 1.2×107 cm s−1, respectively

Fig. 13.3 Final field geom-
etry for the internal uniform
field model in a merid-
ional plane (the field is
almost exactly axisymmet-
ric) for α = 0, qP = 0.12,
Pm = 1. With the denormal-
ization based on (13.4) the
maximum field strength is
≈ 7.1×1014 G
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Fig. 13.4 Temporal evolution of the disturbed dipolar magnetostatic equilibrium for qP=0.12,
Pm = 1, α = 0 (a stable case). Time is in units of τOhm, energy in units of ρη2/R2. Subscripts
“kin” and “mag” refer to velocity and magnetic-field related quantities, respectively. The magnetic
and kinetic energies, Emag and Ekin, are each further subdivided in their poloidal and toroidal parts

Fig. 13.5 Temporal evolution of the disturbed dipolar magnetostatic equilibrium. qP = 12, Pm = 1,
α = 0 (an unstable case). For further explanations see Fig. 13.4. Note, that using the parameters
(13.4) t = 0.01 corresponds to 0.5 s!
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fast rotation the magnetic energy is decreased to 15% of its initial value (which cor-

responds to a decrease of the field strength from 1.71× 1015 G to 7.1× 1014 G) in

the unstable , slower rotating NS, 99.99% of the magnetic energy has been redis-

tributed into kinetic one and is finally dissipated into heat, so that the remaining

NS magnetic field has a strength of 1.71×1013 G, typical for the majority of young

radio pulsars.

Concluding, the effect of the MHD instability occurring immediately after the

birth of NSs with ultra-strong dipolar fields is that:

1. Those whose rotation period is less than ∼6 ms and whose magnetic inclina-

tion angle α is smaller than ∼45◦ will retain their extremely large surface field

strength and appear, after a rapid spin down, as magnetars.

2. Those which rotate less rapidly, say with P � 6 ms and/or for which is α � 45◦
will lose almost all of their inborn magnetic energy and appear as radio pulsars.

It turns out that rotation is likely to be the only stabilizing agent which allows of

the existence of magnetars whereas the stable configurations found by [13] are less

suited to support such strong surface fields; due to their concentration to the very

inner core region it demands too large field strengths for typical magnetar surface

fields. Thus, the much smaller number of observed magnetars in comparison with

that of all the other observed realizations of NSs may be a consequence of the fact

that only a small fraction of all new-born NSs are rotating as fast as or faster than

P ∼6 ms.

13.3 Fallback Accretion, Submergence and Rediffusion:
Pulsar or Radio Quiet Neutron Star?

Whether and if so how much fallback accretion can change the magnetic field evo-

lution qualitatively depends on two questions:

• Can the fallback matter reach the NS surface at all, i.e., is the dynamical pressure

of the matter flow stronger than the pressure of NS’s magnetic field which exists

after the first ∼10 s of NS’s life (see Sect. 13.2), and is the rotation sufficiently

fast that the rotating dipole acts like a propeller?

• If the fallback matter reaches the surface, how deep can the magnetic field be

submerged and how fast can it rediffuse to the surface up to its strength before

the hypercritical accretion started?

For other factors which may either reduce the rate of fallback accretion or prevent

it at all (decay of 56Ni and 56Co, rapid rotation, kick velocity) see [26]. A rough

estimate with respect to the first question is whether the Alfvèn radius, determined

by the equilibrium of the pressure of the dipolar field and the ram pressure of the

gravitationally captured fallback matter, is larger or smaller than the NS radius R.

RA =
(

R6B2

4Ṁ
√

GM

)2/7

≈ 1.3×105

(
B2

12

Ṁ350

)2/7

cm, (13.7)
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where B12 = B/1012 G and Ṁ350 = Ṁ/350M�yr−1. The accretion rate of

350M�yr−1 was estimated for the initial accretion on to the NS in SN 1987A [17];

the factor in (13.7) is given for a NS with M = 1.4M� and R = 106 cm. Clearly,

the majority of NSs, having after the period of MHD instabilities “only” surface

field strength in of order 1012 G, will suffer from fallback if the accretion rate is as

huge as in case of SN 1987A. If, however, the field strength after that periods is

� 3× 1013 G and the fallback accretion rate is only one tenth as strong as in the

case of SN 1987A, the Alfvèn radius RA ≈ 1.75× 106 cm, just the radius of a NS

with quite stiff equation of state (EoS). In that case the submergence of the field

can be attenuated drastically. Even for fallback as heavy as in case of SN 1987A, a

magnetar field (� 1015 G) ensures RA ≈ 6.9×106 cm, a precondition for preventing

fallback accretion.

Another condition to impede fallback concerns sufficient fast rotation. The rota-

tion period which separates the propeller from the accretor regime is given by the

so-called equilibrium period Peq [2]. Thus, the NS is in the propeller regime and can

eject the inflowing fallback as long as(
2π
P

)2

R3
A > GM ≈ 1.9×1025 cm3s−2 , (13.8)

i.e., for the magnetic field of standard pulsars ∼1012 G, even a rotation as fast as

P = 10 ms can not prevent accretion if it starts as heavy as in case of SN 1987 A (see

(13.7)). The same rotation combined with magnetar field strength, however, would

drive the propeller mechanism. This mechanism prevents heavy accretion, but has

an enormously efficient braking effect (see, e.g., [86]. Since on the other hand the

fallback accretion rate drops rapidly with time (in case of SN 1987A after the onset

of accretion Ṁ ∝ t−3/2 during the Bondi-accretion regime, after the transition to the

dust-like regime Ṁ ∝ t−5/3) it is possible that a magnetar field together with an rapid

initial rotation may prevent the fallback accretion. For the majority of newborn NSs

it is quite likely, that fallback accretion will appear, albeit not as heavy and field

submerging as in case of SN 1987A. The onset of the powerful propeller regime

which prevents the submergence of the magnetar field but spins the NS rapidly down

might be one reason, why those NSs having magnetar field strength, the anomalous

X-ray pulsar (AXPs) and the soft gamma repeaters (SGRs), are relatively young

(∼104 yrs) and rotate so slow (5 < P < 12 s).

The question how deep the field can be submerged during fallback accretion and

how fast it can rediffuse towards the surface has been addressed, e.g., by [20,26,55].

The magnetic field present at the surface of the NS when accretion stops will be

the field which was present in the accreted matter and compressed. Following the

standard hypothesis that the pulsar magnetic field is a fossil of the progenitor’s core

field, the accreted matter, being material of the progenitor’s core too, could bring in

a field comparable to the field already present in the NS, i.e., the NS may be born

with a strong surface field.

However, the hypothesis that the fall-back matter brings in a well-ordered large

scale field is questionable since there is still the possibility that this accreting matter

has suffered a turbulent episode during which the plasma behaved as a diamagnet
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[90] and its field could have been severely reduced, which would mean that the

final surface field of the NS would also be weak. In contrast, within the proto-NS

dynamo scenario for the origin of NS magnetic fields [83] the core of the progen-

itor is only required to have a small field which will act as a seed for the dynamo

action. In this case the field present at the NS surface after accretion will be small.

The strength of the surface magnetic field of a new-born NS which has undergone

hypercritical accretion may thus be very different if its magnetic field is fossil or

of proto-NS dynamo origin. Hence, the assumption that the accreting matter is only

weakly, magnetized, is natural within the proto-NS dynamo scenario and may also

be compatible with the fossil field hypothesis.

How deep the field will be submerged depends on the details of the supernova

explosion as well as on the magnetic field strength and on the rotation rate of the NS

when the fallback hits the surface. The submergence process in a NS whose field is

that of “standard” pulsars and for the fallback parameters of SN 1987A (for details

see [26] is shown in Fig. 13.6.

When the accretion has ceased, the field starts re-diffusion back toward the

surface. This problem has been considered by [55] in the case of very shallow
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Fig. 13.6 Distribution of the angle averaged magnetic field strength in the NS as a function of
time for the fallback rate estimated for SN1987A. Initial time corresponds to the beginning of
the accretion phase. In less than 2 h the initial field is submerged down to the crust–core interface.
Notice that the maximum value attained by the field depends on its initial value at low density since
the low density region is the most strongly compressed. The calculation assumes ideal MHD, but
these zones of highly compressed field have very small length scale and thus a very small ohmic
diffusion time: these fields, shown as dashed lines, will eventually washed out by diffusion when
time becomes comparable to the ohmic diffusion time
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submergence, i.e., the total amount of accreted matter Macc ∼ 10−5M�. They

showed that after a few hundred years the surface field strength becomes compa-

rable to the interior one, resulting in a delayed switch-on of the pulsar. For a typical

type II SN [17] estimated that the accreted mass should be at least 100 times smaller

than in SN 1987A, i.e., less than 10−3M�.

The rediffusion process in isolated NSs is solely determined by the conductive

properties of the crustal matter. This, in turn, depends on the cooling scenario and

on the impurity content Q of the crust. The rediffusion processes shown in Fig. 13.7
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Fig. 13.7 Rediffusion of the interior magnetic field after the hypercritical accretion phase for three
different submergence depths. Only the radial component is plotted. The assumed initial field loca-
tion is shown by dashed lines. The ages of the star are indicated on the lines
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are based on the standard (slow) cooling scenario [58] and an impurity content of

Q = 0.01. The latter is controversially discussed, see Jones [46] who argues in favor

of a much larger Q which would accelerate the rediffusion. The final depths into

which the field has been submerged after accretion of a certain amount of fallback

matter (see Fig. 2 in [26] correspond roughly to a rediffusion time of about 103

(3× 104) yrs for Macc ∼ 10−4 (∼10−3) M�, while for Macc ∼ 10−2M� rediffusion

takes more than 108 yrs. Moreover, in the case of Macc ∼ 10−1M� the rediffusion

time will exceed the Hubble time and, as far as SN1987A is concerned, it is likely

that a pulsar will never be seen in it.

This re-magnetization scenario relies upon the assumption that the accreted mat-

ter is weakly magnetized, either because the progenitor’s core had a very weak mag-

netic field or because the explosion and/or accretion process demagnetized it.

There remains also the possibility that immediately after the fallback a mech-

anism generates a strong field in the very surface layers based on a thermoelec-

tric instability (Sect. 13.4) driven by the strong temperature gradient in the outer

crust. Even stronger temperature gradients may appear transiently during the ther-

mal relaxation of the young NS in deeper crustal layers [33], which would be pre-

ferred locations for the transfer of thermal in to magnetic energy. In that case, the

pulsar in the remnant of SN 1987A could be switched on relatively soon.

13.4 Thermoelectric Instabilities: Strong Fields Despite Deep
Submergence?

Wherever in nature large temperature gradients are maintained in a medium of suf-

ficiently high conductivity, a suitably structured arbitrarily weak magnetic seed

field can be amplified by an instability which is based on two thermomagnetic

effects, the thermo-Hall effect, by which the magnetic field affects the heat flux

(see Sect. 13.5.2) and the thermoelectric effect, by which a temperature gradient

creates an e.m.f. (battery effect). This instability is, e.g., used to confine plasmas in

thermonuclear reactor devices [94].

The existence of huge temperature gradients is one of the many superlatives

which are assigned to NSs. For the first time Dolginov and Urpin [22] studied the

possibility of an thermomagnetic instability in the cores of white dwarfs. Soon it

became clear that in the envelopes of NSs much larger temperature gradients are

prevalent [36] which, together with the high electric conductivity may guarantee

that the field generation overwhelms the ohmic diffusion. Blandford et al. [7] con-

sidered thermoelectric field amplification in the solid crust which should via Lorentz

forces drive a dynamo process in the liquid layer above the solid. Urpin et al. [87]

showed that the thermomagnetic instability may act efficiently in the liquid layer

only and that a sufficiently fast rotation is necessary to keep the instability alive.

The latter condition is fulfilled by the vast majority of young NSs.
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Fig. 13.8 Schematic presen-
tation of the thermoelectric
instability caused by the inter-
action of an toroidal (in axial
symmetry purely azimuthal
(ϕ)) magnetic field with the
radial temperature gradient.
The magnetic field Bϕ and
ΔBϕ , temperature T and ΔT ,
the related heat flux qΘ , and
the thermoelectric field EΘ TEI

vary along the meridional (Θ )
direction (according Fig. 1
in [87]). During the linear
stage of the instability only
toroidal seed fields can be
amplified

The basic scenario is sketched in Fig. 13.8 and can be described as follows: A

pre-existing small scaled toroidal (in axisymmetry: azimuthal) component of the

NS magnetic field in the liquid creates via the thermo-Hall effect by means of the

strong radial temperature gradient thermal flux variations in meridional direction

having approximately the same scale length as the seed field. This meridional heat

flux causes temperature variations and the thermoelectric effect generates by them

an additional electric field also pointing in meridional direction. Due to the non-

uniformity of the liquid layer in radial direction that electric field has a curl com-

ponent in azimuthal direction which, under suitable conditions, may amplify the

seed field.

The set of equations which govern the thermoelectric instability is

∂B
∂ t

= −curl(
c2

4πσ
curlB)+ c gradQT ×gradT + curl [(v j + vTD)×B] ,

0 = div [(κei +κrad)gradT +κeiωBτ(b×gradT )] .

(13.9)

The first term in the induction equation describes the ohmic diffusion of the field,

the second term is the battery term. Its strength is determined by the temperature

gradient and the gradient of the thermopower QT . This kinetic coefficient quantifies

the efficiency of the thermoelectric (Seebeck) effect and is the ratio of the electric

voltage gained by the temperature gradient (see, e.g., [101]). Because all transport

coefficients are in good approximation dependent on the radial coordinate only as

long as ωBτ < 1, the battery term can amplify a seed field only if the temperature

gradient has, besides its strong radial component, a meridional one too. The third
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term resembles the usual advection term. Here, however, the velocity is not the

hydrodynamical motion, perhaps affected by the Lorentz force. Since the instability

starts with weak seed fields, the coupling to the hydrodynamics is neglected. This

assumption becomes wrong only if the field strength exceeds ∼1012 G. Instead, the

velocity consists here of the thermal drift vT D which describes the drift of the mag-

netic field in the liquid caused by the temperature gradient and is a consequence of

the thermoelectric effect. The electron mobility (v j ∝ curlB) is responsible for the

Hall-drift; it makes the induction equation nonlinear in B while the thermal drift

together with the battery effect as well as the thermo-Hall effect couples the field

evolution to the thermal one.

The thermal conductivities κei and κrad correspond to the heat transport due to

electron–ion collisions and to radiation, respectively, where the latter dominates

with decreasing density in the liquid layer. For the field strength expected to appear

at this stage of field evolution the radiative conductivity will not be affected by the

field. It can only influence the electron–ion collisions which, together with the mag-

netization parameter and the temperature gradient determine the relative importance

of the thermo-Hall effect, coupling the heat flux to the field (b is the unit vector of

B). For details of the derivation of (13.9) see [30].

Note, if there is initially a purely radial temperature gradient, initially only the

toroidal component of the seed field can be amplified. Any amplification of the

poloidal field component, which forms the dipole field outside the NS, is only pos-

sible via nonlinear interactions of the poloidal and toroidal field components and

each of them with the temperature variations.

In a series of studies Geppert and Wiebicke (see [93] and references therein)

tried to follow the evolution from a weak toroidal seed field to a poloidal field of

observed pulsar strength, but they failed. They could show the scheme of thermo-

electric field generation in the surface layers of young NSs which is characterized

by a rapid growth of small scale toroidal field components in less than 10 yrs satu-

rating at field strengths ∼1013 G, provided the surface temperature is � 3× 106 K.

Below that surface temperature the temperature gradient in the liquid crust becomes

too flat and ohmic decay and/or the Hall drift will dominate the field evolution.

During the exponential growth of the small-scale toroidal field modes nonlinear

(quadratic) interactions drive an (twice as) fast growth of large scale (say quadrupo-

lar) toroidal fields which reach in about 100 . . .1,000 yrs field strength of 1011...12 G

(see Fig. 13.9). While after about 10 years the exponential growth of the small-scale

modes saturate, the large-scale modes are still growing. However, the growth of the

large-scale toroidal modes after saturation of the small-scale modes as shown in

Fig. 13.9 is questionable. There are two reasons why the modeling of their growth

and that of the poloidal field component, fed by the rapidly growing small-scale

toroidal components, did not return correct results. Firstly, the decoupling of the

field from the hydrodynamic motions is not justified when the field attains strengths

�1012 G. Then, Lorentz forces may drive matter circulations which can act dynamo-

like and amplify the poloidal component of the seed field, too. Secondly, it is well
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Fig. 13.9 Magnetic energy content of the toroidal field modes as function of time. The result has
been obtained for a NS model with Ts = 5×106 K by a nonlinear calculation which couples the five
largest scale modes (dashed lines, even multipolarities n = 2,4,6,8,10) to each other and the small
scale “locomotives” The energy content of the large scale modes remains two orders of magnitude
smaller than that of the “collective” fastest growing small scale mode. For details see [31]

possible that the Hall-instability sets in as discussed in Sect. 13.5.1. An indication of

this scenario is that as soon as the toroidal field component exceeded ≈1012 G, the

Hall-drift caused a rapid growth of smaller scaled components and the code crashed.

Although the complete thermoelectric field generation process in the crust is by

far not yet understood and both the adding of the equations of hydrodynamics and

the numerical handling of the Hall instability are quite challenging complex prob-

lems, I would like to mention a place and a situation in the NS, where the thermo-

electric instability may act even more efficiently than in the outer liquid layer of

the crust.

Gnedin et al. [33] studied the thermal relaxation in young NSs which proceeds

when during the first 100 yrs the core and the outer crust of the NS cools by neutrino

emission faster than the bulk of the crust in the range 5×1011 < ρ < 2×1014 g cm−3

for a standard (slow) cooling scenario. This causes naturally two temperature gradi-

ents just around these limiting densities (see Fig. 13.10). The temperature gradient,

e.g., at the crust–core boundary is of order 2.5× 106 K cm−1, i.e., about 50 . . .100

times stronger than in the outer liquid layer discussed above. Since the growth time

scales are proportional to the square of the inverse of the temperature gradient [22]

and the growth time in the outer crust is for surface temperatures Ts � 3× 106 K

of order 50 . . .100 days, one can expect that, for the instability acting just above
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Fig. 13.10 Temperature profile in a 1.3 M� NS without superfluidity effects as shown by [33]
depending on the age which is indicated by the numbers next to the curves

the core, the growth time is ∼500 . . .2,000 s only. Depending on the cooling, which

determines the onset of crystallization, there could be conditions realized, under

which a large magnetic field is very fast generated. Another support for the instabil-

ity is the much larger electric conductivity in comparison with that appearing in the

outer crust. Additionally the inverse direction of the temperature gradient may help,

which tends to drive the field in regions with even larger conductivity. Perhaps, the

rapidly growing magnetic field in the inner crust will prevent the liquid matter for

a while from crystallization. Moreover, strong toroidal fields present in the vicinity

of the crust–core boundary are necessary to explain the existence of small hot polar

regions as discussed in Sect. 13.5.2. I believe it worthwhile to consider the possibil-

ity, that very early on, just after the MHD instabilities in the newborn NS ceased,

deep in the star, strong fields may be created by use of extreme temperature gradi-

ents. It seems, however, that for this purpose the hydrodynamics has to be coupled

to (13.9).
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13.5 Large Magnetization Parameters: Hall-Drift Induced
Instabilities and Strongly Anisotropic Surface
Temperatures?

As already mentioned in Sect. 13.1, a magnetization parameter ωBτ exceeding unity

will change the magnetic field evolution and cooling history, causing various, possi-

bly observable consequences. The reason is that both the electric and the heat con-

ductivity are in the presence of a magnetic field no longer only scalar functions of

density, temperature, chemical composition and other quantities, but become ten-
sors. Tensorial transport coefficients can only be used to describe correctly the

magnetic field effects on electric and heat fluxes in the crystallized crust. There,

the ions are fixed to the crystal lattice sites and the electrons are the only moving

particles. The more general case, when both the electrons and ions (protons) can

move with respect to each other and to the neutral background of neutrons has been

studied in detail by Goldreich and Reisenegger [34] and Reisenegger et al. [70].

Such a situation is materialized in the NS core, where, besides the Hall-drift, the

ambipolar diffusion plays an important role for the magnetic field evolution. As

an immediate consequence of ωBτ being larger than unity, the induction equation

becomes predominantly nonlinear and the heat transport will tend to proceed paral-

lel to the magnetic field. While the nonlinear induction equation comprises the mul-

tifaceted effects of the Hall drift, a significant deviation from isotropic heat transfer

through the crust affects the surface temperature distribution of thermally emitting

isolated NSs.

13.5.1 Hall-Drift in the Crust

In a NS’s crust, where the positively charged ions are fixed to their lattice sites

and no significant “flux” of the crustal matter is possible, the Hall drift is the only

(nonlinear) modification of the usual Ohmic decay, expressed by the term ∝ ωBτ in

(13.10):

Ḃ = −c curl
[ c

4π σ
(curlB+ωBτ(curlB × b))

]
. (13.10)

Many authors discussed the consequences of the Hall drift in isolated NSs, see, e.g.,

[19,34,41,44,56,79,88,89] and references therein. They discussed the redistribution

of magnetic energy from an initially large-scaled (e.g., dipolar) field into small-

scale components due to the nonlinear Hall term. Though the Hall drift itself is a

non-dissipative process, the tendency to redistribute the magnetic energy into small

scales may accelerate the field decay considerably.

Vaĭnshteĭn et al. [89] found that the Hall drift creates current sheets in configura-

tions where a large density gradient exists. These current sheets can be sites for rapid

ohmic dissipation of magnetic energy. Since crusts of NSs have a very large density

gradient (∼1014 g cm−3/105 cm) [89] concluded that in current sheets created by a
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crustal magnetic field this could decay an timescales of 3,000 . . .30 years, depending

on the location of the current sheets within the crust.

When starting with a large scale magnetic field the Hall cascade derived by [34]

will generate small scale field components down to a scale length lcrit , where the

ohmic dissipation begins to dominate the Hall drift. This cascade, however, can

be accompanied or superimposed by a non-local (in the spectral space) magnetic

energy transfer from a slowly, (ohmically) decaying, larger scale background field

into smaller scale components. This Hall instability may have observable conse-

quences [27, 71]. Moreover, the Hall instability and/or cascade are well conceiv-

able processes which produce the strong surface field components of smaller scale

(l ∼ R/10), necessary for the pulsar mechanism to work [29].

The occurrence of the Hall instability is based on certain properties of the electric

currents maintaining the background field: the motion of the electrons which create

the currents must show a sufficiently strong shear [19,72]. A linear stability analysis

performed in a plan-parallel slab assuming for simplicity constancy for the transport

coefficients reveals the mechanism of the instability.

With B = B0 +δb, where B0 denotes the background field (chosen such, that its

Lorentz force is a gradient) and δb a small perturbation, the linearized dimension-

less induction equation

δ̇b = Δδb− curl(curlB0 ×δb + curlδb×B0), divδb = 0 (13.11)

describes the behaviour of the perturbations of the reference state (for details

see [71]). Along with the term curlδb × B0 which is energy-conserving like the

original Hall term curlB×B here a second Hall term curlB0 × δb occurs which

may well deliver or consume energy (to/from δb!) since in general the integral∫
V (curlB0 × δb) · curlδbdV will not vanish. This reflects the fact that (13.11)

describes the behavior of only a part of the total magnetic field. Actually, pertur-

bations may grow only on expense of the energy stored in the background field.

Performing a standard stability analysis, the perturbations δb ∝ exp pt are found

to have for a certain range of background field strengths positive growth rates p
which correspond to characteristic growth times of 103 . . .105 years; has the back-

ground field magnetar strength the growth time reduces to ∼10 yrs. Note, that from

(13.11) the critical scale length below which ohmic dissipation dominates the Hall

drift is lcrit ≤ L/(ωBτ) (L being the scale length of the background field); at the

same lcrit the Hall cascade ceases.

This rapid transfer of magnetic energy may cause observable consequences. The

drain of energy from the large scale background field, which determines the rota-

tional evolution by magneto-dipole radiation and stellar wind, weakens – at least

episodically – the ability of that large scale field to spin down the NS. This should be

reflected observationally by braking indices n = 2−PP̈/Ṗ2 exceeding markedly the

value n = 3 for a constant dipole. Such values have been found for a number of radio

pulsars as old as 105 . . .106 years [45]. Geppert and Rheinhardt [27] have shown that

the Hall instability may reduce the dipolar field with a rate of ∼108 G yr−1, in coin-

cidence with some of the observations.



13 Magnetic Fields of Isolated Neutron Stars 343

Another consequence of the Hall cascade and/or instability is the generation of

small scale field structures close to the NS surface, which automatically cause small

scale Lorentz forces and Joule heating sources. A typical structure which may arise

due to the Hall instability is shown in Fig. 13.11. It is obtained by solving the Hall

induction equation at a certain moment of the NS’s cooling, reasonably assuming

that for NSs older than 105 yrs its cooling time scale is larger than the growth time of

the Hall instability in case of B0 � 1013 G. Moreover, in calculating that structure a

realistic crustal density profiles has been applied. Thus, in comparison with (13.11),

the Hall induction equation is no longer dimensionless and has an additional term.

For a background field of 3×1013 G the maximum growth time of the perturbations

is on the order of 3×103 years; it scales inversely with the background field strength.

The generated small scale poloidal field structures have just length scales as required

by the Ruderman and Sutherland pulsar model to drive the pulsar’s radio emission

[77]. Since the currents which maintain these small scale fields are circulating in

relatively low density crustal layers, they decay on a timescale of ∼106 years after

the Hall instability lost its power because the energy loss of the background field

became so large that it is no longer unstable.

It is conceivable that these consequences of the Hall-instability in case of mag-

netar background field strengths (≥ 1015 G) are responsible both for the bursts

observed in the SGRs and the thermal emission of SGRs and AXPs.

13.5.2 Temperature Distribution in the Magnetized Crust

In the crust of NSs electrons are the by far dominating carriers of the heat flow. By

collisions with impurities and phonons in the crystallized crust and with ions in its

liquid layer they transfer the heat following the temperature gradient from the core

through the crust and its envelope towards the surface where it is finally irradiated.

In case of weak magnetization, the heat will be transferred almost isotropically and

a uniform surface temperature Ts would be seen by an observer.

Observations of many isolated NSs, however, indicate with great significance

that the surface temperature Ts is not uniform but has (in some cases even large)

meridional gradients. For slowly rotating, radio quiet, isolated NSs as the “Magnif-

icent Seven” the magnetic field can be the source of a significant deviation from

an isotropic surface temperature distribution. Outstanding common features as seen

for the “Magnificent Seven” are the apparent smallness of their radii derived from

X-ray spectra, the slow rotation, and the existence of a remarkable optical excess

(see, e.g., [39, 61]).

The motion of the electrons is free parallel to the field lines but impeded by

Larmor rotation perpendicular to them, the tensor component of the heat conduc-

tivity perpendicular to the field lines is strongly suppressed by the square of the

magnetization parameter. Therefore, it is suggesting to consider the magnetic field

to be the primary source for the observed anisotropies.
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Fig. 13.11 Consequences of the Hall drift. Upper panel: typical structure of the small scale field
generated on a growth time of 3× 103 years by the Hall instability from a large scale toroidal
crustal field of 3×1013 G. The thickness of the crust is d ≈ 3,800 m. Thus, the typical meridional
and azimuthal scale of the perturbations is about 1 km. The field is concentrated in a depth of about
400 m below the NS surface z = 0. Colour encoding corresponds to the azimuthal field component
(for details see [74]). Middle panel: Perturbation of the Joule heat sources density ∝ 2curlB0 ×
curlδb in arbitrary units corresponding to the perturbation field shown in the upper panel. Positive
(Green to red), negative (green to blue) deviations from the background heat sources. Lower panel:
Lorentz force density perturbations ∝ curlB0×δb+curlδb×B0 corresponding to the perturbation
field shown in the upper panel. The arrows denote radial and meridional force components, colour
encoded is the azimuthal force component
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The thermal evolution of the crust is determined by the energy balance equa-

tion which has, in axial symmetry and with general relativistic effects included, the

following form:

e−Λ

r2

∂
∂ r

(r2 Fr e2Φ)+
e2Φ

r sinθ
∂
∂θ

(sinθFθ ) =
(

eΦCv
dT
dt

+ e2ΦQν

)
, (13.12)

where T is the local temperature, eΦ(r),eΛ(r) are the redshift and length correction

factors, Fr and Fθ are the local radial and meridional components of the heat flux

and r and θ the local coordinates. Qν and Cv are the neutrino emissivity and specific

heat, respectively, per unit volume. Studying stationary configurations and neglect-

ing neutrino energy losses, the right-hand side of (13.12) can be set to zero, and it

results in

1

x2

∂
∂ x̃

(x2 F̃r)+
1

x sinθ
∂
∂θ

(sinθ F̃θ ) = 0 , (13.13)

where x = r/R, ∂/∂ x̃ ≡ e−Λ∂/∂x and F̃r,θ ≡ e2ΦFr,θ/R. While in the envelope, the

outer shell with densities ρ ≤ 1010 g cm−3, the magnetic field has both classical and

quantum effects on the electron motion, in the crustal regions below the envelope,

the quantized motion of electrons transverse to the magnetic field lines doesn’t play

any rôle for the magnetic modification of the heat transport and the field acts domi-

nantly via the classical Larmor rotation of the electrons. The components of the heat

conductivity tensor κ̂ and that of the temperature gradient determine the heat flux

vector

eΦF = −κ̂ ·∇(eΦT )

= − κ0

1+(ωBτ)2

×[∇(eΦT )+(ωBτ)2 b (∇(eΦT ) ·b)+ωBτ b×∇(eΦT )
]
. (13.14)

For a prescribed magnetic field structure, which determines the components of the

heat conductivity tensor, (13.13) is solved with the heat flux components given

by (13.14) until a stationary solution is found. The temperature at the crust–core

interface is taken fixed. For the outer boundary condition the analytical expression

derived by [68] is applied. It comprises the relation between the temperatures the

bottom and the surface of the envelope, taking into account all the complex physics

of the heat flux through the strongly magnetized envelope.

The essence of the effect of a strong magnetic field is that the heat flux F is

forced to be almost aligned with the local field B when (ωBτ)2 � 1 since then the

component of the thermal conductivity tensor κ̂ parallel to B is κ‖ = κ0 while the

components in the perpendicular directions are κ⊥ = κ0/(1+(ωBτ)2) � κ‖.

For a magnetic field configuration consisting of axially symmetric toroidal and

poloidal constituents, the azimuthal component of the heat flux Fϕ is independent

of ϕ but certainly not equal to zero, in spite of having ∂T/∂ϕ ≡ 0. Since for strong

fields heat essentially flows along the field lines, when Btor is dominant, Fϕ will
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Fig. 13.12 Thermal structure of the NS crust between the crust–core interface and the bottom of
the envelope at ρ = 1010 g cm−3. The radial scale of the crust is stretched by a factor of 5 for
clarity. The magnetic field includes the three constituents Bcrust, Bcore and Btor

0 . In panels a and
b the crustal poloidal field dominates the core field (Bcrust

0 = 7.5× 1012 G, Bcore
0 = 2.5× 1012 G)

while in panels c and d the core field is dominant (Bcrust
0 = 2.5×1012 G, Bcore

0 = 7.5×1012 G. In

all panels Btor
0 = 3×1015 G. Here, the index “0” denotes the polar surface (for the crustal and core

poloidal field) and the maximum (for the crustal toroidal field) values. In the lower panels the full
lines show the resulting surface temperature profiles Ts(θ) and the dotted lines illustrate the same
profile when an isothermal crust is assumed, i.e., if the magnetic field would influence the heat
transfer in the envelope only

also be much larger than Fθ and Fr and produce a winding of the heat flow around

the symmetry axis: F follows the shortest possible paths with the highest possible

conductivity and this winding effectively acts as a heat blanket.

Typical crustal temperature distributions with the corresponding surface temper-

ature profiles are shown in Fig. 13.12. A noticeable general feature is the asymmetry

between the two magnetic hemispheres, resulting from the asymmetry of the total

field B, since the dipolar poloidal crustal and star centered field constituents, Bcrust

and Bcore, are anti-symmetric with respect to the equatorial plane, while the crustal

toroidal field, Btor, (as chosen here) is symmetric. In cases where the poloidal com-

ponent is almost comparable to the toroidal one, the asymmetry is barely detectable

but in all other cases it is clearly visible. The star centered core field, which superim-

poses the poloidal and toroidal crustal fields causes practically no deviations from

isothermality of the crust for densities ρ > 1010 g cm−3. In the envelope, however,

that core field produces a meridional temperature gradient as shown by [35], recently

refined by [68]. If sufficiently strong, it may counteract the effects of the crustal field

and tries to establish a temperature distribution closer to crustal isothermality. For a

detailed discussion see [25].

The very distinct surface temperature distributions resulting from significantly

non-isothermal crusts have several immediate observational consequences. In pres-

ence of a strong toroidal field in the crust, the channeling of heat toward the
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polar regions results in the appearance of two hot spots of very reduced size in

comparison with the hot polar regions which would appear in case of an almost

isothermal crust, having the magnetic field effects caused by a star centered field

only. Figure 13.13 shows five examples of surface temperature distributions and the
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Fig. 13.13 Surface temperature distributions (left panels) in an area preserving-representation with
a color scale following the emitted flux (∝ T 4). Panels a–d use the internal field structures of
the corresponding panels in Fig. 13.12 while panel e assumes an isothermal crust. In contrast to
Fig. 13.12 the dipolar symmetry axis is in all cases oriented in the equatorial plane defined with
respect to the rotation axis θ = 0,π . The right panels show the resulting pulse profiles (in arbitrary
units) which an observer, also located in the equatorial plane, would detect. In all cases the core
temperature is the same but the star’s distance has been adjusted to give the same average flux (see
Fig. 13.14). Number pairs within parentheses give (Tave, Teff) with Tave the optical flux and Teff for
the X-ray flux (see [25]), resp., in units of 105 K. All five models have almost the same maximum
surface temperature Tmax � 8.45×105 K but different minimal temperatures
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a)
c)
b)
d)

e)

Fig. 13.14 Observable spectra for the five surface temperature distributions and pulse profiles,
“a” to “e”, shown in Fig. 13.13. The stars, with radius R = 11.4 km (radius seen at infinity
R∞ = 14.28 km) and M = 1.4 M�, are assumed to be at distances of 100, 142, 131, 202, and
220 pc, resp., to produce almost identical observable spectra in the X-ray band (column density
NH = 1×1020 cm−2 for interstellar absorption) but resulting in significantly different fluxes in the
optical range

resulting observable pulse profiles of the X-ray light curve. Naturally, models with

the smallest hot spots result in the highest pulsed fractions, Pf , with values above

30%, in contrast to the case of an almost isothermal crust which results in Pf ∼ 5%.

The composite blackbody spectra resulting from the same five cases of Fig. 13.13

are shown in Fig. 13.14. The distances to the model stars have been adjusted to give

the same maximum flux in the X-ray band, and thus very similar X-ray spectra.

Given this adjustment the differences between the relative areas of the hot and cold

regions in the various cases result in differences in the predicted optical fluxes. Com-

parison of the surface temperature plots (left panels of Fig. 13.13) with the relative

optical fluxes shows a direct correlation between the relative size of the cold region

with the optical flux. Obviously, the presence of two small warm regions separated

by an extended cold belt has two immediate observational consequences. The first

one is that the observable pulsed fraction in the X-ray band can be very large, above

30% assuming isotropic blackbody emission. As the second one, the emission of the

cold region contributes little to the X-ray flux but dominates the detectable flux in

the optical range, appearing as an “optical excess”. These successes in explaining
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the observations are strong indicators, that the heat transfer through the strongly

magnetized crust of isolated NSs is indeed responsible for the small hot spots.

However, the above discussed dipolar axisymmetric field configurations produce

symmetric, but not sinusoidal, light-curves. For RBS 1223 and RX J0720.4−3125

the light-curves are clearly not symmetric. This could be interpreted by assuming

that the hot spots are not in antipodal position but have a meridional distance of

≈160◦ [38, 40, 78]. The non-uniqueness of the light curve interpretation allows

also an axisymmetric arrangement of hot regions. A superposition of dipolar and

quadrupolar magnetic field constituents could as well be able to produce precise fits

of the observed pulse profiles of the “Magnificent Seven” [99].

Indeed, very recently [62] have shown that a crustal field configuration consisting

of dipolar and quadrupolar parts in both the toroidal and the poloidal constituents

produces a warm equatorial belt in addition to the polar hot spots. The correspond-

ing surface temperature distribution explains convincingly well all observational

evidences seen for RX J0720.4−3125, a prominent member of the “Magnificent

Seven”, namely the X-ray spectrum, the “optical excess”, the pulsed fraction, the

spectral feature around 0.3 keV, and the light curves including their strong anti-

correlation of the hardness ratio with the pulse profiles in both the hard and the soft

band. It is compelling that these model calculations rely on an axisymmetric field

configuration instead of a non-axisymmetric one which could also explain the light

curve by the non-alignment of the northern and southern hot spot. The latter model,

however, implies a complicated structure of the currents which maintain the non-

axisymmetric field. Since it is hard to believe that such a field can be stable over a

long period, the model of [62] is perhaps likely to be realized in isolated NSs.

13.6 Concluding Remarks

The magnetic field of NSs is a complex entity, maintained by currents which cir-

culate both in the core and in the crust. While the former support essentially the

large scale, long living (�108 yrs) dipolar field which is responsible for the rota-

tional evolution, the latter have a considerably shorter decay time (∼106...7 yrs) and

cause the anisotropic heat transport through the crust, its cracking, and the Joule

heating. The crustal field may consist of a toroidal and poloidal part. The large scale

modes of the latter join at the surface the star centered core field. For the typical

pulsar lifetime the core and crust field “collaborate” to establish the conditions for

radio emission. Thus, a strong sub-surface toroidal field could provide via Hall-drift

induced processes the small scaled field structures necessary to produce sufficient

electron positron pairs in the polar gap. Sometimes it is argued by means of popu-

lation synthesis results that the NS magnetic field decays – if at all – on timescales

which exceed the typical pulsar lifetime (∼107 yrs) considerably. The population

syntheses, however, reflect almost only the effect of the core field on the rotational

evolution, which is affected by the poloidal part of the crust field only during its

shorter lifetime.
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At the discussed turning points the NS’s magnetic field will evolve into qualita-

tively different ways. Should the inborn field be stabilized against MHD instabilities,

the NS has a perspective as magnetar, otherwise it becomes a “standard” radio pul-

sar. Depending on the power of fallback accretion and on the electric conductivity

of the crust, the NS will appear as a radio pulsar soon after its creation in a super-

nova or will evolve with a weak surface field which has minor braking effects on

the rotation. If temperature gradients in the crust are strong enough and maintained

for a sufficient long period, a magnetic field may be rapidly generated and the NS

becomes a pulsar in spite of heavy fallback accretion. Exceeds the magnetization

parameter significantly unity locally and/or temporally both the magnetic and ther-

mal evolution will proceed differently from that of a weakly magnetized NS. This

may have observational consequences both for the rotational and cooling history.

Although the basic ideas of the physical processes discussed above are known,

there is still a lot of work necessary to understand them in more detail. This concerns

both the properties of NS matter (e.g., its conductivity) and the processes around the

NS’s birth (initial α , P, and field configuration) as well as the nonlinear and non-

axial symmetric processes of field evolution. Since the NS’s life is so intimately

connected with the magnetic field, any better insight into its evolution will return

a better understanding of the physics of the most fascinating stellar objects in the

universe.
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44. R. Hollerbach & Rüdiger: MNRAS 347, 1273 (2004)
45. S. Johnston & D. Galloway: MNRAS 306, l50
46. P. Jones: PhRvL 93, 221101 (2004)
47. W. Keil, H.-T. Janka, & E. Müller: ApJ 473, L111 (1996)
48. D. Konenkov & U. Geppert: MNRAS 360, 1052, (2000)
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60. J. Pérez-Azorı́n, J. Miralles, & J. Pons: A&A 433, 1009 (2006)
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Chapter 14
Pulsar Spin, Magnetic Fields, and Glitches

Malvin Ruderman

14.1 Introduction

As the number of nucleons in stable atomic nuclei increases, their neutron to pro-

ton ratios grow larger. So does the fraction of each atom’s electrons which is con-

tained within its nuclear volume. If an atomic weight (A) were to exceed 104 that

atom would resemble a canonical neutron star: a huge nucleus consisting mainly of

neutrons, several percent protons, and an electron cloud almost entirely contained

within the nucleus. In the commonly observed nuclei this limit cannot be reached

because nucleon-nucleon attractive forces can no longer prevent nuclear fission from

Coulomb repulsion when A exceeds 300. However, if A were to reach 1055, grav-

itational attraction would become sufficiently strong to hold the star together and

we can have a stable conventional neutron star. In it, the dominant neutron sea

is a quantum fluid with properties very similar to those of very low temperature

superfluid Helium. The much less abundant protons form a superconductor whose

properties closely resemble those of a BCS (Bardeen, Cooper, Schrieffer) electron

superconductor. Both of these quantum fluids are well understood and their expected

properties confirmed in laboratory experiments. Most astrophysically relevant fea-

tures do not depend on the fermion masses or fluid densities and lead to the model

presented below for various phenomena in the development of a canonical neu-

tron star.

In a cooled core below the relatively thin crust of a spinning neutron star (NS)

superconducting protons (SC-p)coexist with much more abundant superfluid neu-

trons (SF-n) to form a giant atomic nucleus which contains within it a neutraliz-

ing sea of degenerate ultra-relativistic electrons. Superfluid neutrons in a star with a

spin-period P(sec) rotate by forming a nearly uniform array of co-rotating quantized
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Ω

Fig. 14.1 Five of the ∼3 × 1016/P (sec) SF-n vortex lines in the superfluid core of a cooled
neutron star

vortex lines parallel to the star’s spin axis. This array has a number of vortices per

unit area density nv ∼ 104 P−1 cm−2 (cf. Fig. 14.1).

The array must contract (expand) when the NS spins up (down). Vortices at dis-

tance r⊥ from the spin-axis generally move away from the NS spin-axis with a

velocity r⊥(Ṗ/2P) until r⊥ reaches the core’s neutron superfluid radius,only slightly

less than the stellar radius(R). A stellar magnetic field passing below the stellar crust

(the outer km. of the R = 10 km. NS) must, in order to penetrate through the core’s

superconducting protons, become a very dense array of quantized flux-tubes (area

density nφ ∼ 5×1018 B12 cm−2 with B the local average magnetic field). Each tube

carries a flux of 2× 10−7 G cm2 and a magnetic field Bc ∼ 1015 G.1 There is neg-

ligible interaction between flux tubes as long as B � Bc. The initial magnetic field

within the core of a newly born hot neutron star is expected to have both toroidal

and very non-uniform poloidal components. The web of flux-tubes formed after

cooling to the transition to superconductivity is then much more complicated and

irregular than the neutron vortex-array. It also is of the order of 1014 times more

dense (cf. Fig. 14.2).

1 This assumes Type II proton-superconductivity in the NS core below the crust, the common
result of many calculations. If it were Type I, with many thin regions with B > several Bc, and
B ∼ 0 in between [17], the impact on surface B of changing NS spin proposed below would not
change significantly. If, however, the locally averaged B inside the NS core exceeds a critical field
somewhat greater than Bc, the core’s protons would not become superconducting. This may well
be the case for some (or all) “magnetars”.
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Fig. 14.2 Two of the 6×1031B12 magnetic flux-tubes in the superconducting core of a NS. Each
flux-tube has a flux of 2× 10−7 G cm2 (the same as that of a laboratory BCS electron supercon-
ductor) and a magnetic field Bc ∼ 1015 G

Because of the velocity dependence of the short range nuclear force between

neutrons and protons, there is a strong interaction between the neutron-superfluid’s

vortex-lines and the proton-superconductor’s flux-tubes if they come closer to each

other than about 10−11 cm. Consequently, when Ṗ �= 0, flux-tubes will be pushed

(or pulled) by the moving neutron vortices [9, 12, 16, 24, 27, 30, 31, 34], (cf. also

Fig. 14.3). A realistic flux-tube array will be forced to move along with a chang-

ing SF-n vortex array which threads it as long as the force at a vortex-line flux-tube

junction does not grow so large that vortex-lines cut through flux-tubes. In spinning-

down pulsars cold enough to have SF-n cores (Tcore � 3× 108 K) outward moving

n-vortex velocities are generally less than a cm/day (about the vortex array’s expan-

sion speed in the Crab pulsar’s core). During NS spin-up to millisecond pulsars the

inward moving n-vortex velocities are usually <cm/century. The drag on flux-tubes

caused by such slow movement is too small to cause cut-through of flux-tubes by

moving n-vortices. Jones [14] has recently found that electron scattering on flux-

tubes allows easier passage of flux-tubes through the SF-n than had been estimated.

In addition, an expected motion-induced flux-tube bunching instability could more

easily allow co-motion of flux-tubes with the local electron plus SC-p fluid in which

they are embedded [25]. If not for the anchoring of flux-tubes at the base of the

metallic crust (idealized in Fig. 14.4a) flux-tubes positions at the core–crust interface

could closely follow changes in the core’s SF-n vortex array. (Large forces resulting

in considerable cut-through may also come from stretching toroidal bundles of flux
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Fig. 14.3 Interacting flux-tubes and vortex-lines during initial spin-down

Fig. 14.4 a A moving quantized vortex-line in a NS core’s superfluid neutrons puling a pair of the
core’s proton superfluid quantized flux-tubes anchored in the star’s solid, conducting crust (shown
dotted). b The scale L of (14.1) for shearing stress on the crust from flux-tube pull
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tubes by an expanding n-vortex array. Further study is needed of the evolution of

this component and its consequences.

The magnetic field at the crust-surface should always be almost equal to the

average field from the flux-tubes at the core–crust interface below it on time-scales

exceeding the “impurity”-dominated ohmic (Eddy) diffusion time through the crust,

estimated to be several million years. On much shorter time-scales the crust acts like

a thin, incompressible, solid, shearable, breakable(?), perfect conductor. Because of

crustal stratification and the huge gravitational field it yields mainly to huge tan-

gential shear-stresses (from BBc/8π ∼ 3× 1017B12 tons cm−2) larger than its yield

strength. This happens on scales L (>crust thickness Δ ; Fig. 14.4b) such that the

total shearing force on a large crustal area can no longer be balanced by the restrain-

ing stress from the rest of the star on that area’s perimeter. The crust yield strength

is exceeded when a shear stress of

BBc

8π
L2 � (σ θmΔ)L , (14.1)

or

L � 106cm

B12
∼ R

B12
(14.2)

for typical estimates of crust shear modulus σ ∼ 1030 dyne cm−2, Bc ∼ 1015 G,

crust-thickness Δ ∼ 105 cm, and maximum sustainable strain θm ∼ 3 × 10−4, is

reached. This forms the basis for a very simple model for describing predicted

changes in pulsar magnetic fields during NS spin-up or spin-down which agrees well

with different families of pulsar observations. On small scales (<L) the magnetic

field through the crust of a NS can be frozen locally in the crust it penetrates for the

first several 106 years after the crust solidifies (several hours after the formation of

the NS). It changes during this long epoch only when huge BBc/8π shearing stresses

overstrain the crust on large scales (>L), inducing “platelets” (usually with differ-

ent B) to interchange positions by slow “plastic flow” or more sudden discontinuous

crust-breaking. After the formation of SF-n vortex arrays (t � 103 yrs) large scale

magnetic fields and dipole moments follow underlying core n-vortex movement but

local polar cap fields in small areas (a typical polar cap radius ∼104 cm) do not

change substantially because of such movement. However, after several 106 years

both surface dipole moments and surface polar cap field strengths follow closely the

movement of SF-n vortices near the surface of a NS’s core SC-p.

There are some quantitative uncertainties in the predictions from this model of

the response of NS surface field to NS spin-down (cf. Sect. 14.2). These relate

mainly to the structure and magnitude of toroidal components of the core’s mag-

netic field and to how a NS crust responds to very strong stresses (slow plastic

“creep” vs. sudden cracking). Neither is important during NS spin-up slow enough

for crust conductivity to be negligible so the description of Sect. 14.3 should then be

quite robust.
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14.2 Magnetic Field Changes in Spinning Down Neutron Stars

Effects from the coupling between a spin-down expansion of a NS’s SF-n vortex-

array and its SC-p flux-tubes should appear in several observable phases after a

neutron star spin-period Po is reached, i.e., after ∼103 yrs when the NS has cooled

down enough so that the vortex-line and the flux-tube array have both formed.

The distance from the spin-axis of SF-n vortex lines (r⊥) increases with decreas-

ing NS spin rate (Ω ) to conserve Ωr2
⊥, the number of vortices in each expanding

vortex-lattice area. This has the following consequences:

(a) When P > Po, μ⊥, the component of the NS-core’s magnetic dipole moment

perpendicular to NS spin, initially grows as P1/2 for any configuration of surface

B (cf. Fig. 14.5):

μ⊥(P)
μ⊥(Po)

∼
(

P
Po

)1/2

. (14.3)

(b) When P ∼ several Po, a good fraction of a NS’s core flux-tubes will have been

pushed outwards from the spin-axis into the equatorial region (r⊥ ∼ R). These

vortices cannot, of course, continue to move outward (Fig. 14.5) so that (14.3)

no longer holds. Rather, the mixture of expanding and crust-constrained flux-

tubes gives

μ⊥(P)
μ⊥(Po)

∼
(

P
Po

)n̂

(0 < n̂ < 1/2) (14.4)

with the exact value of n̂ dependent on details of the core’s B-field configuration.

(c) The crust can delay, but not indefinitely prevent, expulsion of this magnetic field

from the NS. When P ∼ several Po, intertwined vortices plus flux which have

been pushed into the core–crust interface will stress the crust enough to exceed

its shear-strength (Sect. 14.5. and Figs. 14.5 and 14.6). Then crust movements

begin that can lead to B-field reconnections. Flux that is threaded by SF-n vortex

N

N

S

S

(a) (b)

Fig. 14.5 Two flux-tubes whose North and South magnetic poles moved away from a NS’s spin-
axis during spin-down: a side view with one of the North poles moved to its maximum r⊥ ∼ R; b
top view of the core’s equatorial plane with one of the flux tubes being pushed out of the NS core
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Fig. 14.6 Left: The configuration (top view) of Fig. 14.5b after further spin-down. Flux-tubes are
piling up in an equatorial annulus at the core–crust interface. The blocked flux-tubes, in turn,
block short segments of vortex lines which forced them into this annulus. Right: A side view of
the representation shown in the left figure with the addition of a flux-tube, which the expanding
vortex-array has not yet forced out to a radius ∼R

lines that have not yet reached r⊥ ∼ R, and thus have not yet disappeared are

then -the remaining source for the NS’s dipole moment. The sum of all this

remaining flux is proportional to the total number of remaining vortex-lines

(∝Ω ). Then, (14.4) holds with n̂ = −1.

(d) When the average B remaining in the core drops below about 1012 G, shear-

stress on the crust from it would no longer be expected to be capable of exceed-

ing the crust’s yield-strength. The NS’s surface B may then lag that at the base

of its crust by the crust’s ohmic (Eddy current) dissipation time (perhaps of

order, but not greater than, 107 years).

14.3 Magnetic Dipole Field Changes in Spinning Up NSs

NS spin-up, when sustained long enough so that one of the above criteria for limiting

shear-stress from crust-anchored magnetic flux before cut-through is met, leads to

a “squeezing” of surface B toward the NS spin-axis. After a large decrease in spin-

period from an initial Po to P � Po all flux would enter and leave the core’s surface

from a small area within a radius R(P/Po)1/2 of the NS’s spin-axis. This surface

B-field change is represented in Fig. 14.7 for the special case when the magnetic

flux which exits the NS surface from its upper (lower) spin-hemisphere returns to

the stellar surface in its lower (upper) one. Potentially observable features of such a

“spin-squeezed” surface B configuration include the following:
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N

S

N

S

Fig. 14.7 Left: A single flux-tube (one of 1031) and some of the NS’s arrayed vortices (7 of 1017)
with surface poles in opposite spin-hemispheres. Right: The flux-tube and vortex array after a large
stellar spin-up

N
S N S

Fig. 14.8 Left: A single flux-tube, part of a sunspot-like B-field geometry in which flux from a
spin-hemisphere of the surface returns to the surface in that same hemisphere. Right: Flux-tube
and vortex array after a large stellar spin-up

(a) The dipole moment becomes nearly aligned along the NS spin-axis.

(b) The canonical polar cap radius at the stellar surface, rp ≡ R(ΩR/c)1/2, shrinks

to r′p ≡ Δ(ΩR/c)1/2. The B-field just above the polar cap has almost no

curvature.

Evolutionary squeezing of a pre-spin-up surface B with a sunspot-like configu-

ration (i.e., flux returning to the NS surface in the same hemisphere as that from

which it left) is represented in Fig. 14.8. In this case, potentially observable fea-

tures after P � Po include:

(c) A pulsar dipole moment oriented nearly orthogonal to the NS spin-axis
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(d) Positioned at the crust–core interface with

(e) A magnitude μ greatly reduced from its pre-spin-up size

A more general (probably more realistic) pre-spin-up configuration has flux emit-

ted from one spin-hemisphere returning to the stellar surface in both, as shown in

Fig. 14.9. Spin-up squeezing then typically gives the surface field configuration in

Fig. 14.10, a spin-squeezed, nearly orthogonal dipole on the NS spin-axis with prop-

erties (c), (d), and (e), together with an aligned dipole on the spin-axis whose exter-

nal field is well-represented by North and South poles at a distance of 2R apart.

N

S1

S2

N S1

S2

Fig. 14.9 Left: A surface field which has magnetic flux tubes of both Figs. 14.7 and 14.8 configu-
rations. Right: The same field configuration after a large stellar spin-up

N

S

N S

Fig. 14.10 Left: The field from Fig. 14.9 after very large further spin-up. The new N is reduced
by S1 from its initial value. Right: The field from Fig. 14.9 after large spin-up when S2 can be
neglected. Only a squeezed orthogonal dipole, greatly reduced in magnitude by the spin-up, is left
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14.4 Comparisons of Pulsar Dipole Field Observations
with Model Expectations

Figure 14.11 shows inferred magnetic dipole field strength at the neutron star surface

as a function of P for about 1,500 radio pulsars from measured P and Ṗ, used with

IΩ̇ = −μ2Ω 3c−3;B = μ R−3 and NS moment of inertia I = 1045 g cm2. Segments

of B(P) based upon the model of Sects. 14.2 and 14.3 are shown for a typical pulsar

by solid lines. The dashed line is the steady state “spin-up line” which relates the

dipole moment of a spun-up neutron star (B) to its spin period (P) when the spin-up

has been accomplished by expected accretion from a surrounding accretion disk:

1. Point A is a (B,P) where, typically, flux-tubes and vortex lines begin coexistence.

2. (A →C) is the expanding array prediction of Sect. 14.2b: B ∝ Pn̂ with the model

prediction 0 < n̂ < 0.5. The index n̂ is known only in the several cases where P̈
is also measured: n̂ = + 0.3, 0.1, 0.6, 0.1, 0.05 [5, 15, 19, 40]. The compatibility

of n̂ = 0.6 for Vela with the model is considered in [27]. (The canonical “braking

index” n = 3−2n̂, where Ω̇ ∝ Ω n).

A

A'

H

F

C

E
E'

E''

K

D'D

Fig. 14.11 Dipole-B observed on pulsar surfaces (inferred from measured P and Ṗ) as a function
of pulsar period. The solid line segments are the evolutionary segments for B of Sect. 14.4, based
upon the model of Sects. 14.2 and 14.3. The dashed diagonal is the steady state “spin-up line” from
an accretion disk fed at 0.1 the Eddington limit. The horizontal (D → D′) is B at a NS crust surface
above core surface (D → E) when not enough time has passed (�106 yrs.) for crustal dissipation
to result in B about the same at both surfaces. The E′′–E′ segment would be typical for an isolated
NS after 1010 yrs
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3. (C → D) describes the core flux-expulsion and reconnection segment. The model

predicts < n̂ >= −1 for n̂ averaged over the (C → D) history of any one pul-

sar. Reliable P̈ are not generally measurable in this (B,P) region. However

comparison of presently observed P/2Ṗ with actual pulsar ages inferred from

observed pulsar velocities and probable distance traveled since birth [8], gives

< n̂ >= −0.8±0.4, not inconsistent with the model prediction n̂ = −1.

4. (D → E) is the core-surface/crust-base B evolution after about ∼1010 yrs. The

horizontal (D → D′) is the NS crust’s surface field, remaining near 1012 G for

∼107 yrs. as discussed in Sect. 14.2d. This segment should be characteristic of

typical X-ray pulsars NSs in binaries spun up or down by active companions

through a wide range of P (e.g., Hercules X−1 with P ∼ 1 s to Vela X−1 with

P ∼ 103 s) until crustal Eddy current decay allows a (D′ → E) decay from

some D′ region. A small minority of NSs, after (D → E′′ → E′) segments,

will be resurrected as pulsars after accretion from a previously passive nearby

companion which now overflows its Roche lobe (LMXBs). These NSs have

entered into the spin-up phase of Sect. 14.3 until they reach a steady state on

the canonical “spin-up line” represented by the dashed diagonal of Fig. 14.11

(for Ṁ = 10−1ṀEddington).

5. (E → F → H) is the spin-up segment when the NS surface B has the sunspot

geometry which allows spin-up to minimal P before spin-up equilibrium is

reached. Observations of maximally spun-up millisecond pulsars (MSPs) support

the Sect. 14.3 model for such MSP formation. Figure 14.12 show Sect. 14.3d’s

high fraction of MSPs with two subpulses about 180◦ apart, characteristic of

orthogonal rotators [2,6,8,13,26]. For additional support from radio pulse polar-

ization and its frequency dependence in such subpulses see [6].

6. (E → F → K) is the track of total dipole B predicted after large spin-up from

(E) with Fig. 14.9 geometry to (F) with Fig. 14.10 geometry. Further spin-up

diminishes only the orthogonal component of μ until an almost aligned rota-

tor results when (K) is reached. X-ray emission from the almost aligned MSP

PSR J0437−4715 (P = 6 ms) (cf. Fig. 14.12) supports the predicted tiny polar

cap area about (Δ/R)2 ∼ 10−2 that from a central dipole moment configuration

for the same P (see [2, 6, 26] and (14.5) below).

Expected consequences for pulsar dipole-B changing according to the model

described in Sects. 14.2–14.3 are supported by many kinds of observations. How-

ever, for almost all there are usually other and more popular explanations (e.g., B
getting from (D) to (H) because of burial of B by accreted matter from a companion

(cf. [4, 38, 40]).

14.5 Polar Cap Areas

A NS’s polar cap area (Apc) depends upon the ratio of its dipole field Bd to its polar

cap field (Bpc). Conservation of magnetic flux within the “open” field line bundle

between the NS’s polar cap and its “light cylinder” at r⊥ = c/Ω gives
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Fig. 14.12 Radio pulse profiles of eight of the fastest 11 disk population millisecond pulsars in
1997 [7]. Among non-MSPs about one pulsar in 102 has two substantial subpulses (amplitudes
within an order of magnitude of each other) near half a period apart

Apc ∼ ΩR3

c
Bd

Bpc
. (14.5)

Since Bpc is expected to be approximately constant for the first few ×106 yrs after

crust formation Apc ∝ Bd/P in that interval. It is not clear, however, what the appro-

priate initial value of Bpc is. In many cases it may well be very much larger than Bd
after 103 yrs when the controlling SF −n vortex arrays form and the model consid-

ered above could be expected to become applicable (cf. Sect. 14.5).

Very slow (t � 106 yrs) spin-up of a NS to a millisecond pulsar squeezes all the

core’s flux-tubes, together with the NS polar caps, toward the spin axis. Apc then

decreases because Bd ∝ Ω− 1
2 on E → F → H in Fig. 14.11 and Bpc ∝ Ω . Spin-up
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from a spin-period ∼10 s to near the minimum P ∼ 10−3 s on the “spin-up” line

for near maximum NS spin-up by a companion-fed accretion disk gives a polar cap

radius at the core–crust intercase which is � the crust thickness Δ . For an aligned

spun-up MSP the polar cap area at the crust surface becomes

Apc ∼ π ΩR
c

(RΔ)2 ∼ 10−2 km2, (14.6)

about two orders of magnitude less than the conventionally assumed polar cap area

πΩR3/c ∼ 1 km2 when P ∼ several ms. Such very small Apc are consistent with

those reported by [42] for the almost aligned rotator PSR J0437−4715, and two

orthogonal rotators, J0030 and J2124. There are, however, still considerable uncer-

tainties in inferring observed Apc from X-ray observations. For an orthogonal dipole

on the spin-axis at the crust core interface the surface polar cap area is much larger

than the Apc of (14.6). However, MSPs are identified by observations of their radio

emission beams, a nearly aligned one from PSR J0437−4715, and an expected grav-

itationally elongated (in latitude) fan beam from a rotating orthogonal dipole. An

aligned MSP is, therefore, usually observed from a direction nearly normal to its

polar cap. The observing angle would generally be much closer to tangential in the

orthogonal case. Then the polar cap area inferred from its thermal X-ray emission

would be near that of (14.6) for PSR J0437−4715, but a smaller projection of a

larger Apc for an orthogonal rotator whose dipole is on the spin-axis very near the

stellar surface. Despite this ambiguity, support for a predicted very large reduction

in observed polar cap areas for strongly spun-up MSPs seems quite strong.

14.6 Pulsar Spin-Period Glitches from Spin-Induced B-Field
Changes

Moving core flux-tubes continually build up shearing stress in the conducting crust

which anchors B-field that traverses it. If this stress grows to exceed the crust’s

yield strength, subsequent relaxation may, at least partly, be through relatively sud-

den crustal readjustments (“crust-breaking”). Such events would cause very small

spin-up jumps in spinning-down NSs (spin -period “glitches”). The Sects. 14.2–14.3

model for the evolution of a core’s flux-tube array suggests glitch details in pulsars

similar to those of the two observed glitch families: Crab-like glitches and the very

much larger giant Vela-like ones of Fig. 14.13.

14.6.1 Crab-Like Glitches

In both the (A → C) and (C → D) segments of Fig. 14.11, an expanding quasi-

uniform vortex-array carries a flux-tube array outward with it. Where growing
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Fig. 14.13 Observed jumps (“glitches”) in pulsar spin-rates (ΔΩ/Ω ) of pulsars with various
spin-down ages. The vela-like pulsars have ΔΩ/Ω ∼ (1− 10)× 10−6. The Crab-like ones have
(ΔΩ/Ω) ∼ (0.01−0.1)×10−6 [21, 41]

flux-tube-induced stress on the crust is partly relaxed by “sudden” outward crust

movements (of magnitude s) where the stress is strongest (with density preserving

back-flow elsewhere in the stratified crust) the following consequences are expected:

1. A “sudden” permanent increase in μ⊥, spin-down torque, and Ω̇ with ΔΩ̇
Ω̇ ∼

typical tangential crust fractional displacement s/R ∼ Δθ (strain relaxation) �
θmax ∼ 10−3. A permanent glitch-associated fractional jump in NS spin-down

rate of this sign and magnitude (∼3× 10−4) is indeed observed in the larger

Crab glitches (cf. Fig. 14.14 and [11, 18, 20, 39]).

2. A “sudden” reduction in shear stress on the crust by the flux-tubes attached to it

from below. This is matched by an equivalent reduction in pull-back on the core’s

expanding vortex array by the core’s crust anchored flux-tube array attached to

it. The n-vortices therefore “suddenly” move out to a new equilibrium position

where the Magnus force on them is reduced by just this amount. The high density

SF-n sea therefore spins down a bit. All the (less dense) charged components

of the NS (crust, core-p and-e) together with the flux-attached n-vortex-array

spin-up much more. (The total angular momentum of the NS does not change

significantly in the brief time for development of the glitch.) A new equilibrium

is established in which the charged components (all that can be observed, of
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Fig. 14.14 The difference between Crab pulsar spin-frequencies observed over a 23-yr interval
and those predicted from extrapolation from measurement of P, Ṗ, and P̈ at the beginning of that
interval. These “sudden” permanent fractional jumps in spin-down rate (ΔΩ̇/Ω̇) ∼ +5× 10−4)
occur at glitches (ΔΩ̇/Ω̇ ∼ 10−8–10−7) but are 104 times greater in magnitude [11, 39]

course, is P of the crust’s surface) have been spun up. For Crab B and P, estimated

ΔΩ/Ω ∼ 10−4(ΔΩ̇/Ω̇) [26, 32, 33] are consistent with both the Crab glitches

of Fig. 14.13 and also with much smaller Crab glitches not shown there [39]).

14.6.2 Giant Vela-Like Glitches

Those glitches differ from that of Crab-like pulsars in several ways:

1.
(ΔΩ
Ω
)

V ∼ 102 × (ΔΩΩ )C .

2. Vela-like glitches develop their ΔΩ in less than 102 s; the ΔΩ of a Vela-like

glitch is already decreasing in magnitude when first resolved, while Crab-like

glitches are still rising toward their full ΔΩ for almost 105 s [22, 23].

3. Vela-like glitches are observed in pulsars (mainly, but not always) in Fig. 14.11

along (C → D) while C-glitches are observed all along (A →C → D).
4. The Crab-like glitch proportionality between ΔΩ̇/Ω̇ and ΔΩ/Ω would greatly

overestimate ΔΩ̇/Ω̇ after Vela-like glitches.

The existence of a second glitch family, with Vela-like properties, is expected

from a second effect of vortex-driven flux-tube movement in a spinning down NS
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core. If there were no very dense, comoving, flux-tube environment around them,

outward moving core-vortices could smoothly shorten and then disappear as they

reached the core’s surface at its spin-equator. (We ignore crustal SF-n here.) How-

ever, the high conductivity of the crust at its base resists entry of the flux-tubes

which the vortices bring with them to the crust’s base. This causes a pile-up of

pushed flux-tubes into a small equatorial annulus which delays the final vortex-line

disappearance. The vortex movement in which they vanish occurs either in vortex-

line flux-tube cut-through events, or perhaps in a sudden breaking of the crust which

has been over stressed by the increasing shear-stress on it from the growing annu-

lus. Giant Vela-like glitches have been proposed as such events [25, 26] allowing

a “sudden” reduction of part of this otherwise growing annulus of excess angular

momentum and also some of the magnetic flux trapped within it. These would not

begin until enough vortex-lines, initially distributed almost uniformly throughout

the core, have piled up in the annulus for the flux-tubes they bring with them to

supply the needed shear stress. Estimates of Vela-like glitch magnitudes ΔΩ̇/Ω̇ are

less reliable than those for Crab-like glitches. A very rough one, based upon plau-

sible guesses and an assumed strain relaxation about the same as those in the larger

Crab-like glitches, suggest that Vela-like glitch repetition rates and magnitudes are

similar to observed ones.

14.7 Open Questions and Summary

Several areas stand out as needing much more study:

1. The origin of a NS’s magnetic field – Speculations include (a) conservation dur-

ing a NS’s violent birth of flux already inside its ancestor. NS fluxes are compa-

rable to those in magnetic White Dwarfs, and the toroidal field within the sun;

(b) short-lived post-partum dynamos [35]; (c) field amplification in asymmetric

supernova explosions; (d) toroidal field breakout after wind-up from different

rotation imparted at birth [29]; (e) thermoelectric generation [?,3,36,37]; and (f)

exterior field reduction from burial by fall-back of some of the initially exploded

matter.

2. Prehistory – The proposed spin-down biography of a NS surface B presented

in Sect. 14.2 began at A (or perhaps A′) in Fig. 14.11 when that typical NS is

expected to be about 103 yrs old. Before that its crust had solidified (age ∼ a

minute), its core protons had become superconducting (age ∼ 1 yr?), and core

neutrons became superfluid (age ∼ 103 yrs?). If so, there would be a nearly 103-

year interval between formation of the NS core’s magnetic flux-tube array and

control of that array’s movement by a SF-n vortex array. During that interval an

early magneto-hydrodynamic equilibrium involving poloidal and toroidal fields,

and some crustal shear stress could be upset. Dramatically altered B-field stresses

after flux-tube formation could induce movements in the overstrained crust which

cause Bd to change [25, 26]. Recent reconsideration of drag on moving flux-

tubes [14] suggests the core flux-tube adjustment might take ∼103 yrs. For many
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Fig. 14.15 Observed spin-down times for pulsars (P/2Ṗ) vs. the time since birth of these same
pulsars as inferred by the ages of the supernova remnants in which they are still embedded (tSNR)

NSs, depending on details of their initial B structure, dipole moments could then

become much smaller in that 103-yr epoch. Large post-partum Bd values and

such subsequent drops in their sizes have been estimated and proposed [25, 26]

as the reason some young pulsars have present spin-down ages (P/2Ṗ) 102 times

greater than their true ages (Fig. 14.15).

If present P < 10−1s it may not be implausible that such pulsars simply were

born with a spin-period near that observed now. In others (e.g., 1E 1207 with

P ∼ 0.4 s) the case for an earlier epoch with very much larger Bd may be more

attractive. It has been suggested by [10] and others that this might have been

caused by burial of surface field by slow fall-back.

A second consequence of a very early, large reduction in Bd of some NSs

would be a comparable reduction in their Apc to far below the canonical πΩR3/c
(cf. (14.5)). The Apc of Sect. 14.5 would then be small because presently observed

pulsars “remember” their early very large Bpc but not the Bd they then had. Sub-

sequent changes in Bd and (14.1) and (14.2) would need reconsideration.

An early epoch between the formation of SC-p flux-tubes and SF-n vortices

arrays is rich in possibilities and needs further exploration.

3. Precession – Large, long lasting and long period (∼yr) free precession of a

NS appears to be incompatible with simple, canonical neutron star models

[17, 32, 33]. This is especially the case for the model considered above in which

the NS core’s SF-n vortex lines are “tied” to the NS crust by magnetic flux which

interacts strongly with both. However, there are a substantial number of observa-

tions of significant long period (∼year) oscillations around expected pulse arrival

times [22] which have been interpreted as evidence for large amplitude free pre-

cession of NSs. How to modify the canonical model of a spinning-down (-up)
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NS to allow such sustained free precession and also preserve the consequences

described above for magnetic fields and glitches seems a severe and crucial prob-

lem [1, 17]. (One proposed resolution [28] is that the observations attributed to

free precession of the NS are from slow oscillations in emission beam direc-

tion and spin-down torque coming from a very slow “drifting” (precession) only

of the current-pattern above a polar cap accelerator.) Until it is satisfactorily

resolved other model predictions will remain somewhat suspect.

Summary

In the core of a canonical spinning magnetized neutron star a nearly uniform

superfluid neutron vortex-array interacts strongly with a twisted array of magnetic

flux-tubes threading the core’s superconducting protons. One consequence is that

changes in NS-spin alter both arrays and also the magnetic field distribution on the

surface of the surrounding crust. Among predicted consequences for very young

spinning-down NSs are “spin-down indices” increasing from 2 to 3, and a family

of (Crab-like) spin-period “glitches” with permanent fractional jumps in spin-down

torque 105 times greater than those in NS-spin. For older NSs, average spin-down

indices increase to around 5, and an additional (Vela-like) family of giant glitches

develops. NS spin-up to millisecond pulsars results in a high abundance of orthogo-

nal and aligned rotators, and anomalously small polar cap areas. Observations do not

conflict with these expectations. An epoch of NS magnetic field evolution between

the onset of proton superconductivity (∼yr) and neutron superfluidity (∼103 yrs)

may be important for large surface magnetic field changes and needs further study.

Observations generally interpreted as compelling evidence for NS precession may

need reconsideration.
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Chapter 15
Pulsar Emission: Where to Go

Jonathan Arons

15.1 Introduction

Pulsars are the quintessential dogs that don’t bark in the night – their observed loss

of rotational energy mostly disappears into the surrounding world while leaving

few traces of that energy loss in observable photon emission. They are the prime

example of compact objects which clearly lose their energy through a large scale

Poynting flux.

In this chapter I survey recent successes in the application of relativistic MHD

and force-free electrodynamics to the modeling of the pulsars’ rotational energy

loss mechanism as well as to the structure and emission characteristics of Pulsar

Wind Nebulae. I suggest that unsteady reconnection in the current sheet separating

the closed from the open zones of the magnetosphere is responsible for the torque

fluctuations observed in some pulsars, as well as for departures of the braking index

from the canonical value of 3. I also discuss the theory of high energy pulsed emis-

sion from these neutron stars, emphasizing the significance of the boundary layer

between the closed and open zones as the active site in the outer magnetosphere. I

elaborate on the conflict between the models currently in use to interpret the gamma-

ray and X-ray pulses from these systems with the electric current flows found in the

spin down models. Because the polar cap “gap” is the essential component in the

supply of plasma to pulsar magnetospheres and to pulsar wind nebulae, I empha-

size the importance of high sensitivity gamma-ray observations of pulsars with core

components of radio emission and high magnetospheric voltage, since observations

of these stars will look directly into the polar plasma production region and will

probe the basic plasma parameters of these systems. I also discuss the current state
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of understanding and problems in the shock conversion of flow energy into the spec-

tra of the synchrotron emitting particles in the Nebulae, emphasizing the possible

role of heavy ions in these processes. I comment on the prospects for future devel-

opments and improvements in all these areas.

This chapter is entitled “Pulsar Emission: Where to Go” in the theory of pulsar

radio and high energy emission. “Where to Go” on these topics depends greatly on

where one thinks the energy and the particles are. Therefore, I mostly discuss here

questions of dynamics, and return to the emission physics through the lens of the

successes and problems of dynamical models of rotation powered pulsars’ magne-

tospheres. Also, I emphasize results and problems common to all pulsars. I will give

an impressionistic rather than a comprehensive review, more in the spirit of setting

goals as I see them rather than providing a scholarly survey.1 I have focused on

issues that can be addressed by timing and by high energy photon observations.

15.2 Pulsar Electrodynamics: Follow the Energy

Astrophysical understanding comes from using observation and theory to find and

follow the flow of energy, mass and momentum in the macroscopic systems of inter-

est. For pulsars, this has been a challenge. They are quintessential “dogs that don’t

bark in the night”, with only a small fraction of the energy they broadcast into the

Universe appearing in directly observable forms. The interpretation of the regular

pulse periods from sources distant enough to require stellar and sub-stellar luminos-

ity in the radio (and in the infrared, optical, X-ray and gamma-ray) discovered by

the radio astronomers led immediately to the understanding that the observed peri-

ods are the consequence of rotation of massive stellar flywheels (neutron stars). The

steady lengthening of the pulse period, shown in Fig. 15.1, led immediately to a per-

manently successful model of that spin-down, the electromagnetic torques exerted

if the stars are sufficiently well magnetized.

One can readily estimate the magnitude of such torques from the observation that

rotation of a stellar magnetic field B induces a poloidal electric field of magnitude

E ∼ (Ωr/c)Bp, with Ω = 2π/P and Bp the poloidal magnetic field – from the point

of view of the torque, that field is well approximated by a dipole with dipole moment

μ = R3∗Bp. The winding up of the magnetic field as the conducting star rotates

requires the existence of a toroidal magnetic field of magnitude Bφ ∼ (Ωr/c)Bp.

This E field corresponds to energy loss in a Poynting flux cE ×B/4π . If the elec-

tromagnetic energy density exceeds all the material energy densities, one obtains

the total energy loss ĖR and therefore the torque J̇ = ĖR/Ω by summing the Poynt-

ing flux over a sphere of radius RA, expected to be comparable to the light cylinder

1 Much of what I have to say derives from collaborations, most recently with Elena Amato, Phil
Chang, Niccolo Bucciantini, Eliot Quataert, Todd Thompson and especially Anatoly Spitkovsky;
in earlier years, with Ted Scharleman, Bill Fawley, Colin Norman, David Alsop, Don Backer, Brian
Gaensler, Yves Gallant, Vicky Kaspi, Bruce Langdon, Claire Max and Marco Tavani. However, I
am solely responsible for the views expressed in the subsequent pages.
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Fig. 15.1 Observed RPP periods and period derivatives, from [75]. “X” marks a pulsar with P, Ṗ
measured from X-rays as well as radio observations. The line Φ = 1012 V = 1 TV is the locus in
the PṖ diagram where the rotation induced voltage drops to 1012 V, clearly marking a boundary
beyond which pulsar emission is unlikely

distance RL = c/Ω , where the electromagnetic inertia B2/4πc2 causes the poloidal

field to depart from the imposed stellar (dipole) field by an amount on the order of

Bp itself. Then RA is the smallest radius where Bφ becomes comparable to Bp, and

Bp ≈ μ/R3
A. Therefore

ĖR ∼ 4πR2
Ac

E(RA)Bφ (RA)
4π

≈
(
Ω 4μ2

c3

)(
RL

RA

)2

. (15.1)

For radio emitting Rotation Powered Pulsars (RPPs), stars are known with ĖR =
IΩΩ̇ from as small as 1030 erg s−1 to as large as 1039 erg s−1 – I is the stellar

moment of inertia, I ≈ 1045 cgs for currently acceptable equations of state for neu-

tron stars.

Modeling of RPPs has one great advantage over modeling of other compact

objects – observations of P, Ṗ determine the energy supply, to within the uncertain-

ties in the moment of inertia. In contrast, modeling of accreting black holes always

suffers from major uncertainty as to whether the systems are, or are not, accreting

at a well determined rate, e.g., the Eddington limit. This fact runs through much



376 J. Arons

of what I discuss below – with the total energy budget known, the effort turns to

aspects of the machine’s physics at a level of sophistication not sustainable in many

other aspects of compact object physics.

15.2.1 Force-Free Model: Heuristics

Expression (15.1) makes no reference at all to charged particles, and indeed the first

theories of RPP spin-down (some invented before RPPs were discovered) invoked

the electrodynamics of a vacuum rotator as an explanation of the observed Ṗ [45,

111, 112]. Except for geometric factors, vacuum theories yield expression (15.1),

but with the special addition that as the angle i ≡ ∠(μ , Ω) becomes small, so does

the torque, in proportion to sin2 i. Application of this model to the spin-down data

for normal RPPs yields dipole moments on the order of 1030 cgs, corresponding to

surface dipole fields B∗ ≡ μR3∗ ∼ 1012 G for “normal” neutron stars.2

Vacuum models have large electric fields parallel to the magnetic field at the

stellar surface, a fact which led Deutsch (in the context of the oblique rotator

i �= 0) to suggest that a vacuum rotator has to form a charged magnetosphere, as

charged particles move from the surface to short out E ·B. Simultaneously with the

appearance of the vacuum torque models after RPP discovery, [55] independently

made the same observation in the context of the aligned rotator. They went fur-

ther to suggest that a charge separated outflow forms, creating a conduction current

J = ηRv, where ηR is the charge density required to force E‖ = E ·B/B to zero,

ηR = −Ω ·B/2πc + relativistic corrections. They also introduced the idea that the

magnetosphere is “force-free”, that is, the electromagnetic energy density is so large

that all inertial, pressure and dissipative forces can be neglected, a concept consis-

tent with the fact that RPPs are non-barking dogs – the large energy loss manifested

in spin-down does not appear in any radiative emission associated with the mag-

netosphere (here defined as the region interior to RA, probably ≈ RL.) Conceived

of as a system which is strictly steady in the co-rotating frame – after all, pulsars

form superb clocks, therefore the rotating lighthouse picture should apply, which it

does, at least to averages of many pulses – the flow of the charges decompose into

any velocity parallel to B plus rotation Ω × r. The same charge density and veloc-

ity decomposition apply to the magnetohydrodynamic (MHD) model introduced

by [100] in the same year, with the difference that the MHD model assumes a den-

sity large compared to ηR/q. Charge separated/MHD outflow and magnetospheric

dynamics occurs for densities equal to or less than/greater than

2 “Normal” means neutron stars discovered via their “normal” radio emission, an obvious selection
effect. More recent discoveries, of millisecond radio pulsars and of X-ray selected objects, have
revealed neutron stars with magnetic moments from ∼1033 cgs down to “zero” in the X-ray burst
sources, which effectively means μ < 1026 cgs [75]. In particular, X-ray cyclotron lines confirm
the existence of 1012 G surface fields.
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cm−3, (15.2)

if the particles have Larmor radii small compared to r. Here P100 = P/100 ms and

μ30 = μ/1030 cgs. Interpreted as a particle outflow, this density corresponds to a

particle loss rate

ṄR = 4πR2
Ac

|ηR(RL)|
e

=
IR

e
=

cΦ
e

= 2.7×1032 μ30

P2
100

s−1. (15.3)

The poloidal electric current IR is the current expected such that the induced mag-

netic field becomes comparable to the dipole field at the light cylinder. In Gol-

dreich and Julian’s charge separated picture of the aligned rotator, the charges in

IR, composed of the charges in the fully charge separated plasma flowing parallel

to the poloidal magnetic field, provides the support for Bφ and the Poynting flux.

Φ =
√

ĖR/c = 1.3×1015μ30/P2
100 V is the magnetospheric electric potential.

Observations of the synchrotron emission from young pulsar wind nebulae

(PWNe) (e.g., [48, 51, 77, 122]) reveal particle injection rates Ṅ (in the form of

electrons and – probably – positrons) corresponding to densities in a wind outflow

n = Ṅ/4πr2c (at distances much larger than RL) a factor of 103 and more larger than

the density of the charge separated flow predicted by the charge separated wind idea.

Thus the nebular observations suggest MHD models with a quasi-neutral plasma

(which can only be electron–positron pairs, see Sect. 15.3), appear to be a good

starting place for understanding these systems.

15.2.2 Force-Free Model: Results

Thus the simplest idea is that a dense plasma exists everywhere in the magneto-

sphere and beyond, with the plasma energy density much lower than B2/8π – for

the young, high voltage pulsars, plasmas with energy density remotely compara-

ble to that of the EM fields and still under the rotational control of the stars would

lead to pulsed photon emission orders of magnitude greater than what is observed.

The force free idea was elegantly formulated in the early 1970s in the “pulsar equa-

tion” for the aligned rotator [101, 128], a variation of the Grad-Shafronov equation

familiar from the theory of magnetic confinement [15]:(
1− ϖ2

R2
L

)(
∂ 2ψ
∂ϖ2

+
∂ 2ψ
∂ z2

)
−
(

1+
ϖ2

R2
L

)
1

ϖ
∂ψ
∂ϖ

+ I(ψ)
∂ I
∂ψ

= 0. (15.4)

Here ψ is the magnetic flux, with the poloidal magnetic field related to ψ by

Bp = −ϖ−1φ̂ ×∇ψ , ϖ is the cylindrical distance from the rotation (z) axis, while
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the toroidal magnetic field is Bφ = I(ψ)/ϖ , with I the current enclosed within a

circle around the z axis of radius ϖ . These fields are supported by charge and cur-

rent densities all derivable from ψ , once a solution of (15.4) is determined. The

electromagnetic structure of this non-pulsing model was (and is) thought to capture

the essence of what is needed to make a full, oblique rotator model. The model

says nothing about particle energetics – thus it, and its oblique rotator descendants,

provides a geometric platform and an accounting of the dominant electromagnetic

energy flow tapped by the subdominant dynamical processes that lead to the observ-

able emissions. In particular, it does provide a basic model for the invisible processes

that lead to pulsar spin-down.

Solution of (15.4) in the simplest relevant case (a star centered dipole with rota-

tion axis parallel to the magnetic moment) has taken a remarkably long time. Solu-

tions appeared immediately for a) a strictly co-rotating magnetosphere I(ψ) = 0,

which is not relevant since it does not spin down (this dog really doesn’t bark!)

and implies particle motions faster than the speed of light at ϖ > RL and b) a star

centered monopole, with an elegant result obtained by [102] whose most important

element is the poloidal current function

I(ψ) = cΦ
ψ
ψ0

(
2ψ0 −ψ
ψ0

)
, (15.5)

where ψ0 ≈ πϖ2
cap(2μ/R3∗) ≈ (μ/RL)(RL/RY ) is the open magnetic flux in one

hemisphere of the monopole – RY is the equatorial radius of the Y point in the mag-

netic field which marks the largest extent of the closed magnetic field lines in the

rotational equator, ϖcap ≈ (R∗/RY )1/2 is the cylindrical radius of the magnetic polar

cap, and ψ0 = RYΦ = μ/RY . Finding these solutions required inspired guessing

of I(ψ). In the years between 1973 and 1999, many attempts were made to solve

(15.4) by guessing various forms for I(ψ) and applying ever more clever analytic

techniques to this fundamentally non-linear model. None yielded anything credi-

ble – see [98] for a summary of much of this work.

The situation changed when [35] took seriously the nonlinear eigenvalue and

eigenfunction character of (15.4) and its associated boundary and regularity condi-

tions and successfully applied an iterative numerical technique to find B and I(ψ) to

produce a result with E ·B = 0 and E2 −B2 < 0 everywhere – the latter condition is

required if the model is to be taken seriously as a representation of a physical magne-

tosphere, since the E ×B velocity must be sub-luminal, for a physical model.3 This

solution, in which the last closed field line is assumed to have equatorial radius equal

to RL, has been reproduced with increasing numerical accuracy by [57,94,132,138].

It exhibits a number of long expected features [104]. In particular, the last closed

field line has a Y-type neutral point on the equator, with return current flowing

(mostly) in an unresolved current sheet along the boundary of the closed zone,

then extending as an equatorial current sheet to radii ϖ > RY . Figure 15.2, taken

3 E2 −B2 > 0 is possible, in principle. However, in the absence of losses particles then accelerate
to energy ∼qΦ in distances not greater than RL. In the younger pulsars, the acceleration becomes
radiation reaction limited, implying radiation emission from RPPs far in excess of what is observed.
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Fig. 15.2 Left: Cartoon of the aligned rotator’s magnetosphere, showing the primary polar current
and the return current flowing along the separatrix at the equatorial current sheet. The anti-aligned
case, with μ anti-parallel to Ω is shown. The aligned case has the same topology, with the sign
of the current flows reversed. Right: Field lines (magnetic flux surfaces) of the aligned rotator
solution, for the case RY = 0.992RL

from [138], shows the poloidal magnetic geometry of the aligned rotator. The solu-

tion illustrated has ψ0 = 1.23μ/RL, in the case RY /RL = 0.992, in excellent agree-

ment with [57] and with [35], who assumed RY = RL exactly. All authors agree on

the spin-down energy losses of the aligned rotator, ĖR = kΩ 4μ2/c3, k = 1±0.1.

As predicted by [103], the asymptotic structure (r =
√
ϖ2 + z2 �RL) approaches

that of the (split) monopole, as appears most clearly in McKinney’s and Timo-

khin’s results. Thus the poloidal current flow is almost that of the monopole, a point

discussed further below. Also, as shown by [56], [34] and [138], the steady state

force free magnetosphere has a whole range of possible solutions, parameterized by

RY /RL ≤ 1.

By solving the time dependent force free equations, [132] showed that the force-

free magnetosphere evolves with RY → RL, starting from a static vacuum magnetic

dipole on a star instantaneously set into rotation with angular velocity Ω ; at t = 0,

the electric field on the stellar surface was set equal to −(Ω × r)× B. The rate

of approach of RY to RL depends on the artificial resistivity used to control singular

behavior at current sheets. Komissarov [81] and Bucciantini et al. [29] found similar

results using a relativistic MHD model (i.e., inertial forces included). Spitkovsky’s

method allowed the current sheet to have an arbitrary shape. Thus, he also suc-

ceeded in finding the force free solution for arbitrary i; the resulting 3D model of

the magnetic field appears in Fig. 15.3. Within the assumption of a magnetosphere

everywhere filled with plasma of density sufficient to short out parallel electric fields

(and no physics that might support such electric fields in a plasma of density greater

than |ηR|/e), a full solution for the electromagnetic structure of the RPP’s mag-

netosphere (both aligned and oblique rotators) is now available, after 38 years of

discussion. Spitkovsky’s result,

ĖR = k
μ2Ω 4

c3
(1+ sin2 i), k = 1±0.1, (15.6)
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Fig. 15.3 Left: A snapshot of a force free simulation of a RPPs magnetosphere, for r < 2RL (from
[132]). Right: Total current (c/4π)∇×B, the sum of conduction and displacement currents

contains all the aligned rotator studies as a special case. As is clear from Fig. 15.3,

the magnetic topology of the oblique rotator (closed field lines terminating at a

Y line, current sheet extending from the Y line separating regions of oppositely

directed field in the wind) is a rotationally distorted version of the simpler aligned

rotator geometry.

15.2.3 Beyond the Force-Free Model: Plasma Sighs and Whispers

Until recently, the magnetosphere was assumed to have RY = RL, an assumption

consistent with the observation that radio emission from low altitude appears to

occupy a polar flux tube which, if modeled as being in a static vacuum dipole’s

geometry, is bounded by a closed zone which appears to extend to the light cylin-

der [84, 120], i.e., have a polar cap opening angle θc = (R∗/RY )1/2 with RY = RL;

of course, the observations and the simplified model do not come close to proving
that RY = RL, or even that static dipole model for the B field is accurate all the way

to r = RY . But if RY /RL ≤ 1 is some constant, then since RL increases as the pulsar

spins down, there must be net conversion of open field lines to closed field lines

(transfer of open magnetic flux to closed flux) on the spin-down time scale. This

topological change requires reconnection and a violation of ideal MHD, at least in

local regions – the likely culprit is the Y-line and the current sheet, as has been

observed by [34, 36]. Having made this observation, [34] suggests that for pulsars

near the death line in Fig. 15.1, reconnection proceeds sporadically – the magne-

tosphere “coughs” – because of failure in the supply of plasma from the polar cap

accelerator and pair creation region – see Sect. 15.3. He applies this idea to a sce-

nario for the major outburst observed in the magnetar SGR1806−20 on December

27, 2004 [72, 117].
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Fig. 15.4 Left: Magnetic structure of a relativistic magnetosphere with mass outflow, in a case
when the magnetic pressure at the light cylinder exceeds the relativistic plasma inertia by a factor
approaching 20, a record high for MHD calculations. The contours represent poloidal magnetic
field lines, while colors represent the ratio Bφ/Br . Reconnection have been artificially suppressed.
Middle: Snapshot of the magnetic structure when the reconnection components of the electric field
are not suppressed. Reconnection occurs because of numerical resistivity introduced by the finite
difference scheme. Plasmoids emerge along the equatorial current sheet, grow and flow out at the
local Alfvén speed (∼c). Right: Blow up of the plasmoid structure

In fact reconnection is likely have an unsteady, “bursty” character for all

pulsars4 – the magnetosphere should be noisy at some level all the time. Figure 15.4

shows a snapshot of the magnetosphere of a rotating neutron star with large plasma

supply, taken from [29]. This relativistic MHD (not force-free) model was designed

to represent the wind from a young, rapidly rotating magnetar, with the wind driven

by the enormous thermal pressure at the neutron star’s surface. The wind, formed

by plasma flowing out on open field lines, converges on the equatorial current sheet.

That convergence causes driven reconnection, operating in a bursting mode – the

sheet forms “plasmoids”, islands of reconnected poloidal field with closed, O-point

magnetic topology5 which flow away at the local Alfvén speed, ∼c. Numerical

resistivity in the code provided the dissipation required to allow the transformations

of field topology shown – the GEM study of non-relativistic reconnection [21]

demonstrated that any non-ideal effect allows rapid driven reconnection with inflow

velocity into the separatrix (the current sheet separating the closed field from the

open field regions in Figs. 15.2 and 15.3) being (0.1–0.2)vA, outside the restrictive

bounds of incompressible MHD with uniform resistivity. Note that the reconnec-

tion sporadically transforms the Y-line into a X-line, with the current sheet then

containing a series of dynamical X-lines, all leaving the star – [89] objection to the

formation of a stationary X-line (the field lines inside the separatrix on the open

side of the X-line are not anchored to the magnetosphere) is answered simply by

the fact that the plasmoids indeed are not anchored to the magnetosphere and fly

4 Reconnection measured in the laboratory and in space plasmas, and observed in solar plasmas,
does occur with bursty, often explosive, behavior.
5 In these axisymmetric models, the islands are magnetic torii.
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away, but constantly reform. The Poynting flux was found to be time dependent,

fluctuating around the mean by ∼30%.

The Bucciantini et al. model was not designed specifically for classical RPPs,

or for magnetars in their currently observed state – future work on reconnection in

configurations with electron–positron plasma, where the Hall effect, so important in

the nonrelativistic studies, is absent (and is replaced either by pressure anisotropy as

the facilitator of rapid reconnection, as pointed out by [19], or by particle inertia),

in a state suggested by the models of plasma supply in RPPs’ magnetospheres, are

required to quantify this “noisy magnetosphere” picture. In particular, extending

such modeling to the full 3D rotator in strongly magnetized MHD has not yet been

done. Also, it remains to be demonstrated that noise in the current sheet at and
beyond RY communicates back to the inner magnetosphere and the star, through

(kinetic) Alfvén waves traveling back along field lines at and near the separatrix

(see Sect. 15.3).

But if this picture does apply to RPPs, it has a number of consequences

for observables and outstanding questions, some of which I touch on further in

Sect. 15.3. From the point of view of the basic energetics embodied in spin-down,

the fluctuating Poynting flux may imply a fluctuating torque. Noise in pulsar spin-

down has been known since the early days – it limits the ability to time pulsars

coherently. If the magnetic field interior to but near RY fluctuates by tens of per

cent on time scales comparable to the rotation period, and these fluctuations rep-

resent variations in the poloidal current that communicates stress to the star, then

the torque is noisy with magnitude the same as is inferred from representing the

observed random walks in the rotation frequency [37, 38, 59] as being the conse-

quence of white noise in the electromagnetic torque [6] – reconnection may provide

the mechanism for magnetospheric instability and torque fluctuations that was not

specified in this early attempt at scenario building).

Magnetospheric noise opens the possibility that RY /RL evolves. One can readily

show [29] that the braking index, defined as n = Ω̄ ¨̄Ω/ ˙̄Ω 2 (with averages indicating

the usual average over subpulses taken in measuring pulsars’ periods, here taken

to be the same as an average over plasmoid emission and torque fluctuations), in a

magnetosphere with evolving RY /RL but fixed μ and i, is

n =
Ω̄ ¨̄Ω

˙̄Ω 2
= 3+2

∂ ln
(

1+ RY
RL

)
∂ lnΩ̄

. (15.7)

Braking indices less than 3 ([88] and references therein) thus may indicate a pro-

gressive lag of the closed zone’s expansion, measured by the radius of the Y line,

behind the expansion of the light cylinder as a pulsar spins down.

This is hardly the only thinkable explanation of n < 3. Magnetic moment evolu-

tion has long been advocated as the origin of small braking indices, going back to the

crustal field growth model of [23] – which doesn’t actually work in those authors’

formulation, the threshold for growth set by crustal resistivity is too high – to Ruder-

man’s model for growth of μ⊥ = μ sin i∝
√

P due to interaction of interior magnetic
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flux tubes with the quantized vorticity of the superfluid interior (e.g., Ruderman, this

book). When combined with expression (15.6), this model yields

n =
3+4Ω0

Ω tan2 i0
1+2Ω0

Ω tan2 i0
, (15.8)

where Ω0, i0 are the angular velocity and obliquity at the time when the arrays of

quantized magnetic flux tubes and vortex tubes have both formed, thought to be

perhaps 103 years after the neutron star’s birth. This model can produce any braking

index between 2 and 3.

Fluctuations and oscillations in the co-rotating frame of the currents at the light

cylinder also offer a possible explanation for the long known fact that pulsars are

flickering lighthouses. The well-known pulse stability that allows exquisitely pre-

cise timing applies to average pulses, formed by summing hundreds to thousands

of individual pulses. However, individual pulses arrive with at varying times within

the pulse window, usually at random in those pulsars with “core” emission charac-

teristics, and either at random or with an organized drift of the arrival times through

the pulse window, in stars with “conal” emission characteristics (see [119] for pul-

sar beam classification). Figure 15.5 shows an example of pulse to pulse variabil-

ity. Typically one or at most two pulse components are within the pulse window

at any one time, suggesting the individual pulse variability time is on the order of

the rotation period. That time scale is consonant with the Alfvén wave transit time

from the low altitude emission region to the radius of the Y-line, where current

fluctuations are formed, a coincidence suggesting the subpulse variability (both ran-

dom and drifting) is a consequence of current variations created by activity in the

outer magnetosphere [6]. In this picture, drifting and chaotic subpulses are both the

consequence of the same dissipative dynamics of the currents coupling the magne-

tosphere to the wind, with drifting subpulses reflecting limit cycle behavior of mag-

netospheric reconnection while chaotic subpulses represent a more random, bursty

behavior of the field lines topological changes. Objects such as PSR B0943+10,

in which transitions from organized drifting to chaotic single pulse behavior and

back are observed [121], are particularly telling laboratories for investigation of the

connection between current flow and pulsar emission, and thus offer insight into

magnetospheric dynamics.

15.2.4 Electrospheres?

There is, however, a ghost hiding inside the force-free/MHD magnetospheric

machine. These theories assume that a plasma dense enough to enforce E‖ = 0 is

present everywhere in the magnetosphere, an assumption which relies upon the pair

creation physics summarized in Sect. 15.3. Pair creation assumes relativistic beams

contribute a substantial fraction – possibly all – of the electric currents embodied

in the force-free and MHD models, since only these beams can (plausibly) emit the

gamma-rays that convert to e±. One can think of pair creation as an instability of the
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Fig. 15.5 A series of individual pulses from PSR B0943+10 (center). The average pulse is shown
in the bottom panel, as a function of pulse number and longitude, with 360◦ or longitude corre-
sponding to one rotation of the star. This star shows organized drifting of the pulses through the
pulse window. From [44]

current flow originally hypothesized in the fully charge separated scenario of [55].

But, as was recognized not long after the charge separated outflow scenario was

suggested, the charge separated wind model must fail, so long as charged particle

flow across field lines is forbidden – many field lines of a dipole (not a monopole)

must pass through a surface whereΩ ·B = 0. The charge (and plasma) density of the

charge separated medium on the exterior (larger) radius side of this “null surface”

has sign opposite to that of the plasma that can be supplied from the stellar surface

by particle motion parallel to B. The plasma in this exterior region has no source,

if the only allowable charged particle motions are sliding along the magnetic field

plus bulk flow E ×B drift [67,68]. Thus, one expects such a magnetosphere to open

large gaps, and probably have no charged particle wind – certainly no wind with

particle flux greatly in excess of ṄR = cΦ/e.

Such “electrospheres” [85] do not appear to be unstable to pair creation [114],

thus do not collapse to the plasma filled state hypothesized in the force free models,
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by pair creation alone. However, they are unstable to cross field transport even with-

out pair creation. A large gap separates the equatorial regions of the electrosphere

from the stellar surface, leading to differential rotation of the equatorial plasma. This

differential rotation is subject to the diocotron instability – a variation of a Kelvin–

Helmholtz instability [115, 134]. Simulations [113, 116, 134] suggest the resulting

time dependent (in the co-rotating frame) E ×B drifts create cross-field “diffusion”

which may relax the charge separated magnetosphere to something approximating

the state envisaged by Goldreich and Julian. Expansion of the equatorial plasma is

illustrated in Fig. 15.6.

Bottoms-up models based on these results have not been investigated. The fact

that young pulsars supply their nebulae with particle fluxes greatly in excess of ṄR

Fig. 15.6 Spreading of the equatorial charged disk in the electrosphere of an aligned rotator under
the influence of the diocotron instability, from a PIC simulation of the flow, from [134]. The figure
shows a series of snapshots of the disk’s density in the rotational equator of the neutron star, which
fills the central circle – the spatial scale is in units of computational cells, with 10 cells equaling
one neutron star radius. The time sequence goes from left to right, with the lower row following
the upper row. The simulation begins with the small disk of the equilibrium electrosphere. At later
times the disk spreads and develops non-axisymmetric rolls and fingers, characteristic of Kelvin–
Helmholtz instabilities, to which diocotron instability is closely related



386 J. Arons

lends support to the perhaps more practical view that the filled magnetosphere model

has consequences in reasonable accord with observations of high energy pulsed

emission and of pulsar wind nebulae, thus deserves the main focus of scientific

attention. Such models may have charge separated current flows possibly unstable

to pair creation.

The force free solutions and their possible extensions have a number of implica-

tions for emission models, and for the pair creation models that underlie the emis-

sion physics.

15.2.5 Magnetic Geometry of Radiating Layers

The oblique rotator solution determines a polar cap/polar flux tube size and

shape. These are non-circular, and have centroid displaced from the magnetic

axis (Spitkovsky, personal communication). Such changes in magnetic geometry

from the conventional assumptions need to be folded into radio beaming and polar-

ization, and polar cap X-ray emission models, which often invoke ad hoc changes

in polar cap size and shape, perhaps created by surface anomalies in the surface

magnetic field (e.g., [97]), in order to explain departures from the simplest, static

dipole geometry. The need for such extra parameters in the models needs to be

evaluated in the context of realistic magnetic geometry of the rotating dipole.

The surface of last closed field lines (the separatrix) and of the return current

flowing along that separatrix has been determined within the force-free approxima-

tion. Particle acceleration in gaps (regions of low density where a parallel electric

field E‖ = E ·B/B forms because of charge starvation below the Goldreich–Julian

density) on the open field lines close to this surface has been advanced as the ori-

gin of the pulsed gamma-rays observed from a small number of pulsars ([66, 108]

and references therein) by the EGRET experiment [139] and by other high energy

detectors, with a substantial increase in the population observed expected with the

launch of the GLAST telescope [96].

These models use magnetic geometry borrowed from the vacuum oblique rota-

tor, with plausible but ad hoc prescriptions for the shape of the separatrix and for

the choice of field lines assumed to participate in the gap. Strictly steady flow (and

therefore electrostatic accelerating electric fields in variety of free parameters (espe-

cially the thickness of the assumed accelerating layer) allows fits of the resulting

radiation spectra and pulse profiles to observations with greater or lesser success.

Since such geometric constructions are sensitive to the exact form of the geometry

such model construction would be a step toward probing the basic structure of the

magnetosphere, a task made possible since all the phenomenological gap models

contain parallel voltage drops ΔΦ‖ =
∫

E‖ds small compared to Φ , therefore allow-

ing the force-free theory to be a good zeroth order platform for parallel accelerator

and radiation model construction.
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15.2.6 Current Flow Profile and Gap Electrodynamics

The force free electrodynamic solutions also exhibit an important result which

affects all the gap models constructed for the last 30 years, starting with the vac-

uum surface and outer gaps of [32, 126] and their many successors, as well as the

space charge limited flow beam models, both with and without slot gaps, of [5,8,12]

and the many successors of this modeling idea.

All these schemes embody the idea that E‖ appears as a result of the magneto-

sphere’s attempt to restore charge neutrality in the co-rotating frame by accelerating

non-neutral beams of particles with density comparable to the Goldreich–Julian den-

sity ηR/q, with that adjustment to perfect charge neutrality in the co-rotating frame

being incomplete – an E‖ due to charge starvation. In such configurations, the field

aligned current J‖ = J ·B/B adjusts to a value controlled by the local electrostatics

of the hypothesized region of charge starvation, not to a value determined by the

energetically dominant magnetospheric dynamics.

For currents emerging from the star’s atmosphere, the accelerating E‖ appears

from the gravitational depletion of density below the Goldreich–Julian value, due

to the low temperature and low radiation pressure which prevents the filling of the

magnetosphere and formation of a wind with a charge neutral plasma pushed up

by pressure and centrifugal forces from the stellar surface. The current supplies the

charge needed to support a polarization electric field which (almost) cancels the vac-

uum field. The residual (“starvation”) electric field still supports enough of a voltage

drop to allow the accelerated particles to emit gamma-rays that can convert to elec-

trons and positrons. The resulting gap structure, elaborated assuming strictly steady

flow in the co-rotating frame, thus enforces a current density almost uniform with

distance from the magnetic axis, with value close to the canonical value cηR. Since

this current fills (almost) the whole polar cap, the total current from a polar cap is

I ≈ cηRπr2
cap ≈ c(ΩBcap cos i/2πc)πR3∗/RY = cΦ , which suggested that such a gap

might be an element of the magnetospheric circuit, although with the peculiar prop-

erty that the charge density (and therefore the current density) is an eigenfunction of

the local electrostatics. The return current is not included in these local acceleration

models, being explicitly or implicitly assigned to the current sheet.

Such local determination of J‖ is not what one expects on energetic grounds,

since the current density reflects the induced magnetic field, through which all the

spin-down energy loss flows. That energy flow is much larger than the energy flow-

ing through the proposed electrostatic accelerator, which is thought of as a small

perturbation of the force-free structure. In the absence of further information from

full magnetospheric solutions, or specific features coming from phenomenological

models of radio or high frequency pulse observations which characterize the current

flow in more detail, the hope expressed by the approximate correspondence between

the total gap current and the current of the magnetospheric circuit has stood unchal-

lenged.6

6 That one might be able to use observations to probe the current flow structure has been an almost
untouched subject. One of the few counterexamples was provided by [63], who pointed out that
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Fig. 15.7 Location of proposed charge starvation gaps in the magnetosphere, employed in models
for pulsed high energy emission. Left: slot gap model of [8,12,107,108]; figure from [107]. Right:
classical outer gap geometry of [32, 33, 123, 125]; figure from [66]

For outer gaps, whose morphology appears in Fig. 15.7, the current density is

also established by the effect of pair plasma shorting out the starvation E‖, since

within the gap counter streaming electron and positron beams coexist, with accel-

eration ceasing at the end points where the pair density rises to be approximately

equal to the Goldreich–Julian density – or not at all, along field lines closest to the

(assumed) conducting boundary formed by the last closed field line, where pair cre-

ation is weak, for reasons traceable to the assumed geometry. Figure 15.8 shows the

place outer gaps might have in a hypothetical picture of the global circuit. The star-

vation electric field can be sustained only if the e± beams have density not exceeding

cηR/e, therefore the current density necessarily approximates the Goldreich–Julian

current density. Since the gap must be thin in the poloidal direction across B (other-

wise the photon emission from the gap would not make a narrow pulse, the express

purpose for which the gap model was designed), the total gap current has to be

small compared to the magnetospheric current – outer gaps cannot close the whole

magnetospheric circuit, if they are to have any pretensions as a successful model

for pulsed gamma-rays. Their biggest success, which they share with the slot gap

model, is the assignment of the radiating geometry for gamma-ray pulsars to a thin

sheet which closely follows the last closed flux surface of the oblique rotator.

Outer gaps, as regions of field aligned acceleration relying upon starvation elec-

tric fields, can occur only on field lines not supplied with a dense plasma either from

the polar caps, as comes from the polar and slot gap space charge limited accelera-

tion region, or from the recirculation of polar outflow by reconnection flows in the

vicinity of the Y-line. Also, the outer gap, if it exists, sends almost all of its pair

plasma back to the stellar surface, rather than supplying the wind [66]. Thus the

outer gap has a hard time being a major supplier of the known large (Ṅ± � ṄR)

thin return current layers might create observable signatures in the radio polarization data. Their
predicted signature of the return current layer may have been seen in PSR J1022+1001 [118].
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Fig. 15.8 Current flow patterns hypothesized for modern outer gap models [66], which include
possible outward ion flow on field lines near the separatrix (in i < 90◦ geometry). Left: global
pattern assuming a closed circuit, with currents closing in the wind. Right: hypothetical current
flow from the star through the null surface. No attempt is made to account for the return current
in the current sheet in these models, nor has there been any correspondence made between these
hypothetical current flows and the currents in the force free solutions

particle fluxes known to be injected into the young Pulsar Wind Nebulae, as dis-

cussed further in Sect. 15.3. Outer gaps also run the risk of supplying too much

energy in precipitating particles to the stellar surface, thus powering too much ther-

mal emission. Outer gap modelers have mostly swept these issues under the rug.

15.2.7 Gap Subversion: Non-Uniform Current Profiles

All gap models (vacuum polar cap gaps, space charge limited flow polar cap and

slot gaps, outer gaps) function as suppliers of plasma which come as close as possi-

ble to restoring the charge density to the Goldreich–Julian density ηR. They rely on

starvation electric fields, since the gaps’ charge densities fall below ηR (by a little

or a lot, depending on the model). Since the voltage drops developed in the gaps

are highly relativistic, such plasma takes the form of relativistic particle beams,

with the resulting current density parallel to B being J‖ = cηR(1−h), where h � 1

for polar cap and slot gaps (the stellar surface supplies a beam of charge density

almost equal to ηR, thus trapped particle back-flow formed at the PFF is small),

while in traditional outer gaps, h ≈ −1, (the pair formation front at each end has

to trap plasma with the full Goldreich–Julian density, forming two counter stream-

ing beams of approximately equal density). This current is almost constant, as a
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function of distance across the magnetic flux surfaces (formally, J‖(ψ) ≈ constant).

All the models assume strictly steady current and plasma flow in the co-rotating

frame (electrostatic approximation), even though the models’ authors frequently

indulge in discussion of time dependence that they think should be part of their pro-

posals. Steady current flow has been found in evolutionary force-free and relativistic

MHD models [81,132] – these show no signs of variability in the co-rotating frame

(they also cannot capture reconnection physics, which requires probably requires

higher resolution simulations than have been employed so far, and probably also

requires incorporating more physical models of dissipation and inertia). But, even

though global and local theories both have stationary lighthouse behavior built in,

the consequences of gap electrostatics for the current flow distribution are entirely

inconsistent with the results of force free modeling, because of a serious mismatch

between the current profiles found in the gap and in the global models.

Figure 15.9 shows the poloidal current density, as a function of magnetic flux,

exhibiting the fact that a fraction (∼20%) of the return current flows on open field

lines just within the boundary of the closed zone if RY = RL; the rest of the return

current lies within the unresolved current sheet separating the closed from the open

field lines. Thus, as far as current flow is concerned, 30 years of research on the

force free rotator can be summarized by saying that to within 20% accuracy, the

current flow distribution of the force free dipole is that of the monopole, whose total

current appears in (15.5) – as far as the open field lines are concerned, the dipolar

magnetosphere is the monopole mapped onto a polar cap, in each hemisphere. The

current density as a function of distance from the magnetic axis then is (ignoring the

small piece of the return current required on open field lines)

J‖ =
dI
dψ

= jGJ

(
1− ψ

ψcap

)
= jGJ

(
1− ϖ2∗

ϖ2
pc

)
, (15.9)

where jGJ = cηR(ϖ∗ = 0) = ΩBcap cos i/2π and ϖ∗ is the cylindrical distance of

a field line’s footpoint from the dipole axis. If the polar current is a charge sepa-

rated, steadily7 flowing beam extracted from the star’s atmosphere by E‖ with charge

density η = J‖/cβ , with β ≈ 1 except in a thin region at the surface of thickness

10 or so times the atmospheric scale height, then the difference of this beam charge

density from the Goldreich–Julian density is of order ηR itself over most of the polar

flux tube:

J‖
c
−ηR =

jGJ

c

(
1− ψ

ψcap

)
− jGJ

c
= +

| jGJ|
c

ϖ2

ϖ2
cap

→ | jGJ |
c

,ϖ → ϖcap. (15.10)

Expression (15.10) means that the parallel electric field is not almost shorted out by

the space charge density of the particle beam from the surface, thus returning the

space charge limited flow to an environment with an electric field akin to what was

envisaged for vacuum gaps (if the plasma forming the return current on the polar

flux tube’s boundary behaves as a perfect conductor, as has been assumed in all

7 Steady on times long compared to the polar cap transit timescale ϖcap/c ∼ 10μs.
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Fig. 15.9 Polar current flow patterns hypothesized and found from force free models. Top Left:
Polar current flow with all return current in the current sheet, and illustrating balancing the charge
loss with an ion current extracted from the surface, in response to electrons and plasma precipitat-
ing from the Y-line [6,7]. Top Right: Magnetic field lines of the aligned rotator when RY /RL = 1.0,
from [94], showing the asymptotically monopolar character of the poloidal field structure. Bottom:
Current flow in a force free solution of the aligned rotator, for various values of x0 = RY /RL [138].
θ is the magnetic colatitude of a field line’s footpoint, and θpc is the magnetic colatitude of the
polar cap’s edge, defined as the intersection of the separatrix between closed and open field lines
with the stellar surface

models to date), but now with the requirement (since the stars have dense, thermal

X-ray emitting atmospheres) that E‖(r = R∗) = 0.

The resulting huge acceleration inevitably leads to massive pair creation, in the

manner of the [136] picture of a high energy beam coexisting with massive pair

creation and acceleration with almost all of Φ being dropped by the electric field

within a height about equal to the polar cap width. Such a situation has both inter-

esting possibilities and large problems, both theoretical and observational.
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Pairs forming in an approximately vacuum electric field will short out E‖ at a

height such that the voltage drop ΔΦ‖ is sufficient to allow the accelerating particles

of the beam from the surface to emit magnetically convertible gamma-rays. Typi-

cally, ΔΦ‖ ∼ 1012 V �Φ . Because the difference charge density (15.10) is a large

fraction of −ηR over most of the open flux tube, the pairs have to supply most of

the charge density needed to shut down E‖ at the pair formation front (PFF). Because

the pair formation front is now formed at lower altitude than is the case in space

charge limited flow models with the current density determined by the local elec-

trostatics, pair cascades may be better able to supply the total plasma flux inferred

from pulsar wind nebulae, as discussed in Sect. 15.3. However, the pairs generally

are born with energies small compared to eΔΦ . Therefore, particles with charges

having the same sign as the particles of the beam extracted from the stellar atmo-

sphere are added to the outbound beam, while particles with the opposite sign of

charge are trapped electrically and go backwards – backflow from the PFF enhances

the current. If the potential is monotonic, the particle backflow collides with the

stellar surface with number flux ≈ (c|ηR|/e)(ϖ/ϖcap)3 and energy/particle ∼eΔΦ .

The particles in the backflow lose their energy after penetrating several hundred

gm/cm2 into the crust, heating the atmosphere from below. Then each pole would

have thermal X-ray emission with luminosity/pole LX pole ≈ 0.5ĖR(ΔΦ‖/Φ). With

ΔΦ‖ ∼ 1012 V (the voltage defining the theoretical death line in Fig. 15.1), these

heated polar caps would emit substantially more thermal X-rays than are observed

in many RPPs. Similar backflow in “spark” models runs into the same difficulty.

The traditional space charge limited polar caps, in which the current carrying

beam extracted already has density close to |ηR|/e, greatly reduce this emission – in

modern models, in which dragging of inertial frames controls the difference between

the beam’s density and |ηR/e|, the reduction is by a factor ∼0.4GM/R∗c2 ≈ 0.06.

This reduction is enough to give polar cap X-ray emission either in accord with

observations of some pulsars, or small enough to be hidden by magnetospheric non-

thermal emission. But the price paid is an electric current (formed by response to

backflow from the PFF as well as by emission from the atmosphere) over the whole

polar cap (stationary or non-stationary) which is large compared to (15.9) except

near the magnetic axis. Furthermore, just as in the early spark gap models of [126],

the difference charge density in (15.10) implies a nonzero E‖ incident on the star’s

surface – really, the top layers of the atmosphere required to explain polar cap ther-

mal emission in many pulsars.

A number of ideas have been advanced to resolve this conundrum:

• The PFF has a different structure than has been found in studies starting with

[12] all the way through recent work on the full slot gap [107,108]. If somehow

electrons could be made to precipitate from pair plasma above the PFF and enter

the current flow region, the current would be reduced [138]. However, this is

quite hard to achieve, the electric field below the PFF acts to expel such particles

-they could not enter unless they already had energy ∼eΔΦ‖. For curvature

gamma-ray emission generated pair cascades, the pairs are born with energies

far below eΔΦ‖, which make formation of a PFF that reduces J‖ impossible.
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• The PFF and the acceleration region below it is fully time dependent, with the

current flickering on the polar cap transit time ∼ϖcap/c ∼ 10μs, in the manner

of the [136] and [126] diode instability and spark scenarios, respectively. Given

stars with atmospheres which make charges freely available to the magneto-

spheres above, the most significant gap question is, how does the star adjust to

provide the magnetospherically required current density, while at the same time

adjusting the charge density to reduce E‖ below its vacuum value in a manner

that does not do violence to thermal X-ray emission (for example).

• All the models of relativistic field aligned acceleration considered to date

have assumed unidirectional flow, or at most counter streaming beams with

no trapped particles in the acceleration zone – that is, monotonic accelerat-

ing potentials and electric fields. The possible presence of trapped particles,

implicit in the non-monotonic, non-relativistic acceleration model of a singly

charged fluid of [99], can break the straight jacket of current being proportional

to charge density, even if the plasma is completely non-neutral. Furthermore, the

outer magnetosphere can modify the local polar cap (and outer gap, if it exists)

electric field through return current control of the currents and charge densities

in the polar flux tube boundary layer separating the open from the closed field

lines, which opens the possibility of relaxing the assumption of perfect conduc-

tivity on the boundaries of the acceleration region used in all models to date.

All models to date have assumed the open field lines are bounded by a surface

whose behavior mimics a perfect conductor, which makes a very specific state-

ment about the surface charge density along the separatrix. As with the total

current and current density, there is no reason for the surface charge to adopt

this locally determined value – it depends not only on the charges contained

within the open flux tube, but also on the dynamics controlling the formation of

the return current, both at the stellar surface and at the magnetospheric Y line.

I discuss these speculative points further below.

The magnetosphere is a high inductance system – the magnetic fields induced

by particle and displacement current flow can change on times no shorter than the

Alfvén transit time between surface and Y line and back, TA ≈ 2RY /vA ≈ (2/Ω)
(RY /RL), very much greater than the polar cap transit time, or the plasma period

based on the Goldreich–Julian density ωpGJ =
√

4πe2|ηR|/m±e =
√

2ΩΩc± =
Ω
√

2Ωc±/Ω �Ω [here Ωc± = eB/m±c is the nonrelativistic cyclotron frequency

∼1019(B/1012G) s−1 of an electron or positron]. Thus one possibility is that the

atmosphere supplies the current demanded through pair creation discharges, which

launch charge bunches accompanied by pulses of much denser pair plasma, a popu-

lar idea frequently mentioned in the cartoon approximation but rarely studied.

Homogeneous and spatially 1D models of time dependent pair creation have been

studied by [2, 46, 87] – the first considers only time dependent oscillations in a

uniform medium (a “0D” model), the second, using a 1D Particle-in-Cell method,

considers the propagating transitions between vacuum E‖ and an E‖ ≈ 0 region

created by a burst of pair creation (motivated by the [126] spark scenario), while

the third considers nonlinear uniform oscillations similar to those studied by [2] and

also spatially inhomogeneous nonlinear limit cycle oscillations. Levinson et al. [87]
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incorporated the existence of the magnetospheric current as a fixed constant in the

model, as is appropriate since the oscillations occur on the time scale ω−1
pGJ , much

shorter than all possible time scales of magnetospheric variability. They point to the

interesting possibility that the charge and current oscillations might become chaotic,

a topic of substantial interest to possible radio emission mechanisms, but present no

specific calculations that exhibit such behavior.

None of these explicitly time dependent models showed approach to the steady

flow in the co-rotating frame assumed at the start in the models of [12] and [108],

in which the current density is fixed by the local electrostatics. Significantly, none

of these local, 0D or 1D time dependent models included the effects of pair outflow

from the system, nor included the Poynting fluxes (in effect, the collective radia-

tion losses) from the regions of pair oscillation. Considered as an instability, the

oscillations studied are probably sensitive to the loss of plasma and Poynting flux

from the system, since the pair creation (in 1D) has the character of a spatial ampli-

fier. Thus the question of whether pair oscillations approach a steady state with the

local value of the magnetospheric current density emerging as a steady flow or as

an average over the oscillations remains open, requiring calculations which are able

to give a more complete account of the coupling to the stellar surface and the losses

from the region of oscillatory dynamics. Giving an account of the effects of plasma

flow onto the star and the consequent heating and X-ray emission is of substantial

importance, since the Levinson et al. model suggests a local current density cηR
accelerated through ∼1013 V colliding with the surface, which leads to observable

thermal X-ray emission which may, or may not, be in excess of what is observed

from many stars.

On the opposite side, [8] and [106] point to how their steady flow, spatially inho-

mogeneous models (“gap-PFF”) might become unstable, due to inhomogeneity of

the pair creation, in older stars where the pair creation gain lengths are large. Such

instability would be of the spatial, traveling wave amplifier variety, a possibility also

of interest to the outer gap models, whose local time dependence has also begun to

be studied. Hsu et al. [71] have opened the first door to time dependent (in the co-

rotating frame) outer gap models, showing that their models, which do incorporate

particle outflow from the accelerator region – mostly toward the star – converge to a

steady state flow. Strictly speaking, however, these models are inconsistent, allow-

ing for full time dependence of the current and plasma densities but treating the

electric field as electrostatic, which is quantitatively incorrect in a relativistic, multi-

dimensional (2D, in their model) system. The approach to a steady state is attributed

to the screening of E‖ if too many pairs materialize, while underscreening results in

an increase of E‖. This mechanism is the same as underlies the nonlinear limit cycle

oscillations appearing in the polar cap pair oscillation model of Levinson et al.. Thus

the approach to a steady state in the time dependent outer gap model more likely

owes its origin to the spatial loss of plasma from the acceleration region, an effect

broadly akin to transit time damping of electromagnetic oscillations in a plasma.

Given the large, almost vacuum conditions above much of the polar cap implied

by (15.10), coupling to the stellar atmosphere almost certainly requires considera-

tion of trapped particles’ contribution to the charge density, in either steady flow or

time dependent current flow conditions.
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A full theoretical resolution of pair creation driven oscillations in any “gap”

geometry awaits more definitive study, along with any sort of serious attempt to

relate such oscillations to observable phenomena – current and torque fluctuations,

radio microstructure, variability in thermal X-rays created by surface bombardment,

etc. All such modeling needs to be set into the context of the global force-free

models – so long as the potential drop in a local accelerator ΔΦ‖ is small compared

to the magnetospheric potentialΦ , field aligned accelerators of any sort (employing

starvation E‖ in all the schemes available in the literature) appear as small depar-

tures from force-free conditions, allowing the use of force-free models as the basic

zeroth order description of the current flow and magnetic geometry.

15.2.8 Gamma Ray Tests of Existing Gap Models

The modern force-free magnetosphere models open the possibility of using the

upcoming gamma ray observatory GLAST [30, 54] to test and improve our under-

standing of pulsars’ magnetospheres, along the lines suggested above or in other

directions. Gamma rays afford the possibility of probing the magnetosphere using

well understood radiation processes, leaving the modeling and the synergy between

models and observations living in the domain of the geometry and the accelera-

tion physics – “gapology”, in the existing theoretical frameworks. In particular, the

advent of the force free-models should allow the outer gap and slot gap modelers to

significantly reduce the geometric uncertainties in their constructions of the beam-

ing profiles and energy dependent light curves, thus allowing much more stringent

empirical tests of the hypothesized geometric scenarios – if the necessary extensions

of the models to 3D, and perhaps to time dependence, are incorporated. Even more

important, the improved sensitivity of GLAST over past gamma-ray telescopes will

allow, for the first time, a direct test of whether polar caps and polar cap pair cre-

ation occur in a significant population of pulsars. Given that no proposed outer gap

(or slot gap, for that matter) model makes a significant contribution to pair creation

and gamma-ray emission for periods much in excess of ∼200 ms (Φ < 1015 V), the

much heralded association of pair creation with pulsar photon emission and, more

significantly, with relativistic wind formation must come from activity in the polar

cap region just above the surface. Indirect evidence for such pair creation comes

from the simple Φ = 1012 V radio pulsar death line shown in Fig. 15.1, which cor-

responds roughly to where polar cap/slot gap acceleration models predict pair cre-

ation to cease [12, 126, 136]. Previous gamma-ray telescopes lacked the sensitiv-

ity to probe the predicted gamma-ray emission, which, in the models, is absorbed

at energies above 1 GeV (in simple, star centered static dipole geometry) through

gamma-ray conversion to e± pairs.

Figure 15.10, taken from [62], gives a simple version of this opportunity, in good

accord with more recent evaluations of pulsar gamma-ray emission from the inner

magnetosphere. Testing the existing polar gap acceleration and gamma-ray emission

models, or better, improved models that take proper account of the magnetospheric
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Fig. 15.10 Sensitivity of
the EGRET and GLAST
telescopes to low altitude
(below and just above the
PFF) gamma-ray emission
at energies ε > 100 MeV, in
a simple dipole model for
the low altitude geometry
(which affects the magnetic
curvature and therefore the
maximum photon energy that
can escape) and unidirectional
space charge limited flow
with current density J‖ � cηR,
not the force-free current
given (approximately) by
(15.9). The different symbols
refer to the different major
contributors to gamma-ray
emission and absorption –
see [62] for the details

current system, can be done best by studying pulsars that show core component

radio emission, since one looks down the “barrel of the gun” into the low altitude

magnetic field, where the core emission arises (see [84] for the evidence that the core

emission arises from a few kilometers above the surface in a substantially dipolar

B field).

I can safely predict that GLAST observations of pulsars deeper in the P–Ṗ plane

than could be detected by previous gamma-ray telescopes, which should begin to

become available in 2008–09, will stimulate a small host of improved gap models

which take advantage of the geometric and current flow constraints coming from

the force-free models. They might stimulate investigations into origins of E‖ based

on physics differing from the starvation models that have been explored for the last

30 years – for example, invoking the E‖ accompanying the kinetic Alfvén waves that

couple the outer magnetosphere to the star, a conceivable acceleration mechanism

that might augment or even replace outer gap and slot gap accelerators, especially if

plasma precipitating from reconnection flows at the Y-line floods the regions envis-

aged for these gaps and poison their starvation electric fields.

To amplify this issue, which is a prospect for future research, consider the

hypothetical global reconnection flow illustrated in Fig. 15.11, shown here for an

aligned rotator but just as applicable to the Y-line of the oblique rotator illustrated

in Fig. 15.3.

As appears in the [29] model, pairs supplied from the polar gap supplying the

wind should allow reconnection of the current sheet to occur all the time. It has not

yet been shown that the reconnection propagates back into the magnetosphere in

the manner envisaged in Fig. 15.11. In the somewhat analogous problem of recon-

nection at the Y line in the rapidly rotating Jovian magnetosphere, [140] showed,

using a PIC simulation of the electron–ion plasma at the Y-line, that reconnection
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Fig. 15.11 A cartoon of a
pulsar magnetosphere under-
going sporadic reconnection,
(from [34])

qualitatively akin to that illustrated in Fig. 15.4 occurs, with finite but not large reac-

tion along the separatrix interior to the sporadically forming X-line. That back reac-

tion includes generating precipitating J‖ and plasma with density well in excess

|J‖|/ec on and around the separatrix. The field aligned currents are part of the kinetic

Alfvén waves that couple the time variable

Y-line to the inner magnetosphere and the star, thus generating a time variable

torque. The space charge in these boundary layer flows can alter, in a major way, the

electric field within the polar cap accelerator (as well as poison both outer and slot

gaps), while the parallel electric fields in the kinetic Alfvén waves offer a new mech-

anism for field aligned acceleration in the boundary layer geometry already known,

from the outer and slot gap models, to be extremely useful in understanding gamma-

ray pulsars’ beaming morphology. If these waves have a chaotic time series, the

chaos in the resulting polar J‖ offers a good candidate for understanding the random

arrival times of radio subpulses within a pulse window; if the reconnection induced

waves have a limit cycle time series, the phenomenon of subpulse drifting can be

reproduced, assuming the radio emission intensity and beaming is a direct product

of the field aligned current density. The electric fields in these Alfvén waves have a

central role in the formation and extraction of the return current required to maintain

the average charge balance of the star. Finally, the shear between the plasma flow in

the polar flux tube and the neighboring boundary layer offers a promising candidate

for the collective radiation mechanism in “conal” radio emission.

An important constraint which must be met by any model of outer magneto-

spheric variability is that magnetic fluctuations must not broaden the beaming of

photons emitted with momenta parallel to the instantaneous magnetic field beyond

the characteristic pulse widths observed in the gamma-ray and associated optical and
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X-ray emission (and radio emission, in the Crab), thought to come from r > 0.5RL
[123] – although this number, derived from a geometry based on a vacuum dipole

with a phenomenological prescription for the location of the last closed field lines,

will change when the magnetic field of the oblique force free rotator is put to use

as the geometric platform for the beaming. If reconnection (or any other mecha-

nism) causes the magnetic field at the light cylinder to fluctuate by an amount δB
at r ∼ RL, then the Alfvén waves traveling along the boundary layer have, from

conservation of energy flux, amplitude δB = B(RL)(δB/B)r=RL(r/RL)3/2 – for con-

venience, I have here assumed RY = RL. These are shear waves, with δB ⊥ B, thus

causing the local magnetic direction to vary about the mean by an angle δθ ≈ δB/B.

The observed sharpness of the gamma-ray pulsars’ light curves then suggests δθ <

0.2(B/δB)2/3
r=RL

, while order of magnitude application of this idea to the observed

torque fluctuations in the Crab pulsar and others suggests (B/δB)r=RL < 2 [6]. The

correspondence of the limits on the emitting radius from geometric fluctuation pulse

broadening, from measurements of the torques and from modeling the beaming

geometry provides an example of how gamma-ray observations of pulse profiles

and radio observations of torque variability over a substantial range of the P–Ṗ dia-

gram can be used to seriously constrain both the electrodynamics and acceleration

physics of these magnetospheres.

I have left out all discussion of the hoary problem of pulsar radio emission and

transfer – that would require an additional paper – other than the few comments

above concerning radiation beaming and single pulse fluctuations, which appear to

me to provide probes into the magnetospheric dynamics. In connection with the

dynamical importance of the boundary layer between closed and open field lines –

the location of the return current – it is perhaps worth emphasizing that this region is

likely to be the dynamical realization of the site of “conal” emission, with velocity

shear between the boundary layer plasma and the plasma filling the open flux tube

(and that filling the closed zone) as a prime candidate for the free energy driving the

collective radio emission process(es).

Perhaps a few bold souls will explore these issues more quantitatively before
the GLAST observations become available, thus offering up their predictions to the

sharp knives of experimental tests. There is an urgent need for physical models

of the boundary layer between the open and closed regions, either with or without

gaps, which account for the coupling with the stellar surface as well as the transition

from the magnetosphere to the wind. This is a collection of non-trivial problems –

predictions of future progress are uncertain.

15.3 Follow the Mass

While there has been lots of attention to pair creation and particle acceleration within
pulsars’ magnetospheres from the community interested in observing and modeling

these stars’ lightcurves and SEDs, the most obvious evidence for particle accelera-

tion and pair creation comes from observations and models of Pulsar Wind Nebulae
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(PWNe). These have recently been well reviewed from the observational standpoint

by [130] and [49]. The young PWNe and their pulsars – those still not crushed by the

reverse shock – provide calorimetric information on both the energy and mass loss

budgets of the underlying pulsars. Indeed, since the earliest days, the energy budget

has been used to constrain the moment of inertia of the neutron stars, thus the equa-

tion of state of nuclear matter. The mass loss budget provides a powerful constraint

on all models of plasma behavior within the magnetosphere, whether designed to

explain specific observations or constructed to investigate basic theoretical issues.

15.3.1 Observations and Consequences

There has been major observational progress on these systems, coming most of all

from high resolution optical and X-ray imaging, as shown in Fig. 15.12, and from

related studies of temporal variability.

Observations and models of the PWNe tell us about the particle loss rates

Ṅ±, Ṅbeam from the neutron stars. In the case of the Crab, with its strong magnetic

field and rapid synchrotron cooling of the particles radiating photons at energies

above infrared frequencies, the now well resolved optical, X-ray and the unresolved

gamma-ray sources require a particle input of around 1038.5 s−1, about 104 times

the basic electric current flow cΦ/e ∼ 1034.5 s−1 for this pulsar (e.g., [135]). Simi-

lar conclusions have been reached for other PWNe as has been done, for example,

in G320 around PSR B1509−58 [41, 48], even though in this case the radiative

losses are not as rapid and therefore inferring Ṅ is not as straightforward. See [40]

for pair injection rate inferences for several other pulsars/PWNe. These inferred

rates come from examining the brightness of the X-ray and (when they can be seen)

Fig. 15.12 Left: composite of Hubble Space Telescope and Chandra images of the inner 1′ of the
Crab Nebula, showing the torus–plume structure around (torus) and along (plumes) the pulsar’s
rotation axis. Right: Chandra image of the supernova remnant MSH 15−52 (G320.4+1.2), show-
ing its torus–plume structure
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optical nebulae, augmented by hard X-ray and gamma-ray (GeV to TeV) observa-

tions of the young nebulae, when the hard photon telescopes can detect anything –

for a recent summary of the rapidly developing TeV observations of TeV PWNe,

see [50] and [47]. The TeV observations are sensitive to particles of energy com-

parable to those that give rise to synchrotron X-ray emission. 10 MeV to 10 GeV

observations constrain the highest energy particles, which produce synchrotron X-

and γ-ray emission. A survey of PWN emission in this energy range awaits GLAST.

While the pair production rates found from polar cap models based on starvation

electric fields do seem adequate for the understanding of the high energy photon

emission in PWNe ([65] – these results remain the only attempt to survey pair cre-

ation across all observed P–Ṗ), other models have been developed specifically for

the purpose of explaining gamma-ray pulsar SEDs and light curves), there are sub-

stantial indications that something of qualitative significance is missing. It has long

been known (e.g., [129]) that the total radiating particle content of the Crab Neb-

ula (mostly in the form of radio emitting electrons or pairs, which lose energy only

because of adiabatic expansion) requires an injection rate averaged over the 1,000-

year history of the system on the order of 1040–1041 s−1 electrons plus positrons,

in order to understand the total radio emission from the Nebula. Recently [40] has

revisited this same question in the light of the TeV observations of VelaX, G320 and

the newly discovered nebula of PSR B1823−13, again finding pair injection rates

greatly in excess of the rates found for particle outflows from either polar cap/slot

gap or outer gap models8 constructed using starvation electric fields shorted out by

the pair creation.9 Only the early polar cap model by [137], in which the effect of

pairs’ ability to limit the voltage drop was completely neglected, comes even close

to yielding the observed time average injection rates. Since incorporating the pairs’

polarizability destroys Tademaru’s model, his empirical success has been ignored.

The starvation electric field models also have difficulty in coming up with enough

pair plasma to meet the desires of most (not all) models of radio emission over the

whole PṖ diagram. The results of [64] appearing in Fig. 15.13 show clearly that

for lower voltages (Φ < 1013.5 V), where most pulsars lie, the pair multiplicities

drop well below unity, far below the level assumed in almost all models of the

radio emission, and also required in models of propagation effects that have had

some success in the interpretation of radio polarization and beaming structure (e.g.,

[14, 95]), or indeed needed to explain the death line in Fig. 15.1.

It is possible that offset of the dipole from the stellar center (cf. Ruderman, this

book), a central aspect of the model for magnetic field evolution, might substantially

enhance a polar cap’s pair yield, while still remaining consistent with the apparently

dipolar morphology of the low altitude magnetic field. If the axis of the offset dipole

is tipped with respect to a radius vector, gravitational bending of the gamma-rays’

8 However, his conclusion requires extrapolation of the particle spectra inferred from the TeV
emission to radio emitting energies, a big jump.
9 Some outer gap models applied to the Crab pulsar do find total particle production rates in the
range 1039–1040 s−1, but these refer to particles flowing in toward the star, where they collide with
and are absorbed by the surface and (over)heat it. See [66] for the most recent version of this kind
of model.
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Fig. 15.13 Multiplicities (number of pairs per particle in the Goldreich–Julian density) across the
PṖ diagram, from [64]. Harding et al. [58] report similar results, using a more elaborate analysis.
Both used similar versions of space charge limited beam acceleration in the polar cap region, and
both included the contribution of synchrotron cascades to the total multiplicity. Crosses refer to
objects where curvature emission provides the gamma-rays that convert to pairs, circles to objects
where non-resonant inverse Compton up-scatter of thermal X-rays (both from the polar cap heated
by backflow bombardment and from the whole surface of he cooling neutron star) provides the
gamma-rays, while asterisks show the more strongly magnetized stars where the cyclotron reso-
nance in the scattering cross section makes a significant contribution to the gamma-ray production
rate. All these calculations used a star centered dipole for the magnetic geometry, and can be sub-
stantially affected by surface magnetic anomalies, e.g., offsets of the dipole center from the stellar
center, as in [10], or higher order multipoles, as in [97]. The modern force-free model of the oblique
rotator [132] offers the possibility of investigating the pair multiplicity within a self-consistent geo-
metric setting, either with the traditional starvation electric fields or with improvements that take
into account the full magnetospheric current system and charge densities, as outlined in Sect. 15.2.7

orbits leads to much larger one photon pair creation opacity in the magnetic field

than is the case for the star centered dipole [10]. That opacity increase allows the

more numerous low energy curvature gamma-rays to contribute to pair creation, thus

enhancing the particle flux. This effect certainly does have a favorable impact on

reconciling theoretical with observational death lines; whether it seriously enhances

the pair yield in pulsars feeding plasma into young PWNe, which are far from death

valley, remains an unexplored topic.
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The fact that pulsars (at least the young ones) must supply a plasma with parti-

cle outflow rate well above the Goldreich–Julian rate cΦ/e is undeniable, based on

the behavior of the PWNe – undeniable progress. The problems described here are

quantitative, perhaps to be resolved by possible larger pair output if the polar flow

is time dependent (“flicker” flow), possibly to be resolved in a steady flow model if

the charge density in the return current alters and increases the local electric field,

perhaps by other effects not yet investigated. These possibilities have potential con-

nections to time variability in the radio emission. Flickering of the polar current and

pair creation might be connected to the radio microstructure (e.g., [18, 73, 126]);

modification of the electric field by boundary layer space charge controlled by outer

magnetospheric unsteady reconnection (see above) may be connected to subpulse

variability. Improved sensitivity in infrared and shorter wavelength detection tech-

niques that would allow probing for variability (in the co-rotating frame) of the

higher frequency emission would be invaluable. Progress in this area in the next few

years is to be expected.

15.3.2 Pulsar Wind Nebula Models

MHD Nebular Models

Modeling the PWNe themselves has advanced greatly in the last decade. Driven

by the wealth of spatially and temporally resolved X-ray observations [130] of the

“torus-jet” structures shown in Fig. 15.12 in the Crab and PSR B1509 nebulae and

now known to be present in an increasing number of PWNe [110, 124], modeling

and simulation have advanced from the elementary “spherical cow” models of [122]

and [77] to two dimensional, axisymmetric time dependent relativistic MHD simu-

lations of the flow structure [25, 42, 83].

These simulations exploit the suggestions of [26] and [90], that energy injected

into these nebulae follows the cos2λ profile (λ = latitude with respect to a star’s

rotational equator) of the toroidal field energy density exhibited by the split

monopole and oblique split monopole [24] models of the Poynting fluxes from

the neutron star. They suggested that the consequence of such anisotropic energy

injection into the surrounding nebulae would be greatly enhanced emission in a

belt around the rotational equator – the “torus” appearing in the X-ray and optical

imagery. In addition, [90] suggested the outflow from the torus, since it is injected

into the non-relativistically expanding cavity formed by the supernova, would be

deflected into a subsonic backflow at higher latitudes, where magnetic hoop stress

could act to focus plasma into a magnetically compressed, outflowing, subsonic

plume along the pulsar’s rotation axis, thus creating the appearance of a jet.

The simulations amply confirm the implications of the initial toy models, with

flow velocities in the equator and the plume (v ∼ 0.5c) comparable to those inferred

from motions of features in the published time series of motions in the central

regions of the Crab Nebula [60]. Snapshots taken from that time series are shown in

Fig. 15.15.
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The σ Problem

The MHD models do well at reproducing the torus–plume structure, as is shown in

Fig. 15.14, if the wind upstream from the termination shock is weakly magnetized –

the average of σ = B2/4πργc2 over the equatorial shock must be ∼0.02 in order to

generate the good looking simulated image, a value ∼4× larger than what had been

previously inferred from the 1D time stationary models of [77]. But this value is still

far below what the asymptotic σ expected in ideal MHD outflow of an unconfined
wind, exhibited in (15.11),10 and the asymptotic Lorentz factor and four velocity (in

units of c) are

σ∞ ≈ σ2/3
0 , u∞ ≈ σ1/3

0 (15.11)

σ0 ≡ Ω 2Ψ 2
B

Ṁc3γ0

=
eΦ

2me f f c2γ0
, me f f = mion +2m±κ± . (15.12)
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Fig. 15.14 Left: Outflow structure in MHD models with energy injection concentrated in the equa-
tor. A: Upstream relativistic wind. B: Subsonic equatorial outflow, downstream of the equatorial
termination shock. C: Fast downstream outflow emerging from the higher latitude oblique shock.
D: Supersonic flow just downstream of the high latitude oblique shock. The backflow that focuses
downstream plasma onto the axis is not shown. From [42]. Right: Synthetic torus–plume image,
from [43]

10 Relativistic MHD jets accelerating within confining boundaries – “walls” – may have quite
different behavior, as has been most recently exhibited by [82]. Here, the effect of a confining
boundary, perhaps representing confining pressure in an outflow from a disk, forces poloidal field
lines and stream lines to depart from monopolar form, which allows magnetic hoop stress to confine
and accelerate a polar flow. For a wind emerging from a star, essentially a point source, there is no
analog of confining walls to break the balance between magnetic hoop stress and electric repulsion
that lies behind the slow acceleration.
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Fig. 15.15 The torus and plume in the center of the Crab Nebula, as seen by HST and Chandra in
2001, from [60]. Left column: HST; right column: Chandra. Upper row: total structure, showing
the knotty inner ring in the Chandra image morphologically identified with the wind’s termination
shock in the rotational equator. The elliptical shape reflects the 60◦ angle between the equatorial
plane (which contains the torus) and the plane of the sky. Lower row: large scale structure sub-
tracted by differencing between a pair of early and later images in the series, producing a snapshot
of the moving wisps emerging from the Chandra ring and expanding at speed ∼0.5c

HereΨB = μ/RL = RLΦ , κ± the pair multiplicity and γ0 the bulk four velocity of

the plasma emerging from the plasma source (pair creation at the polar cap, since

outer gaps – if they exist as particle production zones – send most of their plasma

back toward the neutron star), itself an unknown function of magnetic latitude (pos-

sibly lower in the equator than at the poles, since pair creation should be weaker

near the magnetospheric boundary layer). For the Crab pulsar, pair creation theory

suggests the multiplicity of the plasma feeding the nebular optical and X-ray source

is κ±OX ∼ 104.5, based on spectral imaging modeling [43], a value consistent with

starvation gap modeling of the polar cap [65], who also find γ0 ∼ 100 for this star. If

this piece of the mass loss budget corresponds to the total mass loss, σ0 ∼ 1× 104

and u∞ = 22 ≈ γ∞.

If one includes the whole mass flow, Ṅ± ∼ 1040.5 s−1 [40], which includes the

particles required to feed the Nebular radio emission, then κ± ∼ 106 and σ0 is

∼104.6/γ0 – since the origin of the large mass flux is unknown, γ0 is also unknown,

although surely it is smaller than the value ∼100 found in existing gap models –

then u∞ = 16(10/γ0)1/3.

The ideal MHD values of σ∞ and γ∞ are for a wind with monopolar poloidal field

and flow geometry at large r. Theory and simulation to date all support the poloidal

field of the wind being monopolar well outside the light cylinder – see, for example,

[29], whose high σ simulation of outflow from the aligned rotator extended to r ≈
900RL, well outside the fast magneto-sonic surface, with the field becoming closely
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monopolar with no polar focusing or hoop stress apparent. Then the asymptotic

magnetization σ∞ and 4-velocity cγ∞ (outside the current sheet, which is infinitely

thin in ideal MHD) are predicted to be as in (15.11).

The MHD models do answer the oft repeated question of just what is going on at

higher latitudes – if the torus structure is the manifestation of the shock termination

of the wind, why don’t we see evidence for the shock at high latitude (e.g., [22])?

The MHD model asserts that the polar regions at distances we can resolve are occu-

pied by the backflow that forms the plume. The shock shown in Fig. 15.14 curves

down toward the star, reaching into radii too small to observationally resolve on the

polar axis. Furthermore, the shock is quite oblique at higher latitude, which weak-

ens the efficacy of shock acceleration. The MHD model and the curvature of the

shock relies on the total energy flux being proportional to cos2λ . In the Crab, the

higher latitude parts of the curved shock do manifest themselves as the bright knots,

which appear in projection as if they are right next to the pulsar [83]. Thus, qual-

itatively and semi-quantitatively, a satisfactory picture of PWNe plasma flow on

nebular scales has appeared.

Ideal MHD models may also do well at reproducing the wisp structures shown

in Fig. 15.15, which are of interest for the diagnosis of the relativistic shock wave

terminating the outflow. These are now known to be structures (probably waves,

[127]) appearing to be emitted from the Chandra ring with a periodicity ∼6 months,

traveling out with a speed ∼0.5c, possibly with some deceleration with increasing

radius [105]. The wisps occur on scales too small to be resolved by the published

MHD simulations of the whole nebular flow. Of the various suggestions made over

the years to interpret the wisps, the most promising MHD model for these is that they

are due to MHD Kelvin–Helmholtz instabilities occurring at the boundary between

a fast equatorial and a slower high latitude flow [17]. The global flow models have

such a shear layer, as flow emerging from the equatorial shock in the nebular cavity

returns at higher latitudes toward the axis. Bucciantini and Del Zanna [28] used

high resolution MHD simulations of a shear layer in a box, repeated with periodic

boundary conditions, to draw the conclusion that this hypothesis is quantitatively

inadequate to reproduce the observed variability. However, recent (summer of 2007)

high resolution MHD simulations of the whole nebular flow by Bucciantini and by

Komissarov, both still in progress, suggest that either Kelvin–Helmholtz instability

or, perhaps more likely, secondary instability of the vortices formed in the shear

layer near the base of the plume, do show many features similar to the observed

moving wisp structures.

If these models do exhibit as much ability to reproduce the observations as has

been found in the preliminary work, the multi-dimensional MHD model of PWN

structure will have accumulated three major successes: a model for thermal fila-

ment formation, through Rayleigh–Taylor instability of the boundary between the

non-thermal bubble, as first pointed out by [61] and developed extensively by [27];

mildly relativistic plume (a.k.a. jet) formation, as first suggested by [90] and mod-

eled numerically by [25, 42, 83]; and now the wisp variability near the termination

shock. Such models probably will turn out to be successful in interpreting the more

slowly expanding outer structures of the torus – the current round of high resolution
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simulations will soon show whether or not these features of the nebular “weather”

can be captured numerically.

The MHD dynamics does have strong sensitivity to σwind at the termination

shock. The models are insensitive to the wind’s 4-velocity (Lorentz factor) just

upstream of the termination shock, and are insensitive to the composition, other

than that the particles must have small Larmor radii and that they be efficient radia-

tors. The last requirement leaves electron–positron plasma as the only option, in the

young systems with bright PWNe – the particle injection rates greatly exceed the

Goldreich–Julian value.

15.3.3 Beyond MHD

Striped Winds

However, the equator where the equatorial shock forms is a current sheet, a region

notorious for breakdown of ideal MHD. Such breakdown has been assumed in the

MHD models, which achieve their successful fits of nebular appearance to observa-

tion only when there is a finite region around the equator where the magnetic field at

the shock is small compared to what one would expect in the ideal MHD flow with

an infinitely thin, flat current sheet. Coroniti [39] suggested the apparent low value

of σ in the equator – inferred to be ∼0.005 in the 1D, spherically symmetric [77]

model – is due to annihilation of the equatorial magnetic field in the current sheet.

Close to the star but outside the light cylinder the magnetic field takes the form of the

striped magnetic structure, with oppositely directed fields from the opposite poles

of the dipole wound into a frozen in wave, shown in Fig. 15.16. Coroniti’s idea was

that some form of current sheet dissipation causes the magnetic energy to annihilate

in the inner wind, causing conversion of magnetic energy to flow energy, and reduc-

ing the structure to something approximating that of an aligned rotator’s outflow

with a magnetic field in the asymptotic wind RL � r � Rshock (= 109 RL in the case

of the Crab) much weaker than that what one expects from ideal MHD transport of

the light cylinder field inferred from the star’s spin-down. The resulting (dissipative)

MHD model has an equatorial current sheet built in, since the λ > 0 hemisphere has

a toroidal magnetic field wound in the opposite direction to that found for λ < 0.

Figure 15.17 shows a cartoon of the resulting magnetic “sandwich” wind at large

radius, along with magnetic field strength as a function of λ considered in the MHD

models of the nebulae beyond the shock.

One almost model independent constraint on this idea is that an acceptable theory

of stripe dissipation in the wind zone necessarily leads to the wind’s four velocity in

the dissipation region being small compared to the value Γwind ∼ 106.5 inferred from

1D dynamical models of the nebular high energy photon spectra [77]. The reason is

simple.

The magnetic field in the stripes, which have proper wavelength λ ′ = ΓwindRL,

need proper dissipation time T ′
d > λ ′/c = ΓwindRL/c, since the current sheets can’t
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a) b) c)

d) e) f)

Fig. 15.16 Magnetic geometry of the inner regions of a striped wind emerging from an oblique
rotator with a large obliquity i. a Magnetic structure of the force free rotator for i = 60◦, from [132].
b One of the two interleaved current sheets for the 60◦ rotator, derived from Bogovalov’s oblique
split monopole model [24]. c The same as b but for i = 9◦, shown for clarity. d and e Meridional
and equatorial cross sections of the striped wind current sheet, for the 60◦ rotator. f A snapshot of
a 2D PIC simulation of the equatorial stripes, by [131]

expand any faster than the speed of light; alternatively, in a reconnection model,

the magnetic field flows into the sheets, to disappear in expanding islands of hot

plasma around O-lines, with velocity εRvA ≈ εRc [92], with εR expected11 to be on

the order of 0.1–0.2. In the pulsar’s center of mass frame, the dissipation time then

has the lower limit Td > Γ 2
windRL/c; in a reconnection model, Td ≈ Γ 2

windRL/εRc.

A successful model for the apparent low value of σ at the termination shock in the

Crab Nebula, where the equatorial shock occurs at Rshock ≈ 109RL, requires that the

dissipation go to completion in a region where Γwind < 104.5; using the reconnection

model reduces this upper limit to Γwind < 104. In MSH15−52, where Rshock ∼ 0.4−
0.5 pc and RL = 7825 km, Γw < 104.7 is a firm upper limit; in a reconnection model,

Γwind < 104.2.

It is interesting to note that the full average particle loss rate Ṅ± ∼ 1040–1041 s−1

inferred for the Crab Nebula requires, from energy conservation, that the asymptotic

value of the wind 4 velocity is Γwind∞ ≤ Ė/Ṅ±m±c2 = 104.3/Ṅ40.5 in this system,

much less than inferred in 1D models that neglect the plasma required for the radio

emission such as that of [77] – the upper limit is achieved if the plasma is cold

11 An expectation based on kinetic simulations and experiments on non-relativistic reconnection,
as in [21]; relativistic reconnection in a pair plasma, the case relevant here, has just started to
receive attention [19].
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Fig. 15.17 Left: Magnetic sandwich geometry of the equatorially concentrated outflow, with radial
electric current flowing in a extremely weakly magnetized midplane between oppositely directed
toroidal magnetic field at higher latitudes. Right: Typical magnetic profiles as a function of latitude,
from [42]

by the time it reaches the termination shock. The acceleration from the inner wind,

launched by the pulsar’s magnetic spring to Γw = u∞ given in (15.11), occurs if the

current sheets dissipate and the wind heats, accelerating from the resulting internal

pressure gradient. This is a relatively slow process [93], reaching completion before

a fluid element collides with the termination shock in the Crab Nebula only if Γw <
104.8, Ṅ > 1040 s−1. This requires maximal dissipation of the current sheets – in a

sheet broadening model, as originally proposed by [39], the sheets must expand at

a substantial fraction of the speed of light in the proper frame of the flow. Recently

[11] showed that the interaction of the relativistic currents in neighboring sheets

drives a Weibel-like instability in each sheet, with a resulting anomalous resistivity

that supports such maximal dissipation in the inner wind of the Crab pulsar, r <
106RL, a conclusion consistent with the maximal dissipation rate model of [80].

However, it is safe to say that the transition of the wind from high to low σ and from

low to high four velocity remains not fully understood, and not well constrained by

direct observation of the winds.

For a long time, winds have been modeled as having an asymptotic flow velocity

Γw∞ ∼ 106, with various arguments being used, ranging from radiation modeling of

the post-shock flow to the dynamics of high energy particles injected by the wind at

the shock, with Larmor radii comparable to the termination shock’s radius, invoked

as a dynamical model for the variable wisp dynamics near the shock. Such particles,

if they exist, have 4 velocities much larger than the maximum flow 4-velocity of the

wind inferred from energy conservation. They might occur due to acceleration in the

current sheet (perhaps due to relativistic runaway, in a current sheet with anomalous

resistivity), thus are confined to the equatorial sector.
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Some of the dissipated energy might reappear as an unpulsed photon source

superposed (because of relativistic beaming) on the pulsar. The Crab pulsar exhibits

linearly polarized (33%), unpulsed optical emission, with intensity ∼1.25% of the

main pulse peak intensity with a fixed polarization position angle [74], polarization

properties consistent with emission from the toroidal field in the wind zone [13]. If

it proves possible to interpret such unpulsed flux as radiation from the wind, one

might obtain significant observational constraints on this difficult problem.

Wisps as Ion Cyclotron / Magnetosonic Waves

A non-MHD hypothesis based on kinetic structure in the current sheets’ plasma

(a “beyond MHD” model) does as well as MHD schemes at reproducing the

observed variability near the wind termination shock. Gallant and Arons [51] pro-

posed this current contains a high energy ion beam, accompanied by a flux of

e± pairs, with ion energy/particle approaching the total magnetospheric potential

energy, and that this ion current carries a large fraction of the spin-down energy,

while still being a minority population by number density.

It is important to note that as far as the dynamics is concerned, high energy

ions in the equatorial return current, expected to emerge from an “acute” pulsar –

∠(Ω ,μ) < π/2 – can be replaced by high energy electrons, expected to form the

return current in an “obtuse” pulsar, ∠(Ω ,μ) > π/2. In both cases, the required

acceleration to energy/particle comparable to eΦ must occur in the wind, perhaps

as particle runaways in the current sheet’s resistive electric field [11]. In the electron

case, radiation reaction can limit the energy/particle that can be achieved, which

makes the acute pulsar model slightly preferable, and for the rest of this discussion

I confine discussion to the ion beam case.

Since such ions have Larmor radii comparable to the radius, the compressions

induced in the pair plasma at the ion stream’s turning points can appear as sur-

face brightening spaced with separation comparable to the spacing of the wisps.

Spitkovsky and Arons [135] implemented this idea in a time dependent simulation,

showing that in a 1D model in a toroidal magnetic field winding in one direction in

the equatorial flow (i.e., ignoring the reversal of the field direction in latitude), the

ions’ deflection into circular motion in the abruptly increased magnetic field at the

equatorial shock in the pairs is ion cyclotron unstable, with gyro-phase bunching

forming a compressional limit cycle which launches finite amplitude magnetosonic

waves in the pairs. This launching occurs approximately once per ion Larmor period,

which is about six months for the parameters determined by comparing the model to

the images. These waves travel out at speeds ≈ (0.3–0.5)c, with the precise velocity

value depending on the degree of isotropization of the pairs.

The resulting synthesized surface brightness map looks more than a little like the

observed waves emitted from the inner X-ray ring in the Crab Nebula, as shown in

Fig. 15.18. The observed wave emission period [105], announced at a conference

after the model was developed and published, is in good accord with the model’s

predictions. Application of the model to PSR B1509/G320 suggests that “wisp”
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Fig. 15.18 Ion cyclotron instability model of pulsar wind termination shock variability. Left: Chan-
dra snapshot of the X-ray ring and torus in the Crab Nebula. The ring is the location of the magne-
tosonic shock wave in the pairs, whose thickness is unresolved. Center: Snapshot of a 1D hybrid
(PIC ions, MHD pairs) simulation of the equatorial ion outflow as it encounters the enhanced
magnetic field in the pairs. The upper half shows the magnetic field with the ion induced com-
pressions.The lower half shows the ion phase space (pr/γupstreammionc vs. r/Rshock, pr = radial
momentum of an ion), with the gyro-phase bunch formed as the ions encounter enhanced B and
acquire a reduced Larmor radius. The rotating, reforming bunch (a limit cycle) emits a train of
compressional magnetosonic waves that propagate to larger radius. Right: Snapshot of the syn-
thetic surface brightness map, assuming the pairs emit synchrotron radiation in the compressed
magnetic field with no non-thermal acceleration included (from [135])

variability on a time scale of years should be found. There is weak, but not very

convincing, evidence for such variability in the partial torus near this pulsar [41].

By far the most attractive theoretical feature of the model when it is fit to the

HST and Chandra movies – fit by eye, there is little use in more elaborate fit-

ting procedures, given the 1D model’s departures from the observationally obvious

requirement of at least 2D – is the inference that the ion flux required to produce

the observed surface brightness enhancements is Ṅion ≈ cΦ/e, the equatorial return

current of the force free rotator, in the case of the Crab pulsar. Of course, since the

magnetic field has largely dissipated in the wind, the pairs accompanying the ions

must largely neutralize the electric current in the ions, but the result is an indication

that back at the magnetosphere and the stellar surface, some piece of non-force-free

electrodynamics does work to extract this ion flux so as to maintain the star’s charge

balance. In turn, that suggests i < 90◦, although i certainly should be a large frac-

tion of π/2. Another feature of the model is that the fact that the ions in the wind

are inferred to have Larmor radii comparable to the wind’s termination radius Rs –

this yields ion energy/particle Eion = eΦ(mp/me f f ,eq), and γion ≈ 106.5 with the pair

multiplicity evaluated in the equator, a value close to the MHD wind 4-velocity

inferred by [77].

The model assumes the underlying acceleration from the neutron star is like

MHD even in the current sheet, with all the particles – ions and pairs – traveling with

a single (fluid) 4-velocity until a fluid element encounters the shock, even though

the flow in question is in the current sheet, where different plasma components may

have different velocities. Thus Spitkovsky and Arons’ inference that Γwind ≈ 106.5 is

based on the assumption that the ions, which carry the electric return current in this

model, have the same 4-velocity as the underlying and surrounding MHD wind.
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The upper limit Γwind < 104 clearly is inconsistent with a single fluid velocity for

ions and pairs. The 1D model averages over the whole equatorial sector that feels

the equatorial belt shock, shown in Fig. 15.14, thus mixes the ion flux with the whole

flux of pairs feeding the torus, ∼1038.5 pairs/s for the optical, X- and γ-ray emission

from the Crab. It yields an average value of σ within a factor of 3 of the average

value of σ inferred from the MHD nebular models. However, the assumptionΓwind =
γion clearly violates the upper limit on Γwind , a limit which comes from assuming the

whole flux of pairs feeds the equatorial torus,12 an assumption supported by the

approximate correspondence of the radio wisps [20] with the optical features.

The sandwich magnetic field model, a fundamentally 2D construct, suggests sub-

stantial alterations of the [135] scheme. The magnetic field inside the current sheet

is weak compared to that in the MHD flow outside the sheet. That weakened B alters

the character of the ion orbits from simple magnetic reflections to partial deflections

from radial flow, thus altering the momentum transfer to the pairs and therefore the

compressions. If most of the ions flow in an essentially unmagnetized region, γion
is no longer coupled by the magnetic field to the flow 4-velocity of the pairs, thus

allowing γion � Γwind [11].

Taking such improvements of the model into account is needed before one can

realistically assess the model’s consequences for observations, including possible

hadronic TeV gamma ray and neutrino emission from the nebulae, a definite pre-

diction of the model at some flux level. At this writing, models of the TeV SED

based on the 1D dynamical model [4, 16] show that the hadronic gamma-rays at

ε < 20 TeV are masked by inverse Compton emission; recent HESS observations

of the Crab [1] suggest that an interesting constraint on ions in the outflow may be

attainable. Recently [69] suggested that the TeV emission observed from the Vela-X

PWN might be due to hadronic emission from the p–p interaction. Simple evolution-

ary models (Bucciantini and Arons, in preparation) suggest that such an interpreta-

tion is supported by the ion current sandwich model, when proper account is taken

of the expansion and compression history of this older (age∼104.3 years) PWN.

Whatever the ultimate fate of models of this sort, they suggest the usefulness

of stepping beyond MHD (which does not by itself constrain the wind velocity or

density) in modeling the observations with the goal of extracting the plasma content

and constraining just what does come out of pulsars, and other compact objects. See

Chap. 16 for a parallel review of this subject.

Shock Acceleration

Starting with the seminal work of [122], the conversion of flow energy to the non-

thermal particles emitting nebular synchrotron and inverse Compton radiation has

12 Arons [9] suggested the large flux of radio emitting particles might be in higher latitude flow, a
possibility I now disfavor, both because continuity of the Crab Nebula’s spectral energy distribution
militates against the accident that would be required, if the particle spectra were formed from such
different flow components, and because the modern MHD models have no such distinction between
low and high latitude particle fluxes.
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been attributed to some form of “shock acceleration”. Most commonly, Diffusive

Fermi Acceleration (DFA) has been invoked, even though in relativistic shocks

it faces a number of substantial difficulties, especially when the magnetic field is

transverse to the flow. Mechanisms have not been apparent to supply the very large

amplitude turbulence required [109], which must extend to large distances (∼Rshock)

both up and downstream of the shock so as to have a large “optical depth” for scatter-

ing of the largest Larmor radius particles both up- and down-stream. The spectrum

of test particles accelerated depends sensitively upon the isotropy (or lack thereof)

of the scattering process. However, in the case of isotropic scattering in the fluid

frame, the test particle spectra are encouraging – Monte Carlo [79] and analytic [78]

calculations with assumed scattering rules and infinite optical depth for particle scat-

tering up and downstream yield an accelerated particle spectrum in the downstream

medium N(E)∝ E−20/9, which is almost exactly that inferred by modeling the syn-

chrotron emission in a 1D post-shock flow in the Crab Nebula [77] – this simplified

flow model should be a not unreasonable approximation to flow right outside the

equatorial belt shock shown in Fig. 15.14. The efficiency depends entirely on what

is assumed for the particle injection rate into the process, and the acceleration rate

depends entirely on the assumed turbulence amplitude that goes into the scattering

law adopted.

Hoshino et al. [70] suggested an alternate process, especially well tuned to the

mixture of heavy ions and pairs injected in the equator with the magnetic field trans-

verse to the flow.13 Using 1D PIC simulations, they, and, more recently, [3] with

higher mass ratio and resolution, showed that high harmonics of the ion cyclotron

waves generated by the ions as they pass through the shock in the pairs can be res-

onantly absorbed by the positrons and electrons, which are non-thermally heated,

yielding power law downstream distributions with a spectral slope that depends on

the ratio of the upstream ion energy density to that of the pairs. The non-thermal part

of the e± spectra shown in Fig. 15.19 extends from the pairs’ flow energy/particle

all the way up to the ions flow energy/particle.

If all the species have the same upstream flow velocity, the resulting spectra

nicely span the range required for optical, X-ray and γ-ray emission from the Crab

[70], and for X-ray and γ-ray emission from G320 [48]. As demonstrated by [3],

however, when applied to the 1D model of [51] of the Crab Pulsar wind’s termina-

tion shock, this mechanism has trouble providing an accelerated spectrum of pairs

in accord with the observation. The ion flux by number is fixed at Goldreich–Julian

value (it can hardly be anything else). If γion = Γwind , the upstream energy den-

sity ratio (U±/Uion)1 = (2n±Γwindm±/γionnionmi) ∼ 103 leads to the pairs’ particle

energy distribution hardly differing from a relativistic Maxwellian, the downstream

distribution for a relativistic transverse shock in a pure pair plasma [?,52,86], not at

all in accord with the observations.

13 As in the high energy beam, cyclotron instability interpretation of the wisps, an electron current
accelerated in the equatorial current sheet of an “obtuse” pulsar can replace the ion beam acceler-
ated in the current sheet of an “acute” pulsar without altering the conclusions – at equal relativistic
energy/particle, the only difference is the sense of gyration with respect to the unknown vector
direction of the magnetic field.
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Fig. 15.19 Downstream particle spectra of a PIC simulation of a shock with upstream magnetic
field transverse to the flow in an electron–positron–proton plasma with mass ratio mp/m± = 100
and upstream flow Lorentz factor of all species γ1 = 40. The upstream Lorentz factor sets the
scale; the results are otherwise independent of the specific value of γ1, so long as it is larger than 2
or 3. f (γ) are the distribution functions, with

∫
f (γ)γdγ = species density. The ratio of the proton

number density to the number density of electrons plus positrons was 1/19, therefore the energy
density in upstream protons was 2.1 times the energy density in pairs. The dashed curves in the
panels showing the electron and positron spectra are the best fit Maxwellians, while the tempera-
tures stated in the figure (which are in units of mc2) rows are inferred from fitting a Maxwellian
with a power law tail to the numerical data. The slope of the power supra-thermal component
is α = 3.2, corresponding to an energy space spectrum dN/dγ ∝ γ−(α−1) ∝ γ−2.2, quite close to
what is required in modeling the optical and X-ray synchrotron emission from the Crab Nebula and
other young pulsar wind nebulae. The power law spectral index is a strong function of the upstream
energy density ratio, thus making the downstream nonthermality of the pairs a strong function of
the upstream composition. For the details, including the power law spectra index as a function of
density ratio, see [3]

If acceleration occurs near the sandwich midplane, the obstacles to accelera-

tion by either mechanism may be reduced. The cyclotron mechanism benefits from

γion � Γwind . With pair multiplicity κ± = 2n±/nGJ > 106 (required to supply the

radio emission of the Crab Nebula) and therefore Γw ≤ 104 (since most of the energy
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Fig. 15.20 Shock structure and test particle gaining energy at the shock front, from a PIC simu-
lation of an unmagnetized e± shock by [133]. Lengths are measured in units of the upstream skin
depth. Bottom panel: Density as a function of position, exhibiting the factor of 3 jump (properties
of this shock in a 2D plasma are measured in the downstream frame). Middle panel: (B2)1/4, show-
ing the upstream magnetic filaments characteristic of the Weibel instability in the linear regime, the
scrambled magnetic structures formed when the currents reach the Alfvén critical current, magnetic
trapping disrupts the flow and the shock transition forms [76]. Note the transition of the magnetic
structure to spatially intermittent (widely separated) islands in the downstream. The orbit of a test
particle is superimposed. Because of the finite thickness of the strongly turbulent scattering layer,
particles escape downstream after a finite number of scatterings. The sideways dimension is peri-
odic, thus a particle leaving the box at the top reappears at the lower bottom. Top panel: Energy of
the test particle, which started with the upstream flow energy (γ = 15) and increased its energy by
a factor of 10 before escaping

flux is carried by the pairs) while γion ∼ 106.5, now (U±/Uion)1 ∼ 3, which leads to

a downstream particle spectrum possibly as flat as the E−1.5 radio emitting parti-

cles. DFA might benefit from a weaker transverse magnetic field – for σlocal < 10−3

within the current sheet, magnetized shocks in pair plasmas become indistinguish-

able from shocks formed in a flow with no magnetic field at all [?]. Figure 15.20

shows a snapshot of a 2D PIC simulation of a shock in a B = 0, e± plasma, exhibit-

ing a test particle gaining energy as it scatters in the magnetic turbulence in and

behind the shock front, which forms due to the Weibel instability driven by the

upstream flow penetrating into the heated downstream medium.

The downstream pair spectra found in this simulation are shown in Fig. 15.21,

which exhibit the formation of a supra-thermal particle spectrum through scatter-

ing in the turbulence in and near the shock front. To go to energies much higher

requires turbulence that persists to much greater depths in the downstream than are

studied in the simulations, with amplitudes that do not decay. Phase mixing between

particles and fields may cause the decay of the downstream magnetic fields [31], in
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Fig. 15.21 Downstream particle distribution function in the large PIC simulation of a pair shock
with no systematic magnetic field in the upstream medium used to create Fig. 15.20. The lowest
dashed is a Maxwellian distribution fit. The solid curve is the actual particle distribution. Clearly,
scattering in and around the shock front produces supra-thermal particles (in this example, these
are 5% by number and 20% by energy)

completely unmagnetized shocks. Nevertheless, these results, which show how non-

thermal particles can be created out of the thermal pool in a very weakly magnetized

shock (upstream σ < 10−3, as might be characteristic of the central regions of the

equatorial current sheet), there to act as seeds for DFA. Identifying the necessary

scattering turbulence remains a challenge.

These speculative possibilities suggest a solution to the vexing question of how

the peculiar spectrum of particles injected into the Crab Nebula and other PWNe

might be formed. These systems all have very flat power law distributions of parti-

cles N(E)∝ E−p, 1 ≤ p ≤ 1.5 giving rise to their radio synchrotron emission, while

the inferred injection spectra of particles required for the harder photon emissions

(optical when seen, X-ray) have much steeper spectra, p = 2.2–2.4. The continuity

observed between the radio and the harder photon spectra suggests the shock injects

a broken power law spectrum. Cyclotron resonant acceleration, driven by an ion

flow in the current sheet with γion � Γw, might be responsible for the very flat spec-

trum of radio and infrared emitting electrons, whose upper cutoff is determined by

energy conservation to be not large compared toΓwind . DFA might be responsible for

continued acceleration to optical, X-ray and gamma-ray synchrotron emitting ener-

gies. This combination was first suggested by [53]. In their formulation, in which

γion = Γwind , the ions had negligible energy density compared to the much denser

pairs and therefore could not act as the desired accelerator, while in the version sug-

gested here, the ions having a 4 velocity much larger than that of the pairs allows
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them to act as an effective agent in creating the non-thermal radio emitting particles.

A quantitative expression of these thoughts is under investigation.

The scheme outlined above assumes the stripes in the wind do in fact disappear

well upstream of the shock, as is suggested by the rapid dissipation results of [11].

Lyubarsky [91], starting from the slow stripe dissipation model of [93], showed,

using 1D and 2.5D kinetic simulations in e± plasma, that the striped field can anni-

hilate in a broad “shock” region with strong plasma heating – thus, the effect is as

if σ was low in the upstream medium, even when it was not in fact small. He also

presented evidence that reconnection at individual sheets might create a flat particle

distribution N ∝ E−1.1 which might be of use in understanding the radio emission

from PWNe. However, a full 3D treatment is needed in order to properly evaluate

the non-thermal particle acceleration, since the periodicity of the simulation in the

electric field direction can lead to artificial results for particle acceleration.

A clear theoretical picture has yet to emerge, never mind models with readily

checkable observational predictions. And all of these models and the observations

underlying them tell us that a fully quantitative account of the pair plasma supply

is still lacking. There will be progress on the theoretical front in the next few years.

The much anticipated launch of GLAST may add a new observational handle on

these problems, since the highest energy radiating particles have rapid radiation

losses, therefore leading to interesting time series in the gamma-ray emission as

the particles simultaneously accelerate and radiate in the time variable termination

shock region.

15.4 Conclusion: Pulsar Problems and Prospects

Pulsar physics has made substantial progress in the last decade. The emergence of

the MHD model of relativistic plasma flow in Pulsar Wind Nebulae has given a

plausible account of the plume–torus (a.k.a. jet-torus) structures observed in these

systems, thus reconciling the external response of the surrounding world to the well

known difficulties in forming a jet in the relativistic winds themselves. These models

also explain the lack of shock excitation of the nebulae at high latitude as a result

of the shock’s lack of spherical symmetry, itself a consequence of the anisotropy of

the energy outflow found in the energy flux emerging from the magnetosphere.

Application of force-free electrodynamics and relativistic MHD to the winds

emerging from magnetospheres with dipole magnetic fields has led to the first the-

ory of the oblique rotator’s energy loss that incorporates qualitative changes from

the vacuum theory imposed by electric current flow, leading to the delightfully sim-

ple formula for the spin-down energy loss given in expression (15.6). For the model

of the magnetosphere, the most important result is that the polar electric current

distribution is close to that of the monopolar magnetosphere, reflecting the asymp-

totically monopolar poloidal magnetic field beyond the light cylinder.

The role of reconnection in the transfer of open to closed magnetic flux (and

back again, since this is an unsteady process) has begun to be assessed, and is full
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of promise as a path to a physical theory of the boundary layer between the closed

and open magnetosphere, where existing gamma-ray observations and gap models

suggest the most prominent photon emissions from pulsars occur. Prominent issues

waiting assessment include reconciling the creation of pairs with the monopolar

current distribution in expression (15.9) and Fig. 15.9, with various solutions being

on the table, awaiting surgery – these range from rapid local current fluctuations

(averaging to the force-free current) to manipulation of the polar cap electrostatics

by return currents on the open flux tube boundaries. These models all have con-

sequences for long standing issues such as the origin of torque fluctuations, radio

subpulse phase randomness and drifting, possibly for the origin of the departures of

the braking index from its canonical value of 3, and for the origin of the large parti-

cle fluxes inferred from nebular radio emission. The modeling will be observation-

ally illuminated by the results of the upcoming GLAST gamma-ray mission. If high

sensitivity X-ray astronomy has a future, observations with the ability to inspect

variability in the X-rays, both non-thermal and thermal from polar caps heated by

magnetospheric currents would be invaluable.

The longstanding problem of the origin of the weak magnetic fields inferred

downstream of pulsar winds’ termination shocks in the young nebulae is still an

outstanding question, with dissipation of the magnetic stripes in the wind being the

prime suspect. Whether this occurs in the wind far upstream form the shock, or in

the shock itself, is an open question under active investigation.

Finally, the basic physics of relativistic shock waves is receiving significant atten-

tion, which opens the prospect of having a testable theory of the conversion of flow

energy to non-thermal particle spectra in these relativistic systems within the next

few years. Significant issues that will receive attention include the mixture (if any)

of Diffusive Fermi Acceleration and other shock related processes, the possible role

of protons and other heavy ions as well as pairs in the acceleration physics (and test-

ing for these ions’ presence through VHE gamma-ray and neutrino observations),

and an understanding of how the nebular radio emitting electrons can be accelerated

by the curved termination shock. – Exciting times lie ahead!

References

1. Aharonian, F., Akhperjanian, A.G., Bazer-Bachi, A.R., et al., 2006, A&A, 457, 899
2. Al’ber, Y.I., Krotova, Z.N., and Eidman, V.Y. 1975, Astrophys., 11, 189
3. Amato, E., and Arons, J., 2006, ApJ, 653, 325
4. Amato, E., Guetta, D., and Nlasi, P., 2003, A&A, 402, 827
5. Arons, J., 1981, ApJ, 248, 1099
6. Arons, J., 1981, in Proc. IAU Symp. No. 95 ‘Pulsars’, W. Sieber and R. Wielebinski, eds.

(Dordrecht: Reidel), 69
7. Arons, J., 1983, in Positron–Electron Pairs in Astrophysics (New York: AIP), 163
8. Arons, J., 1983, ApJ, 266, 215
9. Arons, J., 1998, Mem. Soc. Ast. It., 69, 989 (astro-ph/9809392)

10. Arons, J., 1998, in Neutron Stars and Pulsars: Thirty Years after the Discovery, N. Shibazaki
et al., eds. (Tokyo: Universal Academy Press), 339, (astro-ph/9802198)



418 J. Arons

11. Arons, J., 2008, submitted to ApJ. A summary can be found in Arons, J. 2008, in 40 Years
of Pulsars: Millisecond Pulsars, Magnetars and More, C.G. Bassa, Z. Wang, A. Cumming
and V.M. Kaspi, eds., AIP Conference Proceedings vol. 983 (Melville, NY: AIP), 200–206
(astro-ph/0710.5261)

12. Arons, J., and Scharleman, E.T., 1979, ApJ, 231,854
13. Barnard, J.J., 1986, ApJ, 303, 280
14. Barnard, J.J., and Arons, J., 1986, ApJ, 302, 138
15. Bateman, G., 1978, MHD Instabilities (Cambridge: MIT Press), 66–69
16. Bednarek, W., and Bartosik, M., 2003, A&A, 405, 689
17. Begelman, M., 1999, ApJ, 512,755
18. Benford, G., 1977, MNRAS, 179, 311
19. Bessho, N., and Bhattacharjee, A., 2005, Phys. Rev. Lett., 95, 245001
20. Bietenholz, M., Hester, J.J., Frail, D.A., and Bartel, N., 2004, ApJ, 615, 794
21. Birn, J., Drake, J.F., Shay, M.A., et al., 2001, JGR, 106, 3715
22. Blandford, R., 2002, in Lighthouses of the Universe, M. Gilfanov, R. Sumyaev and

E. Churazov, eds. (New York: Springer), 381 (astro-ph/0202265)
23. Blandford, R., Applegate, J., and Hernquist, L., 1982, MNRAS, 204, 1025
24. Bogovalov, S.V., 1999, A&A, 349, 1017
25. Bogovalov, S.V., Chechetkin, V.M., Koldoba, A.V., and Ustyugova, G.V., 2005, MNRAS,

358, 705
26. Bogovalov, S.V., and Khangoulian, D.V., 1999, MNRAS, 336, L53
27. Bucciantini, N., Amato, E., Bandiera, R., Blondin, J.M., and Del Zanna, L., 2004, A&A, 423,

253
28. Bucciantini, N., and Del Zanna, L., 2006, A&A, 454, 393
29. Bucciantini, N., Thompson, T., Arons, J., et al., 2006, MNRAS, 368, 1717
30. Carson, J., 2006, astro-ph/0610960
31. Chang, P., Spitkovsky, A., and Arons, J., 2008, ApJ, 674, 378
32. Cheng, K.S., Ho, C., and Ruderman, M., 1986, ApJ, 300, 500 and 522
33. Chiang, J., and Romani, R., 1994, ApJ, 46, 754
34. Contopoulos, I., 2005, A&A, 442, 579
35. Contopulos, I., Kazanas, D., and Fendt, C., 1999, ApJ, 511, 351
36. Contopoulos, I., and Spitkovsky, A., 2006, ApJ, 643, 1139
37. Cordes, J., 1980, ApJ, 239, 640
38. Cordes, J., and Helfand, D.J., 1980, ApJ 239, 640
39. Coroniti, F., 1990, ApJ, 349, 538
40. de Jager, O., 2007, ApJ, 658, 1177
41. DeLaney, T., Gaensler, B., Arons, J., and Pivovaroff, M., 2006, ApJ, 640, 929
42. Del Zanna, L., Amato, E., and Bucciantini, N., 2004, A&A, 421, 397
43. Del Zanna, L., Volpi, D. Amato, E., and Bucciantini, N., 2006, A&A, 453, 621
44. Deshpande, A., and Rankin, J., 1999, ApJ, 524, 1008
45. Deutsch, A., 1955, Ann. d’Ap., 18, 1
46. Fawley, W.M., 1978, PhD Dissertation, UC Berkeley (Ann Arbor: http://wwwlib.umi.com/

dissertations/)
47. Funk, S., 2007, astro-ph/070147
48. Gaensler, B., Arons, J., Kaspi, V., et al., 2002, ApJ, 569, 878
49. Gaensler, B., and Slane, P., 2006, Ann. Rev. Astro. Astrophys., 44, 17
50. Gallant, Y.A., 2007, Ap & SS, 309, 197
51. Gallant, Y.A., and Arons, J., 1994, ApJ, 435, 230
52. Gallant, Y.A., Hoshino, M., Langdon, A.B., Arons, J., and Max, C.E., 1992, ApJ, 391, 73
53. Gallant, Y.A., van der Swaluw, E., Kirk, J.G., and Achterberg, A., 2002, in Neutron Stars in

Supernova Remnants, P.O. SLane and B.M. Gaensler, eds. (San Francisco: ASP Conference
Series Vol. 271), 99

54. Gehrels, N., and Michelson, P., 1999, Astroparticle Phys., 11, 277
55. Goldreich, P., and Julian, W.H., 1969, ApJ, 157, 869
56. Goodwin, S.P., Mestel, J., Mestel, L., and Wright, G., 2004, MNRAS, 349, 213



15 Pulsar Emission: Where to Go 419

57. Gruzinov, A., 2005, Phys. Rev. Lett., 94, 021101
58. Harding, A.K., Muslimov, A.G., and Zhang, B., 2002, ApJ, 576, 366
59. Helfand, D.J., et al., 1980, ApJ, 237, 206
60. Hester, J.J., Mori, K., Burrows, D., et al., 2002, ApJ, 577, L49
61. Hester, J.J., Stone, J.M., Scowen, P.A., et al., 1996, ApJ, 456, 225
62. Hibschman, J.A., 2002, ApJ, 565, 1183
63. Hibschman, J.A., and Arons, J., 2001, ApJ, 546, 382
64. Hibschman, J.A., and Arons, J., 2001, ApJ, 546, 624
65. Hibschman, J.A., and Arons, J., 2001, ApJ, 560, 871
66. Hirotani, K., 2006, ApJ, 652, 1475
67. Holloway, N., 1973, Nat. Phys. Sci., 246, 6
68. Holloway, N., 1975, MNRAS, 171, 619
69. Horns, D., Aharonian, F., Santangelo, A., et al., 2006, A&A, 451, L54
70. Hoshino, M., Arons, J., Gallant, Y.A., and Langdon, A.B., 1992, ApJ, 390, 454
71. Hsu, P.-C., Hirotani, K., and Chang, H.K., 2006, in Proc. 363rd W.E. Heraeus Seminar “Neu-

tron Stars and Pulsars”, W. Becker and H.H. Huang, eds. (Munich: MPE Report No. 291),
141 (astro-ph/0612677)

72. Hurley, K., et al., 2005, Nature, 434, 1098
73. Jessner, A., Slowikowska, A., Klein, B., et al., 2005, Adv. Space Res., 35, 1166
74. Kanbach, G., Slowikowska, A., Kellner, S., and Stenle, H., 2005, in Astrophysical Sources of

High Energy Particles and Radiation (New York: AIP Conference Proceedings), 306
75. Kaspi, V., Roberts, M., and Harding, A., 2006, in Compact Stellar X-ray Sources, W.

Lewin and M. van der Klis, eds. (Cambridge: Cambridge University Press), 279–339 (astro-
ph/0402136)

76. Kato, T.N., 2005, Phys. Plasmas, 12, 080705 (astro-ph/0501110)
77. Kennel, C.F., and Coroniti, F.V., 1984, ApJ, 283, 694; 283, 710
78. Keshet, U., and Waxman, E., 2005, Phys. Rev. Lett., 94, 111102
79. Kirk, J.G., Guthmann, A.W., Gallant, Y.A., and Achteberg, A., 2000, ApJ, 542, 235
80. Kirk, J.G., and Skjæraasen, O., 2003, ApJ, 591, 366
81. Komissarov, S., 2006, MNRAS, 367, 19
82. Komissarov, S., Barkov, M., Vlahakis, N., and Konigl, A., 2007, MNRAS, 380, 51
83. Komissarov, S., and Lyubarsky, Y., 2003, MNRAS, 344, L93; 2004, MNRAS, 349, 779
84. Kramer, M., Xilouris, K.M., Lorimer, D., et al., 1998, ApJ, 501, 270
85. Krause-Polstorff, J., and Michel, F.C., 1985, MNRAS, 213, 43
86. Langdon, A.B., Arons, J., and Max, C.E., 1988, Phys. Rev. Lett., 61, 779
87. Levinson, A., Melrose, D., Judge, A., and Luo, Q., 2005, ApJ, 631, 456
88. Livingstone, M., et al., 2005, ApJ, 619, 1046
89. Lyubarsky, Y., 1990, Pis’ma Astron. Zh., 16, 34 (Sov. Astron. Lett., 16, 16)
90. Lyubarsky, Y., 2002, MNRAS, 329, L34
91. Lyubarsky, Y., 2003, MNRAS, 345, 153; 2005, Adv. Space Res., 35, 1112
92. Lyubarsky, Y., 2005, MNRAS, 358, 113
93. Lyubarsky, Y., and Kirk, J., 2001, ApJ, 547, 437
94. McKinney, J.C., 2006, MNRAS, 368, L30
95. McKinnon, M.M., 1997, ApJ, 475, 763
96. McLaughlin, M., and Cordes, J., 2000, ApJ, 538, 818
97. Melikidze, G.I., Gil, J., and Szary, A., 2006, in Proceedings of the 363rd WE-Heraeus Sem-

inar on: Neutron Stars and Pulsars, W. Becker, H.H. Huang, eds., MPE Report 291, 157
(astro-ph/0612683)

98. Mestel, L., 1999, Stellar Magnetism (Oxford: Clarendon)
99. Mestel, L., Robertson, J., Wang, Y.M., and Westfold, K., 1985, MNRAS, 217, 443

100. Michel, F.C., 1969, ApJ, 158, 727
101. Michel, F.C., 1973, ApJ, 180, 207
102. Michel, F.C., 1973, ApJ, 180, L133
103. Michel, F.C., 1974, ApJ, 187, 585
104. Michel, F.C., 1975, Apj, 197, 193



420 J. Arons

105. Mori, K., et al., 2006, in 36th COSPAR Assembly (Beijing), http://www.cosis.net/abstracts/
COSPAR2006/02615/COSPAR2006-A-02615.pdf, and personal communication

106. Muslimov, A., and Harding, A., 2003, ApJ, 485, 735
107. Muslimov, A., and Harding, A., 2003, ApJ, 588, 430
108. Muslimov, A., and Harding, A., 2004, ApJ, 606, 1143
109. Niemic, J., and Ostrowski, M., 2006, ApJ, 641, 984
110. Ng, C.-Y., and Romani, R., 2004, 601, 479
111. Ostriker, J., and Gunn, J., 1969, ApJ, 157, 139
112. Pacini, F., 1967, Nature, 434, 1107
113. Petri, J., 2007, A&A, 464, 135 (astro-ph/0611936)
114. Petri, J., Heyvaerts, J., and Bonnazola, S., 2002, A&A, 384, 414
115. Petri, J., Heyvaerts, J., and Bonnazola, S., 2002, A&A, 387, 520
116. Petri, J., Heyvaerts, J., and Bonnazola, S., 2003, A&A, 411, 203
117. Palmer, D.M., et al., 2005, Nature, 434, 1107
118. Ramachandran, R., and Kramer, M., 2003, A&A, 407, 1085
119. Rankin, J., 1983, ApJ, 274, 333
120. Rankin, J., 1990, ApJ, 352, 247
121. Rankin, J., and Suleymanova, S.A., 2006, A&A, 453, 679
122. Rees, M.J., and Gunn, J.E., 1974, MNRAS, 167, 1
123. Romani, R., 1996, ApJ, 470, 469
124. Romani, R., Ng, C.-Y., Dodson, R., and Brisken, W., 2005, ApJ, 631, 480
125. Romani, R., and Yadigoroglu, I.A., 1995, ApJ, 438, 314
126. Ruderman M., and Sutherland, P., 1975, ApJ, 196, 51
127. Scargle, J., 1969, ApJ, 156, 401
128. Scharlemann, E.T., and Wagoner, R.V., 1973, ApJ, 182, 951
129. Shklovsky, I.S., 1968, Supernovae (New York: Wiley)
130. Slane, P., 2005, Adv. Space Res., 35, 1092
131. Spitkovsky, A., 2002, PhD dissertation, UC Berkeley
132. Spitkovsky, A., 2006, ApJ., 648, L51
133. Spitkovsky, A., 2008, ApJ, 673L, 39
134. Spitkovsky, A., and Arons, J. 2002, in Neutron Stars and Supernova Remnants, P.O. Slane

and B.M. Gaensler, eds. (San Francisco: Astronomical Society of the Pacific), 81 (astro-
ph/0201360)

135. Spitkovsky, A., and Arons, J., 2004, ApJ, 603, 669
136. Sturrock, P.A., 1971, ApJ, 164, 529
137. Tademaru, E., 1973, ApJ, 183, 625
138. Timokhin, A., 2006, MNRAS, 368, 1055
139. Thompson, D., 2000, Adv. Sp. Res., 25, 659
140. Yin, L., Coroniti, F.V., Pritchett, P.L., et al., 2000, JGR, 25, 345



Chapter 16
The Theory of Pulsar Winds and Nebulae

John G. Kirk, Yuri Lyubarsky, and Jérôme Pétri

16.1 Introduction

The theory of pulsar winds and the nebulae they energize is currently celebrating

its golden jubilee. Ten years before the discovery of pulsars it was already appar-

ent that the magnetic field and relativistic particles that produce the radiation of

the Crab Nebula must have their origin in a central stellar object [104]. Today,

about 50 similarly powered objects are known, and some of them, like the Crab,

are detected and even resolved at all accessible photon frequencies, from the radio

to TeV gamma-rays. The rotation of the central neutron star [98] is now universally

accepted as the energy source fuelling these objects, but the details of the coupling

mechanism are still unclear. In this article we review current theoretical ideas on

this subject and their relationship to observations. We concentrate on the magneto-

hydrodynamic description of the relativistic outflow driven by the pulsar and on the

bubble it inflates in the surrounding medium.

The discussion is organised as follows: in Sect. 16.2 we consider the region

between the surface of the neutron star and the light cylinder a surface of cylin-

drical radius rL = cP/(2π), where P is the pulsar period. The speed of an object

that co-rotates with the star becomes luminal on this surface, and the wavelength of

the radiation that would be emitted by the pulsar in vacuum is 2πrL. In the terminol-

ogy of radiating systems, the region within the light cylinder is, therefore, the “near

zone”, where the fields can be approximated as being in rigid co-rotation. Conven-

tionally, this region is called the pulsar magnetosphere. It is thought to be the site

of copious pair creation, and, in most theories, is the region in which the pulsed

radiation itself is emitted.
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Electric and magnetic fields dominate the dynamics in the near zone inside the

light cylinder. However, this is also true in at least part of the “far zone”, that lies

well outside the light cylinder – a region that is not conventionally thought of as the

pulsar magnetosphere. Here, we follow conventional terminology, and call this the

wind zone;1 it extends up to the termination shock, where the ordered, relativistic

flow of particles and fields is randomised. Electromagnetic fields dominate the inner

part of the wind zone, where the plasma flows subsonically with respect to the fast

magnetosonic mode. As we describe in Sect. 16.3, force-free solutions to the aligned

rotator problem show that the plasma accelerates up to the critical point where its

velocity equals the fast magnetosonic speed, and, presumably, passes through it into

a supersonic domain. In this part of the flow, the dynamics is strongly influenced by

the particles, although most of the energy flux continues to be carried by the fields.

The oblique rotator is a more suitable model for a pulsar, and the key difference it

introduces in the wind zone is wave-like structure on the very small length scale rL.

We discuss the structure of such a striped wind in Sect. 16.4, and consider the pos-

sibility that dissipative processes play a role in converting Poynting flux into kinetic

energy. In both the sub and supersonic parts, the pulsar wind is highly relativistic. If

it radiates at all, its emission is beamed predominantly in the radial direction. This

simple kinematic effect has an important influence on the radiative signature of this

region, as we discuss in Sect. 16.5.

Observationally, the termination shock can be identified as the outer boundary of

an underluminous region that lies at the centre of the diffuse synchrotron emission

of the nebula. The nebula itself, therefore, lies between the termination shock and

an outer boundary, where the relativistic particles produced by the pulsar impinge

on either the debris of its natal supernova explosion, or on the interstellar medium.

These particles are most plausibly accelerated at the termination shock, and we con-

sider the acceleration processes operating here in Sect. 16.6. Finally, in Sect. 16.7,

we discuss models of the nebula and its emission.

16.2 The Magnetosphere

An enormous electric field is induced by the rotation of a magnetised neutron star.

This field tears particles from the stellar surface and accelerates them up to high

energies. As a result, these “primary” particles initiate an electron–positron cascade,

which, according to conventional wisdom, populates the entire magnetosphere with

plasma. In the aligned case, solutions have been found for the region well within the

light cylinder in which this plasma is confined to domes above the poles and a differ-

entially rotating equatorial disk [77, 101]. If, on the other hand, the magnetosphere

is filled with plasma, the strength of the magnetic field is sufficient to ensure that the

1 Note that we designate the entire far zone outside the light cylinder as the pulsar wind, although
this term is really only appropriate for the supersonic part of the flow.
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plasma co-rotates [56, 100]. At some point near the light cylinder, co-rotation must

cease, and the particles escape, carrying away magnetic flux and energy in the form

of an ultra-relativistic, magnetised wind.

If one traces the escaping (“open”) magnetic field lines back to the stellar sur-

face, they define areas which, in a dipole geometry, lie close to the magnetic axis

and are called “polar caps”. To maintain a steady state, plasma must be continu-

ously generated on the open field lines in these polar regions. It then streams along

them with relativistic velocity and eventually escapes through the light cylinder. It

is usually assumed that the mechanism responsible for creating the pulsed radia-

tion is somehow associated with the materialisation of these plasma streams, which

presumably takes place at either an “inner gap” or “outer gap”, [55]. However, this

is not necessarily true (see Sect. 16.5), and, at least for the optical pulses, there

are indications that the site of pulse production could lie outside the light cylin-

der [46, 73, 102].

The rate at which pairs escape is conveniently measured in terms of the the pair

multiplicity, κ , which is the number of pairs produced by a single primary particle

that emerges from one of the polar caps. The primary beam consists of particles of a

single charge, and its density is expected to be close to the Goldreich–Julian density,

defined as that required to screen the induced electric field, namely

nGJ ≡ |(Ω ·B)/(2πec)| , (16.1)

where Ω is the angular velocity of the star and B the magnetic field [42, 61, 94]. In

an aligned dipole geometry, the foot-points of those field lines that cross the light

cylinder lie within polar caps of (cylindrical) radius rpc ≈
√

R3∗/rL, where R∗ is the

stellar radius, and this is a reasonable approximation also in the oblique case [46].

Assuming the pairs stream away from the polar cap at relativistic speed, the total

number ejected per unit time may therefore be estimated as

Ṅ = κ
Ω 2B∗R3∗

ec

= 2.7×1030κ
(

B∗
1012 G

)(
P
1s

)−2

s−1 , (16.2)

where B∗ is the magnetic field at the polar cap.

The actual value of the multiplicity, κ , is rather uncertain. Theoretical mod-

els [59, 60], give values of κ ranging from a few to thousands, but some obser-

vations suggest that the real value might be substantially higher (see Sect. 16.7 and

[25, 51]). If Ω ·B∗ < 0, the primary particles are positively charged ions. Because

these particles do not breed in cascades, they make up a fraction of at most 1/κ by

number of the wind particles. Nevertheless, if κ is indeed as low as predicted theo-

retically, the energy flux carried by ions could be as large as that carried by pairs.
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16.3 The Wind of an Aligned Rotator

Pairs are produced with an energy that ranges from dozens to hundreds of MeV,

and the total energy density of the produced plasma remains small compared to

the magnetic energy density. Nevertheless, the presence of the plasma is crucially

important, because the electromagnetic structure in the far zone is strongly influ-

enced by the currents it carries. The overall structure may be pictured by taking

into account that the magnetic field is frozen into the plasma. As the plasma cannot

rotate with superluminal velocity, the magnetic field lines beyond the light cylinder

are wrapped backwards with respect to the rotation of the neutron star. As a result of

this, even an axisymmetric rotator loses energy by driving a plasma wind, provided

its inner zone is filled with plasma. In contrast, an aligned magnetic dipole rotating

in vacuum does not lose energy.

In the case of an aligned rotator (with parallel magnetic dipole and rotation axes),

the entire system is axisymmetric. Essentially, the rotational energy of the neutron

star is spent in the generation of azimuthal magnetic field in the wind. This can be

seen by noting that the electric field (E′) in the proper frame of the flow vanishes

because the plasma conductivity is infinite, which implies

E+(1/c)v×B = 0. (16.3)

In a radial, relativistic wind, the poloidal component of B is also radial, so that the

magnitude of the electric field is close to that of the azimuthal magnetic field, which

then determines the radial component of the Poynting flux: PR ≈ cB2
ϕ .

In a steady, axisymmetric solution, the displacement current vanishes, and the

azimuthal magnetic field is generated by poloidal currents that flow either into or

out of the polar caps of the star, depending on the sign ofΩ ·B∗. The circuit is closed

in a current carrying surface – a “current sheet”. Well outside the light cylinder, this

sheet lies in the equatorial plane and separates the field lines that originate from the

two magnetic poles. Inside the light cylinder, the current flows in the surface that

encloses the volume containing closed field lines.

At the light cylinder, the azimuthal and poloidal fields are comparable. In the

wind zone, conservation of magnetic flux in a diverging flow implies that the

poloidal field decreases faster than the azimuthal field, which is proportional to 1/r,

where r is the cylindrical radius. Thus, the field in the far zone of the wind may

be considered as purely azimuthal; even though each magnetic field line is a spiral

anchored on the surface of the star, the spiral becomes so tightly wound in the far

zone that it can be approximated locally as separate coaxial magnetic loops moving

together with the flow.

The relative strength of magnetic field and particles is an important characteristic

of the wind. This is best defined, in an ideal MHD description, as the ratio in the

proper frame (where E′ = 0) of the magnetic to particle enthalpy densities:

σ ≡ B′2

4πwc2
, (16.4)
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where w is the proper enthalpy density of the plasma and B′ is the magnetic field

in the proper frame. If, as we assume, the plasma is cold, the enthalpy density is

simply the rest mass energy density: w = mec2n/Γ , where n is the number density

in the lab. frame, (in which the centre of mass of the neutron star is at rest) and Γ
is the Lorentz factor of the wind in this frame. Then, since the velocity of the wind

is perpendicular to B′ = B/Γ , σ equals the ratio of the energy carried by Poynting

flux to that carried by particles:

σ = B2/4πmec2nΓ . (16.5)

According to all available models of the multiplicity, σ � 1 close to the light

cylinder, so that the wind is Poynting dominated at that point. This means that the

fast magnetosonic speed vfms is very close to c:

vfms =
cB′

√
4πw+B′2

≈
√

σ
1+σ

(16.6)

[70] and the corresponding Lorentz factor is Γfms =
√
σ . In the cold wind, σ is

related to Γ via (16.5), so that the fast magnetosonic point is located at the point

where

Γ = Γfms =
(

B2

4πmec2n

)1/3

, (16.7)

≡ μ1/3
M , (16.8)

where μM is the magnetisation parameter introduced by [90]. The propagation of

the fast magnetosonic wave is a result of the interplay between magnetic tension

and plasma inertia. If, as seems likely, the flow emerges through the light cylinder

subsonically, i.e., with Γ � √
σ , the dynamics simplify significantly, because the

inertia terms in the equation of motion are unimportant. Since gravity and gas pres-

sure are also unimportant in the pulsar case, this “force-free”approximation implies

that the Lorentz force is exactly cancelled by the electric force:

ρeE+(1/c)j×B = 0 . (16.9)

The description of the dynamics is complete when this equation is complemented

by Maxwell’s equations, connecting the charge and current densities ρe and j with

the fields E and B, and by the ideal MHD condition (16.3).

The force-free MHD equations for the pulsar magnetosphere are strongly non-

linear and must, in general, be solved numerically [40, 54, 74, 88, 112]. In particu-

lar, the oblique rotator, being a three-dimensional problem, has only recently been

treated [110]. Nevertheless, an exact axisymmetric solution describing a magneto-

sphere of a rotating star, namely that of the split monopole, has been known for many
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years [92]. In this solution, magnetic field lines extend from the origin to infinity in

the upper hemisphere and converge from infinity to the origin in the lower hemi-

sphere. The hemispheres are separated by an equatorial current sheet. The magnetic

surfaces have the form of coaxial cones whose vertices lie at the origin. Plasma flows

radially from the origin to infinity. Of course, the flow lines in a realistic (dipole)

magnetosphere cannot be radial everywhere; there should be a zone of closed field

lines inside the light cylinder. However, [64] and [93] showed that, independently

of the field structure near the origin, the flow lines beyond the light cylinder become

asymptotically radial in the force-free approximation, just as in the split monopole

solution. This is in contrast with the situation in axisymmetric nonrelativistic MHD

winds where hoop stresses collimate the flow along the rotation axis. The reason

is that in the relativistic case, the electric force compensates these stresses almost

exactly.

In axisymmetric MHD, the flow lines lie in magnetic surfaces and the electric

field is perpendicular to these surfaces, which are, therefore, equipotentials. The

force-free condition (16.9) implies that the currents also flow along the magnetic

surfaces. Taking this into account, one can find the asymptotic behaviour of the

basic quantities in the radial wind:

Bϕ ∝ rL/R , E ∝ rL/R ,

BR ∝ r2
L/R2 , n ∝ r2

L/R2 ,
(16.10)

where R is the radius in spherical polar coordinates. It follows from the higher order

terms in the asymptotic solutions presented by [64] and [93] that the difference

between E and B decreases with radius and the flow velocity approaches closer and

closer to c, i.e., it accelerates. Buckley [37] showed that, in the force-free approxi-

mation, the Lorentz factor of the flow grows linearly with the radius [39]. Eventu-

ally, the Lorentz factor becomes comparable to that of the fast magnetosonic mode

Γfms =
√
σ . The plasma inertia becomes important at this point, and the force-free

approximation breaks down.

If the pulsar wind is launched with σ0 � 1 and Γ0 � √
σ0, it is initially

subsonic, the force-free approximation holds, and the flow accelerates. As Γ
increases, σ decreases, since, in a radial flow with purely toroidal field, B2/n
remains constant and σ ∝ Γ−1 according to (16.5). At the fast magnetosonic point,

σ = (σ0Γ0)2/3 � 1, and the flow is still Poynting dominated. This is in contrast with

the nonrelativistic situation, where vfms = B/
√

4πρ so that the energy flux carried

by particles equals the Poynting flux at the fast magnetosonic point. The reason is

that in the relativistic case, the electric and magnetic forces almost compensate each

other, allowing inertial effects to come into play at an early stage.

Beyond the fast magnetosonic point the full relativistic MHD equations must

be solved. However, the flow remains nearly radial even there [22, 26, 38, 82, 113],

because the additional inertial forces tend to resist collimation. Thus, if the flow

is radial in the force-free region, it remains radial further out. In fact, the flow is

practically ballistic, i.e., the plasma moves radially with negligible acceleration, so

that Γ and, hence, σ remain constant. Thus, within the scope of ideal MHD, the
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wind can be accelerated to at most Lorentz factors of a few times Γfms, at which

point σ is still large. Beyond this point, electromagnetic energy is not transferred to

the plasma2.

16.4 The Striped Wind

In the real world, pulsar winds are neither axisymmetric nor steady. In fact, the

defining characteristic of a pulsar is that it is an oblique rotator, in the sense that

its magnetic and rotation axes are not parallel. The time-varying electromagnetic

fields excited by such an oblique rotator propagate outwards in the form of elec-

tromagnetic waves. The wavelength of these oscillations is at most 2πrL. In the far

zone, this is much smaller than the radius. For this reason, dissipative processes,

which operate only on short length scales, are likely to be much more important in

the wind of an oblique rotator than in a steady, axisymmetric wind. Therefore, the

dissipation or damping of these waves could be an important mechanism of energy

transformation in a pulsar wind.

A rarefied magnetised plasma supports a variety of electromagnetic waves. How-

ever, it seems reasonable to simplify the problem by assuming that only MHD waves

(i.e., those satisfying the ideal MHD condition (16.3)) survive in the far zone. The

reason is that, according to the conventional picture, the plasma density at the base

of the pulsar wind (at r ∼ rL) is sufficiently large that low-frequency electromag-

netic waves are heavily damped [10,89]. In this case, it is once again useful to think

of magnetic field lines as frozen into the plasma flow. In the equatorial belt, the mag-

netic field at a fixed radius alternates in direction at the frequency of rotation, being

connected to a different magnetic pole every half-period. Michel [91] pointed out

that the flow in this zone should evolve into regions of cold, magnetically dominated

plasma separated by very narrow, hot current sheets. Such a structure can be thought

of as containing four tangential discontinuities per wavelength, each of which sepa-

rates field lines from one magnetic pole from the thin, bounding layer of hot plasma

which constitutes the current sheet. The corresponding structure in hydrodynam-

ics is called an entropy wave. It is simply a stationary pattern of spatially varying

temperature and density that is in pressure equilibrium in a motionless plasma.

2 This does not mean that σ remains large in any Poynting-dominated flow. The relativistic MHD
equations do not forbid acceleration of the flow and conversion of Poynting flux into kinetic energy.
There exist many solutions that demonstrate explicitly the reduction of Poynting flux to the equipar-
tition level or even below [23,80,118]. However this can happen only if the flow lines are not radial.
In the above-mentioned solutions, this is achieved by a special choice of the poloidal flux distribu-
tion such that the total poloidal flux is infinite and the magnetic surfaces do not converge to origin.
(Note that although the poloidal field is small beyond the light cylinder, the stress of this field
may be not negligible in some cases because the hoop stress is nearly compensated by the electric
force.) Whereas it is quite plausible that such solutions could be matched to boundary conditions
above a disk, it is difficult to imagine that they could be made compatible with a star (effectively
a point source) threaded by a finite magnetic flux. For this reason, we do not discuss them further
here.
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Fig. 16.1 The striped wind [41, 91]. A snapshot is shown of the surface that is traced out by
the inclined magnetic equator when it rotates and is carried outwards by a radially propagating
wind of constant velocity. This surface corresponds precisely to the current sheet in the oblique
split-monopole solution [27]

The global picture of the resulting flow is shown in Fig. 16.1. As in the aligned

rotator, the current sheet is a single surface that separates magnetic field lines that

are attached to opposite magnetic hemispheres on the stellar surface. However, in

the oblique case a pattern similar to that observed in the solar wind emerges: the

sheet develops corrugations, whose amplitude increases linearly with distance from

the star, as the radial wind draws out the flux lines. The current sheet now cuts the

equatorial plane along twin spirals, that separate stripes of magnetic field of oppo-

site polarity – hence the name striped wind. In the far zone, the distance between

successive corrugations is small compared to the radius of curvature of their sur-

faces, and the spiral in the equatorial plane becomes tightly wound. Within a belt

around the equator, whose thickness depends on the angle between the magnetic

and rotation axes (see below), the flow locally resembles a sequence of concentric,

spherical current sheets.

This picture can be made more precise by noting that, in an ideal MHD solu-

tion, the polarity of the field between two magnetic surfaces can be reversed with-

out affecting the structure of the solution, provided a current sheet is inserted on

the bounding surfaces. Bogovalov [27] applied this argument to the split monopole

solution by anchoring the inner edge of the current sheet to the obliquely rotating



16 The Theory of Pulsar Winds and Nebulae 429

magnetic equator on the stellar surface. This effectively transforms the aligned split-

monopole solution into one for an obliquely rotating split monopole. The resulting

picture coincides precisely with that illustrated in Fig. 16.1. Recently, numerical

solutions of the force-free equations have been found that have a similar appear-

ance [110], although the dimensions of the calculational box extend as yet to only a

few×rL.

At high latitudes, the magnetic field does not change sign, and there are no cur-

rent sheets embedded in the flow. Here, the magnetic oscillations can propagate

as fast magnetosonic waves; the generation of such waves by the rotating, slightly

nonaxisymmetric magnetosphere was considered by [28]. They could decay by non-

linear steepening leading to the formation of multiple shocks [85]. But this could

release only a fraction of the Poynting flux into the plasma, since, at these latitudes,

most of it is carried by the mean magnetic field.

The X-ray image of the inner Crab Nebula clearly suggests that most of the

energy is transported in the equatorial belt of the pulsar wind [9, 32, 119]. The split

monopole solution indeed has a pronounced maximum of the Poynting flux at the

equator: dL/dΩ ∝ sin2 θ , where dL/dΩ is the luminosity per solid angle interval

and θ is the colatitude [92]. In an equatorial belt, π/2− ζ < θ < π/2 + ζ , where

ζ is the angle between the magnetic and rotation axes, the energy is carried pre-

dominantly by alternating fields (the mean field of oblique rotator vanishes in the

equatorial plane). This means that most of the energy is transported in the form of a

striped wind; therefore the fate of the striped wind is of special importance.

In an ideal MHD picture, the entropy wave that makes up the striped wind prop-

agates without damping, and the dynamics is the same as in the case of the aligned

rotator: in the supersonic region, the flow is essentially ballistic and propagates radi-

ally at constant speed. However, as noticed by [114], this cannot continue to arbitrar-

ily large radius. The reason is that the amplitude of the magnetic oscillations, which

is proportional to the current flowing in the sheets, decays only as 1/R, whereas the

number of particles contained by the sheet decays as 1/R2. At some radius, there-

fore, there cease to be enough particles to carry the required current.

This problem can be avoided, or at least postponed, if the current sheet is able

to “recruit” additional charge carriers from the surrounding, magnetised plasma.

However, such a process corresponds to the annihilation of the magnetic flux that

originally threaded the newly recruited charge carriers. It hinges on the existence

of an entropy creating dissipation mechanism, and the rate at which it can proceed

depends on the details of the microphysics of this mechanism.

A convenient analytical approach to this problem is to employ the small wave-

length approximation. This was first done by [41]. He adopted an implicit model

of the dissipation by assuming that it proceeded just fast enough to maintain the

minimum required number of charge carriers. An equivalent formulation of this

assumption is the requirement that the thickness of the current sheet should be

equal to the gyro-radius of the sheet particles. The full set of relativistic MHD

equations, complemented by this assumption about dissipation in the sheet, was

solved by [83] in the small wavelength approximation. They found that dissipation

causes the supersonic flow to accelerate, thus effectively converting Poynting flux
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into kinetic energy. Unfortunately, an inescapable side effect of this acceleration

is the relativistic dilation of the dissipation time scale. Taking account of this, one

finds that the Lorentz factor of the flow grows only slowly, according to Γ ∝ R1/2.

Applying these results to the Crab Nebula, [83] concluded that this kind of dissi-

pation could not convert a significant fraction of the wind luminosity into kinetic

energy before the flow encountered the termination shock.

The implicit assumption about the dissipation rate in this calculation is clearly

both fundamental and arbitrary. In an attempt to improve this situation, [72] com-

pared the effects of three different prescriptions for the dissipation rate. As well

as the minimum rate used by [41] and [83], they found solutions corresponding to

dissipation on the timescale of the growth of the relativistic tearing mode, and to dis-

sipation at the maximum plausible rate, governed by the transit time of sound waves

across the sheet. Applying these to the Crab Nebula, they concluded that conversion

of the Poynting flux to kinetic energy was indeed possible in the most favourable

case, but only if the outflow carried substantially more pairs than predicted by the

cascade models of [59, 60].

Although the short-wavelength approximation enables one to find analytical

solutions and sketch out possible scenarios for the solution of the σ problem, it does

not necessarily follow that these scenarios are realised in any given pulsar. It could

be, for example, that dissipation becomes important even before the wind is accel-

erated to supersonic speed. The deposition of a substantial amount of energy into

heat in the wind zone is likely to result in an observable signature, as discussed in

Sect. 16.5. Finally, if the analytical solutions indeed describe the wind accurately, it

could be that relatively little Poynting flux is converted into kinetic energy before the

termination shock is reached. The observed morphology of the Crab Nebula could,

nevertheless, be recovered if the conversion were to take place instead in the termi-

nation shock itself [86]. According to the results of one-dimensional particle-in-cell

simulations [81, 103], this appears plausible, and may open up a way to understand

the particle acceleration process operating at this shock front (see Sect. 16.6).

16.5 Observability of the Wind

16.5.1 Point-Like Appearance

Whereas the termination shock and nebula are visible in the X-ray [119] and opti-

cal [57, 58] images of the Crab Nebula, the wind zone they enclose appears to be

dark, as was noticed in early optical images [108]. The standard explanation of this

phenomenon is that the MHD wind is expected to be cold. In the comoving frame,

a volume element in a ballistic wind would expand by a factor of 1018 between

the light cylinder and the termination shock of the Crab, so that any random motion

should quickly disappear. Cold, ordered motion of a highly conducting plasma, does

not, however, produce synchrotron radiation. According to the ideal MHD condi-

tion, (16.3), the acceleration of each particle vanishes, so that all trajectories are
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rectilinear. I.e., in the comoving frame, all particles are stationary. The emissivity

for bremsstrahlung and for other “thermal” processes also vanishes in this case. The

only possibility of producing radiation in this case is by coupling the bulk motion

to the photon field. Inverse Compton scattering of photons of the cosmic microwave

background or other target fields could do this, but would give rise to gamma-rays

rather than X-rays or optical photons (see Sect. 16.5.2). Unfortunately, the resolution

of current gamma-ray detectors does not enable such photons to be distinguished

from the nebular emission.

However, even if the plasma somehow remains hot, perhaps because of internal

dissipation, the emission should be strongly beamed into a cone of (half)-opening

angle 1/Γ in the radial direction. One might naively expect that the image of the

wind on the sky should not exceed an angular size of 1/Γ . In fact, the maximum

possible size of the image is much smaller, and depends on the radial dependence

of the emissivity, as well as on the radial dependence of Γ . To see this, consider

a simple model in which the emissivity of the wind is such that emission from all

radii R is visible, provided that the radius vector R makes an angle of less than

1/Γ (R) with the line of sight, and provided that R < RT, where RT is the radius of

the termination shock, here assumed, for simplicity, to be spherical in shape.

The solutions found in the short-wavelength approximation (Sect. 16.4) suggest

the Lorentz factor can be parameterised as

Γ (R) = ΓT

(
R

RT

)q

, (16.11)

where ΓT is the Lorentz factor at the termination shock and q (≥ 0) describes the

radial acceleration. Making the reasonable assumption that the distance D to the pul-

sar is large, specifically, D � ΓTRT, it follows that radiation is emitted in the direc-

tion of the observer provided sinθ ≤ 1/Γ (R), and R ≤ RT. This defines a surface

that limits the visible part of the wind to

R ≤ RTMin
[
1,1/(ΓT sinθ)1/q

]
. (16.12)

On the plane of the sky, this surface appears to have an angular diameter α =
αTRsinθ/RT where αT is the angular diameter of the termination shock. Hence,

the diameter of the visible part of the wind is

α ≤ αT

ΓT
Min

[
ΓT sinθ ,(ΓT sinθ)1−1/q

]
. (16.13)

For q < 1, such as is found for all the dissipation models tested by [72], the maxi-

mum angular diameter of the wind emission is reached at the termination shock:

αmax =
αT

ΓT
, (16.14)

whereas, for more rapidly accelerating flows (q > 1), the maximum diameter is

determined at the launching point.
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Optical observations reveal a point-like source, of angular size less than

0.1 arcsec at the position of the pulsar, whereas the termination shock has an angular

diameter of approximately 12 arcsec. If there is substantial dissipation within the

wind, then these observations establish a minimum Lorentz factor that is required

in order that the wind should still appear point-like. For q < 1, this is simply

ΓT >
αT

αmax

∼> 100 . (16.15)

This is a modest requirement when compared to most estimates, which lie in the

range from Γ ∼ 105 to 106. In the case of more rapid acceleration q > 1, the con-

straint is even less stringent. For a launching point R0 it reads Γ ∼> 24R0/RT � 100.

Thus, one concludes that the appearance of the optical and X-ray nebula, with its

central point-like source and dark region within the termination shock, does not rule

out the possibility that a substantial fraction of the pulsar luminosity is dissipated

and radiated away in the wind zone, provided only that the flow speed remains high.

This same argument applies also to those parts of the nebula that remain in relativis-

tic, approximately radial motion. Such regions are indeed found in two-dimensional

MHD models (see Sect. 16.7) and are expected to produce almost point-like images

close to the pulsar.

16.5.2 Inverse Compton Scattering

As mentioned above, the wind, though cold, could in principle be detected through

the emission produced by inverse Compton (IC) scattering of an external, soft pho-

ton field [15, 29]. There are several possible external origins of the target photon

population: the cosmic microwave background radiation, the synchrotron radiation

of the nebula (dominant for the Crab from radio wavelengths to X-rays), the thermal

far-infrared radiation (probably associated with dust), from the surroundings of the

nebula [12] and, in the case of a pulsar in a binary system, photons from the com-

panion star [14]. For a wind of constant Lorentz factor, the emission is very strongly

peaked in frequency space. Even for an accelerating wind, an almost monochro-

matic line should appear in the gamma-ray range. The integrated (over frequency)

luminosity of the scattered photons is well below the sensitivity of current gamma-

ray telescopes – only if the peculiarities of the predicted spectral distribution could

be exploited might it be possible to extract a signal.

Another possibility is an internal source of target photons, i.e., photons from the

pulsar itself. These photons suffer the obvious disadvantage that they propagate radi-

ally outwards together with the wind. Scattering events are, therefore, likely to be

almost forward in direction, which implies relatively small energy gain. However,

if, by some mechanism, the wind becomes kinetic energy dominated quite close to

the light cylinder, the angular momentum it must carry ensures that its velocity vec-



16 The Theory of Pulsar Winds and Nebulae 433

tor makes a substantial angle with the radius vector. Photons from the stellar surface

could then be significantly boosted in energy. Bogovalov and Aharonian [29] inves-

tigated this possibility for the Crab, taking into account as target photons not only

the thermal X-rays from the surface of this young pulsar, but also the non-thermal,

pulsed emission (assuming it too comes from close to the stellar surface). Because

the predicted high-energy flux depends sensitively on the location of the transi-

tion from a magnetically to a kinetically dominated wind, the observed gamma-ray

flux (which probably originates from the nebula) puts a lower limit on this conver-

sion radius Rw. Assuming thermal X-rays as targets, they found Rw ≥ 5rL whereas

including also the pulsed component tightens this limit to Rw ≥ 30rL. Unfortunately,

however, the constraint is not only quite weak in the sense that it does not extend

far into the wind zone, but it is also sensitive to the angular dependence of the

pulsar wind: if the conversion from Poynting flux to kinetic energy affects only

the striped wind in the equatorial belt, the gamma-rays would be visible only to

observers located in this belt, thus invalidating the constraint.

On the other hand, a lower limit on the Lorentz factor of wind follows from the

fact that induced Compton scattering by the electrons in the wind does not appear

to influence the radio pulses significantly. Wilson and Rees [120] investigated this

effect in detail and estimated that, for the Crab pulsar wind, Γ > 104 at a radius of

roughly 100rL.

16.5.3 Pulses from the Wind

In the striped wind scenario, dissipation of magnetic energy occurs primarily in the

current sheets. If this gives rise to a significant synchrotron emissivity, the resulting

radiation will, as discussed above, appear to be point-like. Furthermore, provided

that R/rL � Γ 2, where R is the radius of the radiation source, it will be pulsed at

the neutron star rotation period. This was noticed quite early in the development

of pulsar theory [7, 91] and has been revived recently [73]. Thus, the striped wind

is a possible site of production of the incoherent, high energy (optical to gamma-

ray) non-thermal radiation observed from numerous pulsars. A priori, there is no

compelling reason to favour this site over the inner or outer gaps in the magneto-

sphere. However, in contrast to these theories, the wind model has the advantage that

an analytical description of the magnetic field structure is available. This removes

from its predictions much of the arbitrariness present in those of the magnetospheric

models.

Both the point-like appearance and the pulsations of the radiation from the wind

are a consequence of relativistic beaming. Assume for simplicity that the striped

wind consists of thin, concentric, spherical, radiating shells. In the equatorial plane,

successive shells, n and n + 1, are separated by half a wavelength of the stripes,

Δ l = π rL, (see Fig. 16.2). Furthermore, assume that these shells radiate only after

they cross a spherical surface of radius R0. The maximum time delay between the
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Fig. 16.2 Spherically symmetric shells expanding with relativistic Lorentz factor Γ and emitting
within a cone of opening angle 2/Γ when crossing the surface R0

arrival times at a distant observer of photons emitted on shell n is Δ t = ΔR/c =
(1− cosθ)R0/c. For relativistic flows, θ ≈ 1/Γ � 1. Therefore,

Δ t ≈ R0

2Γ 2 c
. (16.16)

In order to observe pulses, this time delay should be less than the time delay between

emission of two consecutive shells, n and n+1, crossing R0, given by ΔT = Δ l/c =
π rL/c. As a consequence, pulses are observed if

R0 � 2πΓ 2 rL (16.17)

(cf. (47) and [7]). Using the oblique split monopole solutions, [73] computed the

pulse profiles expected from the striped wind. In general, two pulses per period

are predicted, as observed in all gamma-ray pulsars. The spacing of these pulses is

uniquely determined by the angles between the rotation axis and the magnetic axis

(α) and the rotation axis and the line of sight (ζ ). In the case of the Crab, the pulses

are spaced by 0.4 of a period, consistent with α = 60◦ and ζ = 60◦, as independently

suggested by the morphology of the X-ray torus [96]. The width of the main pulse

and interpulse observed in the Crab is much larger than would be expected of a thin

current sheet in a wind of Lorentz factor of 105 or more. Furthermore, there is a

significant unpulsed component of emission. These properties suggest that at least

some of the radiating electrons diffuse out of the sheet.

As well as pulse profiles, the polarisation of the optical pulses from the Crab pul-

sar has motivated detailed comparative studies of the emission predicted by different

magnetospheric models [46, 66]. The analogous computations for the wind model

have been performed by [102]. Extending the oblique, split-monopole solutions,

these authors model the radial dependence of a current sheet of finite thickness,

including an electron density that peaks in the centre of the sheet, and falls to a
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0 1 0 1 2

Fig. 16.3 Light curve of intensity, degree of polarisation and position angle of the pulsed syn-
chrotron emission obtained for the striped wind model and measurements of these quantities for
the Crab pulsar. Models with Lorentz factor Γ = 20 (solid red) and 50 (dotted cyan) are shown.
The bottom panels show the dependence on phase of the assumed magnetic field components Bθ
and Bϕ and the particle density K in the comoving frame (figure from [102])

small, but finite value in between them, such that overall pressure balance is main-

tained with the varying magnetic field. An arbitrary, but small, poloidal component

of the magnetic field is also added, in order to prevent the magnetic field vanishing

on the neutral surface.

These extensions result in the radial dependences of magnetic field components

and electron density plotted in the lower two panels of Fig. 16.3. The thickness and

relative number of electrons in each sheet is chosen to fit the observed pulse profiles,

shown in the top two panels (model on the left, observations [65] on the right). The

Bθ component is chosen to fit the sweep of the linear polarisation as it enters and

leaves the pulse and interpulse (see the angle of polarisation χ in Fig. 16.3). The

fact that Bθ oscillates with the same period as Bϕ implies that the pulsar wind itself

has a small degree of circular polarisation, whose sense is determined by the sense

of rotation of the neutron star, and is, therefore, the same in both the pulse and

interpulse.
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The detailed fits to all three observed components (intensity, degree of polari-

sation Π and angle of polarisation χ) are quite good. On the other hand, as in the

magnetospheric models, a degree of arbitrariness has been introduced in order to

achieve this. However, one important prediction of the wind model is independent

of these uncertainties. The direction on the sky of the polarisation vector associated

with the d.c. component of emission between the pulses should be determined by

Bϕ alone, i.e., it should lie along the projection onto the sky of the rotation axis of

the neutron star. This prediction is testable, because the morphology of the X-ray

image of the nebula enables a symmetry axis to be identified [96]. In Fig. 16.3 this

measurement was used to orient the model predictions of the angle χ . Thus, the

agreement of the predicted off-pulse values of χ with the measured off-pulse polar-

isation direction is a strong argument in support of the wind model.

16.6 The Termination Shock

Pulsar wind nebulae (PWNe) are observed from the radio to TeV gamma-rays [48].

The spatially integrated spectrum contains information on the distribution in energy

of the radiating particles that are presumably injected at the termination shock. The

best observed example, the Crab Nebula, is shown in Fig. 16.4. Most of the radi-

ation (from the radio up to 100 MeV) is synchrotron emission, and only the peak
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Fig. 16.4 The integrated spectrum of the Crab Nebula. Radio data are taken from [13], infrared
from [53], optical from [117], and X-ray through gamma-ray data (EGRET, COMPTEL and Bep-
poSAX) from [78]. The TeV data points (>1025 Hz) are from H.E.S.S. observations [3]
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in the very-high energy gamma-ray band is attributed to the inverse Compton scat-

tering of synchrotron photons on high-energy electrons. The synchrotron part may

be described as power laws with spectral breaks around 1013, 1015 Hz and 100 keV.

This extremely broad frequency range implies that the spectrum of relativistic elec-

trons and positrons in the nebula extends from �100 MeV to ∼1 PeV. The energy

density (and pressure) of this relativistic plasma is dominated by leptons with an

energy of around 100 GeV.

The spectra of other PWNe are generally similar to that of the Crab. In the radio

band, they are hard: Fν ∝ ν−α , with α between 0 and 0.3. At high frequencies the

spectrum softens, and in the X-ray band α > 1.

Kennel and Coroniti [68] postulated that the wind from the Crab pulsar has a

Lorentz factor ΓT ≈ 3× 106 at the termination shock, where a power-law particle

spectrum is created at energies exceeding E ∼ mec2ΓT ∼ 1 TeV. These electrons and

positrons emit from the UV to the gamma-ray bands. Optically emitting electrons

appear in the nebula as a result of the synchrotron cooling of the TeV electrons. The

formation of the power-law spectrum at E > mec2ΓT was considered by [63] and [4].

They suggested that the pulsar wind is loaded by ions. Ion cyclotron waves are then

collectively emitted at the shock front, and positrons and electrons are accelerated

by resonant absorption of these waves. Their simulations of a relativistic shock in

an electron–positron–ion plasma show that a power-law spectrum of positrons and

electrons is formed. This model not only accounts for the optical to X-ray spec-

trum of the Crab but offers an explanation of the variable synchrotron emission of

the wisps observed in the vicinity of the termination shock [57, 108]. Gallant and

Arons [49] and Spitkovsky and Arons [111] argue that the wisps arise in regions

where reflection of the ions in the self-consistent magnetic field causes compres-

sions of the electron–positron plasma and, thus, enhanced emission. The character-

istic variability time-scale of the wisps (a few months) is determined in this model

by the Larmor period of ions with Lorentz factors of a few×106.

The main problem with this model is that it does not account for the radio to IR

emission of the nebula, which is generated by electrons and positrons with energies

between 100 MeV and 100 GeV. The large number of these electrons and positrons

requires a pair injection rate of Ṅ = 1040 to 1041 s−1 [105], implying κ ∼ 106 (see

16.2). The spin-down power of the pulsar Lsd, when divided by this pair output,

yields a Lorenz-factor of the wind ΓT = 6× 104(1040/Ṅ), incompatible with the

value of a few×106 required by the ion model. Kennel and Coroniti, [68] and [11]

avoided this problem by assuming that the low energy electrons were injected at a

very early stage of the history of the nebula. The synchrotron lifetime of the radio

emitting electrons is significantly longer than the age of the nebula, so that one

cannot exclude a priori that the overall spectrum depends on history of the nebula.

Nevertheless, a convincing explanation of this rather convenient event in the past is

lacking. Another possibility, proposed by [8], is that the radio and X-ray emitting

particles are injected by different sectors of the termination shock, X-ray particles

being accelerated in the equatorial belt and the radio ones in the polar region. How-

ever, the apparent continuity of the overall spectrum of the nebula from the radio to

the gamma-ray band favours for a single population of emitting electrons. Moreover,
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recent observations of the wisps in the radio band [24, 25] suggest that the radio

emitting electrons are currently accelerated in the same region as those responsible

for the optical to X-ray emission.

The spectral slope of the Crab is α = 0.3 in the radio band [13] and α = 0.72 in

the optical [117], which is compatible with the assumption that the break at about

1013 Hz is due to the synchrotron burn-off effect in a magnetic field of 300μG,

which is close to the equipartition value [87]. The implied energy spectrum of the

injected electrons and positrons has the form N(E) ∝ E−1.6. This view is supported

by [50,51] who found that the infra-red spectral index in the central parts of the Crab

is close to that in the radio, and gradually steepens as one moves outwards. The high

frequency break lies in the ultra-violet band at about a few ×1015 Hz, which implies

that at E > Ebr ∼ 1 TeV the injection spectrum becomes steeper3; the spectral slope

in the X-ray band, α = 1.1, corresponds, when the synchrotron burn-off effect is

taken into account, to an injection spectrum of N(E) ∝ E−2.2 at E > Ebr, so that

the injection spectrum is a broken power-law. Taking into account that no sign of a

low frequency cut-off is observed in the Crab spectrum down to about 30 MHz (at

lower frequencies the spectrum is dominated by the pulsar), one concludes that the

injection spectrum of electrons and positrons extends down to Emin ≤ 100 MeV.

Such an injection spectrum implies a rather unusual acceleration process. The

energy density of the injected plasma,
∫

E N(E)dE, is dominated by particles with

E ∼ Ebr whereas most of the particles find themselves at E ∼ Emin � Ebr so that the

acceleration process should somehow transfer most of the total energy of the system

to a handful of particles leaving for the majority only a small fraction of the energy.

This is not what one would normally expect from a shock-associated acceleration

process, where the particle flow is randomised at the shock and only a fraction of the

upstream kinetic energy is converted into the energy of a few accelerated particles.

In this case, the temperature T downstream roughly corresponds to the upstream

particle kinetic energy and the high-energy tail of accelerated particles merges, at

its low energy end, with the quasi-thermal distribution at E ∼ few× kBT . For the

Crab, this means that the Lorentz factor of the wind at the termination shock, ΓT,

should not exceed a few hundred in order to deliver the majority of the electrons and

positrons into the downstream region with Emin ∼ 100 MeV. On the other hand, the

particle energy spectrum implies that the energy per electron in the system is much

larger, about 10 GeV, so there would appear to exist an energy reservoir in the flow

that eventually dissipates in a small fraction of the particles.

Gallant et al. [52], modifying the original idea of [63], suggested that the wind

is loaded by so many ions that their kinetic energy dominates the wind energy

flux. At the shock front, the pairs are thermalized with kBT ∼ mec2ΓT ≤ 100 MeV

whereas the ions collectively emit about one half of their energy as cyclotron waves.

The radio emitting electrons and positrons are accelerated by these waves accord-

ing to the mechanism by [63] and [4]. The problem with this theory, is that the

3 Del Zanna et al. [44] argue that the UV break is due to the synchrotron cooling, which assumes
that the magnetic field in the nebula remains a few times less than the equipartition level. In this
case, the 1013 Hz break should be attributed to the break in the injection spectrum so that Ebr ∼
100 GeV.
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required injection rate of ions, ∼ Lsd/(mpc2ΓT) ∼ 1039 s−1, vastly exceeds the fidu-

cial Goldreich–Julian elementary charge loss rate, ṄGJ ∼ 1034 s−1, obtained by sub-

stituting κ = 1 into (16.2). It is difficult to imagine how the electric field at the

surface of the star could extract ions with a density orders of magnitude higher than

that required to screen out this same field. On the other hand, one cannot exclude

by observation that pulsars emit the required number of ions. Their presence in the

plasma injected into the nebula could, in principle, be revealed by observations of

ultra high energy gamma-rays and/or neutrinos [5, 16, 17]; the data currently avail-

able on the Crab Nebula are, however, compatible with the assumption that all the

observed emission is generated by electrons and positrons and no relativistic ions

are present [3]. However, it has recently been proposed that the high energy emis-

sion of the PWN Vela X can be understood if a significant fraction of the pulsar

spin-down power is carried by relativistic nuclei [62].

Another possible energy reservoir for particle acceleration is present if most of

the pulsar spin-down energy is still stored in the striped magnetic field when the

flow enters the termination shock [86,103]. As discussed in Sect. 16.4, this would be

expected if the microphysics of the dissipation process proceeds relatively slowly.

The flow then accelerates only slowly, and the Lorentz factor at the termination

shock is compatible with a low Emin in the energy distribution of the accelerated

particles. When the flow enters the shock, the alternating magnetic fields annihi-

late transferring the energy to the particles and one can speculate that the radio-to-

optical emission of PWNe is generated by electrons and positrons accelerated in

the course of reconnection of the alternating magnetic field at the pulsar wind ter-

mination shock. One-dimensional PIC simulations indeed show that the alternating

fields easily annihilate at the shock [81, 103], but do not show evidence of a non-

thermal distribution. This may be attributed to a highly idealised one-dimensional

field structure in the simulations. In the real case, reconnection is expected to occur

at X-points, and particles gain energy according to how close they approach such

a point. Higher dimensional studies of the reconnection process in a relativistic

electron–positron plasma without a striped field [79,107,121–123] demonstrate effi-

cient acceleration of non-thermal particles. However, even though the obtained spec-

tra can be roughly described by a power-law with an exponential cutoff, there is as

yet no evidence of a hard power-law spectrum over the wide energy range observed

in PWNe.

The formation of the high-energy tail in the spectrum at E > Ebr, on the other

hand, can be attributed to the first-order Fermi acceleration mechanism. In the

absence of strong cross-field diffusion, this mechanism does not operate at a per-

pendicular shock (where the magnetic field is perpendicular to the shock normal),

because particles are prevented from diffusing back upstream by the fact that their

guiding centres must follow the field lines, which run parallel to the shock front.

Because the perpendicular field component is compressed in the proper frame by

a large factor, relativistic shocks almost always fall into this category [20]. How-

ever, in reality, some degree of cross field transport must occur, and the question of

whether or not the first-order mechanism operates at a relativistic shock hinges on

the relative magnitudes of the ordered magnetic field and the stochastic component
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that produces the cross-field transport. Simulations of acceleration in prescribed

stochastic fields indeed show that acceleration is less effective for stronger ordered

fields [97], and corroborating evidence is beginning to accumulate from 3D, rel-

ativistic, particle-in-cell simulations [109]. On the other hand, in the pulsar case,

annihilation of the ordered magnetic field in the wind (or in the shock) may leave

a highly turbulent, small-scale magnetic field, whose chaotic component signifi-

cantly exceeds the regular field [106]. Particle scattering off these strong inhomo-

geneities may then allow the first-order Fermi mechanism to operate. It is interesting

that the first-order Fermi mechanism operating at an ultra-relativistic shock yields,

in the case of isotropic diffusion of the accelerated particles, an energy distribu-

tion E−2.2 [1, 18, 71] – exactly the value required to explain the X-ray spectrum of

the Crab.

16.7 The Nebula

The physical conditions in pulsar winds, though difficult to determine directly, can

be inferred from the observed properties of PWNe, which are simply the bubbles

inflated by the wind in the surrounding medium. It is the wind plasma that fills

the nebula and produces the observed non-thermal electromagnetic emission. The

typical size of the PWN is a few parsecs. Specifically, the Crab Nebula is an ellipsoid

of projected dimension 2 pc×3 pc.

The nebula is confined by its nonrelativistic surroundings, and the termination

shock of the pulsar wind is located at a radius defined by the condition that the

confining pressure balances the momentum flux of the wind. In the case of the Crab

Nebula, the shock radius was estimated by [105] to be 0.1 pc, in excellent agreement

with the radius of the apparent central hole in the nebula brightness distribution

[108]. At the shock front, the wind energy is released into the relativistic particles

responsible for the observed radiation. Rapidly moving wisps and variable knots

were found in this region [57, 58, 108], confirming it as the site of energy injection

into the nebula.

Early spherically symmetrical MHD models of the Crab Nebula [47,67,68,105]

seem to describe its main properties perfectly well. The observed brightness and

the spectral index distributions are generally consistent with the assumption that the

relativistic particles are injected by the pulsar in the centre of the nebula and then

expend their energy on synchrotron emission and pdV work [6, 68]. The size of the

nebula decreases with observed frequency because the higher the energy of a par-

ticle, the faster it loses energy by synchrotron emission. The synchrotron life-time

of the radio emitting electrons is larger than the age of the nebula. Therefore, they

fill the whole nebula. The life-time of the optically emitting electrons is comparable

or somewhat shorter than the age of the nebula and, therefore, the optical image is

smaller than the radio one. The X-ray emitting electrons lose their energy in only

a few years. Therefore, X-rays are emitted only close to the pulsar. This makes the

X-rays an exceptional tool for the study of the interaction of the pulsar wind with
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the nebula. Whereas the radio and optical images are dominated by the outer parts

of the nebula and distorted by interaction with the surroundings, the X-rays trace

the freshly injected plasma and reveal the physical processes in the very heart of the

nebula.

The basic conclusion of these early models was that the pulsar wind must be

particle dominated. The magnetic field in the lab. frame increases by a factor of

roughly three across a relativistic shock front. In the subsonic postshock flow, the

plasma density remains approximately constant, so that conservation of the mag-

netic flux within a radially expanding magnetic loop implies linear growth of the

field strength with radius. In order for the magnetic pressure at the outer boundary

of the nebula not to exceed the plasma pressure, the magnetisation of the wind just

upstream of the termination shock should be at most σ ∼ 3× 10−3 [47, 67]. Such

a low value of σ is puzzling, because the pulsar wind is launched as a Poynting

dominated flow with σ � 1, and, as discussed in Sects. 16.3 and 16.4, it is not easy

to invent a realistic mechanism to reduce σ to the required level.

On the other hand, σ cannot be significantly lower than the above value, because

magnetic stresses play an important role in shaping the nebula: the observed elon-

gation is convincingly explained as the result of pinching by an azimuthal magnetic

field [21, 115]. The discovery of the jet-torus structure confirmed that the nebula is

elongated along the pulsar spin axis so that the magnetic field in the nebula should

indeed be wrapped around the major axis of the ellipsoid.

The jet-torus structure was revealed already in earlier X-ray observations [9, 32,

58] and was clearly resolved by Chandra [57, 95, 119]. Similar structures have been

found in other PWNe (for a review see [48], suggesting that this is a generic phe-

nomenon. The inner boundary of the X-ray torus of the Crab coincides with the

position of the standing shock predicted by early spherically symmetric models,

but the morphology of the inner nebula forces one to abandon the assumption of

spherical symmetry. The observed structure suggests that the pulsar wind itself is

highly anisotropic, with most of the energy being transported in the equatorial belt.

Encouragingly, simple (split-monopole) models of the pulsar wind indeed have the

property that the energy flux reaches a maximum at the equator (see Sect. 16.4).

However, the origin of the polar jet is not so evident.

The jet in the Crab Nebula, as well as the jets in other PWNe, appears to orig-

inate from the pulsar and propagate along the rotation axis. This seems to indi-

cate that they are a part of the pulsar wind, possibly collimated by magnetic hoop

stresses. However, as discussed in Sect. 16.3, this mechanism does not work in

ultra-relativistic flows. Moreover, such a jet would presumably be ultra-relativistic,

whereas the observed jets certainly are not, as follows both from direct measure-

ments of the proper motion in the jets of the Crab and Vela [57, 99], and from the

fact that both the jet and counter-jet are visible. Lyubarsky [84] pointed out that mag-

netic collimation, though ineffective in the pulsar wind, could be responsible for the

formation of the jets beyond the termination shock. In the equatorial belt, which car-

ries most of the energy, annihilation of the striped field (see Sect. 16.4) ensures that

the residual magnetic field is low and does not affect the dynamics of the post-shock

plasma. However, the magnetisation of the high latitude flow remains significant.
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This naturally results in the separation of the post-shock flow into an equatorial disk

and a magnetically collimated polar outflow. In this model, the observed jet arises

as a result of the axial compression of the shocked plasma.

In the split monopole model of the pulsar wind, the angular distribution of the

total energy flux ftot can be written as

ftot =
f0

R2
(sin2 θ +1/σ0) (16.18)

[27,92], where R and θ are the usual spherical coordinates, f0 and σ0 � 1 constants.

The first term in parentheses represents the Poynting flux, whereas the second one

accounts for the small initial contribution of particles. As discussed above, a signif-

icant part of the Poynting flux is transferred by variable fields, and can be converted

into plasma energy relatively easily. But the total energy per particle is conserved

along the streamlines and, as they are radial, the angular distribution (16.18) remains

unchanged. Lyubarsky [84] showed that in such a strongly anisotropic wind, the ter-

mination shock is highly aspherical, forming a cusp on the axis of the flow. There-

fore, the jet could appear to originate from the pulsar simply because the termination

shock lies much closer to the pulsar in the polar regions than in the equatorial belt.

By neglecting magnetic stresses in the vicinity of the shock, [31] independently

found that the subsonic region lies much closer to the pulsar in the polar region than

in the equatorial plane. However, the formation of a jet on the axis depends on the

additional effect of magnetic collimation [69].

To test this qualitative picture [75,76] performed axisymmetric relativistic MHD

simulations of a flow produced by an anisotropic pulsar wind within a slowly

expanding cavity of cold heavy gas. They adopted (16.18) for the angular distri-

bution of the total energy in the wind and assumed that all waves decayed either

in the wind or at the termination shock so that the postshock flow is completely

determined by the total energy flux, ftot and the mean field, B, in the wind. As

the postshock MHD parameters are independent of where exactly the waves decay,

one can assume for simplicity that all the wave energy has already been converted

into the flow kinetic energy on entering the shock, ρΓ v = ftot − cB2/4π . For an

ultra-relativistic flow, Γ � 1, the post-shock plasma is relativistically hot and the

dynamics of the downstream flow depends only on the total energy flux and mag-

netisation, i.e., it does not depend on ρ and Γ separately, but only on their product.

Therefore, the flow is determined by the two functions, ftot(θ) and B(θ).
The distribution of the mean field in the pulsar wind is not known but certainly

goes to zero on the equator of a flow driven by an obliquely rotating, centred dipole.

Moreover the mean field vanishes on the axis of the flow, because an unphysical

singular current would otherwise be required. Taking into account that the field is

frozen into a radial flow and, therefore, the radial dependence is given by (16.10),

[75, 76] chose a simple model for the mean field:

B =

√
4π f0

c
ξ
R

sinθ
(

1− 2θ
π

)
, (16.19)
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Fig. 16.5 The flow around the termination shock [75]. The flow velocity is shown by arrows, the
plasma energy density by colour

where the free parameter ξ ≤ 1 controls the magnetisation of the wind. The ratio of

the energy transported by the mean electromagnetic field to the energy transported

by the particles is σ = 0.1ξ 2.

The results of these simulations are shown in Fig. 16.5. The termination shock is

highly aspherical being significantly closer to the pulsar in the polar zone than in the

equatorial plane. Most of the downstream flow is initially confined to the equatorial

plane. The magnetic hoop stresses stop the outflow in the surface layers of this

equatorial disk and redirect it into magnetically confined polar jets, which, therefore,

are formed outside of the termination shock. Velocities both in the disk and in the

jet were found to be about 0.5c, close to those inferred from observation [45,57,99].

Images of the nebula in synchrotron emission were also simulated, taking into

account the relativistic beaming effect and particle energy losses (Fig. 16.6). These



444 J.G. Kirk et al.

2

1

0

−1

−2

−2

−1.5 −1 −0.5

x

y

Synchrotron Emission

0 0.5

−1 0 1 2

Fig. 16.6 The simulated image of the synchrotron emission of the Crab Nebula [75]

images resemble those of the Crab and other PWNe obtained by Chandra. They

exhibit both a system of rings, giving the impression of an equatorial disk-like or

even toroidal structure, and well-collimated polar jets, which give the illusion of

originating directly from the pulsar.

The simulated images also reveal a bright central source. At high latitudes,

plasma enters the shock highly obliquely, and, therefore, the post-shock velocity

remains high, ∼0.9c and is not deflected far from its upstream radial direction. As

discussed in Sect. 16.5.1, this results in an almost point-like feature close to the pul-

sar. However, it is not connected with emission from the Crab pulsar itself, but may

be identified with the bright knot discovered by [58] and located 0.65 arcsec to the

southeast.

[43] investigated the sensitivity of the morphology of the nebula to the angular

dependence of the wind magnetisation. They simulated the evolution of the pulsar

wind nebula within the expanding supernova ejecta adopting (16.18) for the total

energy flux, but parameterising the angular dependence of the mean magnetic field

as B∝ sinθ tanh[b(π/2−θ)] (cf. (16.19)). The effect on the flow of the width of the

low magnetisation region in the equatorial belt (associated with the striped wind)
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was investigated by varying b. They found that collimation occurs at any b but that

the overall picture of the flow changes completely if there is no belt of low magneti-

sation, i.e., when b → ∞.

In this case, the magnetic hoop stresses in the equatorial plane completely sup-

press the radial flow after a few termination shock radii, diverting the plasma

towards the axis. A part of the flow then enters a polar outflow whereas another

part is directed towards the pulsar forming a large-scale vortex. The polar outflow

is quite wide (the radius is comparable with the equatorial radius of the termina-

tion shock) and is formed rather far from the pulsar. The outflow starts at a distance

larger than the equatorial radius of the termination shock, whereas, below the base

of the outflow, the plasma moves towards the pulsar. A wide outflow starting far

from the pulsar was also found by [30] who simulated the nebula formed by a pul-

sar wind with B ∝ sinθ . This picture does not match the observed structure of the

nebula, where the jet is very narrow and appears to start close to the pulsar.

The clearly observed polar-equator dichotomy arises only if the magnetisation is

low in the equatorial belt of the pulsar wind; according to [43], b = 10 is enough.

Only in this case is the equatorial outflow not significantly affected by the magnetic

stresses, and is able to extend deep into the nebula, whilst the high latitude wind

is collimated into a narrow polar jet. In this sense, the jet-torus structure provides

evidence in favour of magnetic dissipation in the striped wind. One can speculate

that the smaller the angle between the magnetic and rotation axes of the pulsar, the

narrower the striped zone and, therefore, the larger is the fraction of the flow that is

collimated into a polar jet.

The MHD model thus captures many properties of the Crab Nebula quite well

and, in spite of some quantitative differences with the observational data, is proba-

bly basically correct. By incorporating more physics into the model, one can hope

to achieve even better agreement with the observations and infer the parameters of

the pulsar wind in different systems. Thus, [36] computed polarisation maps of the

nebula, and [44] investigated the effects of synchrotron cooling on the images and

spectral properties of PWNe. Bucciantini and Del Zanna [35] addressed the devel-

opment of the Kelvin-Helmholtz instability in the disk outflow and the resulting

small-scale modulation of the synchrotron radiation. Global variations of the flow

are also clearly visible in simulations; [30] has reported quasiperiodic oscillations

on timescales from years to dozens of years, but the origin of these variations is still

unclear.

The interaction of a PWN with the surrounding gas is another phenomenon that

can be studied using relativistic MHD simulations, and the results are a valuable tool

in the interpretation of the wide variety shown by X-ray images. Thus, the evolution

of the nebula within the expanding supernova ejecta, including interaction with the

reverse shock, was simulated by [116] in a spherically symmetric model, and [33]

studied the Rayleigh-Taylor instability at the interface between an expanding PWN

and its surrounding supernova remnant. Bucciantini et al. [34] presented axisym-

metric simulations of pulsar wind bow-shock nebulae arising around pulsars, that

have already emerged from the progenitor supernova remnant.
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These detailed results are strongly dependent on the angular structure of the pul-

sar wind. Recent progress in simulating the obliquely rotating dipole magnetosphere

and wind [110], suggests that a more realistic model of the angular dependence of

the pulsar wind might soon be available to replace parameterisations such as (16.18)

and (16.19). Then one might even hope to constrain the angle between the rotation

and magnetic axes of the pulsar from the observed structure of the inner nebula.

All PWNe models discussed so far are either spherically or axially symmetric.

However, in MHD flows with non-negligible magnetic stresses, 3D effects could

come into play because the underlying symmetric configurations could be unsta-

ble. Inadequacy of the axisymmetric picture may be suggested by the fact that all

models of the Crab Nebula require a very low overall magnetisation σ ≈ 0.01 –

if the magnetisation were larger the nebula would be distorted by the pinch effect

beyond observational limits. However, the ideas on magnetic dissipation discussed

in Sect. 16.4 are capable of removing only the oscillating part of the magnetic field

in the equatorial belt. This apparent problem can be alleviated if, as suggested

by [19], the kink instability destroys the concentric field structure in the nebula. In

the axisymmetric case, magnetic loops in the expanding flow are forced to expand

and perform work against the magnetic tension. The kink instability allows the loops

to come apart and one can expect that in 3D, the hoop stress would be less effec-

tive than suggested by axisymmetric simulations. These stresses cannot disappear

altogether, because they are responsible for driving the kink instability itself. Never-

theless, this effect could have important implications for the inferred magnetisation

of the pulsar wind.

16.8 Summary

The suggestions of [104] that the relativistic particles and magnetic fields in PWNe

originate in a central stellar object, as well as that of [98] that the ultimate energy

source lies in the rotational energy of the neutron star, have both stood the test of

time and the scrutiny of increasingly high resolution observations at all accessible

wavelengths. We also now know that the pulsar wind has differing equatorial and

polar components, as suggested by [9]. The Crab Nebula, in particular, can be quite

well described by an axisymmetric, relativistic MHD model. This establishes with-

out much doubt that the energy is injected into the nebula at the wind termination

shock, with most of it being concentrated into an equatorial belt in a particle dom-

inated form, and that the jets consist of shocked plasma collimated by azimuthal

fields, rather than a polar wind.

Consensus is more difficult to achieve in the case of the wind. That it is highly

relativistic on entering the termination shock, with bulk Lorentz factor ΓT > 100,

seems secure. This lower limit, which applies only if the flow remains magnetically

dominated up to the shock front, is still controversial; other models generally place

ΓT between 104 and 106. That the equatorial flow is born as a “striped wind” [41,91]

seems likely. That it is almost perfectly radial and accelerates at least to the fast

magnetosonic point is also not controversial.
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Perhaps the most puzzling open question is the matter content of the wind.

Detailed models of pair creation in the magnetosphere produce far too few leptons

to explain all of the nebular emission. The ion content is also puzzling: observations

of the wisps or, alternatively, of the integrated spectrum, could be nicely explained

if ions contributed to the energy flux, but they are even harder to extract from the

pulsar.

The much discussed σ -problem also remains an open question, especially for

the Crab Nebula. Although two solutions work for the equatorial part of the wind

(dissipation of the stripes either in the wind or at the termination shock), neither of

these works in the polar wind region. The only possibilities here seem to be either

that the equatorial belt is initially very broad (i.e., a highly oblique rotator) or that

kink instabilities in the outer nebula ultimately release the magnetic tension.

The particles responsible for the non-thermal emission are almost certainly accel-

erated at the termination shock front. However, which mechanisms are responsible

is controversial. It seems that at least two different ones must be operating, one at

low energies, (100 MeV to 1 TeV) which may be either resonant absorption of coher-

ently emitted ion cyclotron waves, or the annihilation of magnetic flux in the shock

front, and one at high energy (>1 TeV) which is most likely the first order Fermi

mechanism. However, none of these mechanisms can be regarded as fully worked

out from a theoretical point of view.

Progress, as always, will flow from more and improved observations. For the neb-

ula, X-ray and optical images continue to be of crucial importance, and maps in the

TeV band are just starting to appear [2]. For the wind, the observational signatures

will be point-like, and might be pulsed. High time-resolution optical polarimetry

of pulsar emission will have important input on the question of the location of the

pulse-forming region. Finally, the large number of new gamma-ray pulsars that will

be discovered by GLAST is also highly likely to lead to the extinction of some

theories of high energy pulsed emission, as well as providing much more accurate

spectra for comparison with models of PWNe.
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117. Veron-Cetty, M. P. & Woltjer, L., 1993, A&A, 270, 370
118. Vlahakis, N., 2004, ApJ, 600, 324
119. Weisskopf, M. C., Hester, J. J., Tennant, A. F., et al., 2000, ApJ, 536, L81
120. Wilson, D. B. & Rees, M. J., 1978, MNRAS, 185, 297
121. Zenitani, S. & Hoshino, M., 2001, ApJ, 562, L63
122. Zenitani, S. & Hoshino, M., 2005, ApJ, 618, L111
123. Zenitani, S. & Hoshino, M., 2005, Phys Rev Lett, 95, 095001



Chapter 17
Implications of HESS Observations of Pulsar
Wind Nebulae

Ocker C. de Jager and Arache Djannati-Ataı̈

17.1 Introduction

Even before the discovery of pulsars, pulsar wind nebulae (PWN) like the Crab

Nebula were identified as belonging to a class of cosmic radio sources with rela-

tivistic electrons moving in magnetized plasmas to give the continuum radiation as

observed. Visionaries like [36] already predicted that we should be able to mea-

sure the magnetic field strength in PWN using the combination of synchrotron

and inverse Compton (IC) radiation. Following this, [43] were the first to pro-

vide us with a sophisticated one dimensional (1D) magneto hydrodynamical models

(MHD) model of the Crab Nebula, which predicted a magnetic field strength distri-

bution, consistent with broadband multi-wavelength (radio through very high energy

gamma-ray) constraints [12, 25, 39].

The discovery of the Crab pulsar in 1968 confirmed suspicions that a rapidly

spinning neutron star should provide the energy input into the Crab Nebula, but

soon questions concerning the spin-down of pulsars in relation to the evolution of the

nebulae arose. Whereas a few Crab-like remnants were discovered, Vela X, assumed

to be associated with the 11,000 year old Vela pulsar, raised the question about the

evolution of PWN as described by [63]. More serious evolutionary studies of PWN

in supernova remnants (SNR) were launched by [56] and [55], but the offset of Vela

X relative to the Vela pulsar raised the question if Vela X is indeed associated with

the Vela pulsar. We also focus on Vela X in this discussion for the very specific

reason that it serves as a prototype of evolved PWN. A wealth of new information

on Vela X and similar evolved PWN became recently available as discussed in this

review paper.
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An excellent review of the structure and evolution of PWN from a radio and

X-ray perspective was recently given by [33], whereas investigations on the popula-

tion of galactic very high energy (VHE) HESS sources considered to be associated

with PWN were given by [45] and [34].

17.2 The Evolving Definition of Pulsar Wind Nebulae

The term “pulsar wind nebulae” (PWN), or “plerions” (derived from Ancient Greek

pleres) – a term coined by [62], is described by the following:

• Filled center or blob-like form

• A flat radio spectrum where the radio energy flux depends on frequency ν as

Fν ∝ να , with α ∼ 0 to −0.3

• A well-organised internal magnetic field with high integrated linear polarisation

at high radio frequencies

The origins of the last property will be revisited in Sect. 17.6.

The main body of information on PWN came mainly from radio and X-ray obser-

vations, whereas interstellar absorption makes it difficult to detect most of these dif-

fuse sources in optical as well. The study of PWN was therefore confined to a study

of the synchrotron component only, which depends on the nebular field strength.

This, and the fact that only radio and X-ray observations (representing widely diver-

gent particle populations) have been used in theoretical studies, must have restricted

progress in the understanding of PWN evolution and the conversion of spin-down

power into energetic particles in such nebulae.

With the growth of X-ray Astronomy, aided by sensitive instruments like

Chandra and XMM-Newton, the definition of PWN has been broadened. We may

add the following three important aspects:

• A torus and jet near the pulsar, with the direction of the jet reflecting the direction

of the pulsar spin axis and the torus showing an underluminous region inside a

characteristic scale radius Rs ∼ 1017cm to ∼1018cm, believed to be the pulsar

wind shock radius (see [51] for parameter fits to such torii).

• Evidence for re-acceleration of particles somewhere between the pulsar light

cylinder and Rs, leading to a hard X-ray spectrum with a photon index ∼1.5

to ∼2 near Rs (a review thereof will be given Sect. 17.3).

• Evidence for synchrotron cooling (spectral steepening) at R > Rs, with the size

of the PWN decreasing towards increasing energies, as seen from the Crab and

several other PWN. The photon indices of the cooled spectra range between 2.0

and 2.5 (see also Sect. 17.3).

The drawback of having only radio and X-ray synchrotron information on PWN

was realised by [26,28,30], who were probably the first to predict that PWN evolved

beyond the Crab phase (i.e., those would have field strengths smaller than the Crab)
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would accumulate sufficient amounts of relic electrons so that the inverse Comp-

ton (IC) scattering of these PWN electrons on the CMBR and possibly far infrared

photons from galactic dust would be detectable by space and ground-based γ-ray

telescopes. Furthermore, current generation ground based γ-ray telescopes have an

angular resolution of a few arcminutes [40], so that the ratio θPWN/θγ of the PWN

angular radius θPWN relative to the telescope angular resolution θγ increases to val-

ues greater than unity as the pulsar/PWN evolves beyond the Crab phase. They

effectively become resolved, which allows us to measure spatially resolved spectra

to the resolution of the VHE γ-ray telescopes. These complementary γ-ray obser-

vations then allow us to probe the electron spectra in the sources, as well as the

associated magnetic field distribution, provided that comparable electron energies

contribute to the observed (spatially resolved) synchrotron and IC spectra.

The HESS telescope has the advantage of a large field-of-view, few arcminute

angular resolution and good sensitivity against background rejection to probe

extended sources [40] which allowed this telescope to see for the first time a popu-

lation of evolved (resolved) VHE γ-ray emitting PWN [3,7]. Such detections imply

one or more of the following properties (see also [29]):

• The overall (total) wind magnetization parameter of the PWN σtot may be much

less than unity (i.e., a particle dominated wind as discussed by [18], whereas [26]

considered evolved PWN in equipartition. If the PWN is well below equipartition

(σtot � 1), synchrotron losses on the VHE emitting particles will be relatively

small, leading to an intrinsically bright VHE source.

• Rapid expansion of the PWN during its early phases of high power input from

the pulsar (such as G0.9+0.1 and the PWN of PSR B1509−58 [18]) results in a

relatively low field strength in the PWN and hence the survival of the majority

of VHE emitting electrons since early epochs. If the progenitor was part of an

OB association, the combined stellar wind would blow a cavity so that the PWN

expands nearly uninhibited for tens of kyr. The magnetic field strength in such

an expanded PWN can in principle drop below a few micro-gauss, so that syn-

chrotron losses become less important relative to IC, ending up in a “dark VHE

source”, since we can no longer rely on synchrotron emission to provide a multi-

wavelength counterpart. One such possibility is HESS J1303−631 which may

be associated with Cen OB as reported by [4].

• The ideal condition (which includes the first two conditions) is to have the radia-

tion lifetime τ(Eγ) of VHE radiating particles comparable to, or longer than, the

age T of the system, and therefore surviving even the earlier epochs when the

field was stronger, so that the total amount of energy in electrons in the PWN

is a significant fraction of the maximal rotational kinetic energy of the neutron

star IΩ̇ 2
0 /2 at birth. Only adiabatic losses are then the main source of losses. In

this case we do not expect to see an energy dependence of the PWN size with

changing γ-ray energy – a well known phenomenon for PWN where the lifetime

of particles exceeds the age of the system. The predicted VHE γ-ray flux will

then depend on the birth period of the pulsar.
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The discovery of VHE γ-rays from HESS J1825−137 [5] and Vela X [6], both

offset from their pulsars, confirm predictions of [14, 32, 60] that anisotropic reverse

shocks can offset PWN from their original positions. We will discuss this further in

this review paper. This conclusion led [29] to propose that a systematic investigation

of middle-aged pulsars at the edges of resolved center-filled VHE γ-ray sources,

combined with follow-up radio and X-ray imaging information, should result in

the identification of a new class of PWN, with Ground-Based Gamma-Ray Astron-

omy taking the lead in this new direction. GLAST operations at its highest energies

(where the angular resolution is best) is also expected to make a contribution to this

field. In fact, with GLAST we expect to see a population of electrons with ages even

longer than those seen by HESS.

Lemiére et al. [46] were the first to search for molecular clouds (based on CO and

HI data) associated with such HESS sources, and in the case of HESS J1825−137,

they found a cloud at the same kinematic distance to its associated pulsar

PSR B1823−13. This cloud also has the correct orientation relative to the pul-

sar and γ-ray center of gravity to explain the observed offset in terms of an early

reverse shock from the cloud location. A more detailed study on this topic was

performed in the thesis of Lemiére [45] whose study have revealed this new class

of offset, filled center VHE PWN.

17.3 Energy Scales and Lifetimes of X-Ray Synchrotron
and VHE IC Emitting Electrons

The IC scattering of VHE electrons on the 2.7 K CMBR radiation is relatively effi-

cient, since most scattering relevant to the observed VHE γ-ray range is in the

Thomson limit. Far infrared photons from galactic dust at an average temperature of

25 K tend to preselect lower energy electrons where the Thomson limit still applies,

whereas the cross-section for IC scattering decreases towards higher energies in the

Klein–Nishina limit. The net effect is a steepening in the observed spectrum if far

IR photons due to dust grains dominate, whereas the spectral index for IC in the

Thomson limit is the same as that for synchrotron radiation by the same spectrum

of electrons in a magnetic field. The reader is referred to the treatment by [15] on

these topics.

In the prediction of a population of VHE γ-ray emitting PWN due to CMBR

and far IR photons from dust, [26] remarked that the effect of dust would become

more dominant towards the galactic center region. The most interesting application

of this is the convincing prediction that a significant fraction of the galactic center

HESS source (HESS J1745−290) at the location of Sgr A* is due to a pulsar wind

nebula: The relativistic electrons of this PWN suffers severe energy losses as a result

of inverse Compton scattering on the dense IR radiation field [41].

In the scaling equations below we will focus on the contribution from the CMBR

alone, but refer the reader to [22,26] for first order analytical Klein–Nishina correc-

tions when including the dust component (also based on [15].
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The required electron energy in a transverse magnetic field of strength B =
10−5B−5 G, to radiate synchrotron photons of mean energy EkeV (in units of keV) is

given by

Ee = (70 TeV)B−1/2
−5 E1/2

keV . (17.1)

Similarly, the mean electron energy required to inverse Compton scatter the CMBR

seed photons to energies ETeV (in units of TeV) is typically lower at

Ee = (18 TeV)E1/2
TeV. (17.2)

The mean synchrotron photon energy (in units of keV) can be written in terms of

the mean IC photon energy (following scattering on the CMBR) ETeV (in units of

TeV)

EkeV = 0.06B−5ETeV. (17.3)

If we define the synchrotron lifetime (τ = E/Ė) of a VHE electron in a field of

strength B = 10−5B−5 G, scattering cosmic microwave background (CMBR) pho-

tons to energies Eγ = 1012ETeV eV (in the Thomson limit) can be shown to be

τ(Eγ) ∼ (4.8 kyr)B−2
−5E−1/2

TeV . (17.4)

Note that the constant above depends on the assumed pitch angle of the electron

relative to the magnetic field direction. Other constants will also be obtained if

we define the final electron energy to be an arbitrary fraction of the initial energy.

Assuming (17.4), the corresponding lifetime of keV emitting electrons would be

shorter

τ(EX) = (1.2 kyr)B−3/2
−5 E−1/2

keV , (17.5)

where EkeV is again the synchrotron photon energy in units of kiloelectronvolt. In

very extended nebular MHD flows it is possible to get field strengths below the

typical 3μG ISM value, in which case we should include inverse Compton energy

losses on the 2.7 K CMBR. Following [8] we also include a Klein–Nishina sup-

pression factor (relative to the Thomson limit) of 2/3 for the HESS range to give a

lifetime for TeV emitting electrons of

τ(Eγ) ∼ (100kyr)

[1+0.144(BμG)2]E1/2
TeV

, (17.6)

where BμG is now the field strength in unit of micro-gauss. This hints at a termi-

nating VHE lifetime of 100 kyr. Note however that the X-ray synchrotron surface

brightness in such extended low-field environments may be well below detectable

levels, in which case a PWN will only be visible in the γ-ray domain (via the IC

process), whereas no radio, optical and/or X-ray (synchrotron) plerionic counterpart
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is found. Furthermore, the parent neutron star’s thermal and/or non-thermal X-ray

component(s) may also no longer be visible, since the lifetime of VHE emitting

electrons may even exceed the neutron star’s cooling and non-thermal radiating

timescales!

Such γ-ray detections are expected to contribute to the growing population of

Unidentified Gamma-Ray Sources or Dark Accelerators/Sources, but given our

growing knowledge through experimentation and theory, we should eventually be

able to lift these PWN to the status of “gamma-ray pulsar wind nebulae without

multi-wavelength counterpart”.

17.4 Particle Acceleration at PWN Shocks

Although electrons and positrons from magnetospheric electromagnetic cascades

escape with relatively low energy from the pulsar light cylinder, where the ratio σL
of electromagnetic energy density to particle energy density must be much larger

than unity (σL ∼ 104 for the Crab pulsar [21] this σ parameter must reduce dras-

tically beyond the light cylinder for two reasons: (1) Wilson and Rees [64] have

shown that the Crab pulsar’s radio pulses would have been smeared unless the

Lorentz factor of the e± wind exceeds 104; (2) Observations at the pulsar wind shock

indicate that this ratio must have reduced to σ ∼ 3×10−3 for the Crab [17, 43], but

in the range 0.01–0.1 for the Vela PWN shock [17,57]. The reader is referred to [11]

for a review of this particle energization process.

The first observational evidence of a pulsar wind nebular shock was seen in the

Crab Nebula, where the observation of the underluminous region within ∼10 arcsec

from the pulsar made it natural for [53] to associate the pulsar wind shock (Rs ∼
0.1 pc) with the boundary of this region.

Even though energy is converted from fields to the bulk of the particle popula-

tion between RL and Rs, we require an additional mechanism to accelerate electrons

and positrons to ultra-relativistic energies with an electron spectral index of ∼2

(see Sect. 17.4 for observational evidence). Recently [10] have shown that the frac-

tional energy content in the accelerated e−− e+ component increases with increas-

ing energy content in upstream (unshocked) ultra relativistic ions. These authors

also found that the ratio of accelerated e+ to e− components become significantly

more than unity as the upstream wind energy flux becomes ion dominated. The

reader is also referred to [10] for a review of the literature on ion mediated lepton

acceleration in pulsar wind shocks.

Another fundamental question regarding pulsar wind nebulae is the maximum

energy to which e− − e+ can be accelerated at a pulsar wind shock to produce the

observed high energy synchrotron and inverse Compton radiation downstream of

the shock? We will attempt to answer this question without restricting ourselves to

the microphysics of the acceleration process.
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This limit for low field strength pulsar wind shocks was first discussed by [38]

who considered the gyro-radius limit and by [27] for synchrotron limited accelera-

tion as discussed below.

17.4.1 The Synchrotron Limit

For any ion gyro resonant (as discussed before) or Fermi I type acceleration process

in a relativistic pulsar wind shock, electrons and/or positrons can be accelerated at a

rate as fast as the gyro-period, as reviewed by [27]. The latter authors then balanced

this rate with synchrotron losses for relatively strong fields to derive a maximum

characteristic (cutoff) synchrotron energy (in the lab frame) of

Eγ(max) =
(

3

4π

)2(hc
r0

)
= (25MeV) (17.7)

for electrons/positrons in such relativistic shocks. This limit reproduces the observed

characteristic synchrotron cutoff energy of ∼25 MeV for the Crab Nebula as seen

by COMPTEL and EGRET [27]. The corresponding 90% confidence interval for

this cutoff is 15–70 MeV.

We note that [1] approached this problem from a totally different perspective by

calculating the electron cycle times upstream and downstream of a relativistic shock.

They finally arrived at exactly the same expression (17.7), or (A2) of [27] within a

factor of 2π . Aharonian [2] also extended this limit to account for synchrotron lim-

ited acceleration of protons and electrons by considering an acceleration timescale

given by a scale factor η times the gyro-radius relative to c, so that (A2) of [27] is

retrieved if we set η = 2π (gyro-period timescale). His maximum for electrons is

then

Eγ(max) = (160MeV)η−1 (17.8)

similar to [1]. EGRET observations of the Crab Nebula are however consistent with

(17.7), or, η ∼ 2π [27].

17.4.2 The Gyro-Radius Limit

For lower field strengths (i.e., PWN evolved beyond the Crab-like phase), where

synchrotron losses no longer constrain the maximum electron energy, we generalise

the gyro-radius limit of [38], which states that the highest energy particles must still

be contained in the shock at Rs while participating in the acceleration process. In

other words, the gyro-radius of particles with energy Emax should be significantly

smaller than Rs, or,

rL =
Emax

eBs
= εRs < Rs, (17.9)
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where ε < 1 is the required fractional size of Rs for containment during any Fermi

or gyro resonant type of acceleration to provide the bright synchrotron radiation

downstream of the pulsar wind shock. This result does not depend explicitly on

the acceleration timescale, but relatively fast acceleration (relative to escape and

radiation losses) will result in maximal values of ε < 1, until containment becomes

a problem.

We can again generalise this expression by adding the charge number Z (= 1 for

electrons and positrons) for the possible acceleration of ions to give

Emax = ZeεBsRs. (17.10)

Equation (17.10) converges to (52) of [1] if we set the abovementioned contain-

ment factor ε = (�c/3rL)1/2 < 1, where �c is the coherence length of the field, if the

latter is assumed to be randomly oriented. We, however, do not specify the exact

physics of acceleration so that ε is kept as a free parameter, which is constrained to

be less than unity from a general containment principle.

We apply this constraint to PWN by using the [43] formalism to write the post-

shocked field strength in terms of the pulsar spin-down power and parameters related

to the pulsar wind shock to give

Bs = κ
[

σ Ė
(1+σ)c

] 1
2 1

Rs
, (17.11)

with σ the wind magnetization parameter (σ ≡ electromagnetic energy density to

particle energy density at Rs) and Ė the spin-down power of the pulsar. The magnetic

compression ratio 1 < κ < 3 [43] depends on the strength of this relativistic shock

(and hence σ ). For strong shocks (σ � 1) we have κ ∼ 3, whereas κ ∼ 1 for weaker

Vela-like shocks [43], where σ ∼ 0.01 to 0.1 [17, 57].

The expression for the maximum particle energy for remnants with field strengths

weaker than the Crab (i.e., where radiation losses do not limit the energy) can now

be written in terms of σ and Ė, without having to know where the shock is located

(since Rs cancels)

Emax = εκe
(

σ
1+σ

Ė
c

)1/2

= (110TeV)κ
( ε

0.2

)( σ
0.1

Ė36

)1/2

, (17.12)

where the spin-down power has been rescaled in terms of a typical Vela-like value of

Ė = 1036Ė36 erg s−1 and a Vela-like σ ∼ 0.1. However, according to [38] the maxi-

mum energy is equal to the polar cap potential, in which case the term εκσ/(1+σ)
should drop away (i.e., no field compression and magnetisation). In this case the

maximum energy for a Vela-like pulsar would be ∼350 TeV if ε = 0.2.

The discussion of this maximum is very relevant from an observational view-

point, since the highest photon energy at any location in the PWN will always be

bounded by such a quantity, which should evolve with time as a result of pulsar

spin-down.
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17.4.3 PSR B1929+10: A Challenge for Particle Acceleration
in PWN Shocks

The aforementioned maximum electron energy imposes an important boundary con-

dition when modeling the extended X-ray and γ-ray emission from PWN, since this

maximum will suffer synchrotron and adiabatic losses during electron transport to

the outer edge of the PWN. While this long-term transport process is taking place,

the spin-down power will also be decreasing with time, resulting in a decrease of

Emax at Rs for freshly injected electrons (making compact nebular X-rays) as well.

For the sake of simplicity we will assume that the maximum electron energy is set

by the pulsar polar cap potential [38].

The detection of an X-ray synchrotron trail from PSR B1929+10 by [13,61] from

X-ray observations should challenge the maximum electron energy set by (17.12),

since the spin-down power Ė = 3.9× 1033 erg s−1 is low compared to even Vela-

like pulsars. Becker et al. [13] considered the case where the time t = Rt/Vp (with

Rt the length of the trail seen in X-rays and Vp the pulsar proper motion velocity) is

equal to the synchrotron lifetime τs, which can be several thousand years for a trail

field strength B < 10μG. Even if we assume that the electrons never lost any energy

along their transport from Rs to the present weak-field trail location, we find from

(17.12) that the maximum electron energy is given by

Emax(B1929) ∼ (20TeV)
( ε

0.2

)
, (17.13)

whereas the corresponding characteristic synchrotron energy in a nebular magnetic

field, normalised to a strength of B−5 = B/10μG, would be given by

hνmax(1929) < (300eV)B−5

( ε
0.2

)2

. (17.14)

This limit is clearly in the soft X-ray band, falling short to explain synchrotron

emission up to 10 keV as observed.

If the pulsar has spun down significantly during a time t into the past, then we are

looking at relic electrons in the trail, but accelerated at the pulsar wind shock when

the age of the pulsar was equal to T − t, where T is the current true age. Assuming

a pulsar braking index of n = 3, the retarded spin-down power would then be

Ė =
Ė0

(1+(T − t)/τ0)2
, (17.15)

where Ė0 is the spin-down power at birth and τ0 = P0/2Ṗ0 the characteristic age

at birth when the initial spin period was P0 and period derivative Ṗ0. For those not

familiar with the concept of a retarded spin-down power: The author borrowed this

concept from electrodynamics where the term retarded potential is used to describe



460 O.C. de Jager and A.Djannati-Ataı̈

radiating systems, where the changing vector potential seen by the observer is the

result of particle movement some time in the past. Also, for those not familiar with

the concept of a braking index: The spin-down power of a pulsar can be written as a

function of the rotational frequencyΩ as −Ė = KΩ n+1, where K depends on several

neutron star properties and n the braking index. For magnetic dipole radiation and

energy losses via particle outflow through the pulsar polar cap as in the well-known

Goldreich–Julian model, n = 3. However, even this retarded spin-down may not

solve the problem of PSR B1929+10 since the age T = 3× 106 years (i.e., already

too large), so that quantity (T − t)/T ∼ 1 does not give us any advantage.

We can therefore only speculate about possible explanations for the existence of

X-ray synchrotron photons from the trail of PSR B1929+10: One possibility is re-

acceleration due to adiabatic compression in the bow shock. A detailed discussion

of this is however beyond the scope of this general review paper, except to mention

that more X-ray observations, as well as future ground based VHE γ-ray observa-

tions are important to characterise this important laboratory for particle acceleration.

Whereas X-rays measure the convolution of the electrons with the field strength in

the trail, the VHE γ-rays would directly probe the particle population via the IC

scattering of this relic component on the CMBR and known far infrared photons

from galactic dust grains.

17.5 The Energy Dependent Cooling Radius of a PWN

In Fig. 17.1 we summarise the observed spectral steepening with radius r > Rs,

where Rs = dθs is the pulsar wind shock radius, d is the distance between earth

and the pulsar, and θs is the angular distance between the pulsar and its wind shock

as seen on the sky: If Γs is the photon spectral index (as seen in X-rays) at the pulsar

wind shock, a steepening Γx > Γs corresponding to r > Rs is observed as a result of

radiative losses. This effect is mostly seen in the X-ray (synchrotron) domain, but

may be less so in the VHE (IC) domain where lower energy electrons (producing

the VHE γ-rays) suffer less radiative losses compared to the synchrotron emitting

electrons.

Theoretically we would expect a convergent value of ΓX = Γs +0.5 as a result of

radiative (mostly synchrotron) cooling, since the energy loss rate scales as electron

energy squared. It is clear that the points all lie either on this (solid) line in Fig. 17.1,

or above it. The reason for the latter is because the spectral cutoff associated with

the highest energy electrons at the observed angular radius θX may only contribute

to energy bins below the upper spectral edge used in the analysis, in which case

the spectral index ΓX may asymptotically diverge to relatively large numbers near

θX = r/d. However, even this information is useful in sophisticated models where

the maximum electron energy in the PWN shock serves as one of the inputs. This can

help us to constrain the maximum electron energy at θs in time dependent models

which takes the full evolution into account.
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Fig. 17.1 Plot of the X-ray spectral index ΓX around ∼1 keV at the maximal observable radius (or
“extended nebula”) vs. the spectral index Γs for the same energy range near the pulsar wind shock.
The dashed line indicates ΓX = Γs whereas the solid line represents the line ΓX = Γs +0.5 expected
for dE/dt ∝ −E2 (e.g., synchrotron) cooling if we assume that the maximum observable photon
energy is still above the upper spectral edge of the observations in the extended nebula (typically
>10 keV). References: (1) Crab [35], (2) Vela [47, 48], (3) PSR B1509−58 [31], (4a) G18.0−0.9
[32], (4b) HESS J1825−137 [8], (5) G0.9+0.1 [52], (6) G21.5−0.9 [49], and (7) 3C58 [16, 58]

Any PWN has a terminating radius θPWN, which pushes against the SNR ejecta,

swept-up gas or ISM. This edge is usually seen in radio (if the PWN is also

detectable in radio), because the lifetime of radio synchrotron emitting electrons

is longest and they survive in the oldest expanding volume at the radial distance

θPWN. Suppose we define the angular radius θ1/2, with θs < θ1/2 ≤ θPWN, as that

radius where ΓX = Γs + 0.5 is reached. We then define the energy dependent scaled

cooling radius as

ξ1/2 ≡
θ1/2

θPWN
, where

dξ1/2

dEe
< 0. (17.16)

The scaled radius ξ1/2 should thus decrease towards increasing electron energies

Ee. Although this is well-known, there is little experimental data to support this:

Detectors with good angular resolution to resolve PWN also have limited bandwidth

(typical 0.5–10 keV), but if the statistics are good enough, observers should consider

splitting the data into two energy bands of equal statistics to identify a possible shift

in ξ1/2 between the two energy bands.

In the Sect. 17.7 we will review the HESS detection of the PWN G18.0−0.7 =

HESS J1825−137 associated with the Vela-like pulsar PSR B1823−13, which

clearly shows a similar steepening of the photon index with radius.
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17.6 Pleres Pera or “Filled Bags”

The most fundamental principle in PWN flows is that the pulsar wind slows down

from relativistic to relatively low expansion velocities as a result of the confining

pressure. This slow down typically occurs after the pulsar wind has been shocked

at some distance Rs from the pulsar (see e.g., [43]). The decelerating post shock

(r > Rs) pulsar wind flow velocity V would typically be radial, i.e., V ∼ Vrer. Fur-

thermore, the associated magnetic field at r > Rs would be described by the equation

(see, e.g., [43])

∇× (V×B) ∼ 0, (17.17)

in which case B ∼ Be⊥: The field direction would also be approximately perpen-

dicular relative to the radial flow direction. The reader is probably familiar with the

Chandra image of the Crab Nebula and other X-ray plerions, showing exactly the

toroidal (azimuthal) structures implied by this vector equation.

Given this introduction, we now raise two questions: (1) Is it possible for a high

energy particle to overtake this convective flow as a result of diffusion? (2) Under

which conditions would it be possible for such a particle to escape through the

boundary of a PWN? We will therefore compare radial diffusion vs. radial con-

vective flow, where the diffusion is perpendicular to the (e.g., toroidal) magnetic

field line.

The most general form of the perpendicular diffusion coefficient is given by

κ⊥ =
1

3
λ⊥c , (17.18)

where λ⊥ is the mean free path for scattering in a direction which is perpendicular

to the field line direction (i.e., cross field diffusion). The case we consider here

therefore corresponds to diffusion in the radial direction relative to the pulsar. We

parameterize this quantity further by writing it as a factor f times the particle gyro-

radius ρL, so that

λ⊥ = f (Ωτ)ρL , (17.19)

where Ω is the particle gyrofrequency and τ is the mean time between scatterings.

The Bohm limit corresponds toΩτ ∼ 1 and f (Ωτ) = 1. Assuming hard sphere scat-

tering, it can be easily shown for both weak scattering (Ωτ � 1) and strong scat-

tering (Ωτ � 1) that f (Ωτ) � 1 [59]. Thus, under the assumption of hard sphere

scattering, the mean free path against diffusion perpendicular to a field line is always

less or equal to the particle gyro-radius. This is intuitively expected: It is difficult

for charged particles to cross field lines - a principle we have learned from under-

graduate days!

Scaling a PWN to a distance of d = 1dkpc kpc with an age of τ = 20 kyr and an

associated field strength of B = 3μG, we arrive at an angular spread due to diffusion

of VHE electrons scattering CMBR photons in the Thomson limit to VHE γ-rays of

energy ETeV (from 17.2)



17 Implications of HESS Observations of Pulsar Wind Nebulae 463

θdiff(e±) = 0.07◦d−1
kpc

[
(

f (Ωτ)
0.1

)(
3μG

B
)(

τ
10kyr

)
]1/2

E1/4
TeV. (17.20)

Thus, the toroidal field line structures in PWN tend to contain relativistic particles

much better than would have been the case if the field line structures had radial com-

ponents, in which case the parallel diffusion coefficient is relatively large (λ|| � ρL).

In the latter case much larger cosmic ray type diffusion coefficients would have been

appropriate as employed by [9] for PSR B1706−44, so that relic charged particles

accumulated over the source lifetime would have escaped much more easily from

the convective plasma, with the latter reflected by the radio morphology.

We therefore conclude that PWN act as well-contained “filled bags” (or pleres

pera in Ancient Greek) with high integrity against diffusion losses over Vela-like

lifetimes. Such sources will expand convectively until the PWN pressure becomes

small enough so that particles start to leak into the interstellar medium. The same

principle is also expected to hold for ultra-relativistic ions injected into the PWN

over the lifetime of the PWN: If Ei is the total energy per ultra relativistic ion with

charge X , the spatial ion spread due to diffusion alone is then

θdiff(ion) = 0.05◦d−1
kpc

[
(

1

Z
)(

f (Ωτ)
0.1

)(
3μG

B
)(

τ
10kyr

)(
Ei

10TeV
)
]1/2

. (17.21)

If we claim that several of the unidentified filled-center HESS sources near

Vela-like pulsars in the galactic plane are PWN, diffusion would spread them by

undetectable amounts (given the HESS angular resolution of ∼0.07◦) relative to

convective sizes θPWN. For example, scaling the ∼2◦ convective size of the Vela X

PWN to a distance of 1 kpc gives θPWN = 0.3◦d−1
kpc, which is large compared to the

diffusive size.

17.7 HESS J1825−137 and the “Three Princes of Serendip”

The serendipitous discovery of the source HESS J1825−137 as part of the Galactic

plane HESS survey [3] serves as a good example of the correct use of the word

serendipity as coined by Horace Walpole in the eighteenth century, based on the

old Persian tale of the “Three of Princes of Serendip”. In this story the rewards did

not come at the time of discovery, but only later. We will also identify three main

discoveries following the collection of sufficient statistics on this source.

The first HESS observations of this region occurred as part of a systematic sur-

vey of the inner Galaxy from May to July 2004 (with 4.2 h of exposure within 2◦
of HESS J1825−137). Evidence for a VHE γ-ray signal in these data triggered re-

observations from August to September 2004 (5.1 h), resulting in a significance of

13σ . This led to the announcement by the HESS Collaboration [5] of a possible

association of this source with the Vela-like pulsar PSR B1823−13 and its associ-

ated PWN G18.0−0.7 as identified in X-rays by [32].
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Fig. 17.2 Acceptance-corrected smoothed map of HESS J1825−137 [8] showing the extended
emission relative to PSR B1823−13 = PSR J1826−1334. The dotted line indicates the 95% confi-
dence contour of the unidentified EGRET source 3EG J1826−1302. The point source at the bottom
corresponds to the microquasar LS 5039. (Figure from [8])

Further observations during 2005 resulted in improved statistics to study the

energy dependent morphology [8]. One of the main reasons for this was to get full

orbital coverage on the source LS 5039 as seen in Fig. 17.2. The total lifetime then

increased to 52.1 h with a significance of 34σ .

The three main discoveries with respect to HESS J1825−137 are the following:

17.7.1 The Anomalously Large Size of HESS J1825−137
and Its Implied SNR Shell

Since the X-rays already show the effect of full cooling from a photon index of

∼1.6 to ∼2.3 (Fig. 17.1) within a distance of ∼5 arcmin from the pulsar [32], we

would expect that the X-ray PWN G18.0−0.7 already reached it terminal size. If

this is not the terminal size, further cooling well beyond 5 arcmin should then result

in ΓX � 2.3 as discussed in Sect. 17.3 accompanied by the loss of X-ray statistics.

The VHE γ-ray size is however ∼1◦ as seen from Fig. 17.1, which is much

larger than G18.0−0.7 and the anomalously large size of the pulsar wind nebula can

be explained if the pulsar PSR B1823−13 was born with a relatively large initial
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spin-down power and braking index n ∼ 2, provided that the SNR expanded into the

hot ISM with relatively low density (∼0.003 cm−3). This pulsar is a 101 ms evolved

pulsar with a spin-down age of T = 2.1× 104 years for an assumed braking index

of n = 3 [19] and in these properties very similar to the Vela pulsar. It is located at a

distance of d = 3.9±0.4 kpc [20].

The average VHE γ-ray radius of the PWN of ∼0.5◦ corresponds to Rγ = 35d4 pc

for a distance of d = 4d4 kpc. Since the observed ratio of SNR forward shock radii

to PWN radii are all a factor 4 or larger [60], the expected SNR forward shock

radius RSNR > 140d4 pc, making this one of the largest expected SNR in our galaxy.

De Jager et al. [24] derived a constraint on this forward shock radius, which can be

stretched to a value of

RSNR = (120pc)
(

ESN

3×1051erg

0.001cm−3

N

)0.2(
1

n−1

)0.4

. (17.22)

Finally, returning to the question about the apparent discrepancy between the

VHE and X-ray sizes: We can achieve the observed ratio of 1◦ (VHE) relative to

5 arcmin (X-rays) easily in a low-B environment (with ETeV ∼ 0.3 and EkeV = 1)

if we adopt the equation for conservation of magnetic flux in spherical coordinates

(assuming the steady state solution, giving RV B = const), and that the radius R is

equal to the expansion velocity V times radiation lifetime. This would give a field

strength in the outer VHE nebula, which is about three times smaller than the field

strength in the smaller X-ray nebula. In fact, we do need a small field strength in

the outer nebula to allow VHE emitting electrons to survive while producing a VHE

spectral break as observed. The latter will also be covered in this review.

17.7.2 The Offset PWN in X-Rays and VHE γ-Rays

At the time of the X-ray discovery of G18.0−0.7, it was found that whereas the

uncooled X-ray compact nebula is symmetric around the pulsar, the extended cooled

nebula is offset to the south. To explain this offset, [32] introduced the reverse shock

explanation of [14] for Vela X, where hydrodynamical simulations have shown that

SNR expansion into an inhomogeneous medium would result in a reverse shock

returning first from the region of higher density. After crushing the PWN, the latter

is offset from its original position, resulting in a new center of gravity. We also

observe that the entire VHE image is shifted relative to the pulsar (Fig. 17.2) and

the same explanation for HESS J1825−137 was also offered by us in [5].

By extending a line from this shifted VHE center of gravity through the pulsar,

[45] discovered a molecular cloud in CO at a distance from earth, which is consistent

with the dispersion based distance to the pulsar. This means that the SNR forward

shock most likely struck this cloud, resulting in a reverse shock returning first to

the expanding PWN of PSR B1823−13, which then resulted in a predictable offset

direction for the VHE center of gravity.
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Since this process takes of the order of 3–10 kyr to offset a PWN, we can expect

several Vela-like PWN (with ages older than 10 kyr) to be offset in VHE γ-rays,

since SNR expansion is always expected to take place in an inhomogeneous medium

(i.e., the ISM is rarely expected to be homogeneous).

17.7.3 Energy Dependent Morphology and the Cooling Break

(a) Spectral Steepening away from the Pulsar

The most astonishing discovery of this source (given the extended statistics) was

the discovery of a steepening spectrum as a function of increasing distance from the

pulsar as described in [8] as shown on the left side of Fig. 17.3, where we see the

photon index in intervals of 0.1◦ (along the sector of brightest emission) increasing

from 1.9± 0.1 to 2.4± 0.1 at the outer part. The corresponding surface brightness

for the same slice/sector is shown in the right-hand panel of Fig. 17.3 and note the

peak at a distance of 0.15◦ from the pulsar. We will revisit this feature below.

We can clearly see the energy dependence of the surface brightness with radius

if we take the power law fits corresponding to each radial interval (from [8]) and

calculate the relative surface brightness for energies chosen within the energy limits

of the power law fits. The results are shown in Fig. 17.4. Note that these relative

surface brightness plots therefore represent smoothed averages over energy, whereas

the radial scale remains uncorrelated.

In this plot we can see that the size of the source shrinks with increasing energy

and that the peak surface brightness (corresponding to the shifted PWN due to the

effect of the reverse shock) in Fig. 17.3 is located at a radius of θpeak ∼ 0.2◦ from the
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Fig. 17.3 Left: Photon index vs. radius along the sector of brightest emission from the pulsar as
defined by [8]. Right: Relative surface brightness (all energies) corresponding to the left panel
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pulsar for Eγ ∼ 0.2 TeV in Fig. 17.4. This peak however shifts towards the pulsar for

increasing energies (i.e., θpeak ≤ 0.1◦ for Eγ > 0.9 TeV). Also, the relative surface

brightness drops below the 50% level only for E > 0.9 TeV.

With this clear evidence of an energy-dependent morphology we also show the

first color image in the history of Gamma-Ray Astronomy (Fig. 17.5): Defining the

three basic colors RGB as R ≡ [Eγ < 0.8TeV], G ≡ [0.8TeV < Eγ < 2.5 TeV and

B ≡ [Eγ > 2.5TeV], we could combine these colors in a single colour image show-

ing the extended red image, which shrinks with increasing energy towards the blue

nebula above 2.5 TeV close to the pulsar. Note that the point source LS 5039 shows

up as a white image because of its broad band nature and the fact that it is a point

source.

We are now also in a position to compare the scaled cooling radii ξ1/2 (17.16)

between X-rays and VHE γ-rays: For X-rays ξ1/2 ∼ 5′/1◦ ∼ 0.1, whereas ξ1/2 ∼ 1

as measured by HESS Thus, clearly dξ1/2/dEe < 0 as required by (17.16), where Ee
is the electron energy, which is higher for X-rays than for VHE γ-rays, as required

by (17.2) and (17.1) for a relatively low magnetic field strength as motivated above.

Furthermore, since ξ1/2 is already close to unity for the VHE (IC) domain, we expect

that ξ1/2 should become undefined for the GLAST (IC) domain since the electron

lifetime will become longer than the age of the system for all positions in the PWN –

similar to the radio emission in the Crab Nebula below the spectral break of 1013 Hz,

which does not show any cooling effects anymore.
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Fig. 17.5 First color image in the history of Gamma-Ray Astronomy showing the energy depen-
dent morphology resolved in the three basic colors as indicated in the legend. The white point
source at the bottom is the μ-quasar LS 5039. Produced by S. Funk and O.C. de Jager for the
HESS Collaboration

(b) The Cooling Break in the Total Spectrum

The above mentioned behaviour is also summarised when we plot the total spectrum

of HESS J1825−137 as shown in Fig. 17.6, where we see that this photon spectral

index steepens from ∼1.9 to ∼2.6 as expected for a cooling break. It is important

to measure this cooling break, since we can then determine the average nebular

field strength of the PWN, independently from a comparison of synchrotron and IC

brightnesses, for which we do not have comparative data corresponding to the same

electron energies. There are two problems if we attempt to “read” this break energy

Eb from the energy spectrum as shown in Fig. 17.6: (a) We do not know what the

convergent (uncooled) photon spectral index below the HESS range is, although this

should be reflected by the synchrotron photon index (∼1.6) of the uncooled elec-

trons near the PWN shock. Therefore, most likely the electron spectral index for

this domain is around 2.2. (b) Klein–Nishina effects due to dust IR photons tend to

steepen spectra with increasing photon energy as described by [26] for such PWN.
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Fig. 17.6 The photon spectra of HESS J1825−137 and the nearby source 3EG J1826−1302 (mul-
tiplied by E2) showing the curvature in the spectrum of HESS J1825−137 [8]

A more accurate procedure would then be either through direct modeling as done

by [45] for HESS J1825−137, or, simply through fitting a two component electron

spectrum scattering the CMBR and dust IR photons and rewriting the expressions

for the cooling break directly in terms of the electron spectral break energy. Fortu-

nately the estimate for the nebular field strength depends weakly on Eb as discussed

below:

The anomalously large size of the unseen SNR forward shock radius is best met

if the pulsar braking index n is closer to 2 than 3, giving a pulsar spin-down age

Tp = (40kyr)
(

1

n−1

)
, (17.23)

which is closer to 40 kyr, rather than the canonical 20 kyr. It is possible to probe the

field strength in most of the PWN volume by solving the expression

−
∫ E

E(max)

dEe

(dEe/dt)s +(dEe/dt)IC
= Tp (17.24)

for the electron energy Ee, where we include both synchrotron and inverse Compton

losses [15]. In this case electrons injected with the maximum energy Ee(max) at the
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PWN shock during the earliest epochs (when the spin-down power was a maximum,

see Sect. 17.3), move with the outer edge of the PWN. While losing most energy in

the PWN, they must still be able to radiate VHE photons with energy at least ∼4 TeV

to account for the highest energy spectral point at a distance of ∼1◦ from the pulsar

as shown in Fig. 4 of [8].

For inverse Compton energy losses on the 2.7 K CMBR we include a Klein–

Nishina suppression factor (relative to the Thomson limit) of 2/3 in the HESS range

[8]. By setting the spin-down age equal to the total radiation lifetime of VHE γ-ray

emitting electrons, we can write the electron energy in terms of the VHE γ-ray

energy (17.2) to give the observed spectral break energy of Eb ∼ 2.5 TeV [45], which

is observed as a steepening in Fig. 17.6:

Eb =
(6.2TeV)(n−1)2

[1+0.144(BμG)2]2
. (17.25)

Thus, for n = 2 (T = 40 kyr age) and a B ∼ 2μG field, the VHE γ-ray break would

be around 2.5 TeV, whereas for n = 3 (i.e., a T = 20 kyr age), the required field

strength would be 3.9μG. Whereas [45] found the abovementioned break energy

from broad band modeling of HESS J1825−137, GLAST should be able to mea-

sure the uncooled spectral index at γ-ray energies Eγ � Eb, which will allow us to

constrain Eb more accurately in future.

17.7.4 Conclusion: A Particle Dominated Wind in HESS
J1825−137

With both the spectral break around a TeV and the survival of ∼5 TeV emitting elec-

trons to the edge of the PWN, it is clear that we require a magnetic field strength

B < 3μG in the extended nebula. Such a low field strength also supports the rela-

tively low observed X-ray to VHE γ-ray luminosity. A detailed treatment of this is

however beyond the scope of this paper.

A concern which may be raised from a lay perspective: We know that the field

strength in the ISM is about 3μG or more, then why do we get an apparent field

strength below this value?

The total pressure in the PWN is the sum of the magnetic pressure plus parti-

cle pressure, and we can already derive the total particle pressure from the electron

spectrum responsible for the HESS signal: de Jager [23] derived the pulsar pair pro-

duction multiplicities from the HESS data alone, as well as an upper limit by extrap-

olating the HESS spectrum along the harder uncooled pre-break e+ − e− spectrum

with an index of ∼2 down to E0 ∼ 1 GeV [23]. The total energy in electrons in

the HESS range is ∼1048 erg, but if we take the total energy down to E0 also into

account, the total energy would be E± ∼ 8× 1048 erg. This would have required a

pulsar birth period 2π/Ω0 = P0 < 50 ms to give a total rotational kinetic energy of

0.5IΩ 2
0 > E±.
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The total energy density in leptons is then Ue ∼ (1eVcm−3)d−3
4 for a PWN

radius of 0.5◦. The accuracy of this number is expected to improve when GLAST

observations are added, which should measure the spectral hardening well below

the break with better accuracy. The energy density in a B = 2μG PWN field is

UB = (0.1eVcm−3)(B/2μG)2. Thus, to a first order we find that Ue ∼ 10UB, so

that:

• The PWN of HESS J1825−137 is particle dominated with lepton energy density

about 10 times the field energy density, thus adding this PWN to the [18] list of

particle dominated winds.

• The pressure Ue still appears to be significant to press against the ISM medium,

which resulted in the anomalously large PWN as observed today.

17.8 Vela X: The Prototype for Evolutionary Studies

Vela X, the bright flat spectrum radio component of the Vela SNR served as the pro-

totype PWN for evolutionary studies [63]. The offset of the radio nebula to the south

of the pulsar had Astronomers doubting if this association is real, until ROSAT dis-

covered a cocoon of X-ray emission, also extending south of the pulsar, and aligned

with a bright radio filament in Vela X [50]. The length of both features to the south

is ∼45′. More revealing was that even though this is one of the brightest polarised

radio filaments, the degree of polarisation is low (∼15–20%). The reason for this

is the presence of thermal material mixed into the plasma of highly relativistic par-

ticles [50]. A natural explanation for this two-fluid mixing and offset to the south

was offered by [14] for Vela X: The reverse shock returning from a denser ISM off-

sets the PWN to the south while forcing this two-fluid mixing. Further evidence for

this mixing came from the combined ASCA/ROSAT analysis of the bright cocoon

(radio filament) region by [48] which shows evidence of mixing of a non-thermal

component with photon index of ∼2 with a thermal component. Analyses by [42]

with new ASCA results, as well as XMM-Newton observations of the cocoon of Vela

X also confirmed this two-component spectrum [44].

17.8.1 HESS Detection of the Vela X “Cocoon”: Radio and X-Ray
Correlation

The High Energy Stereoscopic System of telescopes observed the Vela region and

discovered a structure resembling the Vela X cocoon in X-rays [6] as shown in

Fig. 17.7. The relative sizes however differ significantly: Whereas the size of the

X-ray cocoon is 45 × 12 arcmin2, the corresponding VHE cocoon size is 58 ×
43 arcmin2.
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Fig. 17.7 Gaussian smoothed sky map of region surrounding Vela pulsar, showing significant
emission to the south of the pulsar position, coincident with an X-ray feature seen by ROSAT
PSPC (white contours). The solid circle represents the HESS integration region for the spectral
measurement, while the dashed circle represents the field of view for the ROSAT observations.
(From [6]; see also this paper for more details)

To complete the multi-wavelength comparison, we also compare the VHE detec-

tion with the radio map: Fig. 17.8 shows an overlay of the HESS γ-ray contours on

the 8.4 GHz radio map of Vela X [37, 50], showing that the γ-ray map does over-

lap with the bright radio filament, which in turn overlaps with the X-ray cocoon

as remarked by [50]. The latter author made the following observation based on

the [54] model: The radio filaments are the result of Rayleigh Taylor instabilities

in the SNR expansion. We conclude further that these filaments were also offset to

the south of the pulsar by the early reverse shock. If the γ-ray signal is then due to

hadronic interactions with this thermal gas, we would also expect to see a correlation

between the γ-ray and filamentary structures.

The approximate full size of the Vela X PWN is ∼3◦ in RA and ∼2◦ in DEC

as seen from a 8◦ ×8◦ HartRAO radio map of the Vela region at 2.3 GHz by Jonas

(2006, personal communication). Note that the status of VHE γ-radiation from Vela

X as a whole was not discussed by [6], although this total flux cannot be much larger

than that from the VHE cocoon itself. We can then summarize the morphological

multi-wavelength properties of the cocoon detection as follows:
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Fig. 17.8 Destriped radio image of Vela X at 8.4 GHz in grey-scale [37] with the HESS map in
Fig. 17.7 converted to contours, overlayed in yellow. The pulsar position is marked by a white
circle. The origin (zero point) of this image is (RA,DEC) = (129.02◦,−45.54◦) (J2000), which is
different from the origin defined by [37]

• The volume of the VHE γ-ray cocoon is ∼5% relative to the total volume of

Vela X.

• The cocoon contains both a non-thermal and thermal component, which is indica-

tive of a reverse shock mixing gases of adiabatic indices γ = 4/3 and 5/3 during

the crushing phase.

• The offset of the cocoon to the south of the pulsar is explained by the reverse

shock crushing the PWN to the south (see next section).

• The position angle (P.A.) of the VHE γ-ray cocoon (41± 7 degrees, measured

from north through east) is similar to that of the X-ray cocoon orientation (see

next section).

• The X-ray cocoon overlaps in position with a bright radio filament, although

there are other similarly bright radio filaments further to the west without any

X-ray or VHE γ-ray counterparts.

• Deeper, but wide FoV VHE observations of the entire Vela X structure shown in

Fig. 17.8 should indicate if there are γ-rays with lower surface brightness com-

pared to the bright cocoon region.
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17.8.2 Constraints on the Cocoon Field Strength from the Upper
Synchrotron Cutoff Energy

Since the cocoon has been shifted to the SW of the pulsar by the reverse shock, the

highest energy electrons mixed in the thermal gas in the cocoon provide a power-

ful diagnostic of the age since shift and associated field strength. Markwardt and

Ögelman [48] measured a power law component up to at least 7 keV from the

cocoon area. Horns et al. [42] and LaMassa et al. [44] also confirmed this two-

component composition with ASCA and XMM-Newton observations respectively.

This means that ultra-relativistic electrons and thermal gas were mixed during the

reverse shock crushing phase and with the offset PWN, the relativistic component is

removed from its pulsar source, so that the upper spectral cutoff energy moves down

in energy with time, without any source of replenishment. From Fig. 3 of [42], it is

clear that this cutoff is currently ∼10 keV. The electrons radiating at this cutoff are

not replenished by the Vela pulsar, since they have already been removed from the

pulsar over a time interval T −Tc, which represents the time between the southward

shift of the PWN from the pulsar (at time Tc) and the present time T . These 10 keV

emitting electrons were also the highest energy electrons accelerated by the PWN

shock at the epoch Tc when the reverse shock started to crush the PWN. For such

high energy electrons, IC scattering would be in the extreme Klein–Nishina limit,

so that we only consider synchrotron losses, giving the time interval between the

time of crushing and the present time of

T −Tc = (2.3kyr)
(

3μG

B

)3/2(
10keV

EX (max)

)1/2

. (17.26)

For Vela X [14] calculated Tc ∼ 3 kyr, whereas 2-D time dependent MHD simula-

tions for the Vela SNR shows that the reverse shock was expected to reach the pulsar

position around 5 kyr after the birth of the pulsar. Thus, a field strength around 3μG

(or smaller) in the cocoon of Vela X is required to allow 10 keV synchrotron emit-

ting electrons to survive between the time of crossing of the reverse shock and the

present epoch. If the field strength was 10μG or larger (as required by [42]) these

electrons had to be shifted within 400 yr, which is unlikely to be achieved given any

realistic reverse shock parameters.

17.8.3 Diffusion of VHE Particles from the Cocoon

Horns et al. [42] considered the problem of diffusion of X-ray synchrotron emitting

electrons away from the X-ray cocoon, stating that a high field strength is required to

contain the ultra-relativistic electrons in the 45×12 arcmin2 cocoon. Assuming that

the cocoon is still expanding under its own pressure, a perpendicular field compo-

nent is expected to be maintained by virtue of (17.17), so that (17.19) with f � 1 for

Ωτ � 1 or Ωτ � 1 is expected to hold, which protects the integrity of this PWN
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against diffusive escape. Replacing the time T − Tc with (17.26) in the diffusion

equation, the electron energy cancels, so that the angular spread due to diffusion at

a distance of d = 0.3 kpc can be written as

θdiff = 0.5◦
(

f
0.1

)1/2(
3μG

B

)3/2

. (17.27)

With a minimum X-ray cocoon dimension of 0.2◦, it is clear that we have to set

f < 0.02 for B = 3.3μG, which places a restriction on the scattering parameter Ωτ
based on hard-sphere scattering [59].

17.8.4 No “Missing” Leptonic Component in Vela X

Horns et al. [42] suggested that there is a missing leptonic component in Vela X.

Whereas this is true for the cocoon, the actual volume of the Vela PWN (called

“Vela X”) is about 20 times larger than the size of the cocoon as seen in VHE and

to get the total energy in leptons, we have to take the bolometric spectrum from the

total Vela X, which is one of the brightest radio nebulae in the sky. Using the radio

spectrum of Vela X, [23] found that the total lepton energy in the radio nebula is

We = 6.2× 1047 erg (for B = 10μG) or 3.8× 1048 erg (B = 3μG), giving respec-

tive conversion efficiencies of We/(0.5IΩ 2
0 ) = 5% and 30% for a birth period of

40 ms [60]. Thus, there does not appear to be a “missing” leptonic component and

it is clear is that most lepton energy has been processed in the low energy leptonic

domain. However, there are also observational lower limits to the Vela X averaged

field strength: Using EGRET upper limits, [28] have shown that we can already con-

strain the volume averaged field strength to <B>> (4μG)(νb/1011 Hz)0.4 where

νb is the unknown radio spectral break frequency. GLAST/LAT observations should

either detect this radio counterpart of Vela X, or, provide more stringent lower limits

on < B >. This also calls for a separate study on variations in B: How does B in the

cocoon differ relative to < B >, given the presence of filaments in the PWN as well

as the filling factor question?

17.8.5 The HESS Signal: Hadrons or Leptons?

In the previous two sections we have shown the field strength in the cocoon must

be relatively low for X-ray emitting electrons to survive at the southern tip of the

cocoon, which would argue for an IC origin. This also implies a limit on the scatter-

ing parameter Ωτ for containment against diffusion through a weak perpendicular

field. We have no theory to predict this number, but future research on turbulence

theory may be able to make some predictions.
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Another potential problem with a hadronic interpretation is the following: With

the high required ion energy budget of 1048 erg (iron) to 1049 erg (protons) in the

VHE cocoon, [42] invoked the early epoch of pulsar output to account for the

observed γ-ray flux via hadronic interactions. However, protons ejected during such

early epochs (and convected by the pulsar wind) should fill the total (old) radio

emitting Vela X PWN and not just the smaller (and younger) cocoon. Thus, the

total energy budget in Vela X implied by the HESS detection will then be (to a first

order) 20 times larger than calculated for the cocoon: ∼2× 1049 erg (for iron) to

2×1050 erg (for protons). Furthermore, [60] estimated a birth period of P0 ∼ 40 ms

for the Vela pulsar to account for the observed classical ratio of PWN radius to SNR

radius of 0.25. The total integrated kinetic energy provided by the pulsar since birth

is then 0.5IΩ 2
0 = 1.2× 1049 erg, which means that we may have a conversion effi-

ciency of >100% of spin-down power to ions in Vela X. Thus, the VHE signal is

more likely to be of leptonic than hadronic origin.

17.8.6 The VHE γ-Ray Spectral Break in the Vela X Cocoon

If we assume that the HESS signal is due to IC scattering on the CMBR in a rela-

tively weak field of B ∼ 3μG, then we should be able to predict the cooling break as

that energy where radiation losses become comparable to the age of the PWN/SNR.

This may then explain the spectral break in Fig. 17.9: In this case (17.25) would

predict a VHE γ-ray spectral break energy of Eb ∼ 12 TeV for such a field strength,

Fig. 17.9 Energy spectrum of the Vela X cocoon as measured by HESS [6], with integration area
shown in Fig. 17.7. The solid line represents a fit assuming an inverse Compton origin as specified
in the text
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given a total age of 11 kyr. Note that this break energy Eb evolves downward in

energy with time, and if we assume that the cocoon field strength did not change

significantly over the past few thousand years, the break energy is predicted to be

Eb =
(15TeV)

[1+0.144(B/3μG)2]2

(
11kyr

T

)2

. (17.28)

Note also that Fig. 17.9 represents the first detection of a spectral maximum in
VHE γ-ray Astronomy, which allows this clear measurement of a spectral break

energy.

17.9 Summary

In this review paper of pulsar wind nebulae (as seen by HESS), we attempted to

interpret the observed properties within a unified framework: We first reviewed the

known properties of PWN as derived over many years from radio, IR, optical and

X-ray observations. We then introduced new properties which are expected to make

PWN bright high-energy to VHE γ-ray sources: For example, if the energy density

in the soft radiation field (acting as target for IC scattering) dominates the energy

density of the magnetic field, electron energy losses would be dictated by the IC

rather than the synchrotron process. This principle is demonstrated when we com-

pare the general properties of HESS PWN with the Crab Nebula: The Crab Nebula

is an efficient synchrotron radiator but inefficient γ-ray emitter (i.e., a high ratio of

optical/X-ray energy flux to VHE γ-ray flux) as a result of the relatively large mag-

netic field energy density, but for most other HESS PWN, the ratio of synchrotron

to IC energy fluxes are comparable to, or even less than unity. This then hints at a

relatively small magnetic energy density. Furthermore, in such cases we may also

find that the energy density in relativistic electrons dominates the magnetic energy

density, leading to the description of “particle dominated winds”, as opposed to the

Crab Nebula which is known to be in equipartition.

We then reviewed the γ-ray lifetimes of PWN by considering electrons losing

energy due to both synchrotron and inverse Compton radiation in the expanding

post-shocked flow. As the PWN expands well beyond its X-ray phase (this X-ray

phase terminates when the overall field strength becomes too small as a result of

expansion), IC losses on the CMBR is then expected to dominate, in which case

the terminating lifetime would converge to a value of 100 kyr. Thus, if we observe a

PWN at an energy near 1 TeV, the lifetime of the PWN is expected to be ≤100 kyr.

This discussion naturally led to the concept of particle spectral steepening as a func-

tion of increasing radius, but only as long as either synchrotron or IC radiation dom-

inates the electron energy loss process.

The concept of dispersion in a PWN was also discussed: Is the observed size

of a PWN mostly due to post-shocked convective (pulsar wind) flow, or, would

diffusion dominate the process? At first glance (from this review paper) it seems as
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if the ordered magnetic field in a PWN would inhibit dispersion due to diffusion.

The result of this is that the expanding PWN “bubble” contains its radiating charged

particles, but only as long as the magnetic field direction maintains its perpendicular

direction relative to the radial direction. This question is relevant if we want to

calculate the luminosity of a PWN as a function of time.

This review paper then concluded with a discussion of two important

HESS sources, where aspects such as (1) size, (2) spectral energy distribution

(SED) maximum, (3) the offset of the center of gravity (of the VHE emission)

relative to the pulsar position as a result of SNR expansion into an inhomogeneous

interstellar medium, (4) energy dependent morphology (i.e., the effect of spectral

steepening in the radial direction) and (5) the observed VHE spectral break were

discussed (if interpreted as the SED maximum). For both these sources it appears

as if IC losses dominate over synchrotron losses, which has the advantage that the

age of the PWN can be relatively accurately determined from the observed VHE

spectral break: Assuming this, we showed that we indeed get consistent ages for

both HESS sources.
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Chapter 18
High Energy Emission from Pulsars and Pulsar
Wind Nebulae

Kwong Sang Cheng

18.1 Introduction

Pulsars are accidentally discovered by the Cambridge scientists [48]. Shortly there-

after, Gold [39] and Pacini [72] proposed that pulsars are rotating neutron stars with

surface magnetic fields of around 1012 G. Gold [39] pointed out that such objects

could account for many of the observed features of pulsars, such as the remarkable

stability of the pulsar period, and predicted a small increase in the period as the pul-

sar slowly lost rotational energy. With the discovery of the Vela pulsar with a period

of 88 ms [65], the identification of the Crab pulsar with a period of 33 ms [86] and

the discovery of slowdown of Crab pulsar [77], it was essentially confirmed that

pulsars are rapidly rotating neutron stars. So far, over 1,500 radio pulsars have been

found (see the most updated list of pulsars in www.atnf.csiro.au/research/pulsar/).

The radio luminosities of these pulsars are small compared with the energy loss rate

due to the pulsar spin down (∼10−6–10−5). Strong high-frequency radiation in the

X-ray band has been observed from about two dozens pulsars (for recent review

cf. [6, 7]), but only eight pulsars have been confirmed to emit high energy γ-rays

(cf. [94] for a recent review). The observed radiated power for the γ-ray pulsars is

concentrated mainly in the γ-ray range and the γ-ray luminosities are a substantial

fraction (10−3–10−1) of the spin-down power. This makes studies of high energy

radiation from a pulsar a promising way to better understand the physical processes

which result in their non-thermal radiation.

Theoretically, a common idea is that emissions ranging from radio to γ-rays are

produced in different regions of the pulsar magnetosphere. To an excellent approxi-

mation, the pulsar may be considered as a non-aligned rotating magnet with a very

strong surface magnetic field. Just outside the surface of the neutron star, the Lorentz

force on a charged particle is very strong and far exceeds the force of gravitational
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attraction, i.e., e((v/c)×B)/(GMm/r2) � 1. As a result, the structure of the mag-

netosphere of the neutron star is completely dominated by electromagnetic forces.

Because the induced electric fields at the surface of a neutron star are so strong

that the force on the charged particle in the surface exceeds the work function of

the surface material, there must be a plasma surrounding the neutron star. In this

way, there is a fully conducting plasma surrounding the neutron star, and electric

currents can flow in the magnetosphere (e.g., [69]). If the component of the electric

field E‖ = E ·B/B along the magnetic field direction (B) is non-zero in the pul-

sar magnetosphere, and this component of the electric field can accelerate particles

to ultra-relativistic energies. The accelerated particles emit γ-rays due to curvature

emission and other processes, e.g., inverse Compton scattering. Some of these γ-rays

are absorbed giving rise to secondary electron-positron pairs. The created electron-

positron pairs screen the electric field E‖ in the pulsar magnetosphere everywhere

except for certain compact regions. The regions where E‖ is not screened are called

accelerators or gaps. These gaps serve as an engine which is responsible for the pul-

sar non thermal radiation. There are two kinds of magnetosphere gaps: polar gaps

and outer gaps , their location and potential drop being determined by the dipolar

magnetic field, the rotation speed Ω and the angle between them called the inclina-

tion angle (α). The polar gaps place the source of the emission immediately above

a magnetic pole. The evidence for the polar gaps came from radio observations of

beam width and polarization. The outer gap place the source of emission far out

in the magnetosphere, close to the velocity of light cylinder. The evidence for the

origin of the outer gaps came from the high energy radiation observed from young

pulsars such as the Crab, Vela and Geminga. It has been proved that all radiation

from young pulsars cannot come from a single location.

We will organize this review paper as follows. In Sect. 18.2, we introduce

the standard pulsar magnetosphere. In Sect. 18.3, we summarize some interesting

observed X-ray and gamma-ray data. Some of these data look contradictory to each

other. In Sect. 18.4, we review the high energy radiation produced by polar gaps and

slot gaps. In Sect. 18.5, we introduce various outer magnetospheric gap models. In

Sect. 18.6, we apply the three-dimensional outer gap to explain the observed phase-

resolved spectrum and the polarization properties of the Crab pulsar. In Sect. 18.7,

we introduce a simple pulsar wind nebula model, which can be used to explain high

energy emission from region beyond the light cylinder. In Sect. 18.8, we use the

simple pulsar wind model to explain the relation between the X-ray luminosity and

the spin-down power. We also explain why millisecond pulsars in globular cluster

behave so much different from those millisecond pulsars in the field. Finally we

present a brief discussion in Sect. 18.9.

18.2 Standard Pulsar Magnetospheric Models

The standard emission theory for pulsars is based on the concept that pulsars are

rapidly rotating, strongly magnetized, neutron stars. Detailed discussions of the

structure of pulsar magnetospheres can be found, for example, in [69] and [9].
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Here, we introduce some basic features of the magnetosphere of an aligned pul-

sar. It should be pointed out that these features do not differ drastically from those

given by the more sophisticated treatments of oblique, self-consistent charged mag-

netospheres.

In an aligned pulsar, its magnetic dipole moment μ is aligned with its rotation

axisΩ. The magnetic field far from the surface of the star is dominated by the dipole

contribution of the star’s intrinsic magnetic field. If the neutron star can provide the

necessary negative charges (electrons) and positive charges (ions and/or positrons),

and the currents in the magnetosphere are negligible, the electric field in steady state

in the corotation frame, E′ = 0, which implies

E+
1
c
(Ω× r)×B = 0. (18.1)

where E and B are the electric and magnetic fields measured in a non-rotating frame,

and Ω× r is the co-rotating velocity. Equation (18.1) implies a local charge density

ρc = −Ω ·B
2πc

1

1−|Ω× r/c|2 , (18.2)

which is co-rotating with the local magnetic field. Such a charge density is a called

corotation charge density, or Goldreich–Julian charge density [40]. There are sur-

faces defined by Ω ·B = 0 on which this charge density is zero, called null charge

surfaces. The charge density on both sides of the null charge surface are of different

sign. This property plays an essential role in the formation of acceleration regions

in the vicinity of null surfaces [15, 57]. Equation (18.2) corresponds to a charge

number density nc = 7×10−2BzP−1(q/e)−1 cm−3, where Bz is z-component of the

magnetic field in gauss, P is the pulsar period in seconds and q/e is the charge of

the particle in the charge unit of proton. The corotation region of the magnetosphere

is limited to within a surface on which the magnetic field lines will be swept along

at the speed of light. This cylindrical surface is called the light cylinder; it has a

radius given by

RL = c/Ω ≈ 5×109P cm. (18.3)

Field lines which cross the light cylinder do not return to the surface of the neutron

star, and are referred to as open field lines. Otherwise, they are referred as closed

field lines. The edge of the polar cap is defined by the locus of the last closed mag-

netic field lines (i.e., the field lines which just touch the light cylinder). In spherical

polar coordinates, the radius of the polar cap region which contains the open field

lines is given by rpc = Rsinθpc, where θpc is the angular radius of the polar cap.

For an aligned pulsar with radius R (i.e., one with its rotation axis parallel to its

magnetic axis), one can get

sinθpc =
(

R
RL

)1/2

, (18.4)



484 K.S. Cheng

since for dipole field lines sin2 θ/r =constant and the last closed field lines will

touch the light cylinder at 90◦. The polar cap radius is then given by

rpc = Rθpc ≈ 1.4×104R6P−1/2 cm, (18.5)

where R6 is the stellar radius in units of 106cm. Charged particles streaming out of

the polar caps, which can escape to infinity along the open field lines, generate a

toroidal magnetic field component. This toroidal component is largest near the crit-

ical field lines that separate the open from the closed regions. Because the potential

at the base of the open field lines near the axis is negative with respect to the exte-

rior, negative charges stream out. But, overall, a net charge cannot flow out from the

star, so the potential of the magnetic field lines near the edge of the polar cap must

be positive with respect to the exterior, and positive charges stream out from the star

along these lines which form an annulus on the outer part of the polar cap. There is

an intermediate set of critical field lines separating the regions of negative and posi-

tive outflow, and there the potential on the surface of the star equals the potential of

the exterior interstellar medium. The magnetosphere of an aligned pulsar is shown

in Fig. 18.1.

If, in addition, a strong potential is available to accelerate charge away from the

stellar surface, a current of primary particles flows out from a single polar cap which

is approximately given by

LIGHT CYLINDER

CRITICAL LINE

−    +θ°

−    +

−    +

−    +

−      +

−   +

ELECTRONS

WINE ZONE

PROTONS

CO-ROTATING
MAGNETOSPHERE

Fig. 18.1 Magnetosphere of an aligned pulsar. The open-field lines are swept back to form a
toroidal component after crossing the light cylinder. The closed-field lines encompass the co-
rotating portion of the magnetosphere. The critical field line divides regions of positive and neg-
ative current flow, while the diagonal dashed line gives the locus of Bz = 0 where the sign of the
Goldreich–Julian space charge changes [40]
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ṄGJ ≈ πr2
pc

(ρc

e

)
c ≈ Ω 2R3Bs

2ec
= 2.7×1030B12P−2R3

6 s−1, (18.6)

where Bs is the surface magnetic field. From (18.1) and (18.4), the potential differ-

ence between the center and the edge of the polar cap is

ΔΦ =
∫

E ·ds ≈ Ω 2R3Bs

2c2
= 6.6×1012B12P−2R3

6 V. (18.7)

The quantities given by (18.4), (18.6) and (18.7) define the characteristic polar cap

values for the standard pulsar model.

Theoretically, it is suggested that high energy γ-rays from a pulsar are produced

by the radiation of charged particles that are accelerated in the pulsar magneto-

sphere. Nowadays, two general types of γ-ray pulsar models are popular in the

literature: polar cap models and outer gap models. Both models predict that elec-

trons and positrons are accelerated in a charge depletion region, called a gap, by

an electric field along the magnetic field lines and assume that charged particles

loose their energies via some radiation mechanisms (say curvature radiation) in

both polar and outer gaps. We introduce these models briefly in Sects. 18.4 and 18.5

respectively.

18.3 Summary of Some Interesting Observed Results in X-Rays
and Gamma-Rays

In past two decades, there are tremendous progresses of X-ray and gamma-ray

observations to rotation-power pulsars by ROSAT, ASCA, RXTE, BeppoSAX,

CGRO, Chandra, XMM-Newton, INTEGRAL, etc. These satellites provide very

important information for us to understand the properties of their emission regions

including local energy distribution of charged particles, local electric field and mag-

netic field, geometry, etc. The observed information also constrains for theoretical

models.

There are eight pulsars have been detected in gamma-ray energy range (cf. [94]

for a recent review) with period ranging from 0.033 to 0.237 s and age younger than

million years old. Most of these gamma-ray pulsars also emit X-rays (e.g., [6, 7]).

However, there are over 50 pulsars detected with X-ray emission but most of them

are old pulsars including more than 30 millisecond pulsars, which have age older

than billion years.

Theoretically, it is suggested that high-energy photons are produced by the radi-

ation of charged particles that are accelerated in the pulsar magnetosphere. There

are two kinds of theoretical models: one is the polar gap model (e.g., [32, 43], for

more detail review of polar cap model cf. [44]), and another is the outer gap model

(e.g., [18, 19, 29, 33]). Both models predict that electrons and positrons are acceler-

ated in a charge depletion region called a gap by the electric field along the mag-

netic field lines and assume that charged particles lose their energies via curvature
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radiation in both polar and outer gaps. The key differences are: polar gaps are located

near stellar surface and the outer gaps are located near the null charge surface, where

are at least several tens stellar radii away the star.

The study of the emission characteristics from rotation powered pulsars has been

a subject of long standing interest. Our knowledge of the fundamental properties

(e.g., mass, spin, and magnetic field) of the underlying neutron star stems from

detailed spectral and timing investigations. To facilitate an understanding of the

mechanism by which the loss of rotational energy is converted into high energy

radiation, many observational and theoretical studies have sought to determine the

relationship between the X-ray luminosity, Lx, and the rate of rotational energy loss

or spin down power, Lsd . Indeed, a correlation of the form Lx ∝ L1.39
sd was found in

Einstein data by [85]. Subsequent, [7,8] used 27 rotation powered pulsars including

9 millisecond pulsars in the field and led to a relation of the form, Lx ∝ Lsd based

on ROSAT data. However [84] used 16 rotation-power pulsars observed by ASCA

and obtained a different relation, Lx ∝ L1.5
sd . Recently, a reanalysis of 39 pulsars

based on data obtained from several X-ray satellites by [74] led to an intermedi-

ate relation Lx ∝ L1.34
sd , similar to that of [85]. However, the situation became more

complicated when [42] reported that the MSPs in 47 Tuc obeyed a much shallower

relation Lx ∝ L0.5
sd .

Qualitatively we believe that although the deduced existence of a correlation

between Lx and Lsd suggests that the observed X-rays are produced by a process

which taps the rotational energy of the neutron star, a detailed description of the

mechanism remains elusive. This is, in part, a result of the fact that the data from dif-

ferent satellites are obtained in different energy ranges. The results can be affected,

for example, by interstellar absorption especially for those pulsars studied in the

soft X-ray regime of ROSAT (0.1–2.4 keV). In addition, the total X-ray luminosity

is composed of contributions from both the pulsed and non pulsed components, and

these components are likely to reflect physical conditions in diverse spatial envi-

ronments. In general the pulsed thermal emission likely originates in regions within

the light cylinder, where the magnetic field is so strong that radiation emission must

be beamed. For examples, the pulsed non-thermal emission may be produced in

the vicinity of the polar cap as a result of inverse Compton scattering of higher

order generation pairs of particles on soft photons emitted by the neutron star [103]

or in the outer magnetosphere as a result of synchrotron radiation of downward

cascades from the outer gap electron/positron particles [26]. On the other hand,

the non-thermal non pulsed X-ray radiation likely is produced in the surrounding

wind nebula [27]. Since the pulsed and non pulsed emission have different ori-

gins, the relationship between the total X-ray luminosity and spin down power is

not expected, in general, to be represented by a single power law. In fact, the non-

thermal pulsed and non pulsed emission components are distinguished by different

spectral signatures and conversion efficiencies.

The continuous observations of powerful young pulsars, including the Crab, the

Vela and the Geminga, have collected large number of high energy photons, which

allow us to carry out much more detailed analysis. Fierro et al. [36] divided the

whole phase into eight phase intervals, i.e., leading wing, peak 1, trailing 1, bridge,
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leading wing 2, peak 2, trailing 2 and off-pulse. They showed that the data in each

of these phases can be roughly fitted with a simple power law. However, the pho-

ton indices of these phases are very different, they range from 1.6 to 2.6. Massaro

et al. [68] have shown that X-ray pulse profile is energy dependent and the X-ray

spectral index also depends on the phase of the rotation.

Recently [64] have combined the X-ray and gamma-ray data of the Crab pulsar,

they showed that the phase-dependent spectra exhibit a double-peak structure, i.e.,

one very broad peak in soft gamma-rays and another broad peak in higher energy

gamma-rays. The position of these peaks depend on the phase. Although the double-

peak structure is a signature of synchrotron self-Compton mechanism, it is impos-

sible to fit the phase dependent spectrum by a simple particle energy spectrum.

Actually it is not surprised that the spectrum is phase dependent because pho-

tons are emitted from different regions of the magnetosphere. The local properties,

e.g., electric field, magnetic field, particles density and energy distribution are very

much different for different regions. Therefore these phase dependent data provide

very important information for emission region.

18.4 Polar Cap and Slot Gap Models

Sturrock [89] first proposed the polar cap model, and later many authors (e.g., [2,

4, 31, 43, 83]) developed it. Sturrock [89] studied the consequences of the particle

outflow from the star along the open field lines. Assuming that the electric field

is primarily radial for heights h < rpc and transverse at heights h > rpc, primary

charged particles (e.g., e± pairs) are accelerated in a small zone with typical height

h above the polar cap surface, and the primary emission region is confined to the

dipole open field lines. Using the approximation ρc = (1/4π)∇2Φ ∼ (1/4π)Φ/h2

and (18.2), the accelerating potential responsible for the charged particle flow given

by (18.6) is Φ ∼ (2ΩBs/c)h2. The potential difference between the center and the

edge of the polar cap is

ΔΦ ∼ (ΩBs/2c)h2. (18.8)

Sturrock assumed that h ∼ rpc, so ΔΦ ∼ (Ω 2R3Bs/2c2), which is essentially equiv-

alent to (18.7), and amounts to a potential drop of ΔV ∼ 6×1012B12P−2R3
6 V. Stur-

rock further assumed that this potential would be sufficient to rip charged particles

(say electrons) from the stellar surface and accelerate them up to relativistic veloc-

ities along the strong magnetic field lines. The perpendicular energies of the accel-

erated electrons would be rapidly radiated away through synchrotron radiation, but

their longitudinal energies would be radiated away in form of high energy γ-rays

due to curvature radiation mechanism, which is the dominant energy lost process

for charged particles moving with relativistic velocity along the curved magnetic

field lines. The typical curvature photon energy is

Eγ ≈ (3/2)h̄γ3
e /s ∼ 109γ3

7 s−1
8 eV , (18.9)
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where γ7 is the electron Lorentz factor in units of 107, and s8 ∼ (rRL)1/2/108 is the

typical curvature radius in units of 108 cm. When these extremely energetic pho-

tons move transverse to the strong magnetic field, they will produce e± pairs via

γ+B −→ e+e−. Sturrock therefore envisaged that, for a sufficiently strong electric

field, these secondary pairs would also be accelerated and create γ-rays leading to

further pairs, resulting in a pair cascade. This cascade produces the coherent low

frequency emission necessary to explain the brightness temperature implied from

radio observations. From (18.7), as the pulsar slows down, the potential drop will

decrease, and would eventually reach the critical value below which pair production

will not be possible and pulsed emission will cease. However, (18.8) means that the

acceleration of charged particles is caused by the full vacuum potential across the

polar cap, which is now recognized to be incorrect. In fact, the charged particles will

only be accelerated in the vacuum gap where E ·B �= 0 (see below).

Ruderman and Sutherland [83] carried out a major development of this model,

and addressed some of the concerns associated with the standard pulsar model, such

as trying to maintain a force-free E ·B = 0 condition while the charge density moves

everywhere at the speed of light along divergent field lines. In their modelΩ ·B < 0,

therefore the polar cap electric field can only pull out ions. Since electrons will not

be stripped from the stellar surface while the ions will be retained due to their higher

surface binding energy, the stellar surface does not supply the positive charges to

replace the positive charges in the magnetosphere which are accelerated outward,

as a result a vacuum gap will form above the polar cap. This gap will continue to

expand at a speed ∼ c until it reaches a maximum height h, which corresponds to a

gap potential large enough to ignite an e± cascade. In the vacuum gap, E ·B �= 0, it

means that the magnetic field lines in this region are not forced to co-rotate. Above

the vacuum gap, the magnetosphere co-rotates with the pulsar. The gap potential

and h can be determined by the condition of pair production which is

Eγ
2mec2

Bh/s
Bq

≥ 1

15
(18.10)

[35, 83]. Since the electrons/positrons are accelerated in the gap, γe = eΔΦ/mec2.

Combining (18.8)–(18.10), we obtain

hRS = 5×103 s2/7
6 P3/7B−4/7

12 cm (18.11)

and

ΔΦ ≡ ΔVRS = 1.6×1012s4/7
6 P−1/7B−1/7

12 V . (18.12)

Here s6 is the radius of curvature in units of 106 cm instead of 108 cm, it is because

non-dipolar field with a characteristic curvature radius ∼106 cm is assumed to exist

on the neutron star surface. Ruderman and Sutherland suggested that, when the gap

potential drop reaches ΔVRS, a spark discharge occurs inside the gap, triggering an

avalanche of e± pairs, which in turn will result in the pair production cascade envis-

aged by Sturrock. The difference from Sturrock’s model is that here the acceleration

occurs only in the vacuum gap ( E ·B �= 0) with height h = hRS < rpc. Outside the gap
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(E ·B = 0), the pairs are no longer accelerated and stream outward with a Lorentz

factor ∼3. Ruderman and Sutherland showed that the density of the streaming pairs

is much higher than the Goldreich–Julian density, so the plasma will be essentially

charge neutral. Furthermore, they suggested that radio emission occurs above the

spark regions in the filled, streaming region where bunching by plasma instabilities

would lead to coherent radio emission.

When Ω · μ > 0, the polar cap charge density is negative. Electrons with much

weaker binding energy can be pulled out from the stellar surface and form a steady

outflow current. Because of the finite inertia of the electron, the potential of the

polar gap cannot be zero. Arons and Scharlemann [4] presented solutions for steady,

space charge limited flow (which is shorted out by pair creation) of an electron beam

above the polar cap of a pulsar in this case. Because of curvature of the magnetic

field, the space charge limited particle beam from the stellar surface is accelerated

to an energy high enough to emit curvature γ-rays. The particles accelerate along

the magnetic field through a potential drop [4]

ΔVs ≈ Ω 2μ
c2

R
s
∼ 1011μ30P−5/2 V , (18.13)

which is called the space-charge-limited potential (also see [3] for a review). How-

ever, [71] have shown that the actual potential drop for the space-charge-limited flow

is much larger than that in (18.13) if the inertial frame dragging effect is included.

The corrected space-charge-limited potential should be

ΔVs ≈ 10R
s
Ω 2μ

c2
[1− (R/r)3] ∼ 1014μ30P−5/2[1− (R/r)3] V , (18.14)

which is even larger than ΔVRS, where μ30 is the pulsar’s magnetic moment in units

of 1030 cgs and s is the radius of curvature of the magnetic field lines. It is further

suggested that a large potential drop may explain γ-ray emission from young pul-

sars (e.g., [70]). However, (18.14) has ignored the pair production inside the gap

which is possible if the surface magnetic field is pure dipolar, otherwise the pair

cascade should restrict the potential of the cap as shown in (18.12). Harding and

Muslimov [45] have investigated a self-consistent particle acceleration mechanism

by the electrostatic field due to the effect of inertial dragging near the polar cap. They

computed the potential self-consistently, including pair formation in the polar gap.

In explaining the high energy emission from pulsars, [32] have used the tradi-

tional polar cap model to calculate the light curve and gamma-ray spectrum. They

provided a very successful model fitting for the observed phase average spectrum

of the Vela pulsar. However, they have to artificially put the acceleration region at

three stellar radii and assume the polar cap rim enhancement. The viewing angle is

assumed to be 10◦. All these assumptions are not easy to be justified.

In order to seeking the possibility of a wide hollow cone emission due to flaring

B-field lines, [2] first examined a gap formation in higher altitudes along the last

open field line. This type of accelerator is called slot gap. The more recent review of

slot gap can be found in [44]. Based on the slot gap properties, some light curve and
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polarization properties of the Crab pulsar can be explained very well (cf. [33, 34]).

Another successful application of slot gap is in millisecond pulsars, [46] have used

the slot gap geometry and assumed that secondary particles can maintain their pitch

angles due to the interaction with the radio. The model predictions can explain the

observed high energy radiation spectrum of the millisecond pulsar PSR J0218+4232

very successfully.

18.5 Outer Gap Models

18.5.1 CHR Model

Cheng et al. [18, 19], (hereafter CHRI and CHR II) constructed a semi-analytical

outer-magnetospheric gap model of rapidly spinning neutron stars. They assumed

that a global current flow pattern through the magnetosphere of a rapidly spinning

magnetized neutron star results in large regions of magnetospheric charge deple-

tion (gaps). This would result in a large electric field along the magnetic field lines

(E ·B �= 0) in those regions, which, through various mechanisms, including inverse

Compton scattering and photon-photon pair production, could sustain enough e±
pair production to:

1. Short out E · B̂ except in an almost slab like volume (the “outer gap”)

2. Maintain the huge magnetospheric current flow

According to this model, there are two kinds of pulsars: Crab-type and Vela-type

pulsars. For the Crab-type pulsars, a Crab-type gap produces GeV photons via cur-

vature radiation and subsequently produce e± which radiate synchrotron radiation

and inverse Compton-scattered photons (CHRII; [24, 56]). The detailed pair pro-

duction and radiation mechanisms of the Vela-type outer gap (for the conditions

in pulsars with a Vela-type outer gap refer to CHRII; [16]) are the following. The

members of paired e± are created within the gap (primary pairs) and accelerated

in opposite direction to extreme relativistic energies. These primary e± produce

γ-rays (primary) through inverse Compton scattering on IR photons. Here primary

γ-ray are sufficiently energetic to produce e± pairs (secondary) in collision with the

same IR photon flux; synchrotron radiation of these secondary pairs gives crossed

fan beams of secondary γ-rays and weaker ones of X-rays. Collisions of the sec-

ondary γ-rays and X-rays produce a large flux of lower energy e± pairs (tertiary),

much further from the outer gap, which fill much of the outer-magnetosphere. It

is the (tertiary) IR synchrotron radiation from tertiary pairs through the outer gap

which causes the initial primary inverse Compton scattering in the gap and converts

the scattered γ-rays, thus initiating the entire series of pair production processes. It

should be noted that in Vela-like pulsars the CHR model use the infrared photons to

extract energy from the outer gap via Inverse Compton Scattering with the primary

particles which predicts a large observed TeV flux, which has not yet been observed
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Fig. 18.2 Schematic illustration of the location and geometry of the outer gaps, the current flow
pattern in the magnetosphere and the radiation beaming of secondary radiation from four emission
regions. The outer gaps, where E · B̂ �= 0, starts at ri where the null surface intersect the last closed
field lines and extends to RL

(e.g., [96]). Figure 18.2 schematically shows the location of the outer gap and the

radiation beaming of secondary radiation from the two emission regions.

The pair production and radiation mechanisms of the Vela-type outer gap and

the Crab-type outer gap are quite different. The primary e± of the Crab pulsar lose

most of their energies via curvature radiation instead of synchrotron radiation as in

the case of the Vela pulsar. As a result, the power of the Crab-type and Vela-type

pulsars have different parametric dependence on P and Bs. The radiation power loss

of the Crab-type pulsars is given by

Lγ � 1.5×1037P erg s−1. (18.15)

On the other hand the radiation power loss of the Vela-type is very sensitive to the

spin period P as well as the dipole magnetic field strength B and it is given by

Lγ ∝ P−4B2
s .

In calculating the γ-ray spectrum of the Vela pulsar, Cheng Ho and Ruderman

(CHRI, II) made some simplifying assumptions. They argue that the secondary

e−/e+ production distribution in the Vela-type outer gap would scale like γ−1,

where γ is the e−/e+ Lorentz factor and most of the secondary e± have similar

pitch angles, θ , with respect to the local magnetic field, B. Then the steady state

distribution is roughly given by [12],

Ne(γ) ∼ γ−2 ln

(
γmax

γ

)
, (18.16)
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where γmax is the maximum energy of the primary e−/e+ which is determined by

the fact that the energy of the primary photons must be just enough to make pairs on

collision with the IR photons with a typical energy, EIR, therefore, γmax ∼ mc2/EIR.

The typical energy of the IR photons is estimated to be (CHRII)

EIR ∼ h̄
ω3

B

(
mc3Ω

e2

)2

, (18.17)

where ωB = eB
mc ,B(r) = BsR3/r3 for a dipole field, r ≡ ηRL is the observed emission

distance to the outer gap and R is the stellar radius. Because the maximum energy

of secondary e± is γmaxmc2, the typical energy of the synchrotron photons from the

secondary e± is [16]

Emax = 9×105η−21P17
−1B7

12 sinθ eV, (18.18)

where θ is the mean pitch angle of the secondary pairs with respect to the local

magnetic field and αRL is the mean distance to the outer gap. If the primary photons

are emitted tangential to the local field then sinθ ≈ ( 1
γmax

+ λ
S ) ∼ λ/S where λ is

the mean free path of the primary photons and S is the radius of curvature of the

local magnetic field lines. In general, sinθ should vary from pulsar to pulsar. For

Eγ > Emax, the photon flux will drop exponentially, so this energy is regarded as an

upper spectral cut-off. Because of the weakness of the magnetic field in the outer

magnetosphere of Vela-type pulsars, a relativistic e−/e+ does not radiate away all

of its energy through synchrotron loss before it leaves the light cylinder. Thus, the

distribution of secondary pairs given by (18.16) is valid only for γ > γmin where γmin
is roughly given by

γmin ∼ Ωmc3

e2ω2
B sin2 θ

. (18.19)

Such a γmin corresponds to a lower energy spectral break in the photon spectrum at

an energy given by

Emin = 11α9P7
−1B−3

12 sin−3 θ eV. (18.20)

Therefore, the distribution of the secondary pairs can be approximated by

Ne(γ) ∼
{
γ−2 ln(γmax/γ), γmin ≤ γ ≤ γmax ,

0, γ < γmin .
(18.21)

Here, we have assumed that no e−/e+ is created below γmin.

The pulsed radiation spectrum from a Vela-type outer gap is calculated by using

the e± pair distribution of (18.21) with the single particle synchrotron radiation

spectrum,
d2Nγ
dEγdt

∝
1

Eγ

∫ γmax

γmin

dγNe(γ)F(x) , (18.22)

where F(x) = x
∫ ∞

x K5/3(y)dy with K5/3 the modified Bessel function, whose values

and asymptotic form are given by [38], and x = Eγ/Esyn with Esyn = 3γ2 sinθ h̄ωB/2.
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18.5.2 A Self-Consistent Outer Gap Model

Pulsars are rapidly rotating, strongly magnetized, neutron stars surrounded by co-

rotating plasma up to the light cylinder (RL, where the co-rotating speed is c).

Detailed discussions of the structure of pulsar magnetospheres can be found, for

example, in [69] and [9]. It is generally believed that pulsed gamma-rays are emit-

ted within the light cylinder. There are two popular classes of charged accelerator

models, i.e., polar cap models (e.g., [32, 47]) and outer gap models. Here we will

focus on the outer gap models.

Cheng et al. [18] proposed a two-dimensional outer gap model to explain the

observed data of the Crab and Vela pulsars. Their model assumed that the radiation

regions are thin in the longitudinal direction. Their double peak γ-ray structure was

from two topologically disconnected outer gaps, each of which is associated with

different magnetic poles. However, Romani and co-workers [29, 79] have shown

that only one outer gap with only outgoing current can already produce a broad,

irregularly-shaped emission beam of which is particularly dense near the edge, so

that two γ-ray peaks would be observed when the line of sight from the Earth crosses

these enhanced γ-ray beam regions; the inner region of the beam provided a signif-

icant amount of emission between the peaks. Cheng et al. [20], (hereafter CRZ)

have re-considered the three-dimensional magnetospheric gap model by introduc-

ing various physical processes (including pair production which depends sensitively

on the local electric field and the local radius of curvature, surface field structure,

reflection of e± pairs because of mirroring and resonant scattering) to determine the

three-dimensional geometry of the outer gap. They have shown that two outer gaps

and both outgoing and incoming currents are in principle allowed, but it turns out

that outgoing currents dominate the emitted radiation intensities. According to CRZ,

the azimuthal extension of the outer gap (ΔΦ ∼ 160◦ for the Crab pulsar) is finite

and is determined by the local pair production condition. According to [104], the

size of the outer gap ( f0) is limited by the pair production between the soft thermal

X-rays from the stellar surface and the curvature photons with energy Eγ( f0) emit-

ted by the primary electrons/positrons accelerated in the outer gap. Furthermore, the

energy of the soft X-ray photons is determined by the back-flow of the primary elec-

trons/positrons, therefore the soft X-ray energy EX ( f0) is also a function of the gap

size. Using EX ( f0)Eγ( f0) ∼ (mc2)2, the size of the outer gap can be expressed as

f0 = 5.5P26/21B−4/7
12 , (18.23)

where, f0 ≤ 1 is the ratio between the outer gap volume ∼R3
L, RL = cP/2π is the

light cylinder radius, P is pulsar period in seconds and B12 is the surface magnetic

field in units of 1012 G. It should be emphasized that f0 ≤ 1 otherwise the outer gap

does not exist. Zhang et al. [105] have considered how the inclination angle (α) can

affect the outer gap size. They find that the size of outer gap will increase for larger

inclination angle. The maximum change can be near 75%.

Furthermore, the return particles emit curvature photons with typical energy

Eγ = (3/2)(c/s)h̄γ(x)3, where x = s/RL, s is the local radius of curvature and
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γ(x) ≈ 2× 107 f 1/2
s B1/4

12 P−1/4x−3/4 [26]. These photons will be converted into the

secondary pairs by the neutron star magnetic field if the pair production condition

in strong magnetic field is satisfied. From this condition and assuming the local

field is dipole field, then the distance to the star of the first generation of e± pairs

can be given by [17] rs/R = (15EγBs/(2mc2Bg))1/3, where Bs is the surface mag-

netic field and Bg = m2
ec3/eh̄ = 4.4×1013 G. These secondary pairs will lose their

energy via synchrotron radiation with the following typical energy Esyn = Eγ/20.

Since these synchrotron photons are emitted toward the star, they will encounter

stronger magnetic field and convert into e± pairs which again radiate their energy

via synchrotron radiation. We can easily show that each new generation of e± pairs

will reduce their energy by a factor of ∼0.05 and comes closer to the star by a fac-

tor of ∼0.37 [17]. The synchrotron spectral index starts with −1.5 and evolves to

become −1.9. We argue that an electromagnetic cascade will take place until the

energy of synchrotron photons is ∼1 MeV and the spectral index ∼−2. Therefore,

the expected X-ray spectrum for EX < MeV, which consists of soft thermal X-rays

and hard non-thermal X-rays, is given by

dṄX

dEX
= Fbb(Ts,EX )+AE−2

X , (18.24)

where Fbb is the blackbody spectrum with a characteristic temperature kTs = Es
X ,

which satisfies
∫

FbbEX dEX = Lso f t
X and A ≈ 1.7×1035 f 1/2P−65/12 B29/12

12 tan4α/
ln(MeV/h̄eB(rs)/mc), where rs is the distance to the star at which the magnetic field

becomes strong enough to convert the curvature photons into pairs. We can see that

the X-rays consist of two components. Therefore when we fit a finite energy range

in X-rays by a simple power law, the photon index could vary for different energy

range. Cheng and Zhang [26] have found that the model predicted photon index in

the energy range from 100 eV to 2.4 keV is ∼1 whereas the photon index in the

energy range from 2–10 keV is ∼1.15, which is only slight steeper than the softer

energy band. In fact, they argue that X-ray emission from rotation-powered pulsars

in general consist of one non-thermal component, two hard thermal components,

and one soft thermal component. The non-thermal X-rays come from synchrotron

radiation of e± pairs created in the strong magnetic field near the neutron star surface

by curvature photons emitted by charged particles on their way from the outer gap

to the neutron star surface. The first hard thermal X-ray component results from

polar-cap heating by the return current in polar gap. The second hard thermal X-ray

component results from polar-cap heating by the return particles from the outer gap.

Because of cyclotron resonance scattering, most of the hard thermal X-rays will

be effectively reflected back to the stellar surface and eventually re-emitted as soft

thermal X-rays. However, some of the hard thermal X-rays can still escape along

the open magnetic field lines, where the e± pair density is low. Furthermore, the

characteristic blackbody temperatures of the two hard X-ray components emitted

from the polar-cap area inside the polar gap and the polar cap area defined by the

footprints of the outer-gap magnetic field lines are strongly affected by the surface

magnetic field, which can be much larger than the dipolar field. In fact, the strong
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surface magnetic field can explain why the effective blackbody radiation area is

nearly two orders of magnitude larger than that deduced from the dipolar field for

young pulsars (two orders of magnitude less for old pulsars). However, how many

components can be observed depend on the magnetic inclination angle and viewing

angle. Their model can explain the observed X-ray spectra from Geminga, PSR

B1055−52, PSR B0656+14, and PSR B1929+10 very well. Unlike those two hard

thermal X-ray components, which can only be observed in a small solid angle, the

non-thermal component and the soft thermal component can cover a much larger

solid angle and they are also the strongest components. Therefore (18.24) should be

the most likely observed X-ray spectrum.

18.5.3 Single Gap Models

After studying the γ-ray production and light curves for various magnetosphere

geometries based on the CHR model, [28] assumed that gap-type regions could

be supported along all field lines which define the boundary between the closed

region and open field line region rather than just on the bundle of field lines lying

in the plane containing the rotation and magnetic dipole axes. In this case, photons

are generated which travel tangential to the local magnetic field lines, and there

are beams in both the outward (away from the neutron star) and inward directions,

because the accelerating gaps are populated by pair production. They considered the

pulse profile of radiation produced in the outer gap and showed that a single pole

will produce a broad, irregularly-shaped, emission which is particularly dense near

the edge. As a result, double γ-ray pulses will be observed when the line of sight

from the Earth crosses these enhanced regions of the γ-ray beam, while the inner

region of the beam provides a significant amount of emission between the pulses.

With a proper choice of the observer viewing angle, a wide range of peak phase

separations can be accommodated. Furthermore, [29] refined the calculation of high

energy emission from the rotation-powered pulsars based on the CHR model. Their

major refinements include (1) the approximate location of the emission at each point

in phase along a given line of sight was inferred by using a pulse phase map, and

(2) because the spectral emissivities at different emission points will differ, so the

outer gap is divided into small sub-zones in the plane containing the rotation and

dipole axes. The photon densities and beaming directions for different zone are also

different, in which case the particle transport needs to be considered. Under their

refinements, they found that the spectral variation of the γ-radiation over the pulsar

period is the result of the different emission processes which play a role through-

out the outer magnetosphere, however, they were not able to obtain a self-consistent

spectrum which resembled the observed high energy spectra, and they attributed this

shortcoming to the inability to model appropriately the extremely complex emission

processes and their interactions.

Romani and Yadigaroglu [79] modeled the emission geometry and calculated the

pulse profile from the single pole outer gap, including the full effects of aberration,
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retarded potential and time-of-flight across the magnetosphere. In their model, the

radio to γ-ray pulse offset of the known pulsars, and the shapes of the high energy

pulse profiles, were determined by using the knowledge of inclination angle α and

viewing angle ζ . They gave a range of α and ζ for γ-rays from a pulsar which

can be detected at the Earth, and showed that the values of α and ζ for the known

γ-ray pulsars can be chosen within observational constraints which not only fall

within the parameter space required for γ-ray observability but can explain the mea-

sured phase profile offsets and phase separations. Their results indicate that the

phase offset is inversely related to the phase separation, and that γ-ray emission

can only be observed from pulsars for which the viewing angle is large (ζ ≥ 45◦),

while nearly aligned pulsars (α ≤ 35◦) with their radio emission pointed toward

the Earth will have their γ-ray emission beamed away from the Earth (for example

PSR B0656+14). Based on this model, Yadigaroglu and Romani [101] calculated

the variation of the beaming fraction as a function of the efficiency of high energy

γ-ray production. They argued that as the pulsar slows down, the gap should widen

and the distance between the last closed field lines and the radiating surface should

increases, so more of the open field lines occupy the gap, which implies that older

pulsars have larger gaps and will be more efficient at producing ∼GeV γ-rays. More-

over, high energy photons from the outer gaps are primarily radiated along the upper

surface of the vacuum gap [29], so a broader outer gap will produce emission closer

to the dipole axis. Therefore, the γ-ray beaming solid angle is smaller for an old pul-

sar. Yadigaroglu and Romani [101] used the fact that the efficiency should increase

with age and the observed values of PSR B1706−44 and PSR B1055−52 to derive

a phenomenological scaling law for all high energy pulsed emission

ηγ = 3.2×10−5τ0.76, (18.25)

with the characteristic age τ in years. The cut-off to this evolution occurs as the

beaming factor drops to zero at ∼106 yr.

Romani [78] described a revised picture of gap closure and an emission model

for γ-ray pulsars based on curvature radiation reaction-limited charges in the outer

magnetosphere. In this model, the following assumptions are made: (1) there is a

gap which start near the intersection of the null charge surface and the surface of

last closed field lines for which particles can rotate with the star, where the accel-

eration electric field E‖ ∼ r−1; (2) charges are created in this gap and a modest

fraction of the local corotation charge density nGJ = 7× 108Bz(r)/P cm−3 expe-

riences this acceleration field, these charges are limited by curvature radiation to

γlim = (eE‖/5.6×10−3mc)1/4/s1/2 and emit curvature photons with a typical energy

Ec ∝ γ3/s, which comprise the main observed EGRET spectrum of the γ-ray pul-

sars; (3) the gap is maintained by photon-photon pair production, in which soft

photons come from the thermal surface emission of the neutron star, with an evolu-

tionary temperature T (t) = 106(t/105)−0.05 exp(−t/106) K, where time t is in units

of years. Because the primaries each radiate nγ ≈ eE‖RL/2Ec photons in transvers-

ing the outer gap and the optical depth for primary photons traveling through the

magnetosphere is small (≤10−3 to 10−2), the bulk of the primary flux escapes to
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produce the observed beams, but a small fraction of the nγ primary photons pro-

duced by each primary charge produces pairs in the gap, and (4) the electron energy

spectrum in the gap is dNe/dEe ∝ E−p
e with p = 4, which causes a curvature spec-

trum with a spectral index ∼−1.7 extending from Ec ∼ 3 GeV down to ∼20 MeV

for parameters similar to Vela’s. Moreover, since photons are aberrated across field

lines, pairs are initially produced with a significant pitch angle ∼0.1 radian and the

pairs near the null charge line will emit synchrotron radiation with a typical energy

Esyn ∼2 MeV for Vela parameters. Obviously, one of the key quantities in this model

is the fractional width of the gap, Romani estimated it by calculating the pair mul-

tiplication nmul = nγn2σγγri, where, n2 is the soft photon density above threshold

and ri is the radius of the gap closure point. He also estimated the efficiency for

GeV photon production and the γ-ray beaming fraction, which are functions of the

fractional width of the gap. This model produces phase-resolved GeV spectra for

Vela-like parameters which are consistent with those observed by EGRET.

18.5.4 CRZ Model

Cheng et al. [20], (hereafter CRZ) re-consider the three-dimensional magneto-

spheric outer gap model, following the important ground-breaking work of Romani

and co-workers. But instead of assuming a single outer gap with only an outgo-

ing current, and no restriction on azimuthal directions, they use various physi-

cal processes (including pair production which depends sensitively on the local

electric field and the local radius of curvature, surface field structure, reflection

of e± pairs because of mirroring and resonant scattering) to determine the three-

dimensional geometry of the outer gap. In their model, two outer gaps and both

outgoing and incoming currents are in principle allowed, but it turns out that out-

going currents dominate the emitted radiation intensities. Furthermore, the three-

dimensional structure of outer gaps is completely determined by pair production

conditions. Since the potential drop of the gap is

ΔV ≈ 6.6×1012 f 2
0 B12P−2 V , (18.26)

where f0 = h(<r>)/RL, h(<r>) is the average width of the gap boundaries in the

(Ω, μ) plane and RL = c/Ω is the light cylinder radius, and <r> is the average

distance to the gap; its value depends on magnetic inclination angle α (<r> ∼
RL/2). The particle current passing through the gap is

Ṅgap = 3×1030 f0ξB12P−2 s−1 , (18.27)

where ξ = Δφ/2π; Δφ is the transverse extension of the gap. Each of the charged

particles inside the gap will radiate high-energy curvature photons with a character-

istic energy

Eγ( f0) = 2×108 f 3/2
0 B3/4

12 P−7/4 eV . (18.28)
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About half of Ṅgap will move toward the star. Although they continue to radiate

their energies on the way to the star, they still carry 10.5P1/3 erg of energy on to

the stellar surface. The energy will be radiated back out in hard X-rays. However,

resonant scattering with pairs near the star may reflect hard X-rays back to the stellar

surface [17, 98], to be re-emitted as soft X-rays with a temperature

Ts ≈ 3.8×106 f 1/4
0 ξ 1/4B1/2

12 P−5/12 K . (18.29)

The X-ray photon density is very low but each pair produced by an X-ray-

curvature photon collisions in the outer gap will emit almost 105 curvature γ-rays

for further pair creation in that gap. Once the pair production threshold condition

kTsEγ ≥ (mec2)2 is satisfied, the gap is unlikely to grow much larger. This pair pro-

duction condition gives

f0 = 5.5P26/21B−4/7
12 ξ 1/7 . (18.30)

Here, ξ is still an unknown quantity. However, f0 is weakly dependent on ξ which

is likely of order of unity. In first approximation, they assume f0 = 5.5P26/21B−4/7
12

[104]. To determine ξ , they consider local pair production processes. The pair

production per unit length inside the gap is a decreasing function of r. Accord-

ing to [18], E|| ∝ r−1/2 for the thin outer gap (e.g., the Crab pulsar), which gives

Eγ(r) ∝ r−1/8 after using the large r limit s(r) = (rRL)1/2. Since Eγ is only weakly

dependent on r, they assume σγγ ≈ const.
The local pair production per unit length is

Ne±(r) = (1− e−τγγ )Nγ(r) ≈ τγγNγ(r) , (18.31)

where τγγ = nX (r)σγγ l(r) is the local optical depth, nX = R2T 4
s σ/r2kTsc is the

X-ray number density at r, l(r) ≈ (2s(r) f (r)RL)1/2 is the local optical path, f (r) =
h(r)/RL is the local vertical extension of the gap (since B(r)h2(r) is a constant,

which gives f (r) ∝ r3/2 and f0 ∼ f (RL/2)), and Nγ = eE||(r)/Eγ(r) is the number

of curvature photons emitted at r per e+/e− per unit length. Then

Ne±(r) ∝ r−11/8 . (18.32)

Since most pairs are produced near the null surface where r = rin, so the pair pro-

duction take place mainly in the range rin ≤ r ≤ rlim where rlim is estimated as

rlimNe±(rlim)/rinNe±(rin) ∼ (rlim/rin)−3/8 ∼ 1/2, which gives rlim ∼ 6rin. This lim-

its pair production both along the field lines and in transverse directions, and gives

ΔΦ ∼ 160◦ . (18.33)

Within the pair production regions, outgoing and incoming directions for particle

flows are allowed. For r > rlim only outgoing current is possible.

The total gamma-ray luminosity is given by Lγ = f 3
0 Ė, where Ė is the spin-down

power of pulsar or it can be expressed as
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Lγ ≈ 3.6×1031 f 3B2
12P−4 erg s−1. (18.34)

The radiation spectrum produced by the primary particles with power-law distribu-

tion through synchro-curvature radiation [25] in the outer gap has been obtained

by [104]. Therefore, the differential flux at the earth is given by

F(Eγ) =
1

ΔΩd2

d2Nγ
dEγdt

, (18.35)

where ΔΩ is the solid angle of γ-ray beaming and d is the distance to the pulsar.

Inside the light cylinder, high energy photons will be emitted nearly tangent to the

magnetic field lines in the co-rotating frame because of the relativistic 1/γ beam-

ing inherent in high energy processes unless |E×B| ∼ B2. Then the propagation

direction of each emitted photons by relativistic charged particles can be expressed

as (ζ ,Φ), where ζ is the polar angle from the rotation axis and Φ is the phase

of rotation of the star. Effects of the time of flight and aberration are taken into

account. A photon with velocity u = (ux,uy,uz) along a magnetic field line with a

relativistic addition of velocity along the azimuthal angle gives an aberrated emis-

sion direction u′ = (u′x,u′y,u′z). The time of flight gives a change of the phase of the

rotation of the star. Combining these two effects, and choosing Φ = 0 for radiation

in the (x,z) plane from the center of the star, ζ and Φ are given by cosζ = u′z and

Φ = −φu′ − r · û′, where φu′ is the azimuthal angle of û′ and r is the emitting loca-

tion in units of RL. In numerical calculation we assume that the radiation comes a

layer of magnetic field lines, which can be identified from their footprints on the

polar cap surface. First we determine the coordinate values (x0, y0, z0) of the last

closed field lines at the stellar surface, where should be the lower boundary of the

outer gap. Then the coordinate values (x′0, y′0, z′0) for the actual emission region can

be determined by using x′0 = a1x0, y′0 = a1y0 and z′0 = (1− (x′20 + y′20 ))1/2 for given

value of a1.

In panel A of Fig. 18.3, the emission morphology in the (ζ , Φ) plane is shown.

For a given observer with a fixed viewing angle ζ , a double-pulsed structure is

observed because photons are clustered near two edges of the emission pattern due

to the relativistic effects (cf. panel B of Fig. 18.3).

In Fig. 18.3, we can see that this model can only produce radiation between two

peaks. However, the observed data of the Crab, Vela and Geminga indicate that the

leading wing 1 and the trailing wing 2 are quite strong, and even the intensity in off-

pulse cannot be ignored. Hirotani and his co-workers [51, 55] have pointed out that

the large current in the outer gap can change the boundary of the outer gap. They

solve the set of Maxwell and Boltzmann equations in pulsar magnetospheres and

demonstrate the existence of outer-gap accelerators, whose inner boundary position

depends the detail of the current flow and it is not necessarily located at the null

charge surface. For the gap current lower than 25% of the Goldreich–Julian current,

the inner boundary of the outer gap is very close to the null surface [49]. On the

other hand if the current is close to the Goldreich–Julian current, the inner boundary

can be as close as 10 stellar radii (cf. Fig. 18.4).
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Fig. 18.3 A Emission projection onto the (ζ ,Φ) plane and B pulse profile for the single pole outer
gap [20]. The photons are emitted outwards from the outer gap. The choice of parameters are
a1 = 0.9, α = 65◦ and ζ = 82◦

In Fig. 18.5, we show the light curve by assuming the inner boundary is extended

inward from the null charge surface to 10 stellar radii (cf. panel A of Fig. 18.5).

In panel B of Fig. 18.5, the solid line represents emission trajectory of outgoing

radiation of gap 1 from the null surface to the light cylinder with α = 50◦ and

ζ = 75◦ and the dashed line represents the outgoing radiation from the gap 2 from

the inner boundary to the null surface. In the presence of the extended emission

region from the near the stellar surface to the null charge surface, leading wing 1,

trailing wing 2 and the off-pulse components can be produced. Recently, Takata

et al. [91] have also shown that the extension of the outer gap plays a crucial role in

explaining the polarization data of the Crab pulsar.
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Fig. 18.4 The gap electric field for various intensities of gap current [49]. The solid line, the dashed
line and the dot-dashed line are 25%, 50% and 75% of Goldreich–Julian current. The null charge
surface is located at ∼0.3rL

Fig. 18.5 Upper panel: the simulated pulse profile of the Crab pulsar; lower panel: variation of
radial distance with pulse phase for the Crab pulsar in units of RL, where the bold line represents
those in the outer magnetosphere, and the dashed line represents those in the inner magnetosphere.
The inclination angle is 50◦ and the viewing angle is 75◦ [60]
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18.6 Model Fitting of the Radiation from the Crab Pulsar

In this section, we intend to use the three-dimensional outer gap models introduced

in last section to explain the phase-resolved spectrum and the polarization properties

of the Crab pulsar.

18.6.1 Phase-Resolved Spectrum of the Crab Pulsar

The Crab pulsar has been studied from the radio to the extremely high energy ranges,

and the phase of the double-pulse with separation of 144◦ is found to be consistent

over all wavelengths. Recent observations from COMPTEL and EGRET [64, 95]

made it possible to study the phase-resolved properties of the Crab pulsar in γ-

ray energies, which indicated that the radiations are from different regions inside

the pulsar magnetosphere and phase-resolved spectra are locally dependent. Fierro

et al. [36] divided the whole phase into eight intervals, i.e., two peaks, two leading

and trailing wings, the bridge between the peaks, and the off-pulse, and we will

follow this definition in this paper.

The phase-resolved properties provide more clues and constraints for the theoret-

ical models. So far, the three-dimensional outer gap model seems the most success-

ful model in explaining both the double-peak pulse profile and the phase-resolved

spectra of the Crab pulsar (CRZ). However, the leading-edge and trailing-edge of the

light curve cannot be given out, since the inner boundary of the outer gap is located

at the null charge surface in this model. Recently, the electro-dynamics of the pulsar

magnetosphere has been studied carefully by solving the Poisson equation for elec-

trostatic potential and the Boltzmann equations for electrons/positrons [49, 52–54],

and the inner boundary of the gap is shown to be located at several stellar radii from

the star.

Here, we use the synchrotron self-Compton mechanism (e.g., [24]) to describe

the high energy emission from the Crab pulsar.

The electric field of a thin outer gap (CHR) is

E‖(r) =
ΩB(r)h2(r)

cs(r)
=
ΩB(r) f 2(r)R2

L
cs(r)

, (18.36)

where h(r) is the width of the outer gap at position r, and f (r) = h(r)/RL is the

local fractional size of the outer gap. Assuming that the magnetic flux subtended in

the outer gap is constant in the steady state, we get the local size factor

f (r) ∼ f (RL)(
r

RL
)3/2, (18.37)

where f (RL) is estimated by the pair production condition discussed in the last

chapter. As the equilibrium between the energy loss in radiation and gain from
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accelerating electric field, the local Lorentz factor of the electrons/positrons in the

outer gap is

γe(r) = (
3

2

s2

e2c
eE‖(r)c)1/4. (18.38)

For a volume element ΔV in the outer gap, the number of primary charged parti-

cles can be roughly written as

dN = nGJΔAΔ l, (18.39)

where nGJ = Ω·B
2πec is the local Goldreich–Julian number density, BΔA is the magnetic

flux through the accelerator and Δ l is the path length along its magnetic field lines.

Thus, the total number of the charged particles in the outer gap is

N ∼ ΩΦ
4πce

RL , (18.40)

where Φ ∼ f (RL)B(RL)R2
LΔφ is the angular range of the outer gap extending along

the azimuthal direction. The primary e± pairs radiate curvature photons with a char-

acteristic energy

Ecur(r) =
3

2
h̄γ3

e (r)
c

s(r)
, (18.41)

and the power into curvature radiation for dN e± pairs in a unit volume is

dLcur

dV
≈ lcurnGJ(r), (18.42)

where lcur = eE‖c is the local power into the curvature radiation from a single elec-

tron/positron. The spectrum of primary photons from a unit volume is

d2Ṅ
dV dEγ

≈ lcurnGJ

Ecur

1

Eγ
, Eγ ≤ Ecur . (18.43)

These primary curvature photons collide with the soft photons produced by syn-

chrotron radiation of the secondary e± pairs, and produce the secondary e± pairs

by photon-photon production. In a steady state, the distribution of secondary elec-

trons/positrons in a unit volume is

d2N
dV dEe

≈ 1

Ėe

∫ d2Ṅ(E ′
γ = 2E ′

e)
dV dEγ

dE ′
e ≈

1

Ėe

lcurnGJ

Ecur
ln(

Ecur

Ee
) , (18.44)

with Ėe the electron energy loss into synchrotron radiation, which is

Ėe = −2

3

e4B2(r)sin2β (r)
m2

ec3
(

Ee

mec2
)2 , (18.45)
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where B(r) is the local magnetic field and β (r) the local pitch angle,

sinβ (r) ∼ sinβ (RL)(
r

RL
)1/2 , (18.46)

sinβ (RL) is the pitch angle at the light cylinder. Therefore, the energy distribution

of the secondary electrons/positrons in volume ΔV (r) can be written as

dN(r)
dEe

≈ d2N
dV dEe

ΔV (r) ∼ 1

Ėe

lcurnGJΔV (r)
Ecur

ln(
Ecur

Ee
) . (18.47)

The corresponding photon spectrum of the synchrotron radiation is

Fsyn(Eγ ,r) =
√

3e3B(r)sinβ
mec2h

1

Eγ

∫ Emax

Emin

dN(r)
dEe

F(x)dEe, (18.48)

where x = Eγ/Esyn, and

Esyn(r) =
3

2
(

Ee

mec2
)2 heB(r)sinβ (r)

mec
(18.49)

is the typical photon energy, and F(x) = x
∫ ∞

x K5/3(y)dy, where K5/3(y) is the mod-

ified Bessel function of order 5/3. Also, the spectrum of the inverse Compton scat-

tered photons in the volume ΔV (r) is

FICS(Eγ ,r) =
∫ Emax

Emin

dN(r)
dEe

d2NICS(r)
dEγdt

dEe, (18.50)

where

d2NICS(r)
dEγdt

=
∫ ε2

ε1

nsyn(ε,r)F(ε,Eγ ,Ee)dε, (18.51)

and

F(ε,Eγ ,Ee) =
3σT c

4(Ee/mc2)2
× 1

ε
[2q lnq+(1+2q)(1−q)+

(Γ q)2(1−q)
2(1+Γ q)

], (18.52)

where Γ = 4ε(Ee/mec2)/mec2, q = E1/Γ (1 − E1) with E1 = Eγ/Ee and

1/4(Ee/mec2) < q < 1. The number density of the synchrotron photons with

energy ε is

nsyn(ε,r) =
Fsyn(ε)
cr2ΔΩ

, (18.53)

where Fsyn is the calculated synchrotron radiation flux, and ΔΩ is the usual beam

solid angle.
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Figure 18.6 shows the observed data of the phase-resolved spectra from 100 eV to

100 GeV of the Crab pulsar, and the theoretical fitting results calculated by using the

synchrotron self-Compton mechanism. The phase intervals are defined by division

given by [36], and the amplitude of the spectrum in each phase interval is propor-

tional to the number of photons counted in it. In this fitting, both magnetic poles

contribute to the high energy radiation. We allow the properties of the north pole

and south pole can be slightly different. The detailed description of fitting proce-

dure is described in [92]. The fitting parameters are given in the figure caption. It

is interesting to notice that in TW1, Bridge and LW2 there is a strong component

appearing at above GeV. In P2 such component also exists but its intensity is rela-

tively weaker. In fact this component is the survived primary photons emitted from

the gap. In order to escape from the pair creation, the primary photons must be pro-

duced in regions near the light cylinder and also the local soft photon density is low.

Figure 18.5 shows the emission regions of each phase. We can see that TW1, Bridge

and LW2 have a relative weak synchrotron component in X-rays (cf. Fig. 18.6) and

they also have regions close to light cylinder (cf. Fig. 18.5). Therefore they have a

Fig. 18.6 The best model fitting of the phase resolved spectra of the Crab pulsar from 100 eV to
3 GeV in the seven narrow pulse-phase intervals (cf. [92]). Two spectra (for the TW1 and LW2)
are displayed twice. The Phase-resolved spectra of the Crab pulsar fitting with f(RL) = 0.2 and 0.3
for the north and the south pole, respectively. sin(RL) varies from 0.014 to 0.065. The red and blue
colour lines represent the contribution from north and south pole respectively. The black lines in
P1, P2 and TW2 are the sum of the contributions from both poles. The fitting curves are compared
to the observed data obtained from [64]. The curved line is calculated by the theoretical model,
and the observed data are taken from [64]
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Fig. 18.7 Phase-averaged spectrum of the Crab pulsar. The dashed line is the synchrotron radiation
and the dotted line is the inverse Compton scattering. The observed data are taken from [64]

relatively high survived primary photon component. On the other hand, the emis-

sion regions of LW1 and TW2 are always close to star, they do not have much

survived primary photons. Both P1 and P2 have very intense X-rays but P2 has part

of emission regions very near the light cylinder (cf. Fig. 18.5). The phase-averaged

spectrum of the total pulse of the Crab pulsar is shown in Fig. 18.7. In this figure,

we can see that the model has over produced the photons around 10 GeV, which

seems some improvement is necessary. However, it is important to note that some

curvature photons must survive in TW1, Bridge and LW2, which should be robust

results.

18.6.2 Polarization of the Crab Pulsar

Takata et al. [91] investigate the polarization of the high-energy emission from the

Crab pulsar based on the framework of the three-dimensional outer gap model pro-

posed by [20], they are able to simultaneously reproduce the light curve, the spec-

trum, and the polarization characteristics by taking into account the gyration of the

particles. In order to explain the polarization degree and angle, they conclude that

the inner boundary of the outer gap cannot be located at the null charge surface.

Instead the inner boundary should be located about 10 stellar radii away from the
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neutron star, which is consistent with the previous studies (e.g., [50, 90]). The main

reason is that when the pair creation occurs inside the outer gap, the electric field on

the null surface can no longer be zero. A new inner boundary can be re-established

in a region near the neutron star. The exact location of the inner boundary depends

on the exact current flow in the outer gap. Takata et al. [91] has approximated the

electric field inside the region from the null surface to the inner boundary by a

quadratical form,

E‖ = En
(r/ri)2 −1

(rn/ri)2 −1
, (18.54)

where En is the electric field strength at the null charge surface, and rn and ri are the

radial distances to the null charge surface and the inner boundary respectively.

Then the charged particles are accelerated inside the outer gap and they lose their

energy to curvature radiation. However, the curvature photons cannot escape from

the light cylinder and they will be converted into secondary electron and positrons.

Synchrotron radiation of the secondary pairs produce the optical to soft gamma-

rays. Some of gamma-rays will be further converted into tertiary pairs, which are

important to contribute the net polarization between two peaks. They calculate the

Stokes parameters to obtain the polarization position angle curve and the degree

of polarization, which are compared with the Crab optical data (cf. Fig. 18.8). They
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demonstrate that the radiation from inside the null charge surface produces the outer

wing and off-pulse portions of the light curve and that the tertiary pairs contribute

to the bridge emission. The emission from the secondary pairs explains the main

features of the observed light curve and spectrum. On the other hand, the emissions

both from inside the null charge surface and from the tertiary pairs are required in

order to explain the optical polarization behavior of the Crab pulsar. The energy

dependence of the polarization features is predicted by the model. From the polar-

ization position angle curve indicates that our viewing angle as measured from the

pulsar’s rotational axis is greater than 90◦.

18.7 A Simple Pulsar Wind Model

The non-thermal radiation can be contributed by the shock wave produced between

the pulsar wind and the outflow matter of the companion star (e.g., [88, 93]) or the

surrounding nebula (e.g., [27]). In pulsar binaries, the nebula non-thermal emission

may be released from the shock front between the pulsar wind and the stellar wind

of the companion and interstellar medium (ISM). In this section we introduce simple

models to calculate the high energy spectral properties produced from pulsar wind.

Within the theoretical framework, the energy of the electrons is converted to

X-ray radiation solely at the shock termination radius. For pulsar motion which is

subsonic, the determination of this radius is obtained via the balance between the

wind ram pressure and total magnetic and particle pressure within the nebula [76].

In this case, the wind bubble will be nearly centered about the position of the pulsar.

Rees and Gunn [76] estimated Rs ∼ 3× 1017 cm, which is consistent with the size

of the inner X-ray ring of the Crab nebula (∼0.1 pc, see [63, 99]). The termination

shock picture is not necessarily restricted to slowly moving pulsars since even for

pulsars moving at several hundred kilometers per second the motion can be subsonic

in, for example, regions where the gas has been heated to temperatures of ∼108 K

by a supernova shock. The radius of the termination shock can be estimated as

Rs � (
Lsd

B2c
)1/2 ∼ 6×1014L1/2

sd,34B−1
mG cm , (18.55)

where Lsd,34 is the pulsar spin-down power in units of 1034 erg s−1 and BmG is the

magnetic field strength in the nebula in milli-gauss. With the observed values of

the Crab pulsar and its nebula (Lsd,34 = 5×104 and BmG = 0.5), consistency of the

shock radius is easily achieved.

For supersonic motion, the nebula will form a bow shock morphology. In this

case, the termination shock radius is given by the balance of the ram pressure

between the wind particles and the medium at the head of the bow shock:

Lsd

4πcR2
s

=
1

2
ρISMv2

p , (18.56)
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where ρISM is the density of the interstellar medium and vp is the pulsar’s proper

motion velocity. The termination shock radius is given as

Rs � (
Lsd

2πρISMv2
pc

)1/2 ∼ 3×1016L1/2
sd,34n−1/2

1 v−1
p,100 cm , (18.57)

where n1, and vp,100 are the number density in the interstellar medium in units of 1

particle cm−3 and the pulsar space velocity in units of 100 km s−1. For example, [14]

recently discovered a bow shock structure coincident with the Geminga pulsar based

on observations obtained with XMM-Newton. An estimate of the termination radius

for Geminga follows from its spin down power, Lsd � 3.2× 1034 erg s−1, distance

of ∼160 pc, and proper motion velocity of vp ∼ 120 km s−1 [11], leading to a radius

of 4× 1016 cm which is consistent with the observational constraint on Geminga’s

compact X-ray nebula.

Generally, assuming the equipartition between the electron energy and magnetic

field, i.e., εe ∼ εB ∼ 0.5, the magnetic field in the emitting region of the shock can

be estimated as B = (6εBĖ/R2
s c)1/2. For the strong relativistic shock, the postshock

electron energy distribution is N(γ) ∝ γ−p for γm < γ < γmax, where γm = p−2
p−1εeγw,

γw is the Lorentz factor of the relativistic pulsar wind. γmax can be estimated by

the equivalence between the electron acceleration time-scale and the synchrotron

cooling time-scale. The electron synchrotron cooling time is tsyn = 6πmec/σT γB2,

the acceleration time is given by tacc = γmec/eB, then γmax = (6πe/σT B)1/2, where

σT is the Thompson cross section. So the maximum photon energy emitted by the

relativistic electrons is about Emax ∼ 3h̄eB
2mecγ

2
max ∼ 250 MeV.

The number of radiating particles at γ , N(γ), is determined by a balance between

the rate at which particles are injected at the shock front Ṅ(γ) and synchrotron

losses. The synchrotron power of an electron with γ is P(γ) = 4
3σT cγ2 B2

8π and

Ṅ(γ) = (p − 1)γ p−1
m (γwmec2)−1Ėsdγ−p. The balance between injection and syn-

chrotron losses can be expressed as 1
mec2

∂N(γ)P(γ)
∂γ = Ṅ(γ). The solution is N(γ) =

γ p−1
m (γwP(γ))−1Ėγ−(p−1). The luminosity of radiating particle in the range from γ

to γ+dγ is P(γ)N(γ), leading to the luminosity per unit frequency

Lν = k(p)γ p−2
w R−(p−2)/2

s Ė(p+2)/4ν−p/2 , (18.58)

when νX > νc is called the fast cooling regime. Here k(p) = 1
2 ( p−2

p−1 )p−1

( 6e2

4π2mec3 )(p−2)/4ε p−1
e ε(p−2)/4

B , νX is the observed X-ray frequency and νc is called

the cooling frequency. The determination of the cooling frequency is given as

νc = e
2πmecB3 ( 6πmec

σT t )2, where t is a characteristic timescale of the nebula estimated

as the flow timescale in a characteristic radiation region, i.e., t ∼ Rs/vp. For the slow

cooling case νX < νc, Lν ∼ ν−(p−1)/2. The luminosity at a particular frequency ν
can be estimated as νLν . Since p = 2 ∼ 3, we expect that the photon spectral index

of high energy spectrum produced by pulsar wind should be 1.5 ∼ 2.5.

Non-thermal radiation can also arise from a shock wave resulting from the inter-

action between the pulsar wind and the outflowing matter from the companion
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star [5, 88, 93]. In this context, the neutron star is at a distance, D, from the surface

of its binary companion given by D = R + Rs, where Rs is the shock wave termi-

nation radius as measured from the neutron star surface and R is the distance of

the shock from the surface of the companion star. For millisecond pulsars in binary

systems with low mass companions, we adopt an orbital separation ∼2× 1011 cm.

If we assume that mass is lost isotropically from the companion star, the loss rate

is given as Ṁ = 4πρ(R∗ + R)2vw, where vw is its outflow velocity, ρ is the density

at distance R from the stellar surface and R∗ is the radius of the companion. The

dynamic outflow pressure given by Pw(R) = ρ(R)vw(R)2 can be expressed as

Pw(R) =
Ṁvw

4π(R∗ +R)2
. (18.59)

The termination radius of the pulsar wind is given by the pressure balance between

the pulsar and companion outflow and can be expressed as(
Rs

R∗ +R

)2

=
Ė

Ṁvwc
. (18.60)

In order to estimate the shock radius, Ṁ and vw must be determined. Unlike

the case of the progenitor of millisecond pulsars, i.e., the low mass X-ray binaries,

where Ṁ can be estimated from the X-ray accretion luminosity, the mass loss rate

from the neutron star companion likely results from the evaporation by a pulsar

wind [82]. If the stellar wind is a consequence of evaporation by the pulsar wind,

the balance between the stellar wind pressure and the pulsar wind pressure lies near

the position of the companion, implying Rs ∼ D. In taking PSR B1957+20 as an

example, we find that Rs > 0.6(R∗+D) under the assumption that the wind velocity

is comparable to the escape speed from the companion and the mass loss rate is

<1017 g s−1 (see [87]).

The cooling frequency νc is given as νc = e
2πmecB3 ( 6πmec

σT t f
)2, where t f ∼

√
3Rs/c is

the dynamical flow time and the magnetic field strength at the termination radius is

estimated by B = (6εBĖ/R2
s c)1/2. Taking Ė ∼ 1035, εB ∼ 0.003, and Rs ∼ 1011cm,

we obtain νc ∼ 3× 1021Hz. Since the cooling frequency is much larger than the

frequency νx ∼ 1018 Hz, the observed luminosity per frequency Lν ∝ ν−(p−1)/2.

Based on the work by [27], the total X-ray luminosity radiated in the intra-binary

shock wave for a solid angle of Ω toward the pulsar is estimated as

νLν =
Ω
4π

σT 6(p−3)/4(p−2)p−1

2πmec(p+5)/4(p−1)p−2
(

e
2πmec

)(p−3)/2ε p−1
e ε(p+1)/4

B

×R−(p+1)/2
s γ p−2

w t f Ė(p+5)/4ν−(p−3)/2 , (18.61)

in the X-ray energy band (2–10 keV). It is interesting to note that if we approximate

t f ∼
√

3Rs/c and Rs = D, the above equation can be rewritten as

νLν = 5×1030α(p) f0.1D−(p−1)/2
11 Ė(p+5)/4

35 ergs−1 , (18.62)
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for ν = 1018 Hz, γw = 106, εe = 0.5, εB = 0.003 and α(p) is a function of p, which

only varies from 1 to 2.6 as p increases from 2.2 to 2.6. For simplicity, we may

assume it is a constant of order of unity. Here, f = Ω/4π , D11 = D/1011 cm and

Ė35 = Ė/1035 erg s−1. We note that [93] have estimated that εB ∼ 0.02 in the intra-

binary shock region in order to explain the X-ray emission from PSR 1259−63. For

this value, the coefficient in equation (12) will change to 3×1031.

18.8 Applications to X-Ray Emission

18.8.1 Lx–Lsd Relations from ASCA Data

Over 50 rotation powered pulsars have been detected in the X-ray band [6], but only

a fraction of them have been resolved with pulsed non-thermal components. Here,

we have selected 23 X-ray pulsars with both pulsed and non pulsed emission mea-

surements obtained from the ASCA mission (listed in Table 18.1). Our pulsar sam-

ple includes 19 normal pulsars and 4 millisecond Pulsars (cf. [22] for the description

of data selection). Since the ASCA satellite does not have high spatial resolution,

Table 18.1 Characteristics of spin powered pulsars and their X-ray luminosities observed by
ASCA [22]

PSR P (s) Ṗ (s s−1) d Lsd LX,tot LX,pul LX,npul

J0631+1036 0.288 1.0×10−13 1.0 5.4×1034 4.2×1031 2.0×1031 2.2×1031

J1811−1926 0.065 4.4×10−14 5.0 7.0×1036 1.6×1034 1.9×1033 1.4×1034

B0531+21 0.033 4.2×10−13 2.0 4.5×1038 1.1×1037 6.8×1035 1.0×1037

B0833−45 0.089 1.25×10−13 0.3 6.9×1036 1.9×1033 1.5×1032 1.8×1033

B0633+17 0.237 1.1×10−14 0.16 3.2×1034 8.2×1029 4.6×1029 3.6×1029

B1706−44 0.1025 9.3×10−14 1.82 3.4×1036 6.8×1032 4.1×1032 2.7×1032

B1509−58 0.150 1.54×10−12 4.3 1.8×1037 4.0×1034 1.3×1034 2.7×1034

B1951+32 0.0395 5.8×10−15 2.5 3.7×1036 6.2×1033 6.2×1032 5.6×1033

B1046−58 0.124 9.6×10−14 2.98 2.0×1036 9.5×1032 5.5×1032 4.5×1032

B1929+10 0.227 1.16×10−15 0.17 3.9×1033 1.54×1030 5.6×1029 9.8×1029

B0656+14 0.385 5.5×10−14 0.76 3.8×1034 1.7×1031 1.0×1031 7.0×1030

B0540−69 0.05 4.8×10−13 49.4 1.5×1038 8.3×1036 1.3×1036 7.0×1036

B0950+08 0.253 2.3×10−16 0.12 5.6×1032 4.6×1029 1.6×1029 3.0×1029

B1610−50 0.232 4.93×10−13 7.26 1.6×1036 9.6×1033 3.0×1033 6.6×1033

B1055−52 0.197 5.83×10−15 1.53 3.0×1034 2.7×1030 2.0×1030 7.0×1029

B1853+01 0.267 5.4×10−13 2.02 8.0×1035 1.4×1033 1.4×1032 1.3×1033

J2229+6114 0.0516 7.8×10−14 3.0 2.2×1037 1.7×1033 4.0×1032 1.3×1033

B0537−69 0.016 5.13×10−14 47 4.8×1038 2×1036 1.7×1035 1.8×1036

J1846−0258 0.32 7.1×10−12 19 1×1037 1×1036 4×1034 1×1036

B1937+21 0.00156 1.05×10−20 3.6 1.1×1036 5.7×1032 2.5×1032 3.2×1032

J2124−3358 0.005 1.08×10−20 0.25 3.5×1033 4.8×1029 1.6×1029 3.2×1029

B1821−24 0.003 1.6×10−18 5.1 2.2×1036 6.5×1033 9.4×1032 5.5×1033

J0437−47 0.0058 2.0×10−20 0.18 4.2×1033 1.3×1030 4.0×1029 9.0×1029
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Fig. 18.9 The total X-ray luminosity (2–10 keV) from ASCA observations vs. spin-down power

of 23 X-ray pulsars. The solid line is LX = 10−21L3/2
sd [84], and the dashed line represents LX =

10−3Lsd [7]. The best fitting function is LX ∝ L1.35
sd

the X-ray luminosity of the pulsars in the ASCA field is composed of emission from

the pulsar’s magnetosphere and compact pulsar wind nebula. For reference, the total

pulsed plus non pulsed X-ray luminosity in the ASCA energy range (2–10 keV) is

plotted vs. spin down power in Fig. 18.9. A correlation is found which is consistent

with the form Lx ∝ L1.5
sd found by [84], but the best fit form of this correlation is

found to be Lx ∝ L1.35±0.2
sd . Here, the error in the power law exponent represents

±1σ corresponding to the scatter in the observed data points, which may reflect

variations in εe, εB, γw, and uncertainties in distance from pulsar to pulsar. Our best

fit power law relation is consistent with the conclusion of [74], who used a sample of

39 pulsars observed mainly by ROSAT and data from ASCA, RXTE, BeppoSAX,

Chandra and XMM-Newton. Although [74] considered their result (Lx ∝ L1.34
sd ) sta-

tistically unacceptable, our result is not subject to the uncertainties associated with

the normalization of different satellite data to obtain the X-ray luminosity between 2

and 10 keV (cf. Table 18.1 of [74]), for which the extrapolation relied on the uncer-

tain photon index in the ROSAT energy band.

The X-ray luminosity associated with the pulsed emission component is illus-

trated vs. spin down power in Fig. 18.10. A correlation separate from the total lumi-

nosity is found which is inconsistent with either the form Lx ∝ Lsd or Lx ∝ L3/2
sd . The

best fitting function to the data is found to be LX,pul � (1.0±0.6)×10−11L1.2±0.08
sd ,

which significantly deviates from the 3/2 power law relation proposed by [84]. Such

a relation is consistent with the relation Lx ∝ L1.15
sd derived from the theoretical X-ray

magnetospheric emission model. However, this latter result is not without uncertain-

ties since the inclination angle of the magnetic field with respect to the rotation axis

and the viewing angle is not well determined. The observed conversion efficiencies

are found to range from ∼10−5 to 9× 10−3, which is not in conflict with model

predictions [17, 26].
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Fig. 18.10 The pulsed X-ray luminosity (2–10 keV) from ASCA observations vs. spin-down

power of 23 X-ray pulsars. The solid line is LX = 10−21L3/2
sd , and the dashed line represents LX =

10−3Lsd. The relation between the pulsed component and spin-down power cannot be described
by both the two formulae. The best fitting function is shown as the dotted line, LX,pul = 10−11L1.2

sd

A correlation is also found to exist between the non pulsed X-ray luminosity and

the spin down power as shown in Fig. 18.3 of [22]. The data points are consistent

with the previous ASCA relation of the type Lx ∝ L3/2
sd , but the correlation is also

consistent with Lx,npul ∝ L1.4±0.1
sd . Upon comparison to the results from Fig. 18.9, this

power law relation is a consequence of the fact that the pulsar emission in the ASCA

sample is dominated by the non pulsed radiation component. The conversion effi-

ciency for the non pulsed component overlaps with that for the pulsed component,

but extends to efficiencies as high as 0.1.

Generally, the X-ray luminosity of pulsar wind nebulae [27] is a nonlinear func-

tion of the spin down power. As can be seen in last section, the nebula’s X-ray

luminosity follows from

Lx ∝ ε p−1
e ε(p−2)/4

B γ p−2
w R−(p−2)/2

s L(p+2)/4
sd . (18.63)

Here, εe and εB are assumed to be constant, but Rs ∝ L1/2
sd from (55) and (57).

Although the above equation corresponds to the fast cooling regime, the depen-

dence of LX on Lsd for the slow cooling regime is unchanged because the ratio of

the X-ray luminosities in these two regimes depends only on the cooling frequency

νc, which is independent of Lsd . We note that γw also depends on the spin down

power so the explicit dependence of Lx on Lsd remains to be theoretically deter-

mined. To estimate this dependence we make use of the results of [80] and [2], who

argued that large fluxes of protons (ions) could also be extracted from the neutron

star and accelerated in the parallel electric field in the magnetosphere. The initial

Poynting flux can be converted into particle thermal and kinetic energy well within

the termination radius. Since both electrons and protons are basically accelerated
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by the low frequency electromagnetic wave generated by the pulsar, they will be

accelerated to the same relativistic speed as they are bound by the strong electro-

static force. Hence, the Lorentz factor of the electrons and protons are the same,

leading to the result that the protons may have carried away most of the spin down

power [30]. Thus, we can obtain a form for the spin down power from

Lsd ∼ Ṅγwmpc2, (18.64)

where Ṅ is the outflow current from the surface. This current should be of the order

of the Goldreich–Julian current [40] given as Ṅ � 1.35 × 1030B12P−2s−1. Since

Lsd � 1031B2
12P−4 erg s−1, we find Ṅ ∝ L1/2

sd , leading to γw ∝ L1/2
sd . Therefore, we

obtain the relation Lx ∝ Lp/2
sd , where p generally varies between 2 and 3. The relation

deduced from the non pulsed X-ray luminosity and spin down power of observed

pulsars may result from a relatively high electron energy index in the nebula.

18.8.2 Why Do MSPs in the Field and Those in 47 Tuc Obey
Different Lx–Lsd Relation?

The discovery of millisecond pulsars (MSPs) as a class of rapidly rotating (P < 10

ms), weakly magnetized (B ∼< 1010 G) neutron stars has stimulated considerable

interest in the fundamental properties of these objects. The detailed observational

study of these sources over periods of time have provided insights into their ori-

gin and evolution in close binary systems (see for example, [73]). The hypothe-

sis that MSPs are neutron stars recycled in a spin up phase during which angular

momentum and mass are accreted from a companion star [1, 75] has been dramat-

ically confirmed with the observational detection of the four millisecond accret-

ing X-ray pulsars J1808.4−3658 [100], J1751−305 [67], J0929−314 [37], and

J1807−294 [66]. Their combination of short spin period and low dipole magnetic

field strengths have, furthermore, provided important clues on the temporal evolu-

tion of magnetic fields in neutron stars in low mass X-ray binary systems ([97]; see

also [10] for a recent review).

Insights into the nature of the emission mechanisms have been facilitated by

observational investigations over broad spectral regions. As an example, the early

X-ray studies of MSPs using the ROSAT satellite revealed that the MSPs in the

Galactic field appear to have a non thermal character (see [7, 8]) with a power law

photon index ranging from ∼−2 to −2.4. On the other hand, the recent X-ray stud-

ies with the Chandra satellite by [42] indicate that the MSPs in 47 Tuc appear to

be consistent with a thermal blackbody spectrum characterized by a temperature

corresponding to an energy of 0.2–0.3 keV.

Additional evidence supporting the apparent difference between the MSPs in the

Galactic field and in 47 Tuc and, hence difference in their fundamental properties,

can be gleaned from the relation between the X-ray luminosity, Lx, and the spin

down power, Lsd , expressed in the form Lx ∝ Lβsd . Using ROSAT data [7,8] found that
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β ∼ 1 for MSPs in the Galactic field, whereas there are hints that the dependence is

shallower (β ∼ 0.5) for the MSPs in 47 Tuc (see [42]). An existence of a correlation

between these two quantities provides strong evidence for relating the energy source

of the X-ray emission to the rotational energy of the underlying neutron star. We

shall, for convenience, group the MSPs with properties similar to the Galactic field

as Type I and those similar to the MSPs in 47 Tuc as Type II, even though the nearest

MSP J0437−4715 has an X-ray spectrum consisting of two thermal components and

one non thermal component [102].

Despite the fact that these two types of MSPs have similar values in rotation

period, orbital period and dipole magnetic field. They have the following differ-

ences. X-rays from MSPs in the field is dominated by the non-thermal whereas

X-rays from MSPs in 47 Tuc is dominated by thermal component (cf. [41]). Fur-

thermore, there are observation evidence that MSPs in the field with parameters

similar to the Crab and the Vela could be gamma-ray sources (cf. [21]). On the other

hand, the entire 47 Tuc may contains over hundreds of MSPs but it is not a EGRET

source, which implies MSPs in the globular cluster are poor gamma-ray emitters

even they have similar parameters as those in the field, why? Form the evolution

point of view, even both types of MSPs may be recycle pulsars. Whereas the stellar

density in 47 Tuc is much higher. Consequently MSPs in the globular cluster may

change their companions a few time during their life time. If accretion can affect

the surface magnetic field structure, which is likely the case, MSPs in the globular

cluster may have much more complicated field morphology than those in the field.

Finally although the spin-down age for both type of MSPs is similar, the true age of

MSPs in globular cluster is most likely older than those in the field.

Cheng and Taam [21] have argued that the observed spectra and X-ray luminosi-

ties of millisecond pulsars in 47 Tuc can be interpreted in the context of theoretical

models based on strong, small scale multipole fields on the neutron star surface. For

multipole fields that are relatively strong as compared to the large scale dipole field,

the emitted X-rays are thermal and likely result from polar cap heating associated

with the return current from the polar gap. On the other hand, for weak multipole

fields, the emission is non-thermal and results from synchrotron radiation of e± pairs

created by curvature radiation as described by [104]. The X-ray luminosity, Lx, is

related to the spin down power, Lsd , expressed in the form Lx ∝ Lβsd with β ∼ 0.5
and ∼1 for strong and weak multipole fields respectively. If the polar cap size is of

the order of the length scale of the multipole field, s, the polar cap temperature is

given by

Ts ∼ 3×106K
(

Lsd

1034ergs−1

)1/8( s
3×104cm

)−1/2

. (18.65)

The main reason why such relation occurs is as follow. The polar cap potential

with strong multipole is likely insensitive to pulsar parameters (e.g., [26, 61, 83]).

The current flow in the polar cap is limited by the Goldreich and Julian current [40],

which is proportional to L1/2
sd . Therefore the thermal X-ray luminosity Lx resulting

from the polar cap heating is simple proportional to L1/2
sd . The existence of multipole

also explains why MSPs in 47 Tuc are poor gamma-ray emitters. According to [81],
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Table 18.2 Three types of millisecond pulsars and their X-ray properties

D n B vp δθ Robs Rs Spectrum

(kpc) (cm−3) G (km s−1) (cm) (cm)

GCa 8.5 102 10−4 100 1′′ 6×1016 3×1015 Non-thermal

1957+20 1.5 1 10−5 220 5′′ 6×1016 4×1016 Non-thermal

47 Tuc 5 0.1 10−5–10−6 60 1′′ 3.5×1016 2×1017 Thermal

aMillisecond pulsars in the Galactic Center and PSR B1957+20. D is the distance, n is the number
density in the medium surrounding the pulsar, B is the magnetic field in the interstellar medium,
vp is the pulsar proper motion velocity, δθ is the detection angular limit in the different observa-
tions, Robs ∼ Dδθ/2 is the radius of the aperture, and Rs is the predicted shock radius. For the
Galactic center, we take a spin down power of 2×1034 erg s−1 and an average velocity of pulsars
of 130 km s−1, which is lower than the escape speed from this region

they argue that complicated surface magnetic field can emit high curvature photons,

which subsequently become pairs in those field leading to outer gap. These pairs can

quench the outer gap, therefore non-thermal emission originated from this accelera-

tor is missing. But PWNe should contribute to the non-thermal emission. However,

in Table 18.2 we show that the typical shock radius in 47 Tuc is smaller than the

observed radius by Chandra in order to identify each MSP in 47 Tuc. Therefore

the observation will exclude the non-thermal emission from PWNe [23]. We con-

clude that the X-ray emission from most MSPs in 47 Tuc can described by thermal

X-ray emission with temperature given by above estimation and their β ∼ 0.5.

However, there are some exceptions. For examples the more recent work by [13]

on the spectral and long-timescale variability analyses of Chandra observations of

18 millisecond pulsars in 47 Tuc has led to the discovery that the three sources,

47 Tuc J, O and W, exhibit a significant non-thermal component. The photon index

of these three sources are in the range 1±0.56, 1.33±0.79, and 1.36±0.24 respec-

tively. Of these, only 47 W exhibits dramatic X-ray variability as a function of orbital

phase. We note that since 47 Tuc O lies near the center of the cluster where the

number density of X-ray sources is large its non-thermal spectrum may be con-

taminated by background sources in the field. Of the remaining two millisecond

pulsars, it is possible that the non-thermal spectral components are produced in

an intra-binary shock formed by the interaction between the relativistic wind and

matter from the stellar companion [13]. Thus, these observations do not suggest

a magnetospheric origin for the non thermal emission at such levels. The much

higher non-thermal X-ray luminosity from W (∼2.7× 1031 erg s−1), in compari-

son to J (∼9.3× 1030 erg s−1), may reflect the differing nature of the companion

star. A main sequence companion star nearly filling its Roche lobe and of mass

>0.13 M� is associated with W whereas a brown dwarf under-filling its Roche

lobe and of mass <0.03 M� is associated with J. The X-ray luminosity of the non-

thermal components from these MSPs can be estimated following the discussion

given in §3.3. Taking an average spin-down power of the millisecond pulsars in

47 Tuc, Ė ∼ 2× 1034erg s−1, p = 2.3,εB ∼ 0.003,εe ∼ 0.5,γw ∼ 106, and Ω = 1,

we find an non-thermal X-ray luminosity in the band 0.1–10 keV of 4×1029 erg s−1

for an assumed Rs ∼ 1011cm. If we choose εB ∼ 0.1,γw ∼ 2× 105, a larger X-ray
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luminosity ∼4× 1030 erg s−1 results, which is closer to the observed values. This

may suggest that εB in PWN of MSPs is indeed larger. The remaining deviation

by a factor of 3 may suggest an underestimate of the spin down power of these

millisecond pulsars by a factor of ∼2.

18.8.3 X-Ray Tails Associated with Pulsars

The X-ray emitting region with a characteristic frequency (νX = 3γ2eB
2mec ) may exhibit

a tail-like spatial structure provided that the pulsar velocity exceeds that of the ter-

mination shock front and the nebula magnetic field is sufficiently low. In this case,

the distance traversed by the pulsar within the synchrotron cooling timescale can be

taken as a lower limit of the elongation length. Specifically, the synchrotron cooling

time in the X-ray band is τc = 6πmec/γσT B2 ∼ 108B−3/2
mG (hνX/keV)−1/2 s where

BmG is the magnetic field in the emission region in milli-gauss. Thus, the typical

cooling time is ∼1011 s for BmG = 0.01, and the length of the X-ray elongated fea-

ture is about l ∼ vpτc ∼ 1018 cm for a pulsar moving at a velocity of 100 km s−1

with respect to the interstellar medium.

The X-ray images of some pulsar wind nebulae, indeed, reveal extensive X-ray

tails. Seven cases are thought to be the consequence of a bow shock formed by

the high velocity pulsar (e.g., Geminga, PSR B1823−13, B1757−24, B1957−20,

J1747−2958, J1124−5916 and B1853+01). The two pulsars J1930+1852 and

B0453−685 exhibit elongated structures and may also be bow shock structures. On

the other hand, the Crab and Vela nebulae exhibit an outflow structure (X-ray jet).

For more detail discussion of X-ray tails of pulsars (cf. [22, 23]).

18.9 Conclusion

In general, high energy radiations from pulsars can come from either polar gaps or

outer gaps. However, from the light curve, optical emission and the energy depen-

dent spectra of the Crab pulsar it is quite clear that they are emitted from the outer-

magetopsheric regions rather than from regions near the surface. Slot gaps, which

can extend to high altitudes, can also be possible alternative accelerators. However,

the potential drop of the slot gap (e.g., [2]) is limited because it is connected at the

polar cap. Therefore it is geometrically thin and the emission cone is quite small. It

is not clear if such thin gap can provide enough power to explain the observed data

in the Crab pulsar.

In order to explain the light curves and the phase-resolved spectrum of pulsars

correctly, it is inevitably that three-dimensional models must be used. We have given

a detailed model fitting for the phase-resolved data of the Crab pulsar. The general

features of the data can be produced by the simple outer gap model. In particular,

the detail optical polarization properties can be explained and the spectral break in
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ultra-violet can also be obtained in the model (cf. [91]). The model also predicts

that the polarization angle swing can only obtain if the viewing angle is larger than

90◦. In model fitting it is important to note that the inner boundary of the outer gap

cannot begin at the null charge surface otherwise the leading wing, trail wing and

the off pulse can not be obtained.

We have suggested that the non-thermal non pulsed X-rays from the direction of

pulsars may come from the pulsar wind nebulae. We estimate that the X-ray spin-

down power and the non-thermal non pulsed X-ray luminosity should be related as

Lx ∝ Lp/2sd, where p is the index of the electron distribution and it is between 2 and

3 [22]. The pulsed non-thermal component of X-rays should follow Lx ∝ L1.15sd
[26]. Despite the orbital period, dipole magnetic field, rotation period and compan-

ion star for millisecond pulsars in the field and millisecond pulsar in the globular

clusters are so similar, the structure of their surface may be very much different.

Consequently most millisecond pulsars in globular cluster, e.g., 47 Tuc, are poor

gamma-ray emitters and their X-rays are dominated by thermal X-rays [21, 81].

Since the shock radii of the pulsar wind nebulae for millisecond pulsars in the glob-

ular clusters are so large than the non-thermal emission from the nebulae will be

excluded from observations. On the other hand it is interested in checking how much

non-thermal X-rays from the pulsar wind nebulae of millisecond pulsars can con-

tribute to the non-thermal X-ray emission from the entire cluster. Taking the charac-

teristic conversion efficiency η ∼ 1%(0.1%)Lsd for the fast(slow) cooling process,

the X-ray luminosity from the entire cluster contributed by the millisecond pulsars

could be 1034(η/10−2)(N/100) erg s−1, where N is the number of millisecond in

the globular cluster. It is interesting to notice that the tail length of the pulsar wind

nebulae can be a nice data to estimate the local magnetic field [58, 59].

Although the general features of the Crab data can be produced by the simple

outer gap model. However, a lot of fine details in data are still unable to be explained.

Obviously, the detail electrodynamic structure of the accelerator in the outer mag-

netosphere must be studied more carefully. The successful missions of Chandra and

XMM-Newton have already imposed great challenge for the existing theoretical

models. After the launch of GLAST, we anticipate more challenging data will be

observed. New theoretical models are anticipated to be produced to confront with

all these new challenges.
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Chapter 19
High-energy Emission from the Polar Cap
and Slot Gap

Alice K. Harding

19.1 Introduction

Forty years after the discovery of rotation-powered pulsars, we still do not under-

stand many aspects of their pulsed emission. In the last few years there have

been some fundamental developments in acceleration and emission models. In this

Chapter I will review both the basic physics of the models as well as the latest

developments in understanding the high-energy emission of rotation-powered pul-

sars, with particular emphasis on the polar-cap and slot-gap models. Special and

general relativistic effects play important roles in pulsar emission, from inertial

frame-dragging near the stellar surface to aberration, time-of-flight and retardation

of the magnetic field near the light cylinder. Understanding how these effects deter-

mine what we observe at different wavelengths is critical to unraveling the emission

physics.

Rotation-powered pulsars are fascinating astrophysical sources and excellent lab-

oratories for study of fundamental physics of strong gravity, strong magnetic fields,

high densities and relativity. The major advantage we have in studying pulsars is

that we know they are rotating neutron stars and that they derive their power from

rotational energy loss. The challenge is then to understand how they convert this

source of power into the visible radiation. It is generally agreed that this occurs

through acceleration of charged particles to extremely relativistic energies, using

the rotating magnetic field as a unipolar inductor to create very high electric poten-

tials. Beyond this fundamental, there is a large divergence of thought on what comes

next: whether the acceleration occurs in the strong field near the neutron star surface

or in the outer magnetosphere near the speed of light cylinder, or even beyond the

light cylinder in the wind zone. The particle acceleration may well be occurring in

all of these regions, either in the same pulsar or in pulsars of different ages.
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In recent years, there has been much activity both in new detections and in the-

oretical study of rotation-powered pulsars. Multibeam radio surveys at the Parkes

Telescope [23, 50] have increased the population of known radio pulsars to more

than 1,700. In addition, extended radio observations of supernova remnants and

unidentified γ-ray sources have discovered a number of young pulsars that are too

radio-faint to be detected by surveys [12]. Although pulsed emission at other wave-

lengths has been detected from only a small fraction of these, this number is growing

as well. At the present time, there are seven pulsars with high-confidence detection

of γ-ray pulsations (cf. Chap. 23), about 30 having X-ray pulsations [42] and 10

with optical pulsations [52].

This Chapter will review both the fundamental physics and latest theoretical

developments of acceleration and radiation in polar cap models. The complementary

Chap. 18 reviews acceleration and radiation in the outer gap model.

19.2 Acceleration Near the Polar Cap and Beyond

A magnetic dipole rotating in vacuum will induce an electric field both along and

across the magnetic field lines [18]. In the case of a pulsar, with high angular veloc-

ity Ω and surface dipole fields B0 ∼ 1012 G, the electric force parallel to the mag-

netic field just above the neutron star surface exceeds the gravitational force by

many orders of magnitude. Vacuum conditions therefore cannot exist outside a pul-

sar, since charges can be pulled from the stellar surface [24]. If the charge density

reaches the Goldreich-Julian value,

ρGJ =
∇ ·E
4π

≈−Ω ·B
2πc

, (19.1)

derived from the condition

E = − (Ω× r)×B

c
, (19.2)

then the electric field parallel to the magnetic field vanishes. This is the force-free

solution where charges and magnetic field co-rotate with the star. Corotation must

break down near the light cylinder, RL =Ω/c, due to particle inertia. But if vacuum

cannot surround a pulsar, neither can a completely force-free magnetosphere, since

in that case no acceleration of charge, currents or radiation would exist. A real pulsar

must operate somewhere between the two extremes of the vacuum and the force-free

states, but a self-consistent, global solution has not yet been found. Global magne-

tospheric simulations study how a rotating neutron star magnetosphere fills with

charge from the vacuum state. The resulting domes and torii of charge that build

up near the pole and equator [44, 60] seem to be unstable [67], but the particle-

in-cell codes cannot run long enough to reach a stable magnetospheric configura-

tion. However, it seems that a near force-free magnetosphere [68] cannot result only

from charges flowing out of the stellar surface, but requires some extra source of

charge created in the magnetosphere above the surface. This extra source of charge
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is thought to be production of electron-positron pairs by the photons radiated by

accelerating particles. The pulsar magnetosphere must somehow be made up of self-

consistent force-free and non-force-free regions in balance with each other. One way

to determine the structure of these regions is to study the microphysics of the elec-

trodynamics and charge flow at different sites where acceleration may occur. One

of these sites, the polar cap accelerator, is near the neutron star surface on the open

field lines that cross the light cylinder.

19.2.1 Polar Cap Accelerators

The two main types of polar cap accelerator are vacuum gaps [64, 72] and space-

charge limited flow (SCLF) gaps [6, 33]. There are binding (or cohesive) forces on

charged particles in the neutron star surface due to the lattice structure in a strong

magnetic field, such that particles are free only if the surface layers are above the

thermionic emission temperature. For electrons, this temperature is [72]

Te ∼= 3.6×105K
(

Z
26

)0.8( B0

1012G

)0.4

(19.3)

and for ions it is

Ti ∼= 3.5×105K
(

B0

1012G

)0.73

(19.4)

where B0 is the surface magnetic field strength and Z is the atomic number of matter

in the surface layer. If the surface temperature, Ts < Ti,e, then charges are trapped in

the surface and the full vacuum electric field, E‖ = ΩB0R, where R is the neutron

star radius, exists above the surface. If Ts > Ti,e, then charges are “boiled off” the

surface layers and can flow along the open field lines in SCLF. Measured surface

temperatures of pulsars are typically Ts > 0.5− 3.0× 106 K, above Te and Ti for

the normal range B0 � 1013 of surface fields. However, a few high-field pulsars or

magnetars may have Ts < Ti,e and vacuum gaps [72, 76]. If Ts > Ti,e and the full

Goldreich-Julian charge can be supplied right about the surface, the true charge

density along each field line will drop faster, ρ ∝ r−3, than ρGJ as the dipole field

lines flare. A SCLF electric field,∇ ·E‖ = (ρ−ρGJ)/ε0 grows with altitude. The two

types of accelerator thus differ by the surface boundary condition: where ρ(R) = 0,

E‖(R) �= 0 for vacuum gaps and ρ(R) = ρGJ , E‖(R) = 0 for SCLF accelerators. The

form of E‖ in SCLF accelerators is thus sensitive to the detailed distribution of the

charge density, which depends both on the open field line geometry as well as the

compactness of the neutron star. At altitudes {z� θPC, z� θPC}, with z≡ (r/R−1)
being the height above the surface,

E|| � B0θ 2
PC

[
{z,θ 2

PC

( r
R

)−4}κ cosα+{z,θ 2
PC

( r
R

)−1/2} θPC
2 sinα cosϕ

]
×[1−

(
θ
θPC

)2
] (19.5)
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[33, 59], where θ and ϕ are the magnetic polar and azimuth angles, α is the mag-

netic inclination angle to the rotation axis, κ = 2GI/(c2R3) is the stellar compact-

ness parameter, θPC � (ΩR/c)1/2 is the polar cap half-angle and I the neutron star

moment of inertia. The first term in (19.5) is due to inertial frame dragging near the

neutron star surface, and dominates for small r and low inclination, while the second

term is due to the flaring of the field lines.

Both accelerators will be self-limited by the development of pair cascades, at

altitudes where the particles reach high enough Lorentz factors to radiate γ-ray pho-

tons. The dominant process in most pulsars is one-photon pair production, which can

occur only in very strong magnetic (or electric) fields. In this process, the magnetic

field absorbs the extra momentum of a photon having the energy required to create

a pair, so that the threshold condition on the photon energy is εγ = 2mc2/sinθγB,

where θγB is the angle between the photon propagation direction and the local mag-

netic field. The accelerated particles moving along magnetic field lines with high

Lorentz factors radiate γ-ray photons at very small angles to the field (θ0 ∼ 1/γ), so

the one-photon pair production rate for these photons is initially zero. However, as

they propagate through the curved dipole field, their angle increases until the thresh-

old condition and the attenuation coefficient becomes large. The voltage across a

vacuum gap breaks down when a stray γ-ray crosses the magnetic field within the

gap and creates a pair. The electron accelerates upward/downward for Ω ·B(>,<)0
over the polar cap, and the positron accelerates in the opposite direction as shown

in Fig. 19.1. Both particles produce more pairs when their radiated photons reach

the pair threshold, causing a pair avalanche and sudden discharge of the vacuum.

Ω • B > 0 Ω •B < 0

SPACE CHARGE "GAP" VACUUM GAP

Ts < Te,iTs > Te,i

e−

NS SURFACE

e−

e−

NS SURFACE

i

e−

e+

e−

e+

e+

e−

Fig. 19.1 Illustration of space-charge limited flow and vacuum gap accelerators above a pulsar
polar cap. Ts is the neutron star surface temperature and Ti,e are the ion or electron thermionic
temperatures
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The potential drop in the gap thus oscillates between Vvg ∼ ΩB0(RθPC)2/2 and 0.

In SCLF forΩ ·B(>,<)0, an electron/positron accelerates upward from the surface

until the radiated photons reach pair threshold, at which point the positrons/electrons

from the pair decelerate, turn around, and accelerate downward toward the neutron

star surface. The polarization of pairs above the pair formation front (PFF), dis-

cussed in more detail in Sect. 19.3, may short out the E‖, halting any further accel-

eration at higher altitude. These accelerators can thus maintain a steady current of

upwardly accelerating electrons, at j−‖ � cρGJ , and a downward current of positrons,

at j+‖ � cρGJ , which heat the polar cap. The accelerator voltage is determined by the

height of the PFF, which is again roughly comparable to the pair creation mean-free

path. However, the stability of SCLF accelerators has not yet been verified through

time-dependent models, and some simplified studies [46] have in fact shown that

some oscillations in the pair creation rate could exist. This is certainly an issue that

needs further investigation. Stability of vacuum gaps has also been studied by Gil

et al. [25].

19.2.2 Death Lines

The pair cascades can be initiated either by curvature radiation (CR) [14] or by

resonant or non-resonant inverse-Compton scattering (ICS) of stellar thermal X-rays

by primary electrons [69]. Since for a given Lorentz factor the peak CR photon

energy, εγ = 3λCγ3/2ρc, where λC ≡ h/mc is the electron Compton wavelength and

ρc is the magnetic field radius of curvature, is much lower than the ICS peak energy,

εγ ∼ γ in the extreme Klein-Nishina limit, pair production of CR photons requires

a much higher particle Lorentz factor. The PFF for ICS therefore occurs at a lower

altitude than the PFF for CR [33]. The PFF altitude is the sum of the acceleration

length ∝ 1/E‖ and the pair attenuation length, which are both inverse functions of

the magnetic field, and effectively of the pulsar age. If the PFF is larger than a stellar

radius, then the magnetic field becomes too weak for pair creation to occur and a

PFF does not exist. For SCLF accelerators, CR photons can produce pairs only in

the case of young pulsars (τ � 107 yr) and a few millisecond pulsars [34, 38]. One

can define a ‘death line’ in Ṗ−P space, where Ṗ is the period derivative, shown in

Fig. 19.2 below which pulsars cannot produce pairs from CR photons. Below the

CR pair death line, pulsars can produce pairs only from ICS photons [35]. Below

a lower, ICS pair death line, pulsars cannot produce any pairs and are expected to

be radio quiet. In fact the predicted ICS death line falls close to the edge of the

known radio pulsar population, as shown in Fig. 19.2 [36]. The few millisecond

pulsars that lie below the ICS pair death line may be able to produce pairs through

interaction of ICS photons with thermal X-ray photons from a hot polar cap [78].
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Fig. 19.2 Period derivative vs. period for radio and high-energy pulsars from the ATNF catalog,
showing death lines [35] for production of electron-positron pairs through curvature radiation (CR)
and inverse Compton scattering (ICS). The ICS pair death line was determined for a neutron star
surface temperature of 106 K and a standard equation of state [8]

19.3 Electric Field Screening and Polar Cap Heating

In SCLF accelerators, the polarization of charge above the PFF acts both to screen

the E‖ and to produce heating of the polar cap by the downward flowing parti-

cles [4]. Figure 19.3 illustrates the dynamics of electric field screening. Primary

electrons (e−p ) accelerate upward from the stellar surface and produce pairs at dif-

ferent altitudes above the PFF. The positrons decelerate and turn around in a dis-

tance short compared to the PFF altitude and each reversing positron creates a small

excess of negative charge. As more positrons are produced and decelerated, the

space charge becomes more negative until the entire charge deficit δρ = (ρ−ρGJ)
that produced the E‖ is accounted for. Since the charge deficit is small compared to

the primary charge (δρ � ρGJ), the screening length scale is a very small fraction

of the PFF altitude. The flux of returning positrons, as a fraction of the primary flux,

is approximately

f+ ≈ ρ+

ρGJ
=
ρGJ −ρ

2ρGJ

∣∣∣∣
z0

≈ 3

2

κ
(1−κ)

z0 (19.6)
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Fig. 19.3 Illustration of electric field screening in SCLF models. e−p represents the primary elec-

tron flux accelerating upward from the neutron star surface. e+ and e− represent electron-positron
pairs created by the primary electron above the pair formation front

where z0 is the PFF height above the stellar surface and κ is the general relativistic

factor appearing in the SCLF electric field ((19.5)). The corresponding polar cap

heating luminosity is

Lmax
+ ≈ f+Φ(z0) ṅprim (19.7)

where ṅprim is the primary particle flux and Φ(z0) is the potential drop at z0. The

growth in the charge density above the CR PFF is very rapid since the CR peak

energy ε ∝ γ3 increases rapidly with increasing electron Lorentz factor, γ . The CR

initiated cascades have very high multiplicities and the screening of E‖ takes place

in a relatively short distance above the PFF [34]. The ICS initiated cascades on

the other hand have much lower multiplicities since the ICS photon production rate

decreases with increasing γ , as ∼1/γ , for non-resonant scattering and first increases

sharply, then decreases as ∼1/γ2 for resonant scattering. The screening above ICS

PFFs takes place over a larger scale length, depending on the polar cap temperature

and for a number of pulsars well below the CR pair death line, there is no screening

[35]. Even when ICS screening is locally complete, an unscreened charge deficit

can develop at higher altitudes since the charge density deficit δρ grows faster than

the increase in pair density. In that case, an E‖ reappears and acceleration continues.

If a CR PFF forms at higher altitude, then screening occurs, otherwise unscreened

acceleration continues to high altitude [56].

The CR pair heating luminosity is much higher than the ICS heating luminosity

because the CR PFF occurs at higher altitude and a larger flux of positrons returns
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Fig. 19.4 Predicted polar cap heating luminosity, L+, for SCLF model vs. spin down age [35],
τsd , for different pulsar periods and an assumed polar cap surface temperature of 3×106 K. Thick
curves are luminosities from curvature radiation (CR) pair heating and thin lines are luminosities
from inverse Compton (ICS) pair heating. The solid circles show measured pulsar luminosities and
upper limits of hot thermal components (see [42]). The dashed line is the fit of measured luminosity
vs. age for the millisecond pulsars in the globular cluster 47 Tuc [10, 27]

through a higher voltage, bombarding the polar cap with higher energy. Figure 19.4

shows calculated heating luminosities from CR and ICS positrons as a function of

pulsar characteristic age, τsd = P/2Ṗ, for several different periods and a PC surface

temperature of T = 3×106 K. The CR heating lines terminate on the high τsd side

at the age corresponding to the CR pair death line, which is around τsd ∼ 107 yr for

periods P = 0.1,0.2 s and around τsd ∼ 108 yr for periods P = 5 ms. The CR heating

luminosities are several orders of magnitude higher than the ICS heating luminosi-

ties, for normal pulsars. All the L+ are higher for millisecond periods, because the

PFFs occur at higher altitude and the gap voltage is larger. A sudden drop in L+
is therefore predicted at the CR death line. Pulsed X-ray emission has now been

detected from many middle-aged and older pulsars (cf. Chap. 6). Several thermal

components are often seen, one having lower T and larger area, which may be full

surface cooling, and another having a higher T and smaller area, which could be

due to polar cap heating. The luminosity of the hot thermal components, which are

shown in Fig. 19.4, may indicate that the heating luminosity drops suddenly around
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τsd ∼ 107 yr or somewhat sooner. To within an order of magnitude, the observed

luminosities of the hot thermal components agree with the predicted L+, for both

normal and millisecond pulsars.

Although the L+ plotted in Fig. 19.4 were computed numerically, analytic expres-

sions for L+ provide a good estimate in the case of complete screening and upper

limits in the case of incomplete screening. The heating from CR pair fronts predicts

a surface X-ray luminosity of approximately [34]

L(CR)
+ � 1031 ergs−1

{
0.4 P−6/7τ−1/7

6 if P � 0.1 B4/9
0,12,

1.0 P−1/2 if P � 0.1 B4/9
0,12,

(19.8)

where B0,12 = B0/1012 G. The heating from ICS pair fronts predicts a surface X-ray

luminosity of approximately [35]

L(IC)
+ � 2.5×1027 ergs−1 P−3/2. (19.9)

Since nearly all millisecond pulsars produce only ICS pairs with incomplete screen-

ing, the above expression overestimates the predicted L+ in these sources.

19.4 Slot Gap Accelerator

Due to the geometry of the field lines and the assumed boundary conditions of the

accelerator, the altitude of the PFF varies with magnetic colatitude across the polar

cap [5,33]. On field lines well inside the polar cap rim, E‖ is relatively strong and the

PFF is very near the neutron star surface. But at the polar cap rim, which is assumed

to be a perfectly conducting boundary, E‖ vanishes. Near this boundary, the electric

field is decreasing and a larger distance is required for the electrons to accelerate

to the Lorentz factor needed to radiate photons energetic enough to produce pairs.

The PFF thus curves upward as the boundary is approached, forming a narrow slot

gap (see Fig. 19.6) near the last open field line [5]. Since E‖ is unscreened in the

slot gap, particles continue to accelerate and radiate to high altitude along the last

open field lines. The width of the slot gap is a functionΛ ≡ PB−4/7
0,12 of pulsar period

and surface magnetic field [54], and can be expressed in magnetic colatitude as a

fraction of the polar cap half-angle ΔξSG, where ξ ≡ θ/θPC

ΔξSG �
{

4Λ , Λ < 0.075

0.3, Λ > 0.075
(19.10)

The particles can achieve very high Lorentz factors which at altitudes of several

stellar radii are limited by curvature radiation losses, to γSG � 3−4×107 [55]. Since

the slot gap is very narrow for young pulsars having short periods and high fields,

the corresponding solid angle of the gap emission ΩSG ∝ θ 2
PCrΔξSG is quite small.

So even though only a small fraction of the polar cap flux is accelerated in the slot
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gap, the radiated flux ΦSG = LSG/ΩSG d2 can be substantial. The total luminosity

divided by solid angle from each pole is (from [54])

LSG

ΩSG
= εγ [0.123cos2α+0.51θ 2

PC sin2α] ergs−1 sr−1

×
{

9×1034 L3/7
sd,35P5/7

0.1 , B < 0.1Bcr

2×1034 L4/7
sd,35P9/7

0.1 , B > 0.1Bcr

(19.11)

where P0.1 ≡ P/0.1 s, Lsd,35 ≡ Lsd/1035 ergs−1 is the spin down luminosity, Bcr ≡
4.4×1013 G is the critical magnetic field strength and εγ is the efficiency of conver-

sion of primary particle energy to high-energy emission.

For Λ � 0.075, which corresponds to pulsars below the CR pair death line (see

Fig. 19.2), the slot gap disappears since the screening of E‖ is no longer effective.

These “pair-starved” pulsars may have local screening of E‖ near the ICS PFF, but

E‖ �= 0 at higher altitude so that acceleration can occur over nearly all of the open

field volume [56]. The particle Lorentz factors, as in the slot gap, will be limited by

curvature-radiation reaction to γ ∼ 107.

19.5 High-energy Radiation

19.5.1 Polar Cap and Slot Gap Cascades

As discussed in Sect. 19.2.2, pair cascades above the polar cap may be initiated by

either ICS or CR. In the strong magnetic fields near the neutron star, the Comp-

ton scattering cross section has a resonance at the cyclotron energy, εB ∼ 12B12

keV, where its value is several orders of magnitude higher than the Thompson

cross section. The thermal X-rays from the neutron star surface will be blue-shifted

into the resonance in the rest frame of the accelerating primary electrons when

kT γ(1− β cosθ) � εB, where θ is the angle between the photon propagation and

the electron velocity (i.e. the magnetic field direction). Since the enhancement of

the cross section at the resonance is so large, resonance scattering will dominate

if the resonance condition is met [16, 74]. For typical pulsar fields and surface

temperatures, electrons with γ ∼ 102 − 106 will resonant scatter surface thermal

X-rays [33, 79] to energies ε � γB′mc2, where B′ ≡ B/Bcr is the magnetic field

strength in units of the critical field strength, Bcr = 4.4×1013 G. X rays scattered by

electrons with γ ∼ 105−106 will produce pairs to form a PFF. Resonant scattering is

the dominant mode of ICS pair production for pulsars having the highest fields [38],

whereas pulsars with lower fields, that include the millisecond pulsars, produce ICS

pairs through non-resonant scattering. For γ � 105, the electrons will scatter non-

resonantly in the Klein-Nishina limit, to energies ε � γ . The ICS pair cascade multi-

plicities are MICS
+ � N+/Np ∼ 10−3 −10 (pairs per primary electron) [38], which is

too low and produced at too low an altitude to completely shut off the acceleration.
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When the primary electrons reach γ � (0.5− 1)× 107, they produce CR photons

that can produce pairs to form a PFF at height 0.02−0.1 stellar radii. The CR pair

cascade multiplicities reach as high as MCR
+ � 103 −104 [3, 38].

The pairs are produced in Landau states whose maximum principal quantum

number is nmax = 2ε ′(ε ′ − 2)/B′ [15], where ε ′ = ε sinθ is the photon energy in

the frame in which it propagates perpendicular to the local magnetic field. When the

local field B � 0.1Bcr, pairs will be created above threshold in highly excited Landau

states and the excitation level is quite sensitive to field strength, nmax ∝ 1/B′3. The

pairs will decay through emission of synchrotron/cyclotron photons, many of which

will produce more pairs in excited states. A pair cascade can be sustained in such a

way through several generations. The pairs can also produce ICS photons, through

scattering surface thermal X-rays, which may produce pairs [77]. In high-field pul-

sars, where B � 0.1Bcr near the neutron star surface, the pair creation attenuation

coefficient is high enough for pair creation near threshold, so pairs are produced in

very low Landau states. In this case, cascade pair multiplicities are lower since the

number of cyclotron photons drop significantly [7]. Bound pair production [65] also

becomes important for B � 0.1Bcr, which will further lower the pair multiplicity.

When B � Bcr, photon splitting dominates over pair production [31]. The screening

of the electric field is also delayed by splitting and creation of bound pairs, effec-

tively increasing the accelerating potential. The effect of bound pair creation on

polar cap acceleration has been studied by Usov & Melrose [73].

Radiated spectra from CR-initiated [14] and ICS-initiated [69] cascades are very

hard (roughly power laws with indices 1.5–2.0) [30] with sharp cutoffs due to mag-

netic pair production at energy [28, 31]

Ec ∼ 2 GeVP1/2
( r

R

)1/2
max

{
0.1, B−1

0,12

( r
R

)3
}

(19.12)

where r is the emission radius and R is the neutron star radius. An approximate form

for the polar cap pair cascade spectrum is given by

f (ε) = Aε−a exp
[
−C1γ exp

(
−ε1γ

esc/ε
)]

(19.13)

where a is the power-law index, C1γ = 0.2(α/λ–)(B′R2/ρ) and λ– = λC/2π is

the electron Compton wavelength. The polar cap cascade radiation produces a

hollow cone of emission around the magnetic pole, with opening angle, θγ �
(3/2)(Ωr/c)1/2, determined by the polar cap half-angle at the radius of emission r.

The characteristics of emission from this type of polar cap model [17] has been suc-

cessful in reproducing many features of γ-ray pulsars, including the wide double-

peaked pulses observed from γ-ray pulsars like the Crab, Vela and Geminga, and the

phase-revolved spectra. However, the polar cap opening angle is very small (a few

degrees) unless the emission occurs more than a few stellar radii above the surface

[19]. Since the pair cascades over most of the polar cap occur within several stellar

radii of the stellar surface, the broad profiles which require beam opening angles of

the order of the magnetic inclination angle α , cannot be produced unless the pulsar
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Fig. 19.5 Phase plot, sample lightcurve, and a sketch of the accelerator location for the polar cap
model, for a typical inclination angle α = 10◦. The central zoom gives the gap extent relative to the
star size. The dashed lines outline the null surface. The shading in the lightcurve and gap sketch is
the same. The phase plot illustrates the change in lightcurve as seen by different observers and the
aperture of the pulsed beams (from [26])

is nearly aligned. Daugherty & Harding [17] had to assume extended acceleration

to 3 stellar radii and an artificial enhancement of primary particle flux near the polar

cap rim in order to reproduce the Vela pulsar spectrum and pulse profile.

Muslimov & Harding [54] found that pair cascades on the inner edge of the slot

gap occur at altitudes of 3–4 stellar radii and have higher multiplicities, M+ ∼ 104−
105, than the polar cap cascades. These are the characteristics required by [17] to

model γ-ray pulsars, so a combination of polar cap cascades near the stellar surface

and slot gap cascades near the polar cap rim at higher altitude may be successful

in explaining non-thermal radiation from some fraction of sources having small

magnetic inclination α and viewing angles ζ . Figure 19.5 shows a plot of the total

sky emission, phaseΦ vs. viewing angle ζ relative to the rotation axis, for a slot gap

cascade at inclination angle α = 10◦. In this model, the magnetic pole is at phase 0◦,

midway between the two peaks in the profile, which would be the predicted phase

peak of polar cap thermal emission.

19.5.2 Radiation from the High-altitude Slot Gap

The electrons that accelerate in the slot gap and generate pair cascades at low alti-

tude continue to accelerate. They will radiate curvature, inverse Compton and syn-

chrotron radiation at high altitudes. Initially, their Lorentz factors will be limited by

curvature-radiation reaction, to

γCRR =

(
3

2

E||ρ2
c

e

)1/4

∼ 3×107 (19.14)
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and the peak energy of their CR spectrum will be εCR
peak = 2λCγ3

CRR
/ρc ≈ 30GeV. As

the electrons reach higher altitude, where the local magnetic field has dropped to B∼
106 −108 G, they may be able to resonantly absorb radio photons of energy ε0,GHz
that are at the cyclotron resonance in their rest frame. The condition for resonant

absorption is

γR = 3×105 B8

ε0,GHz(1−βμ0)
(19.15)

where B8 ≡ B/108 G and μ0 is the cosine of the angle between the radio photon and

the electron momentum. The electrons are then excited to higher Landau states and

radiate synchrotron emission. Blandford & Scharlemann [9] investigated this pro-

cess for pulsars, concluding that it was not an important source of radiation. How-

ever, they assumed that the electrons would be excited to only low Landau states

and based their estimate on the cyclotron emission rate. Decades later, Lyubarsky

& Petrova [48] re-examined resonant cyclotron absorption of radio emission in pul-

sar magnetospheres and discovered that the rate of absorption is much higher than

the rate of re-emission in low-lying Landau states, so the electrons will continue

to be excited to high Landau states, and their pitch angles will increase until their

momentum perpendicular to the magnetic field is relativistic. The emission is then

synchrotron, not cyclotron, which proceeds at a much higher rate. Petrova [61] con-

cluded that this process could be a significant source of radiation for young pulsars.

It could also be significant for millisecond pulsars with high radio luminosities like

PSR J0218+4232 ([37] and Sect. 19.5.4).

In the slot gap or along open field lines of pair-starved pulsars, electrons

can experience both continuous acceleration and resonant cyclotron absorption.

A steady-state may be reached between synchrotron radiation (SR) losses and

absorption, with perpendicular momentum

pSRR
⊥
mc

� 302B−1
8 E1/2

‖,5 (19.16)

which can indeed be relativistic. In this state, the Lorentz factor can remain locked

at γR � γCRR to the cyclotron resonance as the electron moves along the field with

the field decreasing [37]. The synchrotron peak frequency decreases with increasing

altitude, spreading the emission over a range of energies up to ∼100 MeV, and the

curvature radiation rate drops dramatically.

Non-resonant inverse Compton scattering of the radio emission by relativistic

electrons in the slot gap is also possible. The scattering would be completely in the

Thompson regime, and the spectrum would extend to a maximum energy of εmax ∼
γ2

CRRε0,GHz ∼ a few GeV. This process might make a significant contribution to the

total spectrum of the slot gap if the radio emission region is located at relatively

high altitude (see Sect. 19.6.1).
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19.5.3 Relativity, Geometry and Caustics

The geometry of emission at high altitude is strongly influenced by special rela-

tivistic effects of aberration, time-of-flight and retardation of the magnetic field.

Aberration and time-of-flight produce phase shifts of comparable magnitudes ΔΦ ∼
−r/RLC in radiation emitted at different altitudes r relative to the light cylinder

radius RLC. Morini [53] first noted that the combined phase shifts from aberration

and time-of-flight, of photons radiated tangent to a magnetic dipole field from the

polar cap to the light cylinder, nearly cancel those due to field line curvature on

the trailing edge of the open-field region. Radiation along such trailing field lines

bunches in phase, forming a sharp emission peak or caustic in the phase plot or

profile (Fig. 19.6). On the leading side, these phase shifts add up to spread pho-

tons emitted at various altitudes over a large range of phases. The effect is most

pronounced for large α and emission between altitudes rem ∼ 0.2−0.8RLC. Sweep-

back of the magnetic dipole field due to retardation [18,75] affects photon emission

directions near the light cylinder, and also distorts the polar cap and open field vol-

ume [2, 20], even at the stellar surface. Most observer angles sweep across caustics

from both magnetic poles, resulting in a double peaked pulse profile where the peaks

generally have phase separation less than 180◦ [22]. Furthermore, emission occurs

at all phases in the profile. Such profiles are very similar to those of the bright γ-ray

pulsars, Crab and Vela. The predicted polarization characteristics of such a “two-

pole caustic” model can also explain the observed optical polarization of the Crab

pulsar [21].

Radiation from the slot gap has a geometry very similar to that of the “two-pole

caustic” model and thus displays caustics in the intensity phase plots as well as Crab-

like pulse profiles [55]. The high-altitude slot gap thus may be a viable model for

high-energy emission from young pulsars. However particle acceleration in the slot

slot gap α = 45°, ζ = 100° lightcurve
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Fig. 19.6 Same as Fig. 19.5 for the slot gap model, for a typical inclination angle α = 45◦ (from
[26])
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gap may not operate at all inclination angles. The low altitude E‖, shown in (19.5),

is a function of both α and φ . For large α and cosφ < 1 (field lines curving away

from the rotation axis), the second term in (19.5) can become large and negative at

large r, causing the E‖ to reverse sign. This would cause a buildup of charge at that

location, and would clearly be an unstable situation. The charge flow along those

field lines might then be either time-dependent or non-existent. The solution for E‖
at high-altitude in the slot gap [55] may moderate this effect somewhat, but for fast

rotators and α � 70◦ the E‖ reverses sign at low altitude. The resolution to this

problem is still forthcoming, but it is possible that steady current flow in the slot gap

does not occur for all geometries.

19.5.4 Radiation from Millisecond Pulsars

There are more than 200 radio pulsars now known with periods between 1 and

30 ms. Many (around 30) have been detected as X-ray point sources, and seven of

these have X-ray pulsations. Only the few millisecond pulsars (MSPs) that lie above

or near the CR pair death line are expected to have slot gaps. These include B1821-

24, B1957+20 and B1937+21, whose pulse profiles interestingly show caustic-like

narrow, sharp peaks. The rest that lie below the CR death line are pair-starved

and their SCLF E‖ is unscreened. Particles on all open field lines will therefore

accelerate to high-altitude with Lorentz factors limited by CR losses, as in the slot

gap (19.14). The peak energy of the CR spectrum for MSPs is similarly high,

εCR
peak ≈ 10GeVB3/4

8 P−5/4
ms κ3/4

0.15, where Pms = P/1ms and B8 = B/108 G. But the

very low magnetic fields of MSPs do not absorb the high energy part of the spec-

trum, so these sources may be visible up to energies of 50 GeV [11, 36, 49]. The

CR will dominate for viewing angles near the magnetic poles because the emission

comes primarily from low altitude, since the particle Lorentz factors decrease with

increasing altitude. Additionally, as discussed in Sect. 19.5.2, synchrotron radiation

from resonant absorption of radio emission may be important for MSPs having high

radio luminosities. The synchrotron component will appear in the X-ray to γ-ray

(�100 MeV) region of the spectrum [37], and will be visible at a larger range of

observer angles since the emission comes from high altitudes. Figure 19.7 shows

a model spectrum for the millisecond pulsar PSR J0218+4232 based on a (1D)

cyclotron resonant absorption model described above (see 19.5.2).

19.6 Pulsar Emission at Multi-wavelengths

Since rotation-powered pulsars shine over a broad spectrum from radio to high-

energy γ-ray wavelengths, the multi-wavelength spectra and profiles can give impor-

tant clues to the acceleration and emission geometry. Although there are some

clear patterns of spectral behavior with pulsar age (cf. Chap. 6), the observed
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Fig. 19.7 Model spectrum for 2.3 ms PSR J0218+4232 (from [37]) showing components from
synchrotron radiation (SR) and curvature radiation (CR) from unscreened acceleration of a single
primary electron, from the NS surface to the light cylinder, along a field line defined by magnetic
colatitude ξ = 0.9 in units of PC half angle, at inclination α = 50◦. Data points are from [45]

multi-wavelength lightcurves show a wide variety of characteristics that present

many puzzles. As shown in Fig. 19.8, the lightcurves for the known γ-ray pulsars

do not as a rule exhibit much phase correspondence between radio, X-ray and

γ-ray peaks. The sole example is the Crab pulsar, where two peaks separated by

∼140◦ are in phase from radio to γ-ray energy. For the other pulsars, the radio

peak usually leads the one or two γ peaks in phase and the soft X-ray peaks are

broader and overlap the γ-ray peaks. Comparing X-ray and radio profiles of known

rotation-powered X-ray pulsars, one sees that there is more multi-wavelength phase

coherence for shorter periods (P � 50 ms), such as for PSR B0540-69 (50 ms), PSR

J1617-5055 (69 ms) and the millisecond pulsars, PSR B1821-24, PSR B1937+21

and PSR J0218+4232. Such short-period and younger pulsars also tend to have

pure power law X-ray spectra with no thermal components (cf. Chap. 6), indicat-

ing that their X-ray emission is primarily non-thermal radiation from accelerated

particles. One possible picture is that pulsars with shorter periods accelerate parti-

cles mostly in the outer magnetosphere, in slot gaps or outer gaps. The high-energy
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Fig. 19.8 Profiles of seven γ-ray pulsars in six energy bands, as in [70]

emission occurs at high altitudes that are large fractions of their light cylinder radii,

RLC = 5× 109P−1 cm, which are also smaller. Their emission geometry is there-

fore expected to be different from that of longer period pulsars, whose high-energy

emission occurs closer to the neutron star surface and at altitudes that are very small

fractions of RLC.

19.6.1 Radio Emission Geometry

Because the mechanism responsible for the radio beams is not understood, and more

importantly because the radiation is coherent, it has not been possible to describe

this emission using a physical model. The emission has therefore been described

using empirical models, developed over the years through detailed study of pulse

morphology and polarization characteristics. The emission is also highly polarized,

and displays changes in polarization position angle across the profile that often

matches the swing expected for a sweep across the open field lines near the mag-

netic poles in the Rotating Vector Model [62]. Empirical models (e.g. [63]) char-

acterize pulsar radio emission as having a core beam centered on the magnetic

axis and one or more hollow cone beams outside of the core. The average-pulse

profile widths and component separations are measured to be decreasing functions

of radio frequency [66]. This is consistent with a hollow cone beam centered on

the magnetic pole, emitted at an altitude that decreases with increasing frequency
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(radius-to-frequency mapping). From such profile width measurements, and assum-

ing that the edges of the pulse are near the last open field line, Kijak & Gil [43] find

an emission radius of

rradio ≈ .01RLC

(
Ṗ

10−15ss−1

)0.07

P−0.7ν−0.26
GHz (19.17)

where Ṗ is the period derivative. This result predicts that for pulsars with P � 0.1
s the emission radius rradio � 0.05− 0.1RLC. Such a picture is independently sup-

ported by polarization studies [40] of pulsars younger than 75 kyr. They concluded

that the emission of these pulsars was from a single wide cone beam, that core emis-

sion was weak or absent, and that the height of the cone emission is between 1%

and 10% of the light cylinder radius.

19.6.2 The Global Picture

As discussed in Sect. 19.5.3, emission along the last open field lines at altitudes

rem ∼ 0.2 − 0.8RLC will form caustics, producing sharp peaks in the pulse pro-

files. According to (19.17), the radio cone emission altitude for pulsars with periods

P � 30− 50 ms, depending on their Ṗ, will fall in the range of caustic formation.

If the radio conal emission is radiated over an extended range of altitude (i.e. a few

tenths of RLC) then radio caustic peaks would appear in phase with high-energy

caustic peaks. Such a model would explain the multi-wavelength phase coherence

of the profiles of fast pulsars like the Crab and millisecond pulsars, PSR B1821-24

and PSR B1937+21. The conal emission of slower pulsars would fall below the alti-

tude range of caustic formation and the radio conal peak(s) or core emission would

lead the high-energy caustic peaks, as seen in most of the multi-wavelength profiles

of Fig. 19.8. In these cases, a single radio peak leading double γ-ray peaks is most

likely to be the edge of a cone beam, since it is unlikely that a viewing angle crosses

the narrow core beam as well as both caustics. For example, the observer viewing

angle illustrated in Fig. 19.6 would cross the outer edge of pole 2 at a phase of 180◦.

Due to the radius-to-frequency mapping of the cone emission, this picture would

predict that the measured width of the radio beam would be smaller at higher fre-

quency since the emission is originating at lower altitude, whereas the core emission

width would not be expected to vary with frequency.

Aside from the geometry of the emission at different wavelengths, that is directly

relevant to observational characteristics of pulsars, there is the more fundamen-

tal question of how the microphysics of acceleration and pair cascades fit into the

studies of the pulsar magnetosphere. The magnetosphere models [13, 68] make the

assumption of ideal MHD (no parallel electric fields) in order to derive the global

structure of the magnetic field and currents that are solutions to the so-called pulsar

equation [51] that describes a spinning neutron star with a dipole field. A notable

feature of these models is the formation of a neutral sheet in the equatorial plane

of the spin axis which may provide a source of the return current that flows back
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to the neutron star along the last open field line. The derived currents in such mod-

els do not match the currents that have been assumed in either polar cap or outer

gap accelerator models. Yet the microphysical acceleration models are needed to

describe the physics of the pair creation and to check the consistency of the assump-

tion of ideal MHD conditions over most of the magnetosphere. At present, it is not

clear whether the global models can be adjusted to match the boundary conditions

of the acceleration models [71] or the whether the acceleration models can produce

the required cascade multiplicity with compatible boundary conditions. In the end,

self-consistency between global models and acceleration models may require time-

dependence or spatial-dependence of the current flow.

19.7 Open Questions

Although much of the theoretical picture presented in this article depends on a

set of undisputed fundamentals, such as, that rotation-powered pulsars are neutron

stars with large-scale dipole magnetic fields that are directly measurable from their

period derivatives, to within uncertainties in the equation of state. But the picture

also involves a number of underlying assumptions that are less well confirmed or

agreed upon. The most important of these for particle acceleration are the boundary

conditions on the charge flow. Both polar cap and outer gap acceleration models

assume that the boundary between the open and closed field line region is a perfect

conductor. This implicitly assumes that there is some microphysical screening at

this boundary by charges in the closed-field region, although this process has not

been modeled or simulated. The boundary condition on the electric field and poten-

tial at the neutron star depends on the binding energy of charge in the surface layers.

Calculations of the cohesive force for a solid lattice in magnetic fields up to about

1013 G indicate that charges will not be bound in the surface at temperatures above

∼0.5 MK, so that most pulsars have surfaces hot enough to allow SCLF accelera-

tors to operate. However, a number of pulsars have magnetic fields above 1013 G,

where surface conditions have not been adequately explored. It is possible that the

neutron star surface may be in a liquid rather than solid state in very high magnetic

fields [32, 41] or that charges may be bound by much stronger forces. In this case,

high-field pulsars could have vacuum instead of SCLF accelerators.

Models often also assume that the neutron star is a dipole field in calculating

the accelerating electric potential and field. This assumption could be faulty at low

altitude if there exist higher multipole fields near the neutron star surface, and is

certainly invalid at very high altitude where there are distortions of the field due to

retardation [20] and current flow [57]. The E‖ in the high altitude slot gap [55] is

only approximate and needs to be calculated using field line distortions. It is possible

that the distorted field lines, having less curvature than a dipole, will have the effect

of removing the sign reversals present in the approximate solutions. There are also

expected to be cross field particle motions at high altitude that will modify solutions

of the electric field.
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The possible connection of pair cascades to radio emission morphology is an

intriguing question that needs further investigation. For example, are the pairs from

the near-surface polar cap and high-altitude slot gap cascades responsible for the

core and cone beams? Do pairs produced in the outer gaps produce any radio emis-

sion? Whether polar caps and slot gaps can exist on the same field lines or in the

same pulsar magnetosphere is also not known.

Although some of these questions require more theoretical work, it is hoped that

many answers will come from observations with future detectors. The Large Area

Telescope (LAT) on the Gamma-ray Large Area Space Telescope (GLAST), due

to launch in 2008, will have unprecedented sensitivity and energy resolution for

gamma-rays in the range of 30 MeV to 300 GeV. GLAST is therefore expected to

provide major advances in the understanding of high-energy emission from rotation-

powered pulsars (cf. Chap. 23 and [29]), including an increase in the number of

detected radio-loud and radio-quiet gamma-ray pulsars, and millisecond pulsars,

giving much better statistics for elucidating population characteristics, measure-

ment of the high-energy spectrum and the shape of spectral cutoffs and determin-

ing pulse profiles for a variety of pulsars of different ages. Further, measurement

of phase-resolved spectra and energy dependent pulse profiles of the brighter pul-

sars should allow detailed tests of magnetospheric particle acceleration and radia-

tion mechanisms. Third-generation ground-based Air Cherenkov detectors, such as

H.E.S.S. [58] in Namibia, MAGIC [47] in the Canary Islands and VERITAS [39] in

the US, have begun operation. They are sensitive to γ-rays in the range 50 GeV to

50 TeV and are putting important constraints on pulsar spectra and emission mech-

anisms [1]. Further into the future are planned X-ray telescopes, such as IXO, and

X-ray polarimeters, such as AXP, POGO and ACT. Polarimeters in particular will

be extremely important in verifying model predictions for different pulsar emission

geometries through phase-resolved measurements of position angle and polarization

percent (cf. Chap. 22 by Weisskopf et al.).
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Chapter 20
Physics of Drifting Sub-pulses in Radio Pulsars

Jan M.E. Kuijpers

20.1 Introduction

Sophisticated analysis of single pulses from radio pulsars with the most sensitive

radio telescopes available have taught us that most pulsars exhibit the phenomenon

of drifting sub-pulses [43], see Figs. 20.1 and 20.2. Already as early as 1970 [41],

it has been proposed that these ‘marching’ sub-pulses circulate around the pulsar

magnetic axis, and are caused by short-period waves which form part of a long-

period wave which circulates about the star at the same angular velocity. Let P1

be the rotation period of the pulsar, P2 the period between sub-pulses within the

primary-pulse envelope, P3 the time interval between drifting bands of sub-pulses,

and P4 the circulation period around the magnetic axis, all expressed in units of time,

then [41], see Fig. 20.2,

P4 ≈ P1P3

P2(1+NP3/P1)
=

P1P3

P2
(20.1)

if, in the last equality, the integer N is put to zero. After all these years, in a few

cases, such a carousel of emission columns drifting around the magnetic axis has

been constructed from the observations [4, 11, 12], see Fig. 20.7. Understanding the

phenomenon of drifting sub-pulses may, therefore, well be crucial to our under-

standing of radio pulsar electrodynamics which despite the largely classical nature

of the relevant physics is still shrouded in mysteries, to date 40 years after the dis-

covery of pulsars.

In this Chapter I will show how drifting sub-pulses allow us to get a grip on

the detailed geometry of the electric circuit and the sources of radio emission on

the open field lines in the light of a number of proposed interpretations of drift-

ing sub-pulses. In Sect. 20.2, we summarize the common characteristics of radio
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Fig. 20.1 Sequences of drifting sub-pulses are clearly visible at 328 MHz in stacked pulse observa-
tions of PSR B0031-07 (pulse period 0.943 s) taken with the Westerbork Synthesis Radio Telescope
and the PuMa backend (courtesy of Dr. Roy Smits). The horizontal axis runs from 60 to 120◦ in
‘longitude’



20 Physics of Drifting Sub-pulses in Radio Pulsars 545

P2 P3

Pulse phase

Pu
ls

e 
nu

m
be

r

Fig. 20.2 Schematic picture of drifting sub-pulses in a stacked pulse diagram. P2 and P3 are mea-
sured in seconds and the pulse phase or conventional ‘longitude’ Φ corresponds to time according
to the formula Φ = 360◦t/P1

pulsar models to date, and the open questions, and sketch the basic properties which

any steady circuit in the magnetosphere must have. Confrontation with individual

models of drifting sub-pulses will then allow us to draw conclusions regarding the

details of the electric circuit, and answer some of the open questions. This is done

in Sect. 20.3 where we review the existing interpretations [8,19,22,26,39,42,44] as

far as they shed light on the physics in the pulsar magnetosphere. In Sect. 20.4 we

discuss a recent interpretation in terms of a diocotron instability, on which we have

worked ourselves [18], in more detail. Finally, in Sect. 20.5 we discuss directions

for future progress.

20.2 Basic Pulsar Electrodynamics

The precise electrodynamics of a rotating neutron star magnetosphere is poorly

known, and indeed this is what we would hope to unravel from statistical stud-

ies of pulsar radio emission and from case studies of individual radio pulsars. In

particular, the geometry and temporal behavior of particle extraction from the star,

particle acceleration, pair creation, emission at radio (and other) wavelengths, cur-

rent closure, and transition of the wind from a Poynting flux to a kinetic energy flux

dominated one are badly known. To extract such information from the observations

requires a conceptual frame of reference which, on one hand, is based on general

laws of physics, and on the other hand general enough so as not to exclude the actual

pulsar. Figure 20.3 summarizes the main existing models for radio pulsars which are

characterized by electron/positron pair creation. It compares three different models
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Fig. 20.3 Sketch of various models for pair creation (hatched) on the open field lines B in the pulsar
magnetosphere with level curves of electrostatic potential V and corresponding electric field E: (a)
axially symmetric vacuum model à la Deutsch [13]; (b) Ruderman and Sutherland’s anti-aligned
pulsar with infinite ion binding energy [39]; (c) Aron’s model [2]; (d) Muslimov and Tsygan’s
general relativistic model [32]. The magnetic moment m is oriented along the vertical direction,
and the rotation vector is Ω

(b, c, d) to the original Deutsch model of a rotating star in vacuo (a). Pair creation

is shown hatched, and the main difference between models is in the location of the

pair formation ‘front’ which is governed by physical and boundary conditions such

as global conservation of energy and angular momentum, the requirement of a van-

ishing electric field component along the magnetic field in large portions of the pair

wind, the binding energy of ions to the star, the initial velocity of the extracted parti-

cles, the obliquity of the rotation axis with respect to the (dipolar) magnetic field, the

consideration of general relativistic effects (frame dragging), and the consideration

of magnetic multi-poles. An important quantity which is useful to compare various

models is the value of the electric field component along the background magnetic

field at a reference altitude in the magnetosphere above the magnetic poles, for

which we take an altitude of one polar cap radius rpc ≡ r∗(Ω∗r∗/c)0.5, where r∗
denotes the radius of the star and Ω∗ its angular rotational frequency. The electric

field at this altitude can be conveniently written as
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E‖(r∗ + rpc) ≈−pcB∗
(
Ω∗r∗

c

)q

, (20.2)

where B∗ is the surface magnetic field strength at the magnetic pole, and the param-

eters {p, q} are respectively {1,1} for the aligned vacuum model [13], {−2,1.5} for

the model by [39] which is derived for an anti-aligned rotator upon the assumption of

infinite binding energy for the ions, {0.5,2.5} for the model by [2] which has freely

streaming electrons from the stellar surface, and {1,2} for the general relativistic

model of [32]. The model of [31] differs from that of [2] in the initial speed of the

out-flowing primary electrons from the stellar surface which is now non-relativistic,

and as a result the sets of open field lines with pair creation differ between both mod-

els. What all models have in common is that a domain exists on the open field lines

which has a dense pair plasma wind (a high multiplicity of secondaries as compared

to the primary particles) and a vanishing longitudinal electric field component, and

which is bounded from below by a domain adjacent to the stellar surface where

the electric field component along the magnetic field does not vanish and acceler-

ates (primary) particles into the magnetosphere. In the model by [32] and the later

models by Harding the pair front extends from an altitude of about one stellar radius

above the stellar surface while in most other models it is located at the small altitude

of about one polar cap radius. All models have in common that the primary beam is

extremely relativistic with Lorentz factors γ ∼ 106 − 107 while the relativistic pair

wind has Lorentz factors of ten to a few hundred. The confinement of the electric

potential drop along the magnetic field lines at the basis of a dense stellar pair wind

with a vanishing parallel electric field component – at least over distances within

the light cylinder radius rlc ≡ c/Ω∗ – implies a charge density in the wind given by

n(r) ≡−2ε0

e
Ωw ·B0(r)

1− |Ωw×r|2
c2

≈−2ε0Ωw ·B0(r)/e. (20.3)

where e > 0 is the absolute value of the electron charge, Ωw is the wind angular

velocity vector, B0(r) is the background magnetic field at position r and c is the

speed of light. When the wind co-rotates with the star Ωw = Ω∗ the charge density

is called the Goldreich–Julian density n(r) = nGJ(r), but in general these rotation

speeds are not equal to each other, and the slippage between star and wind is deter-

mined by the magnitude of the potential drop in between.

20.2.1 Electric Circuit

The Aligned Rotator

Common belief is that the rotating magnetized star acts as a voltage source which –

for radio pulsars – is so strong that it creates its own external wiring by pair for-

mation. Along this electric circuit it then drives an electric current which transports
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angular momentum from the star to the wind and so allows to brake the stellar rota-

tion. We will use the simplified picture for the electric current as proposed by [23].

In a steady state the voltage generator draws a current from the star. For an aligned

rotator, the current comes in through a cylinder around the magnetic axis, is then

diverted through the star across the polar cap – where it brakes the stellar rotation

by the Lorentz torque –, then goes outward in a cylindrical sheath, and finally closes

far away from the star by crossing the magnetic field lines – where it accelerates the

stellar wind and deposits stellar angular momentum. One of the unknown problems

of the radio pulsar is the altitude and precise nature of current closure in the wind.

For the interpretation of the drifting sub-pulses however, which are emitted well

within the light cylinder, this presents no problem. Note that the incoming current

consists of an outgoing electron/positron plasma. It is important to realize that in

such a dense pair plasma – in contrast to a charge-separated flow – the current is not

directly coupled to the charge density since not only convection of net charge but

also relative drift between electrons and positrons creates electric current. Similarly,

the outgoing current again consists of outgoing plasma, either in the form of posi-

tive ions from the star and/or an electron/positron plasma (Fig. 20.4). The field lines

on the magnetic flux surface separating the incoming from the outgoing current are

called the critical field lines in [23]. The critical field lines are at the same electric

potential as the interstellar medium. A simple estimate of their position on the polar

cap can be obtained if one assumes that everywhere on the polar cap the current den-

sity is just the Goldreich–Julian density at the stellar surface multiplied with − or +
the speed of light depending on whether the current comes in or goes out. The foot-

points of the critical field lines are therefore approximately positioned at an angle

θc as seen from the stellar center given by θc = θpc/
√

2 = (Ω∗r∗/2c)0.5 which dif-

fers only by a factor 0.96 from the foot-points of the field lines which pass through

the cross-section of the light cylinder with the null lines – where Ω ·B and the GJ

density vanish. The foot-points of the latter are located at an angle θn = θpc(2/3)1.5

on the stellar surface.

lc

I
I m

Ω

Β

n

c

Fig. 20.4 Sketch of the current system I in the axially symmetric case (magnetic field B, magnetic
moment m, rotation vector Ω, null line n, light cylinder lc, critical field line c separating incoming
from outgoing current)
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The Oblique Rotator

In the oblique case, the geometry lacks symmetry but still the basic elements of the

electric circuit are the same. What is not always sufficiently appreciated is that the

conductive properties of the star (and of the external wirings) are completely irrele-

vant to the existence of the external circuit (although of course it changes the value

of the current somewhat). Here, we differ in opinion from other authors (e.g. [6,28]).

As we see it, the result in [6] that the current system in a perpendicular rota-

tor leads to negligible braking of the stellar rotation is based on their assumption

that the current is completely determined by the conductive properties of the stellar

mantle. The authors thereby overlook the fact that even in ideal MHD (vanishing

resistance) an external current circuit will be set up by an isolated rotating and mag-

netized star placed in and magnetically connected to an infinitely extended conduc-

tive medium. The reason is that the propagation speed of magnetic perturbations

in the surrounding plasma is limited to the speed of light (it is a combination of

the relativistic Alfvén and fast magneto-acoustic speeds). As a result the magnetic

field lines at the stellar surface have a kink and carry a corresponding current which

exerts a Lorentz torque – very much like in the front of a torsional Alfvén pulse.

In our opinion, a similar flaw underlies the objections by [28] to the existence of

an external circuit.

His objections are again based on the stellar conductivity but now on the opposite

inference that the large electrical conductivity of the star leads to an absurdly large

electrical current. Indeed, in the extreme case of infinite conductivity of ideal MHD,

it is well known that currents remain finite, and that the potential drop of the voltage

source in a steady circuit is taken up, not by resistive, i.e. IR, effects but by inertial,

i.e.
∫
(v×B) ·dl, effects.

Conductivity Is of Secondary Importance to Circuit Current

Let us illustrate our point of view by an example from the exhaustive literature on

MHD of the solar corona and stellar flares [27]. The situation of the rotating mag-

netized neutron star shows much resemblance to a coronal flux tube which is dif-

ferentially rotated at one of its foot-points. The foot-point motion creates a voltage

source which acts as a motor: an Alfvénic front propagates outward and puts more

and more plasma into co-rotation with the motion at the footprint. The electric cur-

rent crosses the field lines at the footpoints – where the corresponding Lorentz force

brakes the rotation – and goes out/comes in along the (now twisted) field lines in

a nearly force-free manner (i.e. without potential drops), and closes again (but now

in the reverse direction) at the outward propagating Alfvénic front where the coro-

nal plasma is put into motion, and the angular momentum taken from the plasma

at the foot-points is deposited. Of course, in the pulsar case, the situation is much

more complicated, e.g. by the additional occurrence of parallel voltage drops in

some regions, but the similarity with ideal MHD remains. Below, we will consider

the simplified steady-state case which forms the theater where the drifting sub-pulse

phenomenon is staged.
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20.2.2 Rotational Drift of Wind in Oblique Pulsar

To obtain a clear picture of the ‘rotational’ drift of plasma on the open field lines

of an – in general oblique – magnetic rotator, it is convenient to split the electric

field in the lab frame into two parts: a part which would lead to co-rotation of an

otherwise static, quasi-neutral plasma, and a remaining part, which in view of the

assumed steady rotation can be written in terms of an electrostatic potentialΨ :

E = −(Ω∗ × r)×B−∇Ψ. (20.4)

Note that such a decomposition can always be made, whether the pulsar is aligned

or oblique. Since we assume that both the star and the closed part of the magneto-

sphere are in solid body rotation at the rate Ω∗ by implication both the boundary

of the open field bundle and the polar cap surface are at a constant potentialΨ . As

a result, electric fields deriving from otherwise arbitrary Ψ distributions make the

plasma circulate on nested surfaces inside the open bundle (see Fig. 20.5). As long

as we stay well inside the light-cylinder we can approximate the open flux bun-

dle as a cylinder which is invariant in the vertical direction which we call s. Each

charged particle of kind α follows an equilibrium orbit which – neglecting centrifu-

gal forces – is approximately given by E+vα×B = 0. Then, upon substitution of E

Ψ

Β

m

Ω

Fig. 20.5 Sketch of level curves of the electrostatic potential Ψ on the open field lines in the
oblique case (magnetic field B, magnetic moment m, rotation vector Ω). The plasma circulates on
surfaces of constantΨ
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from (20.4), it follows that the particle motion is described – independent of species

α – by

v = Ω∗ × r+u, (20.5)

u = −Ψ×B
B2

. (20.6)

Because of the assumption of invariance in the s-direction there is no electric field

along the vertical, and it follows that u is everywhere tangent to the local mag-

netic flux surface which moreover coincides with a surface of constant electrostatic

potentialΨ !

20.2.3 Rotational Drift of Wind in Aligned Pulsar

Longitudinal Electric Fields, Slippage and Magnetic Reconnection

We adopt cylindrical coordinates {R,φ ,z}. Faraday’s law in a steady state implies

that the electric field in the lab frame can be entirely written in terms of an elec-

trostatic potential V as is true as well in the co-rotating frame in terms of the elec-

trostatic potential Ψ . As a prelude to the exact derivation in the next section, it is

instructive to discuss some general properties of the potential V . The situation in

the lab frame is as is shown in Fig. 20.6 on the right. Obviously, an electric poten-

tial difference across the magnetic field is always associated with a voltage dif-

ference along field lines at the foot-points (‘Kirchhoff’). A simple relation exists

between the perpendicular field higher up and parallel electric fields below. Let us

define a potential difference V ji between points i and j by V ji =
∫ j

i E · d� then it

Ψ32

14

m 

W

B

+

.

m 

W

B

=

.

V

m

W

B

Fig. 20.6 Axially symmetric case: Both in the co-rotating frame and in the lab frame the electric
fields derive from an electrostatic potential. Sketch of the level curves of the electrostatic potential
Ψ in the frame co-rotating with the star on the left, and of the potential V in the lab frame on the
right. In the middle are depicted the level curves due to pure co-rotation with the star. Darker levels
of grey correspond to higher potentials. Hollow arrows mark the corresponding electric field E, the
arrow size being proportional to the field strength. The sum of the potentials on the left equals the
potential on the right. The magnetic field B is indicated by thin arrows, m is the magnetic moment
and Ω the rotation vector
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is immediately obvious from the loop 1,2,3,4,1 in Fig. 20.6 on the left that the

perpendicular electric field high up is given by

E⊥(R) = − ∂
∂R

V‖(R) (20.7)

Note that this relation applies both to V =Ψ in the co-rotating frame as well as to

V = V .

where V‖(R) =
∫ 2

1 Edl is the integrated electric field along a magnetic field line

from the stellar surface to point 2. In regions of pair creation and higher up, we will

assume that the plasma is ideal so that the magnetic field can be considered to be

‘frozen-in’ into the plasma. In this domain, the electric field has no component along

the magnetic field, and the situation is as sketched in Fig. 20.6. The E×B motion

of plasma across the magnetic field at large altitudes is now matched by slippage
of the upper part of the flux tube over the lower part which is frozen-in and co-

rotates with the star at the foot-points. The continuous rupture of field lines is made

possible by parallel electric fields. This continuous reconnection of field lines is

called generalized magnetic reconnection as it is always associated with dissipation

of magnetic – i.e. electric circuit – energy.

Absence of Co-rotation of a Charge-separated Relativistic Beam

The field in the rupture zone near the foot-points is of course not frozen into the

plasma. Far above the acceleration region, the situation becomes practically inde-

pendent of altitude and the electric field is entirely due to space charges inside

the beam and not to any surface-charges as is the case near the stellar surface. In

the [39] model, the rupture zone is located close (heights of a few polar cap radii)

to the stellar surface while in the general relativistic model of [32] it extends over a

few stellar radii. Since we are interested in the drift motion of a relativistic plasma

beam – which creates its own transverse magnetic field BS
φ – the drift motion of the

plasma as obtained from the approximate force equilibrium condition E+v×B = 0

is given by:

v0
αφ = −E0

R
B0

+ v0
αz

BS
φ

B0
, (20.8)

and is independent of species α for the same outflow velocity. Here the drift is with

respect to the lab frame and positive drift is in the sense of stellar rotation. For an

aligned rotator, ER < 0 and BS
φ < 0, so that the first term on the r.h.s. is positive

while the second is negative. It follows that the same perpendicular electric field

induces a smaller rotational drift in a charged and out-flowing beam than in a static

plasma. We stress that the rotational drift we are talking about is with respect to the

lab frame, that is absence of drift means complete lack of co-rotation. For a pulsar

observer who translates these results into the comoving star frame this would mean

counter rotation at the stellar rotation rate. In particular, for a relativistic beam of

Lorentz factor γ consisting of one kind of particles only (a ‘charge-separated beam’),

the repulsive Coulomb electric self-field is largely – with a factor γ−2 – reduced
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by the pinching magnetic self-field, a result well known from laboratory plasma

physics. However, this fact appears to have received little attention in the literature

although it has been mentioned in passing by [17]. This is a very important result

in the context of pulsar physics since it implies that a charge-separated, extremely

relativistic, primary beam ejected from the polar caps – which by ‘construction’ has

at most a GJ-density – is not co-rotating with the star and, drifting with respect to

the star at a negative rate comparable to the stellar rotation frequency!

Note, however, that in a relativistic beam consisting of both positive and negative

charges, charge density and current density do not any more directly depend on each

other because of the additional freedom of velocities of the two species. Below we

will see that this is important for radio pulsars since it implies that the relativistic

pair plasma would have no difficulty in obtaining a rotation speed not too different

from that of the star.

As to the question, is the magnetic field strong enough to enforce co-rotation of

any plasma with the stellar rotation, the answer depends on the global distribution

of electric fields. If there be no potential drop between stellar surface and relativistic

plasma beam higher up then of course in a Poynting-flux dominated situation as is

the case for the pulsar, the beam would co-rotate with the star. The required rela-

tively strong electric field would simply be given by a strong super Goldreich–Julian

density. But in a realistic pulsar, the relativistic nature itself of the beam is caused

by a parallel voltage drop which allows for rupture of the magnetic field lines below

the beam and may cause a strong sub-rotation of the beam with respect to the stellar

rotation.

20.3 Models of Drifting Sub-pulses

The existing models can be arranged into two classes: one class of models proposes

to explain emission structures circulating around the stellar magnetic axis, and is

characterized by the rotating carousel model in Fig. 20.7; the other class attempts to

explain the drifting sub-pulses by standing waves which are oscillating in time only

(period Ptime) but which are not propagating in space. The ‘archetype’ of this class

is given in Fig. 20.10. In the carousel models, the drifting sub-pulses arise in the

radio emission as the line of sight intersects different parts of pulses and/or different

pulses during each consecutive crossing of the carousel (see Fig. 20.7). The circu-

lation time can only be derived unambiguously from the observations when a long

periodicity P4 shows up in the observations which is then interpreted as a recurring

azimuthal asymmetry in the carousel (see (20.1)). In the standing wave models, the

recurring bands of sub-pulses arise because P3 is a beat between the rotation period

P1 and the wave period Ptime so that sub-pulses follow the relationship

1

P3
=

1

Ptime
− N

P1
, (20.9)

where NPtime ≈ P1. We will first summarize a number of models of the carousel

class [19, 39, 44] and then of the standing wave class [8, 22, 26].
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Fig. 20.7 The carousel of emission columns co-rotates as a whole with the pulsar but drifts around
the magnetic axis, here with ‘opposite’ rotational drift. The line of sight n crosses the carousel as
indicated with the arrow back to front. α is the angle between magnetic and rotation axis, and β is
the minimal (or impact) angle of the line of sight with respect to the magnetic axis

20.3.1 Ruderman and Sutherland Models

In the model by [39, hereafter RS75], drifting sub-pulses are interpreted in terms

of spark-associated plasma columns rotating around the magnetic axis due to the

E×B-drift, where B is the background magnetic field and E is the electric field in

the frame co-rotating with the star (see Fig. 20.8). To the observer, the movement

appears as a drift of sub-pulses in the form of sub-rotation. The assumption of the

infinitely large binding energy of ions in the stellar surface, crucial for the original

RS75 spark model, is probably invalid [1, 33, 34]. Also, there is a strong disagree-

ment between the observed drift speed and the much faster one predicted by the

spark model as shown by [36] in the case of PSR B0809+74. Gil et al. [19] propose

a version of the spark model with a partially screened vacuum gap due to thermionic

emission of ions/electrons, and are able to obtain smaller drift rates. The drift rate

they predict is highly sensitive to the difference between actual polar cap tempera-

ture and the so-called critical ion temperature for free ion outflow at the GJ rate. It

should also be mentioned that the model by RS75, both in its original version and in

the modification by [19], requires small curvature radii of the magnetic field in the

polar gap region for the pair production. Of course, although only the dipolar mag-

netic field strength is inferred from (indirect radio) observations at large altitudes,

there is no theoretical obstacle for the assumption that strong local or multipolar
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Fig. 20.8 Left: Magnetosphere of an anti-aligned magnetized rotating neutron star. A vacuum gap
exists between the solid and dashed lines in the magnetosphere. Electric fields parallel to the mag-
netic field appear in the polar gap ab′e′d as a result of which the wind sub-rotates at a speed
Ω ′ < Ω ∗. Right: Breakdown of the polar gap due to pair production from curvature radiation of
accelerated electrons and positrons, and formation of a spark (from [39])

magnetic fields prevail at the neutron star surface [20, 21]. However, the implied

high degree of regularity of the multipoles does present a problem [5].

20.3.2 The Phenomenological Wright-model

Recently, an empirical model has been constructed by [44] which attributes for-

mation of a drifting regular pattern of emission nodes to constructive interaction

between electron and positron beams traveling, respectively, up and down in the

magnetosphere, between inner and outer acceleration gaps. The model is based on

the following hypotheses: (1) radio emission comes from ‘nodes’ above the polar

caps which lie either on the last open field lines or on field lines which pass through

the cross-section of the null-surface and the light cylinder (see Fig. 20.9, left); (2)

radio emission is produced only on a field line of the class defined above if the

cross-section between the corresponding null line and, respectively, the closed field

line or the light cylinder has an altitude within a specific range, of approximately

20,000 and 70,000 from the stellar center, and (3) the nodes are arranged in a reg-

ular pattern on two approximate circles above the foot-points of the field lines and

the regularity originates from constructive interaction between repeated drifts of

outgoing electrons and in-going positrons, traveling in the magnetosphere between

inner and outer acceleration gaps (see Fig. 20.9, right). The model, though, does

not elaborate on the detailed electrodynamics, and can be considered only as a first

phenomenological step towards a physical model. The important point made in the
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Fig. 20.9 Left: The geometry of the pair of magnetic surfaces – in this cross-section represented
by two field lines – on which the emission nodes are supposed to be located (from [44]). Right:
Top view of the particle drift in the co-rotating frame (from [44]). The emission nodes above the
polar cap may be stationary, or drift in either direction

proposal is that drifting sub-pulses and their structure can perhaps only be under-

stood within the context of the global magnetosphere rather than just as a local

emission effect.

20.3.3 The Clemens and Rosen Model

The model by [8] is of the standing wave class, and ascribes the drifting sub-

pulses to non-radial pulsations of the neutron star (Fig. 20.10). The relation (20.9)

resembles the original relation proposed for drifting sub-pulses as a pulsational phe-

nomenon (see [41]) but now P2 is replaced by the wave period Ptime as the two do

not necessarily coincide ([8]). P3 is now simply the beat period between P1 and Ptime
and NPtime ≈ P1. At first sight, a difficulty with this model is the exclusive selection

of one particular high-order spherical eigenmode (with a spherical harmonic num-

ber in between l ≈ 500− 700 and m = 0) at the stellar surface. It is probably true

that the coupling of the magnetosphere to such stellar oscillations is so strong by the

frozen-in nature of the magnetic field in the star that the generation of radio emis-

sion higher above the stellar surface would be modulated at he same rate. However,

although the authors discuss the possible excitation of stellar oscillations – and in

particular of ocean g-modes at some length they point out that their main point is

that a global oscillation phenomenon may explain the drifting sub-pulses, and that

another possibility for the excitation of oscillations at the locations of radio emis-

sion may be magnetic field oscillations by perturbations of the magnetosphere. Cer-

tainly, the agreement of the simulated and observed patterns of drifting sub-pulses

(see Fig. 20.11) is impressive.
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Fig. 20.10 From [8]. Left: Shown is an l = 70,m = 0 spherical harmonic aligned with the magnetic
axis of the star at the altitude of radio emission, together with the boundary of the emission region
(the small black circle), and four sight lines with different impact parameters β . Right: The graphs
show the corresponding rectified slices of the spherical harmonic and would represent the average
beam profiles. The alternating plus and minus signs denote 180◦ phase jumps of the sub-pulses

20.3.4 Drift Wave Models

Kazbegi et al. [26] propose to explain the sub-pulse drift in terms of modulation

of the emission region by large-scale ‘drift waves’ on the open bundle of magnetic

field lines. In a revised version of this model by [22] the drift waves are generated

by oppositely directed curvature drifts of beam electrons and positrons, and form

an azimuthal pattern which can be described by an azimuthal modulation exp(imφ)
at mode number m. The electric field component of the drift wave which is largely

along the ambient magnetic field direction is then assumed to modulate the emission

process. An important point as stressed by the authors is that on a sphere, any pertur-

bation can locally be decomposed into spherical harmonic eigenmodes (as also [8]

do) but that a high mode number cannot be used as argument against such a model

since what is important physically is not the ratio of wavelength to stellar radius

but the wavelength as compared to the cross-section of the open flux bundle [22].

The stability of a distinct drift pattern is argued to be achieved by the non-linear

accumulation of the drift modes in a specific azimuthal eigenmode. A weakness

of the model seems to be the growth rate of the drift instability which typically has

Γ /Ω∗ < 0.01 whereas the observed fast recovery of drifting sub-pulses after nulling

would be indicative of growth rates of tens of percents.
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Fig. 20.11 Comparison of longitude-resolved cross-correlation maps for PSR 1919+21 (from [8]).
Left: Cross-correlation of 1,420 MHz time series data from each longitude with that of a reference
longitude. Right: Cross-correlation map of simulated data using an oblique pulsar model with
l = 100,α− = 45◦,β = −2◦.35,P1 = 1.337 s, and Ptime = 32.01 ms. Solid contours correspond to
positive correlations. Note the phase reversals in the observations at approximately −30 and −8 ms
which correspond to the locations of nodal lines in the model

20.3.5 Intermediate Conclusion and Forward Look

What seems to be lacking in the proposed models for drifting sub-pulses which have

been presented so far is a measure of robustness which makes the outcome not too

dependent on precise input of detailed physics, and moreover a precise predictive

power. In the latter respect, the most promising frames of thinking are provided

by the work of [8] and [44]. Perhaps, in the model of [8] one should not think

of stellar pulsations as the underlying cause but directly of global magnetospheric

oscillations, and then not so much of cavity modes as in [42] or of plasma frequency

vibrations as in [40] but of really large-scale breathing and torsional modes of the

entire magnetosphere inside the light cylinder. After all, the magnetosphere of a

magnetized obliquely rotating neutron star is during every rotation period strongly

perturbed on the scale of the light cylinder by the Poynting flux of the open polar

field lines since the Alfvén travel timethrough he light cylinder is (by construction)

of the same order as the rotation period (compare the ‘ringing bell’ of the Earth’s
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magnetosphere). Clearly, a more detailed follow-up of [8] and [44] is needed in

which the described mathematical structures are provided with physics.

In the rest of the paper we will describe a model which tries to incorporate the

basic electrodynamic properties of the open flux bundle, in particular the electric

current and the dense relativistic pair plasma wind, as the drivers of sub-pulses.

20.4 Diocotron Instability Model

Recently, we have proposed a model for the drifting sub-pulses based on the occur-

rence of a diocotron instability in the pair plasma on the open field lines [18]. Since

the mechanism involves a large number of properties of the polar cap wind we sum-

marize its main characteristics and predictions in some detail here, pointing out

which results are robust and which are the result of the mathematical simplifica-

tions made in the treatment of the instability. The diocotron instability (also known

as ‘rotational shear’ or ‘slipping stream’ instability) is an instability of a sheared

flow, much like the familiar Kelvin–Helmholtz instability in a quasi-neutral plasma,

now, however, in a non-neutral plasma. This is the reason why it is sometimes also

called the ‘electrostatic’ Kelvin–Helmholtz instability [25]. In particular, the dio-

cotron instability occurs in a charged plasma beam propagating along a uniform

background magnetic field and a vanishing background electric field component

parallel to the background magnetic field, e.g. Sect. 2.10 in [9]. The electric self-

field of the charged beam would lead to the familiar E×B drift around the cylinder

axis which is now, however, as we have seen above, modified by the effect of the

magnetic self-field from the beam which, in general, carries an electric current as

well as a charge. When the resulting differential rotation of the beam around the

cylinder axis satisfies a certain condition, a non-axially symmetric perturbation in

density, velocity and electric potential can grow over the shear layer. To linear order,

the unstable surface modes are characterized by a radial eigenfunction, an azimuthal

mode number l, an axial wave-number k‖, and an angular frequency ω , whose imag-

inary part gives the growth rate Imω =Γ and whose real part is related to the angu-

lar pattern speed through ωpat = Reω/l. In the non-linear stage, the surface waves

interact with each other through the perturbed potential, which results in stable vor-

tices [10, 14, 38]. So, the diocotron instability modulates and fragments a charged

cylindrical beam in the azimuthal direction as a result of initial shear of the plasma

angular velocity around the axis. Whether the instability occurs and what its char-

acteristics (mode number, growth rate) are is completely determined by the detailed

spatial distribution of the charge and current density of the relativistic pulsar wind.

Therefore, if the diocotron instability be relevant at all to the sub-pulses this model

provides a distinct advantage as compared to the other models in that it builds on

the essential ingredient of any viable radio pulsar model, the existence of a charged

and current carrying dense pair wind.
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We have modeled the plasma outflow above the pair-creation front as an infinitely

long, non-neutral annular beam composed of electrons and positrons propagating

with relativistic speeds along the pulsar’s infinite magnetic field. Stability analy-

sis for realistic parameter values under pulsar conditions reveals a large domain of

instability, where the – linear stage of the – diocotron instability indeed occurs in the

form of surface waves. The link between mode number l and pattern frequency ωpat

of the unstable mode to the observed number of sub-beams and pattern circulation

time is given by

τcirc =Ω∗/(Ω∗ −ωpat), (20.10)

where Ω∗ = 2π/P1 is the pulsar rotation frequency and τcirc is measured in units of

pulsar periods P1. In passing, we note that, in reality, the drifting sub-pulses should

correspond with the vortices from the non-linear phase of the diocotron instability

instead of the linear structures discussed here.

20.4.1 Equilibrium

To study the diocotron instability, the relativistic macroscopic fluid description is

used. Each species α is described by the coupled fluid-Maxwell’s equations. Finite

temperature effects are not taken into account. The stability of equilibria are inves-

tigated under electrostatic perturbations (superscripts “0” and “1” refer to the equi-

librium and perturbed quanties respectively).

Beam Models: Hollow, Beam + Core, and Beam + Return Current

In order to find suitable realistic equilibria we assume that the outgoing plasma

above the pair-creation zone can be modeled as an axially symmetric cylindrical

structure of out-flowing electrons and positrons (denoted with “–” and “+” respec-

tively) in a uniform background magnetic field, B0(r) = B0 ẑ. The differential rota-

tion in the beam will then be determined by the specific equilibrium beam proper-

ties (the equilibrium radial density distribution n0±(R), and the equilibrium velocity

components v0±z(R),v0
±φ (R)). The plasma is assumed to be cold, and its quantities

independent of the z-coordinate. Finally, we assume that electric fields are perpen-

dicular to the magnetic field.

We consider three possible geometries: (1) a hollow beam; (2) a hollow beam

with a core component, and (3) two hollow beams with opposite currents. We

assume that the beams consist of electrons and positrons with nearly equal axial

velocities (Fig. 20.12). The densities of electrons and positrons are assumed to

depend only on R. Since the electric field is completely determined by the den-

sity difference Δn(R) = n+(R)− n−(R) this quantity determines the equilibrium.

We normalize Δ ñ = Δn/nGJ where nGJ ≡−2ε0Ω∗B0/e is not the GJ-density (20.3)
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Fig. 20.12 Left: Model for the hollow beam. The density difference between positrons and elec-
trons is delta≡ Δn = n+ − n− = hnGJ in region II, and zero in regions I and III. At R > R3, the
plasma is assumed to be in solid-body rotation with the star. Right: The axial velocity of the beam
particles across the beam is taken to be constant (bz ≡ βz and bz0 ≡ β 0

z )

but an abbreviation involving the absolute value of the local magnetic field strength

B0. The closed magnetosphere occupies the region R ≥ R3, has a static plasma with

a Goldreich–Julian density everywhere, and co-rotates with the star.

For the hollow beam Δ ñ(R) = h in region II (R1 < R < R2) and zero elsewhere.

For the motion of the two species, we take v+z ≈ v−z = β 0
z c independent of R.

Additionally, particles are assumed to be relativistic only in the axial direction, so

that γ ≈ (1−β 02
z )−1/2. We express the axial current density of the beam formally as

Jz(R) = f (R)β 0
z (R)enGJ c. (20.11)

At the polar cap, the density at which the particles stream out is approximately nGJ,

therefore, we expect 0 ≤ f (R) ≤ h if the current occupies the entire open flux tube,

but of course f (R) can be much larger if the current is confined to a thin hollow

cylinder.

In Fig. 20.13 two additional configurations are depicted: a non-zero core and

when part of the beam moves in the opposite direction (return current). The charge

density difference in region I is hI. We expect that in this region no pair creation

occurs because of the large radius of curvature of the magnetic field, and, therefore,

that the beam is charge-separated. The axial velocity remains unchanged, i.e. both

in region I and in region II approximately the same axial velocity applies to all

particles.

As for the return current, the axial velocity of the hollow beam changes sign at

the radial location

Rp = R1 + p(R1 −R2) (20.12)

which separates region IIa from IIb (see Fig. 20.13). Note that when the net ring

current is zero, we have

R2
p = (R2

2 +R2
1)/2 (20.13)
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Fig. 20.13 Left: Similar to Fig. 20.12; now, a core component is included. The dimensionless
charge difference in Region I is hI. Right: Similar to Fig. 20.12, but now, part of the beam moves
in the opposite direction (Rp is defined by (20.12))

Differential Rotation

By the assumptions of z-invariance and axial symmetry, the equilibrium electric

field as determined from Poisson’s equation is given by

E0
r (R) =

1

ε0R∑α
eα
∫ R

0
dR′ R′n0

α(R′) =
enGJ

ε0R

∫ R

0
dR′Δ ñ(R′)

and we have used the definition of Δ ñ to obtain the latter equality. The equilibrium

magnetic field is given by, B0 = B0ẑ + BS
φ (R)φ̂ + BS

z (R)ẑ, where B0 is the constant

background magnetic field and BS is the field generated by the equilibrium axial and

azimuthal currents J0
z , J0

φ . Since the background magnetic field is extremely large,

we neglect the field BS
z which is generated by J0

φ . Furthermore, we use (20.11) for

the equilibrium axial current density, so that:

BS
φ (R) =

1

ε0cR

∫ R

0
dR′ R′Jz(R′)/c (20.14)

Using the assumptions listed before, the zeroth order of both the continuity equa-

tion and Maxwell’s equations are satisfied, while the azimuthal and axial component

of the momentum equation are trivial. Thus, we are left with the radial compo-

nent of the momentum equation, which relates the density distribution n0
α(R), the

axial velocity β 0
z , the axial current (in terms of enGJc) f (R) and the angular speed

ωα(R) = v0
αφ (R)/R of species α to each other:

ω2
α(R)+ εαωα(R)ΩBα +

εαe
γα(R)mαR

[
E0

R − v0
αz(R)BS

φ

]
= 0 (20.15)
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where ΩBα ≡ eB0/γmα is the – absolute value of – the relativistic cyclotron fre-

quency, and εα ≡ sgneα .

If one neglects the first term in (20.15) one immediately derives the earlier result

E×B (cf. (20.8)). Obviously, the first term represents the inertial acceleration which

can be neglected even for large Lorentz factors because of the strength of the back-

ground magnetic field. Defining

Q ≡ β 02
z f /h, (20.16)

QI ≡ β 02
z fI/hI, (20.17)

and

h̃I = hI/h, (20.18)

the angular rotational velocity

ω̃α(R) ≡ ωα(R)/Ω∗ (20.19)

for the various beams are given in Fig. 20.14.

Exact co-rotation only occurs when the beam is solid and h(1−Q)→ 1 (where h
and Q are now the solid beam parameters). This can be seen both in the hollow beam
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Fig. 20.14 Examples of equilibrium rotational velocity distributions across the beam. R1,R2 are
the inner and outer boundary of the beam, and have values R1 = 0.3, R2 = 0.6 and R3 = 1. Drawn
are the equilibrium solutions for: hollow beam with Q = 0 (solid), hollow beam with Q = 0.5 (long
dash), beam with core (hI = 0.2,QI = 0.1) and Q = 0.5 (short dash) and beam including return
current with Q = 0.5 where Rp is determined by a net zero current ((20.13), dotted) and another
where p = 0.5 (dash-dotted)
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case when we take R1 = 0 and β 02
z f close to zero for a beam with h = 1, and in the

second case where we included a core component and co-rotation appears is only in

Region I. Also, a relativistically out-flowing plasma beam with a Goldreich–Julian

current density does not co-rotate at all with the star unless the charge density is

of order γ2 times the Goldreich–Julian charge density (e.g. h = h̃I = 1 in Region I.

Put differently, rotational speeds exceeding the stellar rotation (‘super-rotation’) are

possible if the charge difference density exceeds the Goldreich–Julian density suf-

ficiently. In general, it is clear from (20.15) that a realistic pulsar outflow has a

sheared rotational velocity distribution across the beam.

For illustrative purposes, a number of equilibrium rotational velocity distribu-

tions are given in Fig. 20.14. Note that the presence of a return current in a rela-

tivistic beam has the effect of pushing up the rotational velocity toward co-rotation

(compare dotted and long-dashed solutions).

20.4.2 Instability

Linearizing the fluid-Maxwell’s equations is done by assuming that the perturba-

tions are electrostatic, i.e. |B1| is small compared to |E1| in the momentum equation

and Faraday’s law. With this, the perturbed electric field can be described as the

gradient of a scalar potential:

E1 = −∇V 1 (20.20)

Furthermore, each perturbed quantity is expressed as:

ψ1(t,R,φ ,z) =
∞

∑
l=−∞

∞

∑
kz=−∞

ψ̃(R)exp[−i(ωt − lφ − kzz)] (20.21)

In this way, the set of equations with five variables can be rewritten into one per-

turbed Poisson’s equation with Ṽ as the only variable (see Appendix in [18]).

Because we are considering beams whose motion is only relativistic in the axial
direction, terms of order β 02

αφ and higher are neglected. Also, we assume that the

beam density is low and the background magnetic field strength is large, so that

ω2
pα � Ω 2

Bα . As for the perturbations, we are interested in waves with kz = 0 and

|ω− lωα(R)|2 �Ω 2
Bα (both ω and ωα are of the order of Ω∗). With these assump-

tions the perturbed Poisson equation becomes:

1

R
∂
∂R

[
R
∂Ṽ
∂R

]
− l2

R2
Ṽ = Ṽ

l
R

2

ω̃− lω̃α(R)
∂
∂R
Δ ñ(R) (20.22)

where ω̃ = ω/Ω∗.

Now, since we are using step-functions for Δn, (20.22) can be solved analyti-

cally. This applies even in the case of a ‘return current’, because in the derivation of

(20.22) we have neglected the contributions of kz and β 2
αφ .
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Eigenvalue Equation

The general solution of (20.22) results in an eigenvalue equation for the perturba-

tion ω̃ which in our simple case is quadratic only. Solutions for ω̃ = Re ω̃+ i Im ω̃
with positive imaginary part correspond to growing perturbations. Instability is com-

pletely determined by just two values: ω̃α(R1)/h and ω̃α(R2)/h. For example, (see

also Fig. 20.14) the same (in)stability occurs for a non-relativistic hollow beam and

a non-relativistic return current. For unstable solutions, we normalize the growth

rate Γ̃ to Ω∗ and the rotational speed of the perturbation (or pattern speed) to ω̃pat

to Ω∗. The pattern speed is found to have a remarkably simple expression:

ω̃pat =
Reω̃

l
=

1

2

[
ω̃α(R1)+ ω̃α(R2)

]
+

h
2l

[{
(R2/R3)2l − (R1/R3)2l}− h̃I

{
1− (R1/R3)2l}]. (20.23)

The pattern speed derived turns out to be approximately halfway between ω̃α(R1)
and ω̃α(R2), just like for the Kelvin-Helmholtz instability in a quasi-neutral plasma.

Physical beams are constrained by: 0 ≤ R1 < R2 ≤ R3, and for hI = 0, Q = 1, one

obtains ωα(R1) = 0 and ωα(R2) = 0 and the solutions are always stable. Also, for

hI = 0, the fundamental mode l = 1 is always stable.

Surface Waves

For our simple beam distributions the diocotron instability gives rise to surface

waves. This is illustrated in Fig. 20.15 where the equipotential curves are drawn

for Q = 0, R1 = 0.5, R2 = 0.6, R3 = 1 and l = 5 at t = 0.

Obviously, extremes are formed at the two surfaces with five azimuthal nodes.

Moreover, the surface waves are shifted in phase with respect to each other. The

phase shift is determined by the geometry. It is this system which probably will

evolve into a non-linear stage where particles get trapped and vortices form.

20.4.3 Numerical Results

We have searched the domains of instability for lmax: the azimuthal mode number

l with the largest growth rate as a function of (R1/R3,R2/R3) for various beams.

As an example we show the results for a hollow beam including a return current

are displayed in grey-scale in Figs. 20.16–20.17. In the contour graphs, darker areas

represent larger lmax: for lmax ∈ [2,10] we use different level of grey-scale for each
integer lmax (some of which are depicted in the graphs), whereas for the ranges:

[11,20], [21, 30] and [31,40], one grey-scale is used for each range; black represents

lmax > 40, and such values are apparent in the graphs for Q ≥ 0.6. Complementary

to the contour graphs we present the maximum of growth rates Γ̃ /h and pattern

velocity ω̃pat/h ((20.23)) found in each lmax-region.
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p which defines Rp, i.e. the radius where the axial velocity of the beam particles changes sign (see
(20.12))
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Fig. 20.17 Maximum growth rate (triangles) and pattern velocities (squares) corresponding to the
case in Fig. 20.16

In the case of Q = 0 (i.e. either the beam is non-relativistic or the beam carries no

current), the beam displays instability for all modes. The general trend for all Q’s is

that thinner beams, i.e. R1 � R2, are unstable for higher l.
An increase in Q leads to a shift of the lmax regions in parameter space and a

decrease in their area, until, for small lmax, instability eventually vanishes. In the

case of Q = 0.9, almost any hollow beam is stable. This is in agreement with the

results of [3] for a charge-separated, relativistic, particle beam. In that case: f equals

h, and solutions for ω̃ are very stable unless l � γ2.

20.4.4 Applications

One of the results that we obtain is that the diocotron instability can operate in a

relativistic beam under typical pulsar conditions where the density distribution is not

charge-separated but instead is formed by a pair plasma. In a charge-separated flow,

however, the instability only occurs at extremely large azimuthal wave numbers,

l > 107, which of course does not lead to observable consequences.

To demonstrate the applicability of the diocotron instability to radio pulsars, we

use the hollow beam model as a simple example. To be able and apply the above

investigated cases of the diocotron instability we made the following assumptions:

the rotation axis is aligned with the magnetic axis, the magnetic field is uniform in

the axial direction, k‖ = 0, and a core component is absent (or at least there is no

spacing between the beam components). Since our model is valid for aligned pul-

sars, we have chosen two pulsars which show drifting sub-pulses and are nearly

aligned: PSR B0943+10 and PSR B0826–34. To apply our results, we need to

extract the following information from the observations: the azimuthal mode num-

ber l, the pattern frequency ωpat in the laboratory frame, and the inner and outer

radius of the subpulse, R1, R2, relative to the cone radius R3 (which we assume to
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Table 20.1 Observationally inferred pulsar data. Note that in [16] no value for β is quoted for
B0826-34. We infer P3 from their values of P2 using the relation for the drift rate D(◦/P1) =
P2(◦)/P3(P1), which is a good approximation for this system as it is nearly aligned. Positive and
negative values occur due to the definition of the drift rate

PSR α(◦) β (◦) P1(s) P3(P1) l τcirc(P1) ω̃circ

B0943+10 [12] 11.58 –4.29 1.09 1.87 20 37 0.973
B0826–34 [24] 1−2 1 1.848 0.50 15 7.5 0.833
B0826–34 [16] 0.5 – 1.848 {+6,−7} 13 +78,−91 {0.99,1.01}

correspond to the last open field line). R1 and R2 are retrieved from the observa-

tions of the specific pulsar. The best estimate for R3 (at the height of emission) is

obtained by using the width of the average profile together with α and β of that

pulsar (see, e.g. (2) in [35]). The data available from the literature are shown in

Table 20.1.

PSR B0943+10

Drifting sub-pulses have been studied extensively for this pulsar by [11, 12]. They

argue that the alias problem is solved and found 20 sub-beams which sub-rotate with

respect to the pulsar, and complete one circulation in 37 pulsar periods. This cor-

responds to an angular frequency in the laboratory frame of ωpat = 0.973Ω∗. From

the average pulse profile (Fig. 1 in [12]) we obtain for the full pulse width W = 34◦.

Together with α = 11◦.58 and β =−4◦.29, we obtain for the cone radius ρ = 5.◦08.

To apply our model of a hollow beam, we estimate R2/R3 ∼ 0.86− 0.93 (Fig. 10

in [12]). If we assume the sub-pulse shape to be circular, we get R1/R3 ≈ 0.65.

For R1/R3 = 0.65 and R2/R3 = 0.92, we calculate Γ̃ /h in the parameter-space

(l,Q) (see Fig. 20.18). Apparently, growth rate is not optimal for l = 20. Since we do

not have more information on Q, we conclude that for l = 20 to develop, we need

Q ≈ 0.8. By combining this with measured ω̃pat = 0.973, we find from (20.23) that

h = Δn/nGJ ≈ 20.

Since the values for R1/R3 and R2/R3 are just estimates, it is important to see

what the influence is if we change the beam configuration. The results are shown in

Figs. 20.18. The values of the Q-parameter, providing instability for l = 20, are listed

in Table 20.2. If we apply the measured pattern velocity ω̃pat = 0.973 to all five cases

shown in Table 20.2 and plug the corresponding values into (20.23), we find that for

the instability to develop, the charge density difference should be Δn ≈ 19.5nGJ.

PSR B0826−34

This pulsar was observed by [7, 15, 30, 37] at different frequencies. Already in the

first observations it was noticed that the radiation spans the full 360◦. The aver-

age pulse profile is divided into four regions, labeled I–IV. At low frequencies, e.g.

408 MHz, the main pulse (III) dominates over a weak interpulse (I) in the average
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0.8 (right)

Table 20.2 The results of Q and Γ̃ for possible beam configurations of PSR 0943+10 assuming
l = 20 and ω̃pat = 0.973. The charge density difference is found to be h ≈ 19.5. Initial guesses for
R1/R3 and R2/R3 are taken from Fig. 10 in [12]

R1/R3 R2/R3 Q Γ̃

0.65 0.92 0.80 1.8×10−2

0.60 0.92 0.83 3.6×10−3

0.80 0.92 0.60 1.14

0.65 0.86 0.77 7.2×10−2

0.65 0.93 0.81 1.4×10−2

pulse profile, whereas at higher frequencies, e.g. 1,374 MHz, the relative intensities

switch, and the intensity in I is much higher than in III. This is seen in average pulse

profiles at different frequencies, e.g. in Fig. 1 in [16]. Also, this pulsar is remark-

able due to its long nulls, e.g. 70% of the time at 409 MHz [15]. Already in the

early observations of PSR B0826–34, the drifting sub-pulses were observed with an

unusual apparent drift pattern, namely a sign reversal of the drift rate [7].

Recently, two detailed observational studies have been made of this pulsar. Gupta

et al. [24] studied the main pulse (III) with the GMRT at 318 MHz. They claim that

the apparent sign reversal is merely an effect of the geometry and aliasing. Our

line-of-sight is very near the magnetic axis β = 1◦, and this axis in turn is close

to the rotation axis, α ≤ 5◦ (probably ≈ 1◦ − 2◦). In this way, the observations

are still compatible with a Ruderman and Sutherland model. They concluded that

the carousel has about 15 sparks (at 318 MHz), rotating at an angular frequency

of ω̃pat = 0.867. Another observation was made with Parkes at 1.374 GHz by [16].

They studied the whole pulse profile and used a method called ‘phase tracking’

where (as the name suggests) the phase of the pulse is tracked, throughout the whole

profile which resulted in 13 sub-beams. At this frequency, the inter-pulse is much

stronger than the main pulse, and they came to the conclusion that we observe two
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nested cones, (see Fig. 10 in their paper, note that both cones have 13 sub-beams).

They argue that the drift reversal cannot be accounted for in terms of geometry and

aliasing (which would be too much of a coincidence), but that it is a true rever-

sal, implying that the beams are rotating 3.6◦ and 3.2◦ per rotation period in either

direction, corresponding to pattern velocities of ω̃pat = 1.01 and 0.99, respectively.

Contrary to a Ruderman and Sutherland model, the diocotron instability can account

for a reverse drift as we will show.

We assume that the two observed sub-beam rings are formed by an instability of

two nested hollow beams. The treatment of the inner hollow beam is unaffected by

the outer beam, since the electric field causing the drift is only determined by the

enclosed charge. The outer beam, on the other hand, cannot be described correctly

within the context of our model without further assumptions since two different

hollow beams would lead to an eigenvalue equation for ω̃ of 4-th degree instead of

the quadratic equation. For simplicity, we therefore assume that the outer beam can

be treated independently. Although [16] suggested a polar cap geometry, R1/R3 and

R2/R3 are not well enough determined. So, unlike in PSR 0943+10, we cannot first

constrain Q by fixing the hollow beam geometry. Instead, we allow different Q’s and

plot the instability region for l = 13 and Q = 0−0.7 (Fig. 20.19; white regions are

stable). Inside the domain we separate the regions by using grey-scales for different

‘angular’ velocities ω̃pat/h (black represents ω̃pat/h > 0.08, and the other two have:

0 < ω̃pat ≤ 0.04, 0.04 < ω̃pat ≤ 0.08). Note that instead of (R2/R3,R1/R3), we now

use the center of the beam, Rb = (1/2)(R1 + R2) and the beam half-width, ΔR =
(1/2)(R2 −R1).
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To have a reverse drift, our model implies that the charge density differences are

changing around a critical value. For instance, if we take Q = 0.7, and for the beam

radius of the inner cone Rb = 0.56 (a rough estimate from Fig. 10 in [16]), then for

l = 13, the maximum of Γ̃ /h occurs at ΔR = 0.0995, which gives us ω̃pat/h = 0.077.

For exact rotation with the star, we need h = 1/0.077 ≈ 13 (which corresponds to

Γ̃ ≈ 0.12). Thus, for slightly larger or smaller Δn, the pattern speed will be either

sub- or super-rotational as compared to the stellar rotation. Also, note that the beam

thickness ΔR increases with the beam radius Rb for the same (l,ωpat), just like [16]

suggested for the two rings on the basis of their observations (see their Fig. 10). If

we choose, e.g. Rb = 0.77 for the outer cone, then, for this beam to be unstable for

l = 13 and to have the same pattern velocity as the inner beam, we find a maximum

of Γ̃ /h, now corresponding to ΔR = 0.13, which is indeed slightly larger than the

beam thickness of the inner cone.

20.5 Future Prospects

What Have We Learned?

• The phenomenon of drifting sub-pulses is common to the majority of radio pul-

sars. This result has come about from a careful study of high-quality data taken

with the PuMa backend of the Westerbork Synthesis Radio Telescope.

• Drifting sub-pulses can – in principle – be understood both in a rotating carousel

model, and in an oscillating magnetosphere model. The precise physics leading

to such an effect have, however, still to be filled in.

We have described in some detail the diocotron instability (alternatively also called

a ‘slipping stream’ or an ‘electrostatic Kelvin–Helmholtz’ instability) in the context

of drifting sub-pulses. We modeled the out-flowing relativistic pair plasma as a non-

neutral, differentially rotating, infinitely long and azimuthally symmetric cylindrical

annular beam, propagating along the pulsar’s strong magnetic field. In the limit of

long axial wavelengths (k‖ = 0), we find that the instability occurs for a broad range

of beam geometrical parameters. We find that for charge separated flow, only the

modes with very high azimuthal harmonic number, l ≥ γ2, are unstable. However,

when the flow consists of both positrons and electrons, the charge density and the

current density become largely independent of each other, and the beam becomes

unstable in the relativistic case already for moderate azimuthal numbers, l ≤ 40.

We have applied this model to two pulsars with sufficiently detailed carousel

observations, namely PSRs B0943+10 and B0826−34, identifying the azimuthal

number l of the unstable surface modes with the number of sub-beams in a particular

pulsar profile. In both cases we have demonstrated that the hollow beam model can

account for the observed sub-pulse drift. It is important to notice that since the drift

direction is determined by the non-dimensional charge density h (i.e. relative excess

of the charge of one sign over another), together with the normalized charge of one

sign over another), together with the normalized current density Q, direction reversal
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of the drift is possible within our model. The latter phenomenon is observed in PSR

B0826−34. Such an application opens up the possibility to determine details of the

polar cap plasma, such as charge and current densities of the particles, within the

frame of the diocotron instability model.

In both applications we find that strong super GJ charge density difference is

needed for the relativistic beam to nearly co-rotate with the star. It should be noticed

that there are no principal difficulties for the net charge of a pair plasma beam to

achieve such densities. Whether a relativistic beam has a large or small density just

depends on the parallel voltage drop deep below the resonance region, close to the

stellar surface. If there is no voltage drop, there is no slippage of the magnetospheric

field with respect to the star, and the magnetic field is strong enough to enforce co-

rotation. Moreover, we stress that a relativistic beam of electrons and positrons with

a charge density difference equal to just the GJ-density does not co-rotate with the

star at all, unless 1− β 02
z f is small, because the repelling electric radial force is

largely balanced by the pinching force of the self-magnetic field. At the same time,

in the pulsar application, the relativistic beam should be in a near co-rotation with

the star, which implies that the charge density difference in the beam should largely

exceed the GJ-value. As far as we know, this point has never been emphasized in

the context of relativistic particle beams streaming away from pulsar polar caps,

although the fact of strong sub-rotation of the charge-separated beam with the star

was noticed long ago by [17].

What New Studies Are Needed?

In general the following points deserve attention:

• The existence of carousels has still to be confirmed or refuted for a substantial

number of pulsars;

• An investigation on the excitation of global magnetospheric oscillations for an

oblique, magnetized rotating neutron star;

• The relation between nulling and drifting sub-pulses is still unclear. Progress can

be expected from high-sensitivity single pulse observations;

• The cause for mode-switching remains unclear. Both theoretical ideas and further

detailed observations are needed.

In the context of the diocotron instability, the following studies are needed:

• For more than one cone, the number of discontinuities to match becomes more

than two. This results in a higher-order polynomial equation, instead of the

quadratic equation, which is not accessible to analytical treatment but rather

requires involvement of numerical methods.

• In the above analysis we have simplified the problem by assuming that the pulsar

is aligned, Ω||m. Since it now appears that the majority of pulsars does exhibit

the drifting sub-pulse phenomenon, the diocotron instability should be examined

in oblique rotators, where the equilibria become time-dependent. Clearly, future

theoretical work is needed to extend the treatment of the instability to such cases.
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• Also, the linear stage should be followed into the non-linear regime, including

the formation of vortices.

• The radio emission from pulsars presents more puzzles than the drifting sub-

pulse phenomenon, the major one being the mechanism of radio emission itself.

Mahajan et al. [29] have suggested that the diocotron instability can couple non-

escaping longitudinal Langmuir waves to escaping electromagnetic waves. The

precise influence of the diocotron instability on radio emission has not been

investigated and is of course an important point for future work.
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Chapter 21
Soft Gamma-Ray Repeaters and Magnetars

Kevin Hurley

21.1 Introduction

The history and observational properties of the soft gamma repeaters are reviewed

in this Chapter. Over the past decades, we have gone from viewing these objects as

a special class of cosmic gamma-ray burst, to seeing them as one manifestation of

magnetars. There is now a solid body of multiwavelength observations, as well as

some more controversial properties. There are still a number of fundamental unan-

swered questions, which will require better theory, more sensitive observations, and

many years to answer. The story of the soft gamma repeaters (SGRs) begins in

1979. On January 7th, a short duration, soft spectrum burst was observed from the

direction of the Galactic center [28]. At that time, relatively little was known about

cosmic gamma-ray bursts (GRBs), but their energy spectra, as observed up to that

point, were clearly “hard,” containing photons up to hundreds of keV and beyond.

On the other hand, it was clear that the spectrum of the January 7 event was much

softer than that of a GRB, i.e., with little emission beyond 100 keV. The event was

called “a gamma-ray burst without the gamma-rays.” Several months later, the most

intense gamma-ray transient which had been observed up to that time, the March 5,

1979 burst, was detected. This event had a hard spectrum and a long duration, with a

pulsating tail, and it was localized to the N49 supernova remnant in the Large Mag-

ellanic Cloud [3,7]. At the distance of the LMC, the intensity of this burst was >103

times the Eddington luminosity. And in the days that followed, smaller bursts were

detected from the source [31]. Many theories were proposed to explain this event,

which was generally thought to be an unusual GRB. Several weeks later, another

repeating source was discovered when it emitted three short duration, soft spec-

trum bursts in 3 days [32]. Finally, between July and December 1987, yet another

repeater was discovered [2]. This object turned out to be the same as the one which
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had been detected on January 7, 1979. The source was named SGR1806-20, with

SGR standing both for the constellation (Sagittarius) and for Soft Gamma Repeater,

to distinguish it from the GRBs.

On the theoretical side, two papers appeared independently in 1992 which con-

sidered the role of strong magnetic fields in explaining GRBs in general, and the

March 5, 1979 event in particular [5, 39]. These papers lay the groundwork for the

1995 paper which explained the SGRs as strongly magnetized neutron stars [43].

The word “magnetar” was used in it to describe these neutron stars for the first time.

In these papers, one can find many roles that the magnetic field plays in explaining

the SGR phenomenon, but two important ones are the following:

• It provides a robust magnetosphere that confines the hot e−e+ pair plasma

required to produce the intense peak of the March 5, 1979 burst

• It suppresses the Compton scattering of outgoing radiation from the neutron star

so that it can greatly exceed the Eddington limit, without invoking beaming

The definition of a magnetar is a neutron star in which the magnetic field, rather

than rotation, provides the main source of free energy; the decaying field powers the

electromagnetic radiation [5, 43, 44]. Note that the definition does not specify any

particular field strength, but rather, is based on an energy balance argument. Today

we know of several possible manifestations of magnetars, and soft gamma repeaters

are one. With magnetic field strengths B ∼ 1015 Gauss, magnetars indeed have the

strongest cosmic magnetic fields that we know of in the Universe. But we also know

of neutron stars with strong magnetic fields that are rotation-powered, and clearly

do not fit the magnetar description (e.g. [34]).

21.2 The Basic Facts

Although there are still many things that are not well understood about magnetars,

there are a few basic, observational facts that are not controversial, and require little

or no interpretation.

• The SGRs are sources of short (∼100 ms), repeating bursts of soft γ-radiation

(<100 keV) (Figs. 21.1 and 21.2). Figure 21.1 shows a series of bursts from

SGR1900+14. When an SGR is active, it can go through periods where hundreds

of bursts are emitted in a period of minutes. Active periods occur at apparently

random intervals; outside of these periods, it is common for SGRs to emit no

detectable bursts at all for years.

• Four SGRs are known. Three are in our galaxy (SGR1806-20, 1900+14, 1627-

41), and one is in the direction of the Large Magellanic Cloud (SGR0525-66,

the source of the March 5, 1979 burst). Their general locations are shown in

Fig. 21.3. The fact that three are in the Galactic plane, while one is in a young

SNR, indicates that all the SGRs are probably young objects (perhaps <10,000

years old).
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Fig. 21.1 Bursts from SGR1900+14 during a particularly active phase. The data are from the
Ulysses GRB experiment, for May 30, 1998, in the 25–150 keV energy range. Active phases occur
apparently at random, and no bursts are observed during quiescent phases, which can last for years
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Fig. 21.2 Distribution of kT values for the energy spectra of the short bursts. The burst spectra
have been fitted with a simple functional form, E−1exp−E/kT (this is not to be interpreted as
implying any particular emission mechanism – it is simply a convenient fitting function). The data
were taken from [1]
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Fig. 21.3 The general locations of the four known soft gamma repeaters

• The SGRs are quiescent X-ray sources and have been imaged by most X-ray

spacecraft since ROSAT. Although their luminosities are somewhat variable, they

are generally strong sources (∼10−11 ergcm−2 s−1) which can easily be detected

in soft X-rays, and in two cases, to energies up to 100 keV and above [14, 15].

While there is a connection between the X-ray luminosity and bursting activity,

the quiescent X-ray emission is always present, even when there are no bursts.

• The SGRs have rotation periods in the 5–8 s range, which are increasing mono-

tonically, although sometimes irregularly, with time, at rates ∼10−10ss−1.

Figure 21.4 shows the X-ray pulse shape of SGR 1806-20. The X-ray luminosity

(∼ 2× 1035 ergs−1) is much greater than the spin-down energy (∼1033 ergs−1),

which leads to an estimate of the magnetic field if dipole radiation is assumed

to be the cause of the spin-down, and the particle wind is negligible [26]. Also,

under these conditions, the spin-down age P/2Ṗ∼ 1,500year, which is consistent

with the idea that SGRs are young objects. SGR1627-41 may be an exception.

Its periodicity is either undetectable, or its amplitude is time-variable [18, 45].

• The SGRs occasionally emit long duration, hard spectrum giant-flares , which

produce the most intense cosmic gamma-ray fluxes ever measured at Earth. Three

have been observed so far. The first was the March 5, 1979 event from SGR0525-

66 [3, 7, 31]. The second was the August 27, 1998 event from SGR1900+14

[8, 17, 33]. The third was the December 27, 2004 burst from SGR1806-20, the

most intense of the three [18, 35, 41]. Giant flares occur perhaps every 30 years

on a given SGR (no SGR has yet been observed to emit two giant flares, so

this number is based on the number of known SGRs, the number of years of

more or less complete observations, and the three observed giant flares). These

bursts are intense (up to ∼3×1046 erg at the source, or 1ergcm−2 at Earth), last

∼5 min, and have very hard energy spectra extending to MeV energies, at least.

Their time histories are modulated with the neutron star periodicity. SGRs are

not quiescent radio emitters [29], but giant flares create transient radio nebulae

[9, 11], and even produce dramatic ionospheric disturbances [23]. Figure 21.5

shows two examples, and Fig. 21.6 compares the spectrum of a giant flare with

that of a short burst.



21 Soft Gamma-Ray Repeaters and Magnetars 579

Fig. 21.4 X-ray pulse profiles of SGR 1806-20 as a function of energy, and of time before and
after the giant flare of December 27, 2004, from [47]. Reproduced by permission of the AAS

21.3 The Less Certain Facts

There are a number of SGR properties whose interpretation is more complex, or

less certain. The first involves burst statistics. The distributions of the short burst

durations (Fig. 21.7) and the waiting time between two successive bursts have been

studied by [12], who have shown that both are lognormal. (A variable x has a lognor-

mal distribution if loge(x) follows a Gaussian distribution). A cumulative number-

intensity distribution (that is, the number of bursts N with a fluence greater than F,

where F is in erg cm−2) has been compiled recently using INTEGRAL–IBIS obser-

vations by [15], who has found that it follows a power law, N∝ F−α , where α is the

power law index (cf. Fig. 21.8).

[12] have shown that lognormal duration and waiting time distributions, and the

power law number-intensity distribution, are consistent with a system in a state of

self-organized criticality. Very briefly, this is a system which evolves to a critical

state due to some driving force. In this state, a slight perturbation can cause a chain

reaction of almost any size. Here, the system is the neutron star crust, and it evolves

to a critical state due to the force exerted by magnetic stress. The chain reaction is
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Fig. 21.5 Time histories of the giant flares from SGR1900+14 (bottom, Ulysses data) and
SGR1806-20 (top, RHESSI data). The common features of giant flare time histories are (1) a
fast rise (<1 ms) to maximum, (2) a ∼200 ms long intense peak, and (3) a several hundred second
long tail which is modulated by the neutron star rotation period

a crust quake, and it leads to a short burst of arbitrary size (but not a giant flare).

Palmer [40] has shown that this behavior is also consistent with a set of indepen-

dent relaxation systems. In this picture, multiple, independent sites on the neutron

star surface accumulate energy, and that energy is suddenly released seismically,

producing short bursts.



21 Soft Gamma-Ray Repeaters and Magnetars 581

Fig. 21.6 Comparison of the typical energy spectra of a short SGR burst and a giant flare. The giant
flare is not only more intense, but has a considerably harder energy spectrum during the intense
peak. Emission up to ∼17 MeV has been observed

The second involves line features. The RXTE PCA spectra of ∼6 bursts from

SGR1806-20 show evidence for one or more lines (at ∼5, 11, and 17 keV), which

can be interpreted as cyclotron features [21, 22]. If these are assumed to be electron

cyclotron features, a field strength B ∼ 6× 1011 G is inferred, but much greater

line widths are expected due to thermal broadening. If proton cyclotron features are

assumed instead, B ∼ 8× 1014 G is obtained, which is consistent with magnetar-

strength fields. A 6.4 keV emission line has been observed in the spectrum of a burst

from SGR1900+14, with a possible weaker line at 13 keV. The interpretation could

be Fe fluorescence from material ablated from the neutron star surface, or again,

cyclotron features [42]. Lines in the spectra of transient events, such as SGR bursts,

are difficult to verify, so the interpretation of these observations remains open. Line

features have not been detected in the quiescent X-ray spectra of SGRs [36].

The third is the relation between bursting and other activity. Woods et al. [46,47]

have shown that the spin-down, while monotonic, is variable, and that the variability

is not related to bursting activity (cf. Fig. 21.9); for SGR1806-20 this includes both

the short duration events and the giant flare. This is an argument against accretion
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Fig. 21.7 Distribution of the durations of the short bursts from SGR1806-20 (solid line), and a log-
normal fit (dashed line, from [12]. The bursts were observed by BATSE. Reproduced by permission
of the AAS

as the cause of the bursts. On the other hand, bursting activity and the intensity of

the quiescent emission are related (cf. Fig. 21.10). The relation between the two is

probably a complex one, but a simple explanation is that both are related to magnetic

stressing of the neutron star surface.

The fourth is the interpretation of the IR flux from SGR1806-20. In 2005, two

groups succeeded in detecting the faint IR counterpart to this SGR in a very crowded

field [24, 25]. The identification was based in large part on the IR variability, which

was roughly correlated in time with the bursting activity and the quiescent flux
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Fig. 21.8 The number-intensity relation for short duration bursts from SGR1806-20, from [14].
The bursts were observed by INTEGRAL–IBIS. The solid line represents the raw data; the dashed
line is the result after correcting for efficiency

increase in 2004. However, [24] have pointed out that the IR flux is many orders

of magnitude above the extrapolation of the X-ray spectrum. Thus the two probably

have different origins, even though they vary in concert.

The fifth is the nature of three mystery objects, which may or may not be SGRs.

SGR1801-23 was discovered by the interplanetary network when it emitted two

short duration, soft spectrum bursts [4]. SGR1808-20 was discovered by the HETE

spacecraft when it emitted one short duration, soft spectrum event [27]. GRB050925

was discovered by Swift; it too, has emitted just one short, soft event [16, 30]. (One

should recall that SGR1806-20 was discovered when it emitted a single burst on

January 7, 1979, so the lack of observed repetition to date for two of these objects

is not a strong argument against an SGR origin.) All these objects lie in the Galactic

plane, which is another argument in favor of an SGR interpretation. However, no

quiescent X-ray source has been found for any of them, which would be unusual for

an SGR.

The sixth is the relation of SGRs to supernova remnants (SNRs) and massive star

clusters. While some SGRs appear to lie in or near SNRs, it can be argued that this

is not unlikely based on chance superpositions [10]. Other SGRs appear to lie in

massive star clusters [6], although the probability of chance alignments is harder to

judge. In any case, the distances to the Galactic SGRs are generally uncertain by a

factor of at least two.
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Fig. 21.9 Top panel: bursting activity of SGR1806-20 in 2004 and 2005 (from [47]). Middle panel:
spin frequency as a function of time over the same period. The giant flare occurred at the end of
2004. Bottom panel: frequency derivative. Reproduced by permission of the AAS

21.4 Interpretation

Several interpretations of SGR phenomenology have been proposed. Here the mag-

netar model will be outlined, as it has been elaborated by [43, 44] and reviewed

by [48].

In some rare supernova explosions, a neutron star is born with a fast rotation

period (∼ms) and a dynamo is established which creates or amplifies a strong

magnetic field. Differential rotation and magnetic braking quickly slow the period

down to the observed 5–10 s range. Magnetic diffusion and dissipation heat the neu-

tron star surface, which radiates X-rays. This X-radiation is always present, regard-

less of the bursting activity, so magnetars are quiescent X-ray sources. In addition,

increased dissipation at the poles creates hot spots on the surface, and a periodic

component whose amplitude is ∼10% of the total is superimposed. Thus magnetars

are quiescent, periodic X-ray sources. The strong magnetic field (∼1015G) stresses

the iron surface of the neutron star, to which it is anchored. The surface, a crustal
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Fig. 21.10 Top panel: bursting activity of SGR1806-20 between 1993 and 2005 (from [47]). Mid-
dle panel: low energy X-ray flux, as measured by various spacecraft. The quiescent flux increases
at the same time as the bursting activity in 2004. Bottom panel: pulsed fraction. Reproduced by
permission of the AAS

lattice with a finite shear modulus, undergoes localized cracking, shaking the field

lines and injecting energy into the magnetosphere. The resulting field line oscil-

lations (Alfvèn waves) accelerate electrons to ∼100 keV; they radiate their energy

in short bursts with energies around 1040−1041 erg (in earthquake terms, this can

be thought of as a magnitude 19.5 crust quake). These are the most common SGR

bursts.

Localized cracking cannot relieve all the stress which the magnetic field exerts

on the surface, and it continues to build for decades. The built-up stress eventually

ruptures the surface of the star profoundly (a magnitude 23.2 star-quake), resulting

in a giant flare. Magnetic field lines annihilate, accelerating electrons and positrons,

and filling the magnetosphere with a hot pair plasma. The initial spike in the giant

flare is radiation from the entire magnetosphere (B > 1014 G is required to contain

the pair plasma). The 5 min long, periodic component of the flare comes from hot

spots on the surface of the neutron star.
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Table 21.1 AXPs and SGRs compared

SGRs AXPs

Short duration bursts Frequent Rare, weaker
Giant flares Yes None observed
Quiescent X-ray emission Yes Yes
Periods 5.2–8 s 5.5–11.8 s

Spin-down 6.1−20×10−11ss−1 0.05−10×10−11ss−1

Hosts Massive star clusters, SNRs? SNRs?

21.5 Magnetar Manifestations

To date, we know of four definite SGRs, and three possible ones. The anomalous

X-ray pulsars (AXPs, the subject of another paper in this volume) are also inter-

preted as magnetars, and seven of them have been identified, all in the Galaxy.

Table 21.1 compares some of the essential properties of SGRs and AXPs. (For a

recent review of SGR and AXP properties see [48]).

A third manifestations of SGRs might be some short duration cosmic gamma-ray

bursts “in disguise” (that is, events which have been incorrectly classified as gamma-

ray bursts). If an SGR giant flare were observed from a great distance, only the short

duration, hard spectrum initial spike would be detectable. It would resemble a short

duration GRB, and, based on the energetics of the giant flares observed so far, such a

burst could be detected to a distance of perhaps 100 Mpc [19]. Evidence for an SGR

origin would be a bright galaxy in the error box. Two such events have possibly been

observed. The error box of GRB051103 includes part of M81 [13], and the error

box of GRB070102 includes part of M31 [20]. Both cases are plausible, but not

proven beyond a doubt. Thus, although it seems virtually certain that extragalactic

SGRs must exist, none has been detected with certainty (apart from SGR0525-66

in the LMC). The percentage of short duration events which might be extragalactic

giant magnetar flares is therefore uncertain, but estimates vary between 1 and 15%

[37, 38].

21.6 Open Questions

Some of the outstanding questions about SGRs are the following:

• What are the distances of the Galactic magnetars? If this were known, the ener-

getics of the bursts could be determined, and this would clarify the relation

between giant flares and short GRBs.

• What is the number-intensity relation for giant magnetar flares? The answer to

this question would also clarify the relation between giant flares and short GRBs.

• What is the SGR birth rate? If this were known, we would be able to better

constrain the total number of SGRs in our galaxy, and their lifetimes.
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• What kind of supernova produces an SGR? This may not matter much for under-

standing SGR activity, because it is probably independent of how the magnetar

formed. But it is an essential open question in magnetar theory.

• What is the relation between SGRs and AXPs? Does one evolve into the other,

or are they separate manifestations of magnetars? A related question is what the

relation is between magnetars and the high magnetic field pulsars.

• How many other manifestations of magnetars are there waiting to be discovered?

The answers to these questions will come from three efforts. The first is more

detailed theoretical modeling of magnetar formation and activity. The second is

more sensitive detectors. Today the interplanetary network surveys the entire sky

for magnetars, with a duty cycle close to 100%, but it only detects the more intense

bursts. Swift and INTEGRAL–IBIS are extremely sensitive SGR detectors, but they

view only a small fraction of the sky. Sensitivity should not be achieved by sacrific-

ing field of view, because the entire sky needs to be surveyed for magnetar activity

with greater sensitivity on a continuous basis. With these two elements in hand, one

more thing will be required: about 30 years of data. This estimate comes from two

facts. The first is that we have now been studying magnetars for about 30 years to

arrive at our current state of knowledge. There are not many of them, and they are

not active all the time. They yield their secrets very slowly. The second is that this

is our best estimate of the time between giant bursts on a single SGR.

Anyone interested in getting started in this field should view these as a homework

assignment, due when we meet to celebrate the 70th birthday of neutron stars in

2036.
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15. Götz, D., Mereghetti, S., Tiengo, A., et al., A&A, 449, L31, 2006
16. Holland, S. et al., GCN Circ, 4034, 2005
17. Hurley, K., Cline, T., Mazets, et al., Nature, 397, 41, 1999
18. Hurley, K., Strohmayer, T., Li, P., et al., ApJ, 528, L21, 2000
19. Hurley, K., Boggs, S., Smith, D., et al., Nature, 434, 1098, 2005
20. Hurley, K. et al., GCN Circ, 6103, 2007
21. Ibrahim, A., Safi-Harb, S., Swank, J., et al., ApJ, 574, L51, 2002
22. Ibrahim, A., Swank, J., and Parke, W., ApJ, 584, L17, 2003
23. Inan, U., Lehtinen, N., Lev-Tov, S., et al., G R L, 26(22), 3357, 1999
24. Israel, G., Covino, S., Mignani, R., et al., A&A, 438, L1, 2005
25. Kosugi, G., Ogasawara, R., and Terada, H., ApJ, 623, L125, 2005
26. Kouveliotou, C., Dieters, S., Strohmayer, T., et al., Nature, 393, 235, 1998
27. Lamb, D. et al., GCN Circ, 2351, 2003
28. Laros, J., Fenimore, E., Fikani, M., et al., Nature, 322, 152, 1986
29. Lorimer, D., and Xilouris, K., ApJ, 545, 385, 2000
30. Markwardt, C. et al., GCN Circ, 4037, 2005
31. Mazets, E., Golenetskii, S., and Il Inskii, V., Nature, 282, 587, 1979
32. Mazets, E., Golenetskii, S., and Guryan, Yu., Sov Astron Lett, 5(6), 343, 1979
33. Mazets, E., Cline, T., and Aptekar, R., Astron Lett, 25(10), 635, 1999
34. McLaughlin, M., Stairs, I., and Kaspi, V., ApJ, 591, L135, 2003
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Chapter 22
X-Ray Polarimetry and Its Potential Use
for Understanding Neutron Stars

Martin C. Weisskopf, Ronald F. Elsner, Victoria M. Kaspi, Stephen L. O’Dell,
George, G. Pavlov, and Brain D. Ramsey

22.1 Introduction

In this Chapter we discuss the history and the potential scientific impact of X-ray

polarimetry for the study of neutron stars. Despite major progress in X-ray imaging,

spectroscopy, and timing, there have been only modest attempts at X-ray polarime-

try. Indeed, the last such dedicated experiment, conducted by one of us over three

decades ago, had such limited observing time and sensitivity that even ∼10%◦
of polarization would not have been detected from some of the brightest X-ray

sources in the sky, and statistically significant X-ray polarization was detected in

only one of the brightest celestial X-ray sources, the Crab Nebula. Radio and opti-

cal astronomers use polarimetry extensively to probe the radiation physics and the

geometry of sources. Sensitive X-ray polarimetry promises to reveal unique and

crucial information about physical processes and structure of neutron stars (and

indeed all classes of X-ray sources). X-ray polarimetry remains the last undevel-

oped tool for the X-ray study of astronomical objects and needs to be properly

exploited.
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22.2 Background

Only a few experiments have conducted successful X-ray polarimetric observations

of cosmic sources. In rocket observations (Fig. 22.1), the X-ray polarization from

the Crab Nebula was measured [55]. Using the X-ray polarimeter on the Orbiting

Solar Observatory (OSO)-8, Weisskopf et al. [87] confirmed this result with a 19-σ

Fig. 22.1 1971 Photograph of the NASA Aerobee-350 sounding rocket No. 1709 that first detected
polarization from the Crab Nebula. Left to right are R. Novick, G. Epstein, M.C. Weisskopf,
R. Wolff, and R. Linke
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detection (P = 19.2%±1.0%), thus conclusively proving the synchrotron origin of

the X-ray emission from this plerionic supernova remnant. Unfortunately, because

of low sensitivity of those experiments, only upper limits were found for polariza-

tion from other X-ray sources (e.g., 13.5% and 60% for accreting X-ray pulsars Cen

X-3 and Her X-1, respectively [74]). Since that time, although there have been sev-

eral missions that have included X-ray polarimeters such as the original Einstein
Observatory, and Spectrum-X, no X-ray polarimeter has actually managed to be

launched. The Einstein mission was descoped and the polarimeter removed, and the

Spectrum-X was cancelled. We discuss this point in more detail in Sect. 22.5.

22.3 Scientific Basis for Neutron Star X-Ray Polarimetry

22.3.1 Radio Pulsars

Radio pulsars are isolated, rotation-powered, neutron stars converting rotational

energy to the energy of ultra-relativistic particles and radiation through electromag-

netic coupling. Strong electric fields and pair production in the very strong (up to

a few ×1013 G) magnetic field result in beamed outflow of relativistic particles and

radiation and consequent “search-light” (sweeping beam) pulses. Theoretical mod-

els predict strong linear polarization varying with pulse phase due to the rotation of

the neutron star. However, details of the emission, as discussed, e.g., in numerous

papers presented in this Seminar, and even its location (“polar cap” versus “outer

gap”) remain unclear. X-ray polarimetry could provide decisive information to test

detailed models, to determine the emission site, and quite possibly to verify, obser-

vationally, the phenomenon of vacuum birefringence as predicted by quantum elec-

trodynamics (QED).

The origin of the high-energy non-thermal pulsar radiation is still a matter of

debate. Controversy remains over the site of this emission: directly above the polar

cap, where the coherent radio pulses originate [20, 32], or in the outer magneto-

sphere [13, 14, 65]. Polarization measurements would discriminate among beaming

geometries (e.g., “polar-cap” vs. “outer-gap” models).

The requirements on X-ray polarimetry may be estimated by examining the opti-

cal polarimetry of the Crab pulsar [66, 76], which shows (Fig. 22.2) high linear

polarization, varying rapidly through each pulse component. Because the field line

projection determines the polarization position angle, we expect a close, but not

necessarily identical, correspondence between the optical and X-ray sweep of the

position angle. Previous X-ray polarimetry of the Crab, limited to a single energy

(2.6 keV) could place only upper limits of 20–30% on the pulsar’s polarization in

wide phase bins [73]. What is needed are much more sensitive measurements capa-

ble of providing, at a minimum, data over a large number of pulse phase bins that

are small enough to resolve different features of the pulse profile.

The pulsar’s X-ray emission is almost certainly synchrotron radiation. If, how-

ever, as has been proposed [77], the optical emission were curvature radiation, the
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Fig. 22.2 Crab pulsar optical light curve, position angle, and degree of polarization as a function
of pulse phase (from [40]). Data are compared to three different predictions of theoretical models
(Courtesy A. Harding)

X-ray polarization would be orthogonal to the optical polarization (Fig. 22.2). If,

instead, the remarkably flat optical spectrum were a low-pitch-angle extension of

the X-ray synchrotron population [19], the larger X-ray pitch angle would smooth

the position-angle sweep (the variation of the position-angle as a function of pulse

phase). Thus, the X-ray-polarization profile (polarization amplitude and position

angle as a function of pulse phase) would be a sensitive probe of the magnetospheric

particle distribution over pitch-angles.

Polarimetry also offers an interesting opportunity to observe an exotic QED

effect – vacuum birefringence – induced by a strong magnetic field. Predicted nearly

70 years ago [23, 33, 85], the effect is yet to be verified observationally. The effect

follows from the result [80] that the indices of refraction for radiation polarized par-

allel (n‖) and perpendicular (n⊥) to the plane formed by the direction of propagation

and the magnetic field are different and depend on the field strength:

n‖ ≈ 1+
α
4π

sin2 θ

[
14

45

(
B

Bcr

)2

− 13

315

(
B

Bcr

)4
]

(22.1)

n⊥ ≈ 1+
α
4π

sin2 θ

[
8

45

(
B

Bcr

)2

− 379

5040

(
B

Bcr

)4
]

(22.2)

for photon energies below the one-photon pair production threshold and magnetic

fields much lower than Bcr = m2c3/eh̄ ≈ 4.4×1013 G (here α is the fine structure

constant and θ is the angle between the direction of propagation of the photons and
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the magnetic field). Thus, for a field of 3× 1012 G, we have n‖ − n⊥ ∼ 4× 10−7

for propagation transverse to the field lines. At 1 keV, the path length for one wave

retardation is only a few mm.

Pavlov, Mészáros, and co-workers investigated the influence of vacuum birefrin-

gence on X radiation from neutron stars (see [47, 58] for reviews). To accurately

locate the X-ray-emitting site and infer its properties, vacuum birefringence effects

on radiation propagating in a nonuniform magnetic field must be taken into account.

For instance, if the emission site is near the neutron-star surface (as in polar-cap

models), the vacuum birefringence leads to an energy dependence of the polariza-

tion direction at a particular rotation phase [35]. This results in a ∼10◦ phase shift

between the optical and X-ray polarization swings, with the X-ray sweep leading.

The measurement of such a phase shift would not only locate the emission site, but it

would also represent a direct observational manifestation of vacuum birefringence.

22.3.2 Magnetars

Soft Gamma-ray Repeaters (SGRs) and Anomalous X-ray Pulsars (AXPs) are pre-

sumably isolated, magnetic-powered neutron stars, converting magnetic energy ulti-

mately into high-energy radiation. SGRs and AXPs are likely to be magnetars, i.e.,

neutron stars with extremely strong (1014−15 G) magnetic fields. Magnetically cou-

pled seismic activity possibly results in high-energy radiation and plasma outflows,

occasionally in extremely luminous (up to 1047 erg s−1) giant flares of SGRs. Radi-

ation emitted in such superstrong magnetic fields is inevitably highly polarized

(e.g., [54] and references therein). X-ray polarimetry can provide important data

for understanding the nature of magnetars and for studying physical processes in

extreme magnetic fields.

In the widely accepted magnetar model [22], the neutron star’s strong magnetic

field powers persistent emission through low-level seismic activity and heating of

the stellar interior; it powers the burst emission through large-scale crust fracture

[81, 82]. However, there is no generally accepted detailed model for the SGR emis-

sion, particularly in the active (burst) phase ([45], and references therein), with peak

soft-X-ray luminosities between 1038 and 1044 erg s−1 [36]. Sources such as SGR

1806–20 may have even brighter soft components during giant flares. The persis-

tent radiation of magnetars is relatively faint in soft X-rays (Lx ∼ 1034−35 erg s−1 in

the Chandra-XMM-Newton band). However, recent observations with INTEGRAL

and RXTE have revealed hard-X-ray tails in the magnetar spectra [30, 43], with

20–100 keV luminosities up to ∼1036 erg s−1, which makes this range promising

for polarization observations. If an SGR becomes active, the polarization will be

amenable to measurement. Giant flares are too rare and brief to easily observe and

might saturate many instruments. Still one can expect to observe an SGR during an

active period when it produces numerous short (1-s) bursts with a flux-dependent

event frequency – dN/dS ∝ S−5/3 [28]. For activity such as SGR 1900+14 exhib-

ited in 1998 August or in 2001 April, there would be about 30 short bursts, with
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burst fluence 10−7–10−5 erg cm−2 (25–100 keV band) in a time interval of 100 ks.

It is not inconceivable to be able to detect polarization from the total fluence under

these conditions.

22.3.3 XDINSs and CCOs

X-ray “dim” (although they are anything but dim in the soft X-ray range but are

dim radio and optical sources) isolated neutron stars (XDINSs) are radio-quiet and

non-accreting, exhibiting predominately thermal emission (kT ≈ 50–100 eV) from

the neutron-star surface. Periods in the range of 3–12 s have been measured for

six of the seven currently known XDINSs (see Chap. 6 and [79]), and for two of

them period derivatives have been also measured, which allows one to estimate the

dipole components of magnetic field, B = 2.4 and 3.4× 1013 G [41, 42], which are

almost as strong as the magnetic fields of magnetars. Although the spectrum of the

brightest XDINS, RX J1856.4−3754 (which also shows exceptionally weak pulsa-

tions, with a pulsed fraction of only 1.2%) is close to a perfect blackbody, most of

these objects show puzzling absorption lines in their spectra, whose origin has not

yet been understood (see Chap. 7 and [84]). Most likely, these lines are formed in

Hydrogen or Helium atmospheres of the neutron stars, but the actual atomic tran-

sitions involved, and even the chemical composition of the atmospheres, remain to

be understood. Since transitions between different types of atomic states (so-called

tightly bound and hydrogen-like states) are sensitive to different (mutually orthogo-

nal) polarizations, polarization measurements would be very helpful in understand-

ing the type of the transitions involved, which, in turn, would establish the chemical

composition and the strength and geometry of the magnetic field [57]. Moreover,

even the continuum spectrum of neutron stars should be strongly polarized (typi-

cally, a few ×10%) because the atmospheric opacities are very different in different

polarizations [61], and polarization degree and position angle show strong variations

with pulsar rotation phase, depending on the geometry and strength of the magnetic

field [60]. Therefore, using a soft-X-ray polarimeter, one has another tool to resolve

the puzzle of XDINSs – the analysis of their polarization variations could establish

the strength and geometry of their magnetic fields, help identify their spectral lines,

and possibly explain the lack of spectral features in sources like RX J1856.4−3754.

Finally, since the spectra and light curves of polarization of thermal radiation of

neutron stars bear unique signatures of the vacuum polarization in a strong mag-

netic field ([83] and references therein), polarization observations of XDINSs could

not only detect this effect but also use it for investigations of surface layers of neu-

tron stars.

We also note that the same arguments are applicable to another class of radio-

quiet neutron stars – the central compact objects (CCOs) in supernova remnants

(see Chap. 6 and Pavlov et al. [63, 64] for a review). These objects also show ther-

mal spectra, with temperatures in the range of 100–500 eV (hotter than XDINSs but

somewhat colder than magnetars), and they show neither pulsar activity associated
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with ultra-relativistic particles (e.g., pulsar-wind nebulae or γ-ray emission) nor

magnetar behavior (e.g., bursts). Their nature is even less understood than that of

magnetars and XDINSs. For instance, the CCO in the Cas A SNR, discovered in the

first-light Chandra observations [78], shows a thermal-like spectrum emitted from

a small fraction of the neutron star surface, similar to magnetars [62], but no pul-

sations [12]. A particularly interesting member of this class is 1E 1207.4−5209

in the PKS 1209−51/52 SNR, one of only two confirmed pulsators among the

CCOs1 [90], and the only CCO whose spectrum shows at least two absorption lines,

at 0.7 and 1.4 keV [69]. The origin of the lines remains unknown. Sanwal et al. [69]

have concluded that these lines cannot be associated with transitions in Hydrogen

atoms at any value of the magnetic field and suggested that they could be due to

absorption by once-ionized Helium in a magnetic field B ∼ 2×1014 G. On the other

hand, Bignami et al. [8] interpret the lines as electron cyclotron features in a mag-

netic field field of ∼1011 G, while Mori & Hailey [50] argue that the lines could

be formed in an Oxygen atmosphere with B ∼ 1011−12 G. Whatever is the origin of

the lines and the small, hot emitting areas in CCOs, only high magnetic fields could

explain their properties because no isolated lines with such energies can be formed

in the absence of a strong magnetic field [26]. This means that the CCO’s radiation

is inevitably strongly polarized, and, similar to XDINSs, polarization observations

would be extremely useful for solving the puzzles of these unusual neutron stars.

22.3.4 Pulsating X-Ray Binaries

Pulsating X-ray binaries are accretion-fed neutron stars, converting kinetic energy of

particle infall into X-ray emission at the stellar surface as the particles collide with

the neutron star surface and heat it to X-ray temperatures. Rotation and accretion-

flow anisotropy, induced by very strong magnetic fields (1012 to 1013 G), modulate

the X rays. Most theoretical models (e.g., [47], and references therein) predict that

the linear polarization of this X radiation is high and varies with pulse phase (due to

rotation of the star) and also varies with energy (due to energy-dependent opacity,

cyclotron resonance, and vacuum birefringence). X-ray polarimetry would provide

crucial information to test detailed models, to infer parameters and geometries, and

to verify vacuum birefringence observationally.

More than 50 binary X-ray sources in our Galaxy and the Magellanic Clouds

exhibit pulses with periods from 69 ms to 23 min [9,51]. In about a dozen of pulsat-

ing binaries, absorption features between 10 and 100 keV have been observed ( [16]

and references therein). Interpreting these features as cyclotron absorption lines [27]

implies very strong magnetic fields, ∼1012−13 G, strengths that we commonly asso-

ciate with these objects. Under such conditions, X-ray emission, absorption, and

scattering depend strongly on energy, direction, and polarization.

1 The other one is CXOU J185238.6+004020 in the Kes 79 SNR [29, 71].
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Detailed theoretical studies ([47, 49], and references therein) show that the lin-

ear polarization depends strongly upon the geometry of the emission region (accre-

tion column), varies with energy and pulse phase, and reaches values as high as

60–70% for favorable orientations. Calculating the X-ray spectrum, pulse profile,

and polarization from a high-temperature, strongly magnetized, rotating neutron star

is complex. Further, the results depend strongly upon the assumed distribution of

magnetic field, temperature, and density in the accretion column ([3, 48] and refer-

ences therein). Nevertheless, theoretical modeling has now progressed to the point

that X-ray polarization measurements can test models and infer parameters of the

accreting matter and of the neutron star.

For example, phase-resolved polarimetry can distinguish between pencil and fan

radiation patterns, corresponding to different emission-region geometries. Because

the degree of linear polarization is maximum for emission perpendicular to the

magnetic field, the flux and degree of polarization are in-phase for fan beams, but

out-of-phase for pencil beams. Particularly interesting are those cases (e.g., Her X-

1, GX1+4, and 4U1626−67) when pulse profiles change dramatically with energy,

including pulse-maxima reversals between 1 and 20 keV [88]. Several authors

[52, 53, 88] believe that such behavior requires both fan and pencil beam compo-

nents, with each component dominating at different energies. Hence, polarimetry

can differentiate among the semi-empirical models [11,21,37,48] that qualitatively

reproduce the pulse profiles but predict quite different phase dependences for the

linear polarization.

Because the linear-polarization direction lies either parallel or perpendicular to

the magnetic field (depending upon photon energy and absorption depth), the sweep

of the polarization position angle with pulse phase specifies the magnetic-field

geometry. For instance, abrupt position-angle changes would indicate a non-dipolar

field [24]. If observed, these position-angle changes would support other evidence

for such fields in some accreting pulsars [11], due perhaps to thermo-magnetic

effects [10] or crustal breaking and migration of field-carrying platelets [67]. Such

measurements require a polarimeter sensitive in the energy bands near the electron-

cyclotron energy Eec = (11.6keV)(B/1012 G). Because the polarization dependence

on energy is strongest near Eec, one could establish which model is most reliable and

obtain magnetic-field measurements for sources in which the cyclotron line is yet

undetected.

As with radio pulsars (Sect. 22.3.1), X-ray polarimetry of pulsating X-ray bina-

ries may detect effects of vacuum birefringence. Recent studies of neutron-star

atmospheres [44] and magnetospheres [35] treat this phenomenon. The most vivid

polarization signature is a 90◦ position-angle jump at an energy-dependent phase,

occurring where normal-mode propagation through the so-called “vacuum reso-

nance” [59] changes from adiabatic to non-adiabatic ([44, 58]). Detection of such

a jump would provide a direct observation of this QED effect. Moreover, the jump’s

phase at a given energy depends on accretion-column inclination and density scale

length in the radiating region, affording estimates of these quantities.

In the only X-ray polarimetry on pulsating X-ray binaries to date, Silver et al. [74]

found 99%-confidence upper limits of 13.5% polarization for Cen X-3 and 60%
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polarization for Her X-1, at 2.6 keV. In order to make significant progress one needs

dramatic improvements in sensitivity whereby the polarization may be studied both

as a function of energy and as a function of pulse phase.

22.3.5 Other Applications

We have concentrated on the role that X-ray polarization measurements can play in

understanding the X-ray emission from neutron stars. It is worth emphasizing that

X-ray polarimetry has far broader applications and would allow one to explore such

systems as Galactic accretion-disks, Galactic superluminal sources, active galactic

nuclei, etc.

Galactic accretion-disk systems involve accretion-powered neutron stars or black

holes, converting kinetic energy into X-ray emission in the hot inner regions of the

disk. While the X-ray polarization of radio pulsars, magnetars, and pulsating X-ray

binaries is due to strong neutron-star magnetic fields, the polarization of accreting

binaries with a low-field-neutron-star or black-hole primary will likely be dominated

by scattering. Due to their complexity, accretion-disk systems as a group exhibit rich

diversity: magnetodisks, winds, quasi-periodic oscillations, millisecond pulsations

in spun-up pulsars, bursting, etc. X-ray polarimetry can probe the properties of the

complex structure of accretion-disk systems, and explore the space-time structure

close to a black hole. This latter is an especially interesting application of X-ray

polarimetry.

Galactic superluminal sources (micro-quasars) and extragalactic sources such as

AGNs (quasars, blazars, Seyfert galaxies, etc) are all disk-jet sources, converting

kinetic energy of accreted material into X radiation and directed beams of relativistic

plasma. Such sources are comprised of an interacting binary containing a black hole,

stellar-mass size in the case of micro-quasars and supermassive for the others. X-ray

polarimetry can provide important information on the X-ray emission mechanism

and the site (disk, corona, or jet) of its origin.

22.4 Instrumental Approaches

There are a limited number of ways to measure linear polarization in the range 0.1–

50 keV, sufficiently sensitive for astronomical sources. Before reviewing some of

these, we emphasize that meaningful X-ray polarimetry of such sources is difficult:

1. In general, we do not expect sources to be strongly (�10%) polarized. For exam-

ple, the maximum polarization from scattering in an optically thin, geometrically

thin, accretion disc is only about 10% at the most favorable (edge-on) view-

ing angle. Hence, most of the X rays from such a source carry no polarization

information and thus merely increase the background (noise) in the polarization

measurement.
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2. Withonenotableexception–namely, theBragg-crystalpolarimeter (Sect. 22.4.3)–

the variation of the polarization signal, which is the signature of polarization in

the detector, is much less than 100% (typically, 20–40%) even for completely

polarized source. In the following we shall often refer to the variation or more

precisely the modulation of the detector signal that depends on the polarization

of the incident X-ray. For example, in a Bragg Crystal polarimeter, the intensity

of the Bragg-reflected X-rays depends on the relative orientation of the axis

normal to the crystal and the polarization vector. The reflected intensity varies

(is modulated) as the crystal-detector system is rotated around the line of sight.

Unfortunately, a Bragg-crystal polarimeter has a narrow spectral response, thus

limiting the number of photons detected and providing little information on the

spectral dependence of the polarization.

3. The degree of linear polarization is always greater than or equal to zero, so that

any polarimeter will always measure (not necessarily statistically significantly) a

polarization signal, even from an unpolarized source. Consequently, the statisti-

cal analysis (cf. Sect. 22.4.2) becomes somewhat complicated.

It is partly for these reasons that X-ray polarimetry has not progressed as rapidly

as X-ray imaging, timing, and spectroscopy, since the pioneering experiments per-

formed in the early 1970s. There are also sociological and psychological reasons,

especially those involving the competition for observing time and the projected rate

of return for instruments at the focus of telescope facilities (see also Sect. 22.5)

which have played a role in stifling the development of X-ray polarimetry.

Two different types of X-ray polarimeters have flown to date – Bragg-crystal

polarimeters (Sect. 22.4.3) and scattering polarimeters (Sect. 22.4.4). Note that we

here differentiate between instruments that have been expressly designed and con-

structed to measure polarization and those that possess a degree of sensitivity to

polarization, but were not designed for this purpose. We shall comment on these

latter in Sect. 22.5. In this paper, we also discuss (Sect. 22.4.5) the advantages and

disadvantages of a more “modern” approach to studying X-ray polarization, which

uses the polarization dependence of K-shell photo-electron emission.

We emphasize the importance of the comparison we make here, as there appears

to be some confusion concerning the relative merits of the different approaches. The

recent literature has asserted such statements as “conventional polarimeters based

on Bragg diffraction or Thompson scattering methods are characterized by a poor

sensitivity...” [7]. Such broad statements are misleading, if not incorrect, in that they

ignore the various contexts in which an X-ray polarimeter might fly, as well as issues

of proven performance, cost, and simplicity.

22.4.1 Polarimeter Basics

All the polarimeters we discuss here have the following characteristic in common.

The detected polarization signal behaves as

S = S̄[1+a0 cos(2ψ+φ0)], (22.3)
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where ψ is an angle with respect to the instrument’s axis, in the plane transverse to

the incident photon’s direction. Here a0 and φ0 are related to the degree of linear

polarization and its position angle, respectively.

22.4.2 Statistics

We assume that the detected signal is drawn from a broad-band noise source charac-

terized by a mean S̄ and variance σ2. Then the probability of measuring a particular

amplitude of modulation a and phase φ is given by

P(a,φ) =
NS̄2a
4πσ2

exp

[
−NS̄2

4σ2
(a2 +a2

0 −2aa0 cos(Δφ)
]
, (22.4)

where Δφ ≡ φ − φ0 and N is the number of different values of ψ for which mea-

surements were made – that is, the number of data points.

It follows that the probability of measuring a particular amplitude a independent

of φ is

P(a) =
NS̄2a
2σ2

exp

[
−NS̄2

4σ2
(a2 +a2

0)
]

I0(
NS̄2aa0

2σ2
), (22.5)

where I0 is the modified Bessel function of order zero.

The probability of measuring a particular angle φ independent of the amplitude

a is:

P(φ) =
1

2π
exp(−NS̄2a2

0

4σ2
)+(

N
2

)1/2 a0S̄cos(Δφ)
2πσ

×exp [−N2S̄2 sin2Δφ
4σ2

]
∫ (N/2)1/2 a0 S̄cosΔφ

σ

−∞
exp(−u2

2
)du. (22.6)

In the following we assume Poisson distributed data and set σ2 = S̄. There are

two interesting limiting cases which can be calculated analytically. In the first we

consider large arguments of the Bessel function in (22.5) and for a close to a0; P(a)

then becomes a normal distribution with σa = (2/N)1/2. Similarly, when the upper

limit of the integral in (22.6) gets very large compared to 1 and for φ close to φ0,

P(φ ) becomes a normal distribution with σφ = σa/a0.

To establish an instrument’s sensitivity to polarized flux, the most relevant sta-

tistical question is, if the data are unmodulated (no real measure of polarization:

a0 = 0), what is the probability of measuring, by chance, an amplitude of modula-

tion that is greater than or equal to the measured value? The amplitude of modulation

is, after all, never negative and a value will be measured. In this case, (22.4) may be

integrated analytically and, if the data are Poisson distributed, one finds

P(a′ ≥ a) =
∫ inf

a
P(a′) da′ = exp (−NS̄a2

4
). (22.7)
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Note that NS̄ is simply the total number of counts. It has become customary to single

out the amplitude that has only a 1% probability of chance occurrence. Solving

(22.7), this amplitude (a1%) is

a1% =
4.29

(NS̄)1/2
. (22.8)

The total number of counts, S̄, is simply related to the source (RS) and background

(RB) counting rates and the total observing time (T) through NS̄ = (RS + RB)T .

Furthermore, we are interested in the modulation expressed as a fraction of the mean

source counts, not the mean total counts, i.e., aS = a1%/S̄ so that

aS =
4.29

RS

[
RS +RB

T

]1/2

. (22.9)

Finally, one needs to account for the possibility that the polarimeter does not fully

respond to 100%-polarized radiation. It is convenient to introduce the “modulation

factor”, M, which is the degree of modulation expected in the absence of back-

ground and for a 100%-polarized beam. Thus, independent of the position angle,

the minimal detectable polarization at the 99% confidence level, MDP99, is

MDP99 =
aS

M
=

4.29

MRS
[
RS +RB

T
]1/2. (22.10)

It is sometimes mistakenly assumed that (22.10) for the minimal detectable polar-

ization describes the uncertainty of a measurement of the polarization: That is not
the case. Equation 22.10 indicates when one may be confident that the signature of

polarization has been detected – that is, that the source is not unpolarized – but not

the uncertainty of its value (22.4). We emphasize this point because the minimal

detectable polarization (MDP) often serves as the figure-of-merit for polarimetry.

While it is a figure-of-merit that is useful and meaningful, a polarimeter useful for

attacking astrophysical problems must have an MDP significantly smaller than the

degree of polarization to be measured.

22.4.3 Crystal Polarimeters

The first successful X-ray polarimeter for astronomical application utilized the

polarization dependence of Bragg reflection. Weisskopf et al. [86] describe the first

sounding-rocket experiment (Fig. 22.1) using crystal polarimeters, which Schnop-

per & Kalata [70] had first suggested for an astronomical application.

To understand the operating principle of such devices, consider a single flat crys-

tal. The number of reflected X-rays (N) during an observation of length T, given

incident radiation with a spectral distribution I(E) (keV keV cm−2 s−1), is

N
T

=
∫ ∞

0

I(E ′)
E ′ R(E ′,θ)A(θ)dE ′, (22.11)
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where A(θ) is the projected area of the crystal in the direction of the incident flux

and R(E,θ) is the probability that a photon of energy E incident on the crystal at

angle θ will be reflected. For a continuum it can be shown (see, e.g., [2]) that this

expression reduces to

N
T

= I(E)A(θB)�θ(E)cot(θB), (22.12)

where E is related to θB through the Bragg condition:

E =
nhc

2d sin(θB)
. (22.13)

Here d is the interplanar spacing of the crystal lattice, n is the order of the reflection,

and �θ(E) is the integrated reflectivity at incident energy E

�θ(E) =
∫

R(E,θ)dθ . (22.14)

For partially polarized radiation (P ≤ 1.0)

�θ(E) =
N2

s F2r2
0

2μ(E)
(

hc
En

)3 × (
1

sin2θB
− sin2θB

2
(1+Pcos2φ)), (22.15)

where φ is the angle between the electric vector and the plane of reflection, and Ns
is the number of scattering cells per unit volume, F is the crystal structure factor,

r0 is the classical electron radius, and μ is the absorption coefficient. The variation

of the counting rate as a function of φ is maximal for θB at 45◦ and the azimuthal

variation goes as cos2φ .

The integrated reflectivity is not the same for all crystals, even of a given mate-

rial, but depends on the relative orientation of the crystal domains. These latter may

be viewed as small “crystalets”. The integrated reflectivity is highest in the case

of the “ideally imperfect” or “mosaic” crystal where perfect alignment of the the

crystal planes is maintained only over microscopic domains in three dimensions.

If these domains are much less than an absorption length in depth along the direc-

tion of the incident photon, then an X-ray entering the crystal may encounter many

such domains, each at a slightly different Bragg angle, enhancing the probability

of a Bragg reflection taking place before the photon might be absorbed. One can

contrast this behavior with that which takes place in a perfect crystal where there

is (essentially) only one very large domain with a single orientation; only X-rays

with a very narrow bandwidth (�1 eV) can satisfy the Bragg condition, and all

other X-rays are absorbed (or continue to pass through the crystal). As a conse-

quence, perfect crystals have very low integrated reflectivity, which makes them

poor candidates for polarization analyzers of the continuum fluxes prevalent from

astrophysical sources. An ideally imperfect crystal can have an integrated reflec-

tivity 10–100 times greater than that of an ideally perfect crystal of the same

material. Angel & Weisskopf [2] performed a theoretical study of the integrated

reflectivity of a number of naturally occurring crystals and discussed their potential
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Fig. 22.3 Theoretical reflectivity vs. energy for a 40 bilayer, Ni/C synthetic multilayer, each layer
being 34 RA thick. Fractional thickness Ni (0.4) and C (0.6). For 0 RA (upper) and 5 RA (lower)
interlayer roughness

for X-ray astronomy applications. The highest integrated reflectivity they found was

for graphite (�θ(E) = 1.5 × 10−3). Actual realizations using pyrolytic graphite

have achieved values closer to 1×10−3. Synthetic multilayer crystals, wherein alter-

nating layers of high-Z, low-Z materials (e.g., Ni/C) are constructed, may achieve

comparable and even larger integrated reflectivities at low energies. The perfor-

mance of these crystals depends critically on the inter-layer surface roughness which

is not easy to control. Figure 22.3, e.g., illustrates such effects. Multilayer crystals

operating at low energies are especially attractive for observing effects from the

XDINSs.

Only three crystal polarimeters have ever been constructed for extra-solar X-

ray applications and only two – both using graphite crystals without X-ray tele-

scopes – were ever flown (sounding rocket, [86]; OSO-8 satellite, [87]; Spectrum-X

(not flown), [39] and numerous references therein.)

One of the strongest virtues of the crystal polarimeter is, for Bragg angles near

45◦, that the modulation of the reflected flux approaches 100%. One can see from

(22.10) that this is very powerful all other things being equal. Thus a factor of two

increase in the modulation factor improves the minimum detectable polarization

(MDP) by a factor of 2. To achieve the same improvement in sensitivity by other

means would require either an increase in effective area or observing time by a

factor of 4.
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The most severe disadvantage of the crystal polarimeter is the narrow bandwith

of the response – about 23 eV for graphite with a mosaic spread (rocking curve

width) of 0.5◦. The integrated reflectivity from the second order Bragg reflection is

smaller than that from the first order and, of course, the typical flux from astronom-

ical sources are usually comparatively weaker so that the overall loss in sensitivity

renders the second (and higher) order(s) of marginal utility. Filling in gaps in energy

coverage therefore requires using different crystals, which, in general, implies a very

poor “filling factor”. Here the filling factor refers to one’s ability to make use of the

real estate in a satellite payload that lies perpendicular to the incident flux. Unless

stacked (and, because of photoelectric absorption, stacking cannot be extended arbi-

trarily) two crystal polarimeters, which effectively cover two energies, divide the

available area in half, three – one-third, etc. This may be contrasted to the scatter-

ing and electron tracking polarimeters discussed below which cover a much larger

bandwidth with a filling factor of unity, typically, however, at the price of a smaller

modulation factor.

22.4.4 Scattering Polarimeters

There are two scattering processes from bound electrons that must be considered:

coherent and incoherent scattering. A comprehensive discussion of both of these

processes may be found in many atomic physics textbooks (see, e.g., [38]). Coherent

scattering dominates at small scattering angles. In the limit of zero scattering angle,

the X-ray behaves as if it were scattered from a charge Ze, where e is the charge

of an electron. Coherent scattering, therefore, leads to an enhancement of forward

scattering over pure Thomson scattering from free electrons. In the non-relativistic

limit, the cross-section for coherent scattering for X-rays traveling along the z-axis

and polarized along the y-axis is

dσcoh

dω
= r2

0[cos2 θ cos2 φ + sin2 φ ]|F|2. (22.16)

Here r0 is the classical electron radius, θ is the polar scattering angle, and φ is the

azimuthal angle measured from the x-axis. Tables of the form factor F may be found

in the literature [31].

Incoherent scattering dominates at larger scattering angles and approaches the

Thomson limit at sufficiently large angles. In the non-relativistic limit, the cross-

section for incoherent scattering of X-rays polarized along the x-axis is:

dσincoh

dω
= r2

0[cos2 θ cos2 φ + sin2 φ ]I. (22.17)

Tables for the incoherent scattering function, I, are also available in the litera-

ture [17].

Various factors dominate the consideration of the design of a scattering polarime-

ter. The most important of these are: (1) to scatter as large a fraction of the incident



604 M.C. Weisskopf et al.

flux as possible while avoiding multiple scatterings (which clearly blurs the polar-

ization dependence); (2) to achieve as large a modulation factor as possible; (3) to

collect as many of the scattered X-rays as possible; and (4) to minimize the detector

background. The scattering competes with photoelectric absorption in the material,

both on the way in and, of course, on the way out. The collection efficiency com-

petes with the desire to minimize the background. Most practical designs have the

detector integrating the two scattering angles over some range which impacts the

variation of flux as a function of azimuthal angle which is the variation (modula-

tion) that is measured and is proportional to the degree of polarization.

Only two polarimeters of this type have ever been constructed for extra-solar

X-ray applications and only one - utilizing blocks of lithium with proportional coun-

ters covering the four sides of the blocks orthogonal to the incident flux - was ever

flown (rockets - three times: in 1968, see [1]; in 1969 see [89], and in 1971 see,

e.g., [55]; satellite - Spectrum-X (never flown) see [39] and references therein.)

The virtue of the scattering polarimeter is that it has reasonable relative effi-

ciency over a moderately large energy bandwidth, typically several keV in width.

The bandwidth is large compared to the energy resolution of potential detectors, e.g.,

proportional counters, CCDs, etc., so that polarization measurements as a function

of energy are feasible. The principal disadvantage is a modulation factor less than

100%, since only for scattering into 90◦ will the modulation approach unity in the

absence of background and for a 100%-polarized incident beam. In order to obtain

any reasonable efficiency requires integrating over a range of scattering angles and

realistic modulation factors are under 50%, unless the device is placed at the focus

of a telescope (the modulation factor for the scattering polarimeter on Spectrum-X

reached ∼75%) where it is feasible to make the scattering volume small which then

limits the range of possible scattering angles.

The two most popular materials that have been considered for scattering

polarimeters are lithium and beryllium. The lower the Z, the lower the peak response

energy, and, for cosmic X-ray sources, the higher the sensitivity. The K-absorption

edges for these two materials are at 0.0554 keV (Li) and 0.188 keV (Be). The

peak energy response of typical practical designs are typically �7 keV (Li) and

�15 keV (Be) but it should be noted that the exact peak energies are somewhat

design/detector-dependent.

22.4.5 Photo-Electron Tracking Polarimeters

The angular distribution (see, e.g., [34]) of the K-shell photo-electron emitted as

a result of the photoelectric absorption process depends on the polarization of the

incident photon. In the non-relativistic limit

dσ
dΩ

= f (ζ )r2
0Z5α4

0 (
1

β
)7/24

√
2sin2 θ cos2 φ . (22.18)
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Here α0 is the fine structure constant, r0 is the classical electron radius, Z is the

charge of the nucleus of the absorbing material, and β = v/c. The variable ζ = Ze2

h̄ν
and f (ζ ) is unity away from the absorption edge.

The considerations for the design of a polarimeter that exploits this effect are

analogous to those for the scattering polarimeter. In this case the competing effects

are the desire for a high efficiency for converting the incident X-ray flux into photo-

electrons and the desire for those photo-electrons to travel large distances before

interacting with elements of the absorbing material.

Here we will concentrate on polarimeters that use gas mixtures to convert the

incident X-rays to photo-electrons. We do this for the following reasons: (1) there

are two promising approaches to electron tracking polarimetry that use this approach

and we are quite familiar with both of them; and (2), especially at the X-ray ener-

gies of interest here (and where the X-ray fluxes are the greatest), the range of the

primary photo-electrons in solids are very tiny (e.g., �1.5μm in silicon at 10 keV).

Tracking such events in solids then requires pixels much smaller than the current

state of the art, making this type of polarimetry essentially impossible at the ener-

gies of interest.

To our knowledge, the first electron tracking polarimeter specifically designed

to address polarization measurements for X-ray astronomy and using a gas as the

photo-electron-emitting material was that designed by Austin & Ramsey [4] (see

also [5,6]). These scientists used the light emitted by the electron avalanches which

takes place after the release of the initial photo-electron in a parallel plate propor-

tional counter. The light was focused and detected by a CCD camera. A schematic

diagram of the experimental setup is shown in Fig. 22.4. The use of two multipli-

cation stages (i.e., two parallel-plate proportional chambers) permits triggering of

the camera and allows for efficient light yields. Of course the detection scheme pro-

duces a two dimensional projection of the photo-electron’s track and this reduces

the modulation factor.
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Fig. 22.4 Experimental setup for the optical imaging chamber
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Fig. 22.5 Cartoon show-
ing the principle of the
gas-multiplication electron-
tracking polarimeter.
Courtesy J. Swank

Another gas-detector approach, first discussed by Costa et al. [18], uses

“pixilated” proportional counters to record the avalanche of secondary electrons

that result from gas-multiplication in a high field after the primary photo-electron

track (and that of the original Auger electrons) drift into a region where this mul-

tiplication may take place. The concept is shown in Fig. 22.5. The resulting charge

may then be read out by finely pixellated collection of electrodes. The degree of

polarization is related to the variation of the flux around the position determined by

where the primary interaction takes place.

Detecting the direction of the emitted photo-electron (relative to the direction of

the incident flux) is itself not simple. The reason for this is that electrons, when they

interact with matter, give up most of their energy at the end of their track, not the

beginning. Of course, in the process of giving up its energy to the local medium in

which the initial photo-ionization took place, the electron changes its trajectory, thus

losing the information as to the initial polarization. Therefore, devices that wish to

exploit the polarization dependence of the photoelectric effect have the additional

challenge that they must track the ejected photo-electron’s path, and the most impor-

tant element of that path is the direction to the first interaction which gives up the

least amount of energy.

It is instructive to examine the image of a track and we show one obtained under

relatively favorable conditions with an optical imaging chamber in Fig. 22.6. The

initial photoionization has taken place at the small concentration of light to the north

(top) of the figure. The bright spot to the north indicates the short track of an Auger

electron. As the photo-electron travels through the gas mixture it either changes

direction through elastic scattering and/or both changes direction and loses energy

through ionization. As these take place, the path strays from the direction deter-

mined by the incident photon’s polarization. Of course, the ionization process is

energy dependent and most of the electron’s energy is lost at the end, not the begin-

ning, of its track. It should be clear from this picture that, even under favorable

conditions – by which we mean those where the range of the photo-electron is quite

large compared to its interaction length – the ability to determine a precise angu-

lar distribution depends on the capability and sophistication of the track-recognition
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Fig. 22.6 The two-
dimensional projection of
a track produced when a
54 keV X-ray was absorbed
in 2 atm of a mixture of argon
(90%) The particular track is
�14 mm in length

software, not only on the spatial resolution of the detection system. The burden falls

even more heavily on the software at lower energies where the photo-electron track

becomes very short and diffusion in the drifting photo-electron cloud conspires to

mask the necessary track information.

Although polarimeters exploiting this effect have been discussed in the litera-

ture, no device of this type has ever been flown and those built have undergone
limited testing in the laboratory. The claims for the potential performance of these

devices at the energies of peak performance depend on Monte-Carlo simulations to

extend experimental results. Experimental verification of performance exists at 5.4

and 6.4 keV [7]. We eagerly await experimental verification of performance at lower

energies, around 3 keV, where peak performance is claimed.

Both approaches for imaging the projection of the electron track are quite inter-

esting, especially for use at the focus of an X-ray telescope (Sect. 22.4.6). Electron

tracking polarimeters must also deal with an energy dependent modulation factor.

This is completely in contrast to the crystal polarimeter, and is more severe than for

a typical scattering polarimeter. This energy dependence will not only complicate

the calibration of such an instrument, but also the data analysis. To our knowledge,

no published reports of the projected sensitivity of such devices have ever consid-

ered the impact of the finite energy resolution and the energy-dependent modulation

on the data analysis. To do so here is beyond the scope of this paper, but we note

that the impact of this complication on the sensitivity should not be ignored.

The considerations for the choice of the detector gases are somewhat different

for the two approaches to electron tracking discussed here - high light yield versus

reasonable electron amplification – but both must trade a high absorption efficiency

for a long electron track in order to work efficiently as a polarimeter.

There are pros and cons in each approach. The optical imaging chamber has the

advantage of flexibility in its readout scale, which can be configured by the appropri-

ate choice of optics so that its detection pixel is small compared to the electron track

length, especially at the low-energy end of the polarimeter response. In contrast,

the fixed size of the pixels (�50–100-μm) themselves determine the low-energy
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response when gas-multiplication detection is used. This is probably more of a lim-

itation than might appear at first sight since the arrangement of detection cells is,

in and of itself, asymmetric in position angle, with a built in response at 2φ , the

signature of polarization. This built-in asymmetry not only impacts the modulation

factor (it vanishes if the length of the track is smaller than the size of a cell), but also

introduces spurious polarization signatures when the track length is comparable to,

or even somewhat larger than the characteristic size of a detection cell. We feel that

it is naive to believe that such effects can be accurately accounted for by means of

Monte-Carlo simulations alone.

The optical imaging chamber, however, is more limited in its selection of fill-gas

mixtures in that they must produce large amounts of light via the addition of photo-

sensitive vapors without any competing (non-light-producing) collisions with other

additives. This potentially limits control over diffusion which in turn may limit the

lowest-energy response of such a device. More detailed study is required to explore

the fill-gas parameter space.

We encourage all experimenters working with gas-multiplication detectors for

use as X-ray polarimeters to publish a calibration using polarized and, equally

important, unpolarized sources in the regime for which the range of the photo-

electron begins to get even close to the size of the detector pixels or to the diffusion

scale so that one may understand the true response.

22.4.6 X-Ray Polarimeters at the Focus of a Telescope

We first look at polarimeters at the focus of a telescope, which as we will see, pro-

vide the highest sensitivity. We shall then turn to polarimeters without telescopes

and show that, while producing lower sensitivities, these may still offer the best

overall approach for a low-cost pathfinder mission.

There can be no question that for optimizing signal-to-noise, one should place the

X-ray polarimeter at the focus of an X-ray telescope. Further, the electron tracking

devices, if shown to work as advertised, are probably the instrument of choice. (We

hedge only in that it is unclear that these devices can efficiently work at arbitrary

energies, and thus may not be suitable to the study of very soft X-ray sources.) This

stems from the fact that these devices will provide the broadest bandwidth together

with a very low background, determined only by the size of the initial ionization

convolved with the telescope’s angular resolution. In contrast, the background for

the scattering polarimeter is determined by the area of the surrounding detectors,

which, perforce, is much larger than for detectors at the focus of a telescope. The

background for the crystal polarimeter near the focus of a telescope is also very

small as it is determined by the resolution of the X-ray telescope. However, the

bandwidth is tiny, unless multiple crystals are utilized. A multiple-crystal design

is complex, and beyond the scope of this discussion. (Possible a hybrid with thin

crystals operating in series with an electron-tracking device might be interesting.)
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In order to perform a comparison with the same telescope for all three types

of instruments, and to make use of existing software, we consider a graphite-

crystal polarimeter, a lithium-scattering polarimeter, and a photo-electron tracking

polarimeter, each at the focus of the SODART telescope. This was a 60-cm-

diameter, 8-m-focal-length, foil telescope of �1,000 cm2 at 3 keV built for the (orig-

inal) Spectrum-X mission.

The configurations we consider are as follows: a graphite-crystal polarimeter

followed by a lithium-scattering block surrounded by a four-proportional-counter

array, as were employed for the Stellar X-Ray Polarimeter (SXRP - see Fig. 22.7

and also [39] and references therein) built for the (original) Spectrum-X mission,

and an electron tracking polarimeter filled with a mixture of 80% Ne, 20% dimethy-

lamine at 1 atm, with a 100-μm-pitch (spacing) readout, as simulated by Pacciani

et al. [56].

Figures 22.8 and 22.9 compare the times to reach 3% MDP (at the 99%-

confidence level) for the graphite-crystal, lithium-scattering block, and the electron-

tracking polarimeter, in various energy bands for two different incident energy

spectra. Figure 22.10 shows the sensitivity of each instrument as a function of energy

for an observation of Her X-1. The calculations for the Spectrum-X polarimeters

are based on Monte-Carlo simulations fully verified by calibration measurements at

Fig. 22.7 Cartoon showing the Stellar X-ray polarimeter built for Spectrum-X



610 M.C. Weisskopf et al.

Fig. 22.8 Times to reach a MDP of 3% vs. source strength for the Crab Nebula spectrum. The num-
bers result from integrating over useful energy response of each instrument, The blue line (circles)
is for an electron tracking polarimeter, the green (crosses) is for a lithium scattering polarimeter,
and the red (plus sign) for a graphite crystal polarimeter. Note that the latter two operate simulta-
neously. All are placed at the focus of the SODART telescope

Fig. 22.9 Same as for Fig. 22.8 but for the Her X-1 spectrum
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Fig. 22.10 The minimal detectable polarization for a 105 s integration vs. energy for the three
polarimeters with a telescope (Fig. 22.8). The single point at 2.6 keV is for the graphite crystal.
The continuous line extending to well below 5 keV is for the electron-tracking polarimeter. The
other continuous line is for the lithium-scattering polarimeter

Lawrence Livemore National Laboratory [75], while those for the electron-tracking

polarimeter are based on data taken from published simulations [56]. The graphite-

crystal and electron-tracking polarimeters are not background limited, at least down

to source strengths corresponding to a milli-Crab, while the lithium-scattering block

polarimeter is background limited over the entire range of source strengths shown.

(The flux measure is related to that of the famous Crab Nebula and its pulsar.) Since

the electron-tracking polarimeter is more sensitive to fainter sources, it seems clear

that all things being equal one would choose to place the electron-tracking polarime-

ter at the focus of an X-ray telescope especially if one had to choose single device.

In performing these calculations and the comparisons, we have ignored system-

atic effects that might lead to false signatures of polarization, and hence reduced sen-

sitivity. Accounting for such effects is of great importance, especially at low levels of

polarization which are exacerbated by below-unity modulation factors. With all def-
erence to high-fidelity Monte-Carlo simulations, careful ground-based calibrations
over the entire operating range of a polarimeter, performed with both polarized and
unpolarized beams are essential for establishing performance. The more complex

the polarimeter, the more important such calibrations become. Frankly, the literature

has several examples of highly exciting new approaches to polarimetry, which, on

deeper experimental examination have turned out to be incorrect and dominated by

systematic effects (see, e.g., [72]).
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The systematic effects may not be limited to the polarimeter itself. Items that also

need to be considered are, e.g., the coupling of the telescope to the instrument –

especially if the telescope is not round; off-axis effects (see [25] for one of these

effects for scattering polarimeters); and solar X-rays that have become polarized

through scattering through the appropriate angles from the atmosphere.

22.4.7 X-Ray Polarimeters without a Telescope

The comparison amongst the three approaches to X-ray polarimetry we are consid-

ering here is quite different if we examine polarimeters without telescopes. Now

the devices that track the photo-electron, so useful at the focus of the telescope, are

no longer really practical because of the large detector area and small pixel size

(to establish the photo-electron track) that are both required. Thus, we examine the

question how best to fill a modest aperture with a polarimeter that does not involve

an X-ray telescope and in this context compare large-area scattering and crystal

polarimeters.

For the purpose of this comparison we consider a beryllium scattering polarime-

ter (XPE) which is a realization of a design we first introduced in cartoon form in

Mėszáros et al. [49]. The design is illustrated in Fig. 22.11 and consists of a 0.6-m-

diameter beryllium scattering cone surrounded by an annular proportional counter

to record the angle and energy of scattered photons. A simple collimator limits the

field of view to a few degrees. Note that the diameter of the opening is identical to

that of the SODART telescope we used with the polarimeters in Sect. 22.4.6, thus

the filling-factors are identical.

For a typical large-area crystal polarimeter we consider an array of multilayer-

coated reflectors tuned for high throughput at large graze angles (25–40◦) at

Collimator

Annular
Proportional
Counter

Beryllium Cone

Incident x−ray

Fig. 22.11 Conceptual design for a beryllium-scattering polarimeter
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0.25 keV. This is the PLEXAS design of Marshall et al. [46]. The reflectors are

arrayed in three sectors, each sector reflecting onto a different detector. The concept

is illustrated in Fig. 22.12. The footprint of both polarimeters is also similar.

Figure 22.13 shows polarization sensitivity for Her X-1 as a function of energy

for the two polarimeters which may be compared to Fig. 22.10. The scattering
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 m0.
33
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Fig. 22.12 Conceptual design for a crystal polarimeter (PLEXAS)

Fig. 22.13 The minimal detectable polarization for a 105 s integration vs. energy for the two
polarimeters without a telescope. The single point at 0.25 keV is for the synthetic multilayer
(PLEXAS) design. The continuous line is for the beryllium-scattering polarimeter
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Fig. 22.14 The integration time T to reach a MDP of 3% (at 99%-confidence) vs. source strength
for the Her X-1 spectrum integrated over the full energy response of each of the polarimeters
(Fig. 22.13). Note that the bandwidths are quite different. The line with the star symbols is for the
collimated beryllium-scattering polarimeter. The line with the plus symbols is for the synthetic
multilayer operating nominally at 0.25 keV

polarimeter achieves peak performance at higher energies than the polarimeters at

the focus of the long-focal-length X-ray telescope. Figure 22.14 shows the time to

reach 3% MDP at 99%-confidence with such polarimeters versus source strength

for the Her X-1 spectrum. Now, in contrast to Fig. 22.13, we integrate over the full

bandwidth.

Although, by virtue of its concentrating reflectors, the integrated performance of

the synthetic crystal polarimeter is superior for faint sources, it lacks broad band

response, and one needs to answer the question as to whether or not the measure-

ment of polarization at a single energy is capable of providing useful additional

constraints of our understanding of astrophysical systems. We strongly believe that

the answer to this question is no – that even a detection at a single energy is not

terribly useful. In such cases we feel that the clever theorist will soon provide a

myriad of ex-post-facto models to explain any unexpected result, and the ability to

distinguish between models will be missing.

It should be clear then that without a telescope, a scattering polarimeter is the

instrument of choice as it provides useful sensitivity over a wide energy band, espe-

cially when compared to the use of a single crystal material or an ungraded multi-

layer reflector.
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22.5 Discussion and Conclusions

There are no free rides in X-ray polarimetry: An instrument with some polarization

sensitivity, but designed primarily for other purposes, is not an adequate substitute

for one optimized for polarimetry. For example, attempts to measure the polarization

of GRB 021206 using the Reuven Ramaty High-Energy Solar Spectroscopic Imager

(RHESSI) led to results that are controversial at best [15, 68]. In this case, the low

priority for possible polarization measurements practically precluded the complete

calibration needed to characterize an instrument’s polarimetric sensitivity and to

understand systematic effects that might produce a spurious polarization signal. For

instruments operating at high energies, such a calibration could require exposing

the entire spacecraft to an X-ray beam and would thus be difficult. While Monte-

Carlo simulations play an important role in assessing an instrument’s capabilities for

polarimetry, verifying the quantitative predictions of such simulations still requires

careful comparison with calibration or other experimental data.

It is reasonable to ask, “Why has there been no X-ray polarimetry of cosmic

sources since the early experiments in the 1970s?” Understandably, the develop-

ment of X-ray astronomy has focused on X-ray optics for imaging and spectrometric

imaging, leading to facility-class missions serving a broad astronomical community.

Focused imaging greatly increases the signal-to-noise ratio and mitigates source

confusion, dramatically improving sensitivity and thus enabling meaningful obser-

vations of a large number of sources, their spectra, and (for resolved sources) their

spatial structure. The Einstein Observatory evolved into the first of the facility-class

X-ray missions and (unfortunately) became a paradigm for polarimetry in such mis-

sions: The original design for the Einstein Observatory (nee HEAO-B) included a

polarimeter; however, program restructuring and descoping deleted the instrument.

Although the Chandra call for instruments did not preclude a polarimeter, imaging

and spectroscopic instruments prevailed – in large part, because many more targets

are accessible to such observations than to polarimetry. In the exceptional case of

Spectrum-X, which included a polarimeter insertable into the focal position, com-

petition with the other insertable focal-plane instruments resulted in an observing

plan that would have limited polarimetry to only 11 days per year! Even worse, that

observatory never flew!

The absence of any X-ray polarimetric observations since the original exper-

iments has itself impaired the development of X-ray polarimetry. Without

experimental results or even the prospect thereof, progress in the theoretical frame-

work that such experiments both require and inspire has – with notable exceptions

(Sect. 22.3) – been slow. We hasten to add that this does not mean an absence of

theoretical interest. Indeed, the 2004 conference on X-ray polarimetry at SLAC2

attracted over 100 scientists, the majority of whom are theorists.

Such considerations have convinced us that a small, dedicated mission affords

the best opportunity for advancing X-ray polarimetry. This permits formulation of

an observing program suited to the capability of the polarimeter and avoids the

2 http://www-conf.slac.stanford.edu/xray polar/talks.html
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limitations that a shared (e.g., facility-class) mission imposes on the least sensi-

tive instrument aboard. Even so, it is extremely difficult – once again for many of

the reasons discussed above – for a polarimetry mission to compete with other mis-

sions (most outside X-ray astronomy) seeking similar resources (e.g., in the NASA’s

Small Explorer Program).

Consequently, we believe that an X-ray-polarimetry pathfinder needs to be an

inexpensive, simple instrument, with minimal technical requirements upon the

spacecraft – for example, pointing accuracy and stability [25] – and upon the

launcher. Regrettably, such budgetary constraints probably preclude use of a focus-

ing X-ray telescope on the pathfinder. Suitable X-ray optics are costly to design

and fabricate, align and assemble, integrate, and test and calibrate. Further, even

Table 22.1 Sample Polarimetry survey

Name Type Time MDP
(d) (%)a

Crab pulsar Radio pulsar 29.6 3.0
Crab nebula SNR 0.1
SGR 1900+14 SGR: in active state 1 3.0
4U1636-53 burster 9 3.0

GS1826-238 Clocked bursterb 4.3 3.0
J1808.4-3658 MSP 9.1 3.0
J1751-305 MSP 10.3 3.0
Her X-1 Accreting pulsar 0.5 1.9
Cen X-3 Accreting pulsar 0.5 1.4
4U0900-40 Accreting pulsar 0.5 2.4
GX 1+4 Accreting pulsar 0.5 2.1
SMC X-1 Accreting pulsar 3.2 3.0
4U1538-58 Accreting pulsar 10.4 3.0
4U0115+63 Accreting pulsarc 0.5 2.4
OAO1657-41 Accreting pulsar 4 3.0
4U1626-67 Accreting pulsar 1.3 3.0
Cyg X-3 Binary 1.0 3.0
4U1822-37 Accretion-disk corona 8.3 3.0
Sco X-1 QPO 0.5 0.6
Cyg X-2 QPO 0.5 2.8
GX 5-1 QPO 0.5 2.0
Cir X-1 QPO 0.5 2.0
Cyg X-1 Black-hole binary 0.5 0.9
J1744-28 Bursting pulsar 0.5 0.6

GRS 1915+105 Microquasard 0.5 0.4
J1655-40 Microquasarc 0.5 1.8
TBD Weak transient 10.7 3.0
Cen A AGN 16.2 3.0
NGC 4151 AGN 24.8 3.0

a99% confidence
bPersistent flux
cHigh state
dActive state
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lightweight optics would burden the weight budget for a small spacecraft, especially

for a telescope optimized for the higher X-ray energies at which the scientifically

more interesting polarization effects (Sect. 22.3) are likely to occur.

In view of these constraints, we propose that the community consider an initial

exploratory polarimetry mission, to survey bright X-ray sources, using a large-area

scattering polarimeter, possibly supplemented with crystals. This type of instrument

is simple (no deployables or other moving parts), low-cost, and proven. We esti-

mate that the instrument costs would be around 5 M$ and that the total mission cost

would be about 30 M$. This is roughly a quarter of the cost of the typical NASA

Small Explorer program, where fixed prices for complex three-axis-stabilized cata-

log satellites, large launch costs, etc. mask the true cost of a simple mission.

Such a pathfinder could survey a wide range of objects at sufficient sensitivity

to detect expected levels of polarization. To illustrate this, Table 22.1 lists a sam-

ple survey program, with the integration time and MDP for the XPE polarimeter

(Sect. 22.4.7). Each integration time is that necessary to yield 3% MDP (integrated

over energy and phase, if pulsating) or 0.5 days, whichever is longer. After the 6

months needed to complete the survey (including time for slewing and target acqui-

sition), the remainder of the mission would conduct follow-on measurements of

many of the sources exhibiting a polarization signature. In addition to performing

the first X-ray-polarimetry survey, the low-cost pathfinder would serve as the foun-

dation for a larger, more-complex mission that could include large-area focusing

optics with fully developed and calibrated electron-tracking polarimeters at their

foci, such as those being considered for IXO.

References

1. Angel, J.R.P., Novick, R., van den Bout, et al., 1969, Phys. Rev. Lett., 22, 861
2. Angel, J.R.P., Weisskopf, M.C., 1970, AJ, 75, 231
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28. Gög̃üş, E., Kouveliotou, C., Woods, et al., 2001, ApJ, 558, 228
29. Gotthelf, E.V., Halpern, J.P., Seward, F.D., 2005, ApJ, 627, 390
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47. Mėszáros, P., 1992, High-Energy Radiation from Magnetized Neutron Stars, University

Chicago Press
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49. Mėszáros, P., Novick, R., Chanan, G.A., et al., 1988, ApJ, 324, 1056
50. Mori, K., Hailey, C., 2006, ApJ, 648, 1139
51. Nagase, F., 1989, Pub. Astron. Soc. Japan, 41, 1
52. Nagel, W. 1981, ApJ, 251, 278
53. Nagel, W. 1981, ApJ, 251, 288
54. Niemiec, J., Bulik, T., 2006, ApJ, 637, 436
55. Novick, R., Weisskopf, M.C., Berthelsdorf, R., et al., 1972, ApJ, 174, L1
56. Pacciani, L., Costa, E., DiPersio, G., et al., 2003, Proc SPIE, 4843, 394
57. Pavlov, G.G., Bezchastnov, V.G., 2005, ApJ, 635, L61
58. Pavlov, G.G., Gnedin, Yu. N., 1984, Ap. Space Phys. Rev. [Sov. Sci. Rev. E] 3, 187
59. Pavlov, G.G., Shibanov, Yu.A., 1979, ZhETF (Sov. Phys. JETP), 76, 1457
60. Pavlov, G.G., Zavlin, V.E., 2000, ApJ, 529, 1011
61. Pavlov, G.G., Shibanov, Yu.A., Zavlin, V.E., Meyer, R.D. 1995, in The Lives of the Neutron
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Chapter 23
GeV Gamma-Ray Pulsar Detection

David A. Smith and David J. Thompson

23.1 Introduction

Pulsar observations at high energies, i.e., beyond radio frequencies, shed a different

light on the mechanisms at work near rotating neutron stars. This article assumes

that the reader is already convinced that substantially increasing the known sample

of gamma ray pulsars beyond the ∼8 seen with the instruments on the Compton

Gamma Ray Observatory (CGRO) is a worthy goal [36, 63], to focus on how this

goal is being pursued.

“Detection” comes in degrees. Simply counting the number of gamma ray

excesses positionally coincident with known neutron stars is useful for population

studies, even if source confusion will compromise some associations. Pulsed detec-

tion removes identification ambiguities while bringing precious information about

beam geometry via light curve shapes: the EGRET pulsars mainly have two peaks,

with the leading peak slightly offset compared to the single radio peak, and we

would like to know how general this rule is [64]. Accurate determination of the cut-

off energy, and, hopefully, the shape of the cut-off, is the next step. And finally, with

enough photon statistics the spectral shape can be broken down by phase-interval.

Having these observables on a large sample of pulsars should allow major steps

forward in describing where and how high energy particles are accelerated.

Figure 23.1 illustrates the potential gain from increased detector sensitivity.

The figure-of-merit
√

Ė/d2 assumes that the efficiency for gamma ray production

decreases with the square root of the spin-down energy, Ė and that the observed
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Fig. 23.1 Illustration of how increased detector sensitivity can increase the number of detectable

pulsars: “f” is
√

Ė/d2, normalized to the value for Vela, a figure-of-merit for possible gamma ray
intensity (see text). Shown are all pulsars in the ATNF database (solid histogram), and those with
Ė > 1× 1034 erg s−1 (dotted histogram). The EGRET pulsars have f > 0.02. Improved detector
sensitivity will give access to the body of the population

flux depends on the distance d of the pulsar. If true, then EGRET saw the tip of an

iceberg, and improved sensitivity will lead to a disproportionately large number of

detectable objects.

Astrophysical gamma ray spectra are typically power laws, but intrinsic to pul-

sar dynamos is a maximum accelerating voltage. This, combined with gamma self-

absorption mechanisms, leads to sharp cut-offs in the power laws. The cut-off energy

Eo as well as the shape of the spectral rollover depend on the region around the neu-

tron star where the gammas are generated, and the details of the accelerator. For a

spectral shape
dφ
dE

∝ E−a
γ e(−Eγ/Eo)b

(23.1)

models predict values of b from 1 (“exponential cut-off”) to 2 (“super-exponential”).

The 1–30 GeV energy range is particularly important. For the Cherenkov telescopes

these are the lowest energies, while for the satellite detectors it is the mid- to

high-end.

Unsurprisingly, these few lines imply that the instrument parameters to optimize

are the same as for any telescope:

• Good sensitivity, for high photon statistics, even on weaker sources. This trans-

lates to a large detection surface and good background rejection.

• The energy resolution and scale need to be well understood.
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Fig. 23.2 The four telescopes of the VERITAS Cherenkov imager array in January 2007 (Image
courtesy of VERITAS Collaboration)

• Angular resolution is triply important: It helps by (1) reducing the isotropic back-

grounds, thus enhancing sensitivity, (2) improving source localization to improve

identification, and (3) distinguishing between the pulsar and its nebula, if there

is one.

This article begins with a reminder of the basics of GeV to TeV gamma ray

detection, in two domains, mainly, Atmospheric Cherenkov Telescopes (“ACT,” see

Figs. 23.2 and 23.6) useful for energies Eγ > O(100 GeV), and orbital telescopes,

useful in the GeV energy range (Figs. 23.3 and 23.12). The intent is to help the

reader understand the key design trade-offs. The choices, and the results and/or

prospects of the three Cherenkov telescopes most pertinent for pulsars are sum-

marized, with a glimpse at the next generation now on the drawing boards. Further,

AGILE was launched 23 May 2007, and two other satellites are also waiting. Of

these, the Gamma-ray Large Area Space Telescope (“GLAST”) has the best short

term pulsar prospects, and receives more attention than the others.

23.2 GeV–TeV Gamma Ray Detection

Gamma ray telescopes have to overcome the background from high energy cosmic

rays (ions and electrons), a background for which, e.g., radio and optical telescopes

have no analogy. There is also a background of gamma rays not coming from the

source under study, for example diffuse gammas from the Milky Way, or albedo

gamma rays produced by cosmic rays in the atmosphere.

High energy photons and ions interact with matter in (superficially) similar

ways.1 To understand what drives instrument design and limits telescope perfor-

mance, both interactions need to be considered. The Particle Physics Booklet [71]

details the following considerations nicely.

1 “High energy” in this article means the range encompassing 1023 Hz = 0.42 GeV to 1TeV =
1.6 erg.
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Fig. 23.3 The Large Area Telescope mounted on the (then incomplete) GLAST satellite,
December 2006 (Image courtesy of NASA/General Dynamics)

The sensitive area of gamma ray telescopes derives from the longitudinal devel-

opment of the electromagnetic cascade initiated by the primary photon. For an air

Cherenkov telescope, this is because the area illuminated on the ground depends on

the altitude at which the cascade radiates the Cherenkov light. Satellites are limited

by size and especially weight. Weight scales as surface times thickness, and thick-

ness by the targeted energy resolution via the longitudinal shower containment. The

natural thickness scale is called the radiation length, X0. It scales roughly as A/Z2

of a material, where A and Z are the atomic mass and number, respectively. (And

hence, even more roughly, as 1/A.) For N0 incident gamma rays, after penetrating a

depth X there will be

N = N0e−X/X0 (23.2)
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remaining. For air, tungsten, and cesium iodide (CsI), the values of X0 are 36.66,

6.76, and 8.39 g cm−2, respectively. [One atmosphere is thus (1,013 g cm−2/

36.66 g cm−2) = 27.6 radiation lengths, while the GLAST LAT is a little under

10X0.] On average, a gamma will produce an electron–positron pair after traversing

one radiation length of matter, γX → e+e−, where the X represents momentum

exchange with an atom. Similarly, the distance scale over which the e± will radiate

a new gamma is also X0 (“bremsstrahlung”). Hence, after n = X/X0 lengths, the

number of e±’s is 2n. This increase continues until the average electron energy

Eγ/2n becomes comparable to the pair-production threshold energy 2mec2 or,

more precisely, to the somewhat lower “critical energy” Ec (where ionization and

bremsstrahlung energy losses match). Ec scales inversely as Z and ranges from

10 MeV in tungsten, to 30 MeV in silicon (thus defining the minimum energy for

AGILE and GLAST), to 80 MeV in air.

Angular resolution is dominated by the multiple Coulomb scattering of the e±
pair(s). In simplified form, it is described by the parameter

θms � 13.6Z
pc

√
X/X0, (23.3)

where the charged particle momentum pc is expressed in MeV. θ is the angle

between the initial charged particle direction and its direction after a thickness X ,

θ is distributed as a Gaussian of width θms, with non-Gaussian tails arising from

occasional hard scatters with nuclei.

Cosmic rays (protons and other nuclei) will traverse longer distances before start-

ing a particle shower, the exponential scale length here being the nuclear interaction
length, λI . For air, tungsten, and CsI, the values of λI are 90, 185, and 167 g cm−2,

respectively. The atmosphere is >11λI thick – no cosmic rays get through – while

the GLAST LAT lets 60% get through with only ionization signals.

The number of gamma rays recorded after time T is

Nγ = T
∫ ∞

E0

dφ
dE

A(E)dE (23.4)

for a differential flux at the source
dφ
dE and an effective, energy-dependent area A(E),

to be discussed below. A similar rule holds for the background Nbgd , that is, the sum

of Milky Way gammas, electrons, and cosmic ions feinting gamma rays and passing

all selection cuts. The minimum flux sensitivity is for σ = Nγ/
√

Nbgd greater than

some minimum, typically 5. Detector and trigger design, and data analysis, aim to

maximize the ratio Q = εγ/
√εbgd , via a high efficiency for gamma rays, εγ , and a

low efficiency for background, εbgd . Angular resolution helps.

The minimum and maximum gamma ray energies exploitable by a given instru-

ment depend on various things. The maximum comes mainly from requiring Nγ > 5

for T as large as reasonable (months to years for a satellite, and hours to days for

a Cherenkov telescope). Typically,
dφ
dE ∝ E−2, hence, a tenfold increase in energy

means a tenfold decrease in counting rate. Other factors, e.g., backsplash for EGRET

or shower truncation for a high-altitude Cherenkov telescope, will be discussed
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below. The minimum energy comes essentially from the minimum signal strength: a

satellite built thick enough to contain high energy showers will perform poorly near

Ec, whereas Cherenkov telescopes run into the fluctuations of the night sky light, as

will be discussed in the context of (23.5).

23.3 Atmospheric Cherenkov Detectors

For years, the hopes for Cherenkov telescopes were at odds with the few detections

and limited science actually achieved. The seminal early review of the atmospheric

Cherenkov technique is [68]. More recent reviews are [30, 46], and a pre-HESS

snapshot of the state of the field is [57]. Large Cherenkov imager arrays have now

crossed the barrier of 10 mCrab sensitivity, and, at least for nonpulsed sources, the

results are (finally!) impressive.2

Can ground-based gamma-ray telescopes also contribute to pulsar science? We

will now focus on how to attain sensitivity at the low end of the Cherenkov energy

range adequate to study pulsars.

The electrons in the cascade are ultra-relativistic (v � c) and above the threshold

for Cherenkov radiation, that is, v > c/n where c is the speed of light and n is the

index of refraction at visible (blue) wavelengths. Cherenkov light is emitted above

and below shower maximum, which occurs ∼6 radiation lengths into the atmo-

sphere for Eγ = 30 GeV. The depth of penetration increases logarithmically with

the energy, as illustrated in Fig. 27.18 of [71]. The scale height of the atmosphere

is about 7 km, so the maximum development is near hmax = 7ln(27.6/6) � 11 km

above sea level, assuming normal incidence on the atmosphere (i.e., the source near

zenith above the telescope). The typical luminous width of about 20 m is determined

by the Moliere radius of the cascade.

The Cherenkov light is emitted at an angle θ̌ = arccos(c/nv) � 0.6◦, or 10 mrad

(δ ≡ n − 1 = 2.73 × 10−4 for air at sea level, decreasing with the same 7 km

exponential law as above). Multiple scattering is of the same order, so that the

Cherenkov light is radiated into a cone of half-angle �20 mrad. Cherenkov tele-

scopes are generally located at sites 2–3 km above sea level, hence the radius of

the light pool illuminated by the cascade is 0.02× 9 km � 180 m, for an area of

π × 1802 � 105 m2. Figures 23.4 and 23.10 confirm this order-of-magnitude. The

effective area is somewhat less, being the geometrical area multiplied by the trig-

ger and analysis efficiencies, which depend on the distance of the Cherenkov tele-

scope from the center of the Cherenkov light pool. (Stated backwards: the farther

the extrapolated impact point of the primary gamma ray is from the telescope, the

lower the detection efficiency). These simple considerations are the primary design

drivers.

2 The Crab nebula flux is used as a reference. In a νFν representation, near 100 GeV the spectrum
is flat, at ∼0.8×10−10 erg cm−2 s−1. EGRET measured an integral photon flux above 100 MeV of
226×10−8 cm−2 s−1, with a differential spectral index of 2.2, from both the nebula and the pulsar.
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Fig. 23.4 Left: HESS effective areas. The left-most curve is for the HESS-II 27 m mirror running
alone. The right-most curve is for the HESS-I four-telescope array. The middle curve is for the five
telescopes running together. Right: Counting rates obtained by convoluting the effective area with
the spectrum of a hypothetical source passing near zenith and having a Crab-like spectrum [31]

At 50 GeV there is roughly one Cherenkov photon per square meter, in the wave-

length range of typical photocathodes. The particles and the light travel downward

at nearly the same speed, with the consequence that the Cherenkov photons reach

the ground within the same few nanoseconds regardless of the altitude of emission.

The speed of the blue flash allows fast electronics to reject night sky background

light.

The name imager arises because the hundred to thousand pixel camera in the

mirror focal plane records the image of the shower compacted by perspective into

a more or less long cigar shape (depending on the distance of the gamma’s impact

point from the telescope). We now know that imaging is much better than other

Cherenkov detector designs [58]. Further, stereo imagers might succeed in taking

their high gamma efficiency and cosmic ray rejection below 50 GeV, that is, to the

pulsar regime. The detection surface is huge, even compared to radio telescopes,

compensating for the low duty cycle (10%) imposed by the need for clear, moonless

nights, and the small field of view of a few degrees, compared to satellites (>2 sr).

How to Lower the Cherenkov Energy Threshold

Don’t confuse mirror area AM with the detection area, A(E). The former determines

the minimum gamma ray energy, and the latter, the flux sensitivity.

The number of Cherenkov photons reaching the ground is a nearly linear func-

tion of the primary gamma ray energy, Eγ . The density (number per square meter)

depends on the size of the light pool which, we have seen, depends on the observa-

tory altitude. Multiplying by AM gives the number of Cherenkov photons received.
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Mirror reflectivities are high (>90%) but photomultiplier cathode efficiencies are

low (<30%), so that the number of photoelectrons is a factor of O(10) smaller than

the Cherenkov yield.3

The minimum energy is then determined by the threshold setting, in photoelec-

trons, of the electronic discriminators downstream of the PMTs. If set too low, the

trigger rate will be saturated by fluctuations in the night sky background light, φ .

A typical value integrated over the PMT sensitivity range is φ = (1.8 ± 0.3)×
1012 photons m−2 sr−1 s−1 [23]. It is the fluctuations in this rate that determine the

minimum threshold setting. The classic formula is [58, 68]

Eth ∝
√
Ωφτ
AMε

. (23.5)

Here,Ω is the solid angle of the field-of-view of the individual PMTs. The apparent

size of the air shower, (the Moliere radius of 20 m seen from 10 km gives 2 mrad),

imposes a minimum value of Ω . For modern imagers, typical pixel diameters are

2 mrad, hence Ω � π0.0012 = 3×10−4 sr.

For nonzero zenith angles, shower maximum occurs a bit higher and much far-

ther away. The illuminated ground area is broader when hit obliquely, making a

lower density of Cherenkov photons and, consequently, a higher energy threshold.

One gains a larger gamma ray collection area, useful for high energy studies but

pulsars pretty much need to pass high above a Cherenkov telescope for any hope of

detection.

In (23.5), the “easiest” variable to work with to decrease Eth seems to be AM .

Solar power plants built after the 1973 oil crisis have AMs in the tens of thousands

of square meters. The review [58] summarizes their conversion into gamma ray tele-

scopes. Indeed, the lowest energy search for a pulsed Crab signal to date comes from

the experiment that used the largest mirror area, CELESTE, with AM = 2,800 m2

[44]. The upper limit on the Crab pulsar was expressed as an exponential cutoff

e−Eγ/E0 to the power law measured by EGRET, with E0 = 26 GeV.

The definition of the “energy threshold” Eth used in the Cherenkov domain

bears mention. The heroic era of the field was marked by systematic uncertainties

that were large, changing, and poorly quantified. To avoid overly optimistic claims

regarding the energy scale, the energy threshold was defined as the energy of the

maximum counting rate. Figure 23.4 illustrates this: A(E) (left panel) multiplied by

a spectrum gives the differential counting rate (right panel). For modern Cherenkov

instruments, this definition is somewhat unfortunate – half of the detected gamma

rays are below the “threshold.” For gamma-ray pulsars, likely to have a sharp spec-

tral cut-off in the low end of the energy range, a more useful figure-of-merit is the

energy for which A(E) has some small but useful value, e.g., 100 m2.

3 Yes, photodetectors with higher quantum efficiencies ε exist. But to date none has the nanosecond
speed, τ , combined with the single photon resolution of photomultiplier tubes (PMTs), available
in a thousand thumbnail-sized channels. Furthermore, Cherenkov light peaks in the blue whereas
the background increases towards the red, where typical CCD efficiencies peak. A factor of 2 in
photoelectrons and of

√
2 in minimum energy threshold due to improved photodetectors may come

someday.
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Cherenkov Imagers

The Cherenkov imager breakthrough exemplified by HESS [3] builds on three

elements: large mirrors (pioneered by the 10 m Whipple telescope [69]); fast, small-

pixeled cameras (pioneered by CAT [50]); and stereo (pioneered by HEGRA [2]).

The first two are driving Eth down to the pulsar range via (23.5), but all three

contribute to the performance revolution, which comes mainly from background

rejection (the Q-factor mentioned above).

Cosmic rejection exploits the differences between the generally smooth, repro-

ducible electromagnetic cascades and the more chaotic, variable hadron-induced

particle showers. Some background cannot be identified, e.g., when much of the

initial energy goes to a pion, followed by πo → γγ or π± → eν mimicking a cos-

mic gamma. In these cases, as for cosmic electrons, the only salvation is angular

resolution. The energy spectrum of electrons is steeper than that of ions, making the

electron background proportionally larger at lower energies.

Arrays of imagers help doubly. Single atmospheric muons landing a few mirror

diameters from the telescope give images resembling low energy gammas in some

cases, but visible in only one telescope [66], and thus easily rejected in multiple

mirror arrays [29]. More importantly, the multiple images of a given shower seen

from different perspectives permit tight constraints of the impact point, the primary

energy, and the initial direction. The single gamma ray reconstruction has reached

the point that HESS is now an imager in the classic sense of the term – the image

of the gamma ray emitters in the field of view is sharp enough to allow detailed

comparison with X-ray and radio images, that has allowed, for example, the HESS

results on Vela [4].

23.3.1 VERITAS

The four-telescopes shown in Fig. 23.2 belong to VERITAS (Very Energetic

Radiation Imaging Telescope Array System), and are located near the base of

Mt. Hopkins, home of the Fred Whipple telescope. The facility was originally

planned with seven telescopes [70], and would have had the largest effective area

of any Cherenkov telescope, giving particularly good sensitivity at the highest ener-

gies. Funding and siting issues have so far limited them to four, the first of which

was commissioned in February 2005 [33].

“Optimal” layout of an imager array depends on the array’s goals, and the

VERITAS collaboration has been a leader for blazar studies, where the high-energy

end of the spectrum is of particular interest, and the sources are point-like. These

favor a large inter-telescope spacing, and the traditional ∼2–3 km observatory alti-

tudes (e.g., not higher). Figure 23.5 shows VERITAS’ expected sensitivity [33, 35].

The “Crab-like source” refers to the nebula, not the pulsar, but the Crab pulsar and

nebula fluxes match somewhere in the range between 10 and 40 GeV. VERITAS

may, over time, accumulate a pulsed signal on the Crab.
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Fig. 23.5 Expected sensitivity for the VERITAS four-telescope array located at the Mt. Hopkins
basecamp, i.e., lower altitude and a smaller inter-telescope distance than will be had on Kitt Peak
(S. Fegan, ICRC Tsukuba)

23.3.2 MAGIC

La Palma in the Canary Islands was the site of path-breaking cosmic ray and

gamma ray detectors such as AIROBICC and HEGRA. The former was an all-

sky Cherenkov detector that was the first to exclude bright multi-TeV gamma ray

sources over the whole sky. The latter was the first stereo Cherenkov imager array,

although with relatively small mirrors (and so an energy threshold beyond the

range of interest for pulsars), and achieved several interesting results. Continuing

at the same site is MAGIC (Major Atmospheric Gamma-Ray Imaging Cherenkov,

Fig. 23.6), a single 17 m Air Cherenkov telescope [21].

They recently published a compelling 2.9σ pulsed excess from the Crab [7].

They do not claim a detection – the standard in the field is 5σ – but unpublished

results from CELESTE look quite similar [18], and the Crab pulsar likely has an

exponential cut-off (b = 1 in (23.1)) with Eo � 25 GeV. MAGIC points out that a

super-exponential (b = 2) with Eo � 60 GeV would be compatible with their data.

The lowest energy point obtained for the Crab nebula with MAGIC is 60 GeV, like

CELESTE’s [44].

Figure 23.7 forecasts that MAGIC should access the EGRET gamma-ray pul-

sar PSR B1951+32 [5], and indeed their recent limits, combined with the large

uncertainty on EGRET’s last spectral point, make it apparent that the exponential

cut-off lies in the range 10 < Eo < 30 GeV [8]. MAGIC also obtained upper limits

on the millisecond pulsars PSR B1957+20 and PSR J0218+4232 [45, 47]. About

their detection of LSI +61 303 [6]: microquasars might not be as far removed from

pulsars as you might think [19]!
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Fig. 23.6 The second MAGIC telescope, still under construction at La Palma, with completion
expected in 2007 (Figure courtesy of M. Rissi)

Fig. 23.7 Predicted sensitivity of the MAGIC single and double telescopes, compared to other
instruments [62]

When the second telescope turns on, 85 m from the first, MAGIC 2 should

have the sensitivity predicted in Fig. 23.7. They aim to halve their threshold and

double their sensitivity [62]. The MAGIC collaboration has pushed towards lower

energies, with the largest AM and the most aggressive program for, e.g., improved
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photocathode quantum efficiencies. The spread in predicted sensitivities between

VERITAS (Fig. 23.5) and MAGIC (Fig. 23.7) cannot be easily understood in the

context of (23.5). Eth should scale with the mirror diameter, in which case the 17 m

mirror only “buys” a 30% improvement over the 12 m mirrors used by VERITAS

and HESS. Furthermore, one would expect better sensitivity from the four-telescope

array than from the twin telescopes.

23.3.3 H.E.S.S

Figure 23.8 shows HESS’s sensitivity (High Energy Stereoscopic System, in

Namibia), extending down to 100 GeV for the four 12-m telescope array. HESS

and VERITAS resemble each other and the same general remarks about pulsar

prospects apply. This said, the HESS design favors galactic targets (the wider cam-

era field-of-view and a slightly smaller telescope spacing are better for extended

sources) as does its southern site. An example of HESS performance for pulsars is

shown in Fig. 23.9, the (best-looking) extract from a search for pulsations from the

5.8 ms pulsar PSR J0437-4715. One of the closest known pulsars (160 pc), with a

robust Ė, it has the fourth largest known
√

Ė/d2 (14% of Vela’s) which, a criterion

for selecting gamma-ray pulsar candidates (Fig. 23.1). HESS claims no detection,
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Fig. 23.8 HESS-I (four 12-m telescopes) and HESS-II (an additional 27-m unit) sensitivities [51].
The big new telescope running alone will have a lower threshold, but not the full background
rejection of the array at the lowest energies. GLAST sensitivity becomes flat above a few GeV if
one requires a minimum number of counts to claim a detection (here, 10 gamma rays)
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nor is there a nearby EGRET source. The HESS upper limit was obtained above

100 GeV [20], less than 50 GeV beyond the cut-off predicted in [28]. HESS has also

searched for pulsations from Crab, Vela, and ’1706-44 [55, 56].

Construction is currently under way for a major addition to HESS. The HESS

Phase II array will add a single 27 m telescope to the middle of the present array

[51, 67]. The projected effective area and counting rate is shown in Fig. 23.4, and

the sensitivity in Fig. 23.8. The new telescope is expected to be complete in 2008,

with science in 2009.

With regards to pulsar searches, one big telescope may give them access to some

first ground-based detections. The trigger rate from muons is huge, best reduced via

a coincidence with another telescope. The initial HESS II design was to have two
30 m telescopes The energy threshold Eth of the existing telescopes is limited by

(23.5). Hence, the potential decrease in Eth a pulsar afficionado might have hoped

for with the new 27 m telescope will not be obtained, at least in the short term.

The Japanese-lead CANGAROO imager array located in Australia has also con-

tributed several important results to TeV gamma ray astronomy. The instrument is

not optimized for the low energies necessary for pulsar searches.

23.3.4 The Farther Future: 5@5, CTA, and LTT

Naturally, the Cherenkov community is preparing the next order-of-magnitude

increase in size and performance. Part of the community is motivated to pursue

spectra to the highest energies, to study blazars and the origins of UHE cosmic rays.

Fluxes are low, so they want many telescopes with large separations. Cherenkov

intensities are high, so the mirrors need not be huge. But the cameras need to have

large fields of view, i.e., many channels of electronics, to contain large showers

landing far from the mirrors. Current observatory altitudes are fine.
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Fig. 23.10 Predicted gamma ray collection areas for a system of five 30-m Cherenkov imagers at
altitude 1,800 m, requiring that a shower be seen by 2, 3, 4, and 5 telescopes (curves 1, 2, 3, and 4,
respectively) [37]

Pulsar physicists favor high sensitivity and accurate spectroscopy in the

O(10) GeV range. They push for bigger mirrors at higher altitude but would com-

promise on total area. Optimal cost/benefit is perceived differently by the two

communities.

The first thorough study of the problem was called “5@5” [1], meaning a 5 GeV

threshold with an array of 20 m mirrors 5 km above sea level. Building on the expe-

rience acquired with HESS, [37] refines these ideas, with 30 m dishes at 1,800 m.

Figure 23.10 shows that twofold telescope coincidences are fully efficient at 10 GeV,

meaning that systematic uncertainties in flux determinations should be small enough

to allow accurate determination of the high-energy tail of pulsar spectra, with good

overlap with satellite measurements.

A “Cherenkov Telescope Array” (CTA) collaboration is currently taking form,

with the aim to start construction in early 2010 and do science in 2013 [32]. Further

discussion of how a “ Low Threshold Telescope” (LTT) would be a useful comple-

ment to space-based instruments is in [5].

Optical Pulsar Detections, and Other Fast Optical Transients

The new HESS-II mirror will be ten times larger than those of 8 m class optical

telescopes. Could such a huge light bucket be put to some other use? Stellar photo-

metry and optical Crab pulsar measurements are already routinely performed to
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calibrate various aspects of the instruments. In particular, the central pixel of an

ACT “sees” the point in the sky under study but is otherwise mostly useless for

Cherenkov needs. The CAT imager placed a CCD there to track fiducial stars for

alignment [11]. It was argued that microsecond atmospheric phenomena, or optical

pulsar substructures, could be studied if the Cherenkov telescopes were designed to

accommodate “guest” instruments, and these ideas have been formally discussed by

the different collaborations.

23.4 Space-Based Observatories

Figure 23.10 illustrates that below a few to several GeV, Cherenkov telescopes

are not viable. That’s fine, because at those energies useful counting rates can be

obtained for large numbers of sources using detection areas smaller than a square

meter.

Figure 23.11 sketches the principle of a pair-conversion telescope. After travers-

ing a depth X (23.2), on average a gamma ray converts to an electron–positron pair

which leaves an ionization signal in a tracker. The angular resolution is enhanced if

the tracks are long, i.e., enough initial radiation lengths to provoke an early conver-

sion. But multiple scattering degrades the resolution if there is too much material

(23.3). Interactions before the calorimeter, or secondary particles leaking out the

back of the calorimeter, will degrade energy resolution. Furthermore, the rate of

particle cascades (pions, kaons, protons, neutrons...) due to nuclear interactions can

calorimeter 

γ ray

e+ e-

particle-
tracking
detectors 

charged-particle
anticoincidence
shield 

pair-
conversion
foils

Fig. 23.11 Principle of a space-based gamma ray telescope. The primary photon converts to an
electron–positron pair in the tracker. The charged particle tracks provide an estimation of the
primary energy, via the opening angle and the amount of multiple scattering. More accurate
energy determination comes from the energy deposited in the calorimeter. A charged-particle
detector surrounding the tracker and calorimeter provides cosmic ray rejection (Figure courtesy
of NASA/Sonoma State University/Aurore Simonnet)
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be reduced through clever choice of materials and layout. Optimal gamma-ray tele-

scope design requires several interlaced compromises.

EGRET is the norm, to be matched or surpassed. The main improvements stem

from the invention of silicon trackers, whose high granularity allows fine pattern

recognition. EGRET’s sensitivity at high energies was decreased by backsplash-
induced self-veto, that is, X-rays radiated in the cascades would leak into the scintil-

lator detector intended to reject charged cosmic rays. The detailed information from

a silicon tracker can tag these events. The cosmic ray veto scintillators have also

been designed to minimize backsplash issues, with the outermost silicon layers pro-

viding further charged particle rejection. Silicon trackers are compact and allow a

broader field-of-view for a given weight. They use no consumables that could limit

mission duration. EGRET had significant advantages nevertheless. The conversion

plates were thinner and there were twice as many tracker layers, with wider spacing,

yielding more measurements per track, with less multiple scattering. Rigorous hand

scans of nearly all events led to a background rejection, especially at lower energy,

that the silicon detectors have yet to demonstrate.

23.4.1 AGILE

The Italian satellite AGILE (Astro-rivelatore Gamma a Immagini LEggero) was

successfully launched from Madras on 23 April 2007 (Fig. 23.12) [61]. AGILE has

a silicon tracker affording a large effective area compared to the instrument’s over-

all size, over a broad range of angles: at 300 MeV, EGRET had 1,500 cm2 on-axis,

but only 50 cm2 40◦ off-axis, whereas AGILE has 500 cm2 on-axis decreasing only

to 350 cm2 50◦ off-axis. The cesium iodide (CsI) mini-calorimeter measures ener-

gies from 30 MeV to 50 GeV but is thin, being made of only two layers of crystals

(1.5X0). Energy resolution at high energies is thus degraded (∼70% at 100 MeV).

AGILE also has a thin, lightweight coded mask X-ray imager (called super-AGILE,

“super” meaning “above” in Italian in this case), and a plastic scintillator anti-

coincidence detector. AGILE should fly for two years.

AGILE pulsar prospects are excellent. The EGRET detections, as well as the

hints of signals, should be confirmed, and at least a few new pulsars should come

out. They rank 35 radio pulsars as gamma candidates, in order of Ėa/d2, with

a = 0.5 and 1 [49]. AGILE aims for absolute timing precision (∼1μs) significantly

better than EGRET’s, and could obtain effective resolution of order 50μs with a

good signal-to-noise ratio to search for pulse microstructure on bright pulsars such

as Vela.

23.4.2 AMS

AMS (Alpha Magnetic Spectrometer) is designed to search for anti-matter in the

cosmic radiation. The instrument weighs 7 tons, more than GLAST (4.46 tons) but
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Fig. 23.12 The AGILE satellite integrated on the fourth stage of the PSLV rocket (15 April 2007).
Launch on 23 April was successful, and an image of the Vela pulsar was made public on 29 May
(Image courtesy of ASI)

less than CGRO (17 tons, the largest scientific payloads ever when launched in

1991). AMS is currently scheduled to be installed on the International Space Station

(ISS) in mid-2009.

A Transition Radiation Detector (TRD) and other material in front of a silicon

tracker amounts to 0.25X0 (see (23.2)). The silicon tracker sits inside a 1 T super-

conducting magnet, allowing momentum measurements. The silicon tracker has no

tungsten to induce γ→ e+e− conversions: 80% of the gammas reach the 16X0 thick

calorimeter without interacting, but can nevertheless still be identified as gamma

rays. The minimum particle detection energy is 1 GeV.

AMS’ gamma ray capability is developed in the thesis at [25] (in French). At

1 GeV the sensitive area is 100 cm2, using only the tracker. By 10 GeV the area

reaches its plateau of 400 cm2, and the calorimeter comes into play (2,000 cm2).

The instrument cannot be pointed, and two pieces of the sky about 30◦ in diameter

are never seen, centered at (l,b) = (120,30) and (320,−30) degrees. Simulated
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response to one year on the Vela pulsar, including the exposure time for the ISS

orbit and the AMS orientation, shows that cut-offs at 5 and 20 GeV would be easily

distinguished. The model discrimination that could be obtained in principle with

the excellent energy resolution of the calorimeter (10%/
√

E, for E in GeV) may be

limited by low counting statistics at high energy.

23.5 GLAST: The Gamma-Ray Large Area Space Telescope

The Large Area Telescope (LAT) on the GLAST satellite (Gamma-ray Large Area

Space Telescope) will have sensitivity >30x better than EGRET’s, even more above

10 GeV. Launch is foreseen for May 2008, followed by a 60-day checkout period,

and then a 1-year all-sky survey. Figure 23.3 shows the LAT integrated with the

satellite. Whereas the EGRET spark chamber eventually ran out of gas, GLAST

could in principle run for many years beyond the five initially planned. The second

instrument is the GLAST Burst Monitor, or GBM. Only the LAT is relevant for

pulsars, and will be the focus of the rest of this article.

23.5.1 LAT: The Large Area Telescope

The basic elements of the LAT are very similar to those of AGILE, the fundamental

difference being that the LAT is bigger. The instrument is described in [38, 42].

It is built as a 4-by-4 array of modules, each module having a tracker on top of a

calorimeter.

The trackers have 18 silicon layers, measuring track position in both transverse

directions [12, 13]. Tungsten at each layer promotes gamma conversion, with extra

thickness at the first layers, for a total of 1.5X0. The result is a Point Spread Func-

tion (PSF) for gamma rays more than three times better than EGRET above 1 GeV.

The hodoscopic CsI calorimeters are eight layers thick (8.5X0) [59], allowing good

resolution up to 300 GeV. The LAT’s sensitivity begins at 30 MeV where the energy

measurement is performed by the tracker as much as by the calorimeter. The plastic

scintillators (ACD, for Anti-Coincidence Detector) used to reject charged cosmic

rays are highly segmented, so that backsplash-induced X-rays radiated transverse to

the gamma direction won’t decrease the overall gamma efficiency.

Silicon trackers allow a low aspect ratio, giving the LAT both a large field-of-

view (>2 sr, or ∼20% of the sky) and an effective area over four times bigger

than EGRET’s. Consequently, GLAST will generally scan the sky, rather than point.

Scanning works as follows: on a given 95 min orbit, the LAT will point 35◦ below

the orbital plane. When the satellite reaches the SAA (South Atlantic Anomaly) the

ACD high voltages are turned down, data acquisition is suspended for a few min-

utes, and during this time the LAT rocks to point 35◦ above the orbital plane. On

each orbit, 75% of the sky is covered. Thus, the whole sky is covered every 3 h.
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Exposure to the different parts of the sky will be highly uniform, allowing statistical

completeness unprecedented at high energy, a significant advantage for population

studies. Discovery potential will be high. During the first year on-orbit, LAT will

point at targets only exceptionally – standard operating procedure will be the scan-

ning survey mode.

Absolute Timing

A GPS system on the spacecraft provides the UTC time and a Pulse Per Second

(PPS) synchronization signal to the LAT and to the GBM. The LAT electronics

include 20 MHz scalers. The values latched by the PPS are stored, as are the readings

latched by event triggers, thus providing the elapsed time since the previous PPS.

The mission requirement is to obtain 10μs precision on the absolute time, with a

goal to achieve 2μs.

Achieving accurate absolute times in space is notoriously difficult: examples of

missions that encountered difficulties are CGRO, USA, Chandra [43], and XMM

[34]. As an example, the ith date would be assigned to the (i+1)th event, in software

in one case and in hardware in another. For the latter, not all events were sent to the

ground, so that correcting the error in analysis was effectively impossible.

Fortunately, the nature of a high energy gamma detector makes an end-to-end

test relatively simple to perform on the ground. Figure 23.13 illustrates the concept.

Atmospheric muons are easily detected in the LAT at a rate of ∼480 Hz. The muons

are essentially unaffected by their passage through the LAT, and also traverse a suit-

ably placed muon telescope, as in the figure. The muon telescope triggers the read-

out of a GPS clock in a standalone acquisition system, to be compared offline with

the LAT time. Proof-of-principle measurements, made before LAT integration with

the spacecraft, were successful in that they revealed some inconsequential timing

artifacts of the LAT testbench at the ±1.3μs level [60]. By late winter the spacecraft

GPS system will be complete and the true test will be performed, allowing months

to diagnose and correct problems should any be observed. As a further crosscheck,

we have compared GBM and LAT times for muons passing through both the silicon

tracker and the BGO detector.

The spacecraft will be receiving its GPS signals through the on-board antennas

for the test. Hence, the only aspect that won’t have been tested on the ground is

that of the GPS system itself when in orbit. This caused problems for, e.g., the USA

X-ray telescope a decade ago, but modern systems are more robust. There is thus

good reason to believe that LAT event timing will meet the mission requirements.

23.5.2 Detailing the Instrument Response

The LAT response to a particle depends on its energy and species, its angle relative

to the detector axis, and its impact point relative to the gaps between the 16 modules.
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Fig. 23.13 Left: Ground tests of the GLAST absolute timestamps use cosmic ray muons (illus-
trated by the diagonal dashed line) traversing both the LAT (drawn perched on a support stand)
and a “telescope” of two scintillators with photomultipliers. The muon telescope triggers a GPS in
a standalone acquisition system. The vertical-hatched region represents the silicon tracker volume
while the grey rectangle below it corresponds to the calorimeter. Right: The dates from the LAT and
the muon telescope are compared offline. The time differences, in milliseconds, over a half-hour
run are shown. The 24 ms offset is an artifact of nonflight equipment. The piecewise linear struc-
ture shows the GPS clock correcting its oscillator drift as the GPS satellite positions change. The
method provides resolution at the sub-microsecond level. Tests will be performed after integration
of the flight electronics, beginning in February 2007

Elaborate Monte Carlo simulations are the primary tool to master this broad phase

space. They include detailed detector composition and layout, and accurate models

of particle interactions. The output files have the same format as for real data, so the

same analysis software is used for real and Monte Carlo data. The gamma recon-

struction and background rejection algorithms can thus be refined before launch.

For a choice of algorithm and event selection, the detector efficiency, Point Spread

Function (PSF), and energy resolution are determined. These are collectively called

the IRFs (“Instrument Response Functions”). A likelihood tool uses them to trans-

late a gamma ray count rate into a differential flux measurement.

In this section I outline the efforts to assure the reliability of the Monte Carlo,

with a view to minimizing and quantifying the systematic uncertainties that GLAST

measurements will have.

The Energy Scale, and Particle Accelerator Studies

Energy determination comes primarily from the calorimeter. (The tracker also pro-

vides information: the opening angle between the e+ and e− tracks when both are

identified, as well as the magnitude of the multiple scattering (23.3) obtained from
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the track residuals both constrain the energy. Inversely, the calorimeter provides

direction information). Calibrating the entire LAT, over four decades in energy, over

the angles and positions mentioned above, is neither practical nor necessary. Instead,

the Monte Carlo is the primary tool, used to extend a few key measurements to the

entire phase space.

The pulse height observed in a single CsI crystal traversed by a minimum ion-

izing particle is the basic building block. The ionization energy loss for a parti-

cle of charge ze in a thickness x of material with atomic number Z and mass A
is dE

dx min ∝ z2 Z
A ((27.1) in [71]), neglecting the energy dependence for clarity. For

z = 1, that is, muons on the ground or protons on orbit, this gives roughly 12 MeV

per crystal. For iron nuclei, the signal is 262 = 676 times larger (8 GeV).

The exact response depends on details such as the scintillation light yield as a

function of the ionization density (“quenching,” [39]). A given energy deposit trans-

lates to an well-defined ionization, but the distribution of the ions in the scintillator

is quite different for a cascade of electrons induced by a gamma ray and for the

heavy ions used as calibrators. Detailed Monte Carlo simulation is delicate. Thus,

CsI calorimeters for GLAST were exposed to accelerator beams at CERN in 2002,

2003, and 2006 (electrons, gammas, protons, and pions from a few GeV to a few

hundred GeV); GANIL in 2003 (heavy ions at 73 MeV per nucleon); and GSI in

2003 and 2006 (heavy ions at a couple of GeV per nucleon).

For gamma-induced cascades in the calorimeter, the pulseheight in the crystals

of each of the eight layers follows the longitudinal shower development described

in [71], distorted by gaps and fluctuations. A substantial campaign of measurements

at CERN in 2006 with flight-like modules provided detailed comparisons of the true

response to Monte Carlo predictions [15]. Some refinements to the Monte Carlo are

being made. The CERN campaign also exercised the detector configuration, acquisi-

tion, and reconstruction software chains in realistic conditions, allowing weak links

to be identified and strengthened.

The energy range of atmospheric Cherenkov telescopes overlaps that of space-

based detectors. The overlap range is particularly interesting (e.g., pulsar spec-

tra cut-off) but also subject to the highest uncertainties, due to low statistics in

space, and large systematics on the ground. Matching spectra for bright sources will

enhance confidence in new, critical measurements. A source with a spectral feature

(such as a peak in νFν ) in the overlap range would be especially useful. HESS [24]

and MAGIC [14] have begun studies to implement this idea with GLAST.

IRF Checks Using Vela, the Crab, and Geminga

As stated, the IRFs are calculated using Monte Carlo simulations, then used by

the likelihood tool to convert count rates into spectra. They are available at the

LAT Web page and reproduced in various places, like [14]. Demonstrating that on-

orbit data behave like simulated data will bolster confidence in the accuracy of the

fluxes obtained. Bright gamma ray pulsars provide a useful test case, as illustrated

in Fig. 23.14. On-peak data for Vela (and Crab and Geminga) provide a gamma ray
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Fig. 23.14 Using bright gamma ray pulsars to validate the GLAST LAT Instrument Response
Functions (“IRFs”). Here, 34.7 days of simulated Vela data in survey mode. The dotted (blue)
histogram is for events passing selection cuts intended to maximize the gamma to cosmic ray ratio
(“Class A”). The dashed (black) histogram is for less restrictive gamma ray selection cuts, but
still more suited to high galactic latitudes. The solid (red) histogram loosens those cuts further,
recognizing that cosmic ray backgrounds are negligible compared to diffuse gamma backgrounds
from the Milky Way, allowing stronger pulsar signals. The cut efficiencies for gamma rays will be
compared with real data to reduce systematic uncertainties on flux determinations [54]

sample with a high signal-to-noise ratio. We will run real and simulated data through

the reconstruction software, apply the various selection cuts, and compare the real

rates at each step with the predicted rates. This should allow us to identify then cor-

rect and/or quantify any systematic biases. The point-spread and energy resolution

functions will also be checked against real data.

The first 60 days after launch will be used for instrument checkout and calibration

(“L&EO,” for Launch & Early Operations). The last two weeks of L&EO are likely

to be used to adjust thresholds (i.e., data rates) for scan mode, in preparation for

the 1-year all-sky survey. Under discussion is to use the two preceding weeks for

pointed observations. Figure 23.15 shows a possible pointing direction, centered

half-way between Crab and Vela. The round symbols are 45◦ away from the pointing

direction, where LAT performance is still high. Note that Vela, Crab, and Geminga

are visible. This would also be very useful to test the instrument on-orbit absolute

timestamps.

We simulated a two week pointing centered midway between Crab and Vela.

Figure 23.15 shows a 45◦ radius around the point. Using the EGRET flux for Vela

[22] yields a prediction of over 10,000 photons. If we assume that the gamma ray

flux scales as
√

Ė/d2, we find that 5(16) other pulsars in the same field of view will

yield at least 100(10) gamma rays, respectively [54].
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Fig. 23.15 Map in galactic coordinates of the gamma-ray pulsar candidates, i.e., the 215 pul-
sars from the ATNF database having Ė > 1034 erg s−1. Cross thickness is roughly proportional to
log(Ė/d2)1/2. Four regions of radius 45◦ are shown: one centered on Vela, another on a point
half-way between Vela and the Crab, another centered on PSR B1706-44, and another half-way
between ’1706 and PSR B1951+32 (Credit: D. Parent)

Pulsar Search Sensitivities

To first order, detecting pulsed gamma radiation is limited by photon statistics

(although pulse shape, diffuse gamma-ray backgrounds, spectral shape, and prox-

imity of strong sources affect the ultimate performance). In two years with its scan-

ning mode, LAT will detect about 30 times as many photons for most pulsars as

EGRET did in its lifetime. This improvement results in detections intrinsically 25

times fainter or 5 times farther away. Some of the known gamma-ray pulsars are at

distances of 2 kpc; therefore LAT will be able to detect some pulsars at the distance

of the Galactic Center (7.74±0.42 kpc) or farther.

Detailed simulations are yielding improved sensitivity forecasts [53], while

allowing the team to develop the analysis methods to reveal pulsed sources in the

LAT data. In particular, the GLAST “Data Challenge 2” was held in the spring of

2006. A very detailed gamma ray sky was modeled, including diffuse gamma and

cosmic ray backgrounds. Fifty-five days of on-orbit data were simulated by a small

team and then presented to the collaboration, along with the Science Tools software

ensemble. Among the thousands of gamma-ray sources (dominated by blazars) there

were 413 simulated pulsars, 98 having timing ephemerides provided to the users.

The physics ideas used to model the pulsar population are very similar to those

described in [26].

Figure 23.16 illustrates the results obtained by one of the three groups that con-

ducted searches for pulsars with known ephemerides [16]. Over 40 of the 98 were

easily detected. Other groups obtained similar results. In the figure, some undetected

pulsars are brighter than ones easily seen, due to the four effects listed at the begin-

ning of this section. Table 23.1 summarizes the sensitivities obtained from Data

Challenge 2.
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Fig. 23.16 Pulsar detection probability using the Z-test vs. simulated flux, for a population of
simulated pulsars distributed over the sky, with known ephemerides but without timing noise [16]

Table 23.1 Pulsar search sensitivities, in cm−2 s−1, for the GLAST LAT obtained for the 55 days
of Data Challenge 2, and also extrapolated to the first year on orbit

Exposure time With ephemerides Blind search

Data challenge 2 (55 days) 6×10−8 3×10−7

1 year sky survey 2×10−9 1×10−7

A significant feature of the pulsar studies with LAT will be the ability to find

pulsed emission without pre-knowledge of a pulsar period from radio or X-ray

detections. Only the three or four gamma-brightest EGRET pulsars could have been

found in a blind search (e.g., [17, 28]). The higher sensitivity of the LAT will allow

searches for pulsations in most of the bright unidentified EGRET sources [52].

Geminga is unlikely to be the only radio-quiet gamma-ray pulsar.

One group applied a new time-differencing search technique blind search method

[9]. The idea is that instead of a Fourier transform of the gamma ray arrival times,

on studies instead the elapsed time between two consecutive events. Timing noise

was not included in the simulations, but the method is expected to be less sensitive

to the effects of glitches, etc, than methods based on arrival times. The group found

15 pulsars, 3 of which were not among the 98 with available ephemerides. The

sensitivities obtained are in Table 23.1.

Source localization (essentially PSF/
√

Nγ ) is another strong point for GLAST.

The angular distance between the Data Challenge 2 allocated pulsar positions

and those obtained from analysis gave mis-position values of order 0.014◦. Two
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examples illustrate the usefulness: First, EGRET detected PSR B1951+32 only as a

pulsed source, but not as a steady source in the 3EG catalog, due mainly to the high

gamma background in the Cygnus region. For LAT, this pulsar should appear as a

steady source within 3 days. Second, EGRET confused PSR J0218+4232 with the

blazar 3C66A one degree away [36]. For LAT, both are detected at the five sigma

level in a couple of days of survey mode, their localization in 10 days being of order

0.015◦ [27].

GLAST data become public after the first year, and the analysis software will also

be made available. Information is available at the Science Support Center (GSSC),

http://glast.gsfc.nasa.gov/ssc/ .

23.5.3 Radio Timing of Gamma-Ray Pulsar Candidates

All-sky scanning mode does not mean that gamma ray candidates don’t need to be

prepared for ahead of time. Good candidates are those with the largest spin-down

energies, Ė (Fig. 23.1). These happen to also be the pulsars with the most timing

noise and glitches [10]. The LAT’s performance is high relative to other orbital

telescopes, but the absolute counting rates remain low: the Crab pulsar sends a

>100 MeV gamma through the LAT volume for every ∼600 rotations of the neutron

star, less often when accounting for detector efficiency or scanning mode. For PSR

B1951+32 cited above, there were 300 photons with Eγ > 0.1 GeV after standard

analysis cuts for the 55 days of Data Challenge 2, that is, a photon every 5 h [48].

For pulsars significantly weaker than the eight seen with CGRO, modest photon

statistics will be accumulated over years. To have any hope to phase align them,

the GLAST LAT requires good radio (or, in some cases, X-ray) timing parameters

covering the mission duration.

Therefore, as was done for CGRO [10], a substantial radio timing program is

being put in place. That the LAT’s sensitivity is larger and that more radio pulsars

are known means that the program need be even more ambitious.

The LAT pulsar sample is simply defined: all 215 pulsars (at this time) with

Ė > 1034 erg cm−2 s−1 listed in the ATNF database [40]. This covers essen-

tially all of the pulsars described in the literature as “gamma ray interesting,”

and overlaps well with criteria based on, e.g.,
√

Ė/d2 (as in [49]). The list is

posted at https://confluence.slac.stanford.edu/display/GLAMCOG/Pulsar+Timing.

Figure 23.15 shows these 215 gamma candidates distributed over the sky.

Three major radio telescopes will do the bulk of the observations, at least for

the early part of the mission: these are Parkes for the southern sky, and Jodrell and

Nançay for the North. Stable, radio loud pulsars can be observed briefly, as rarely as

twice per year. Other pulsars need to be re-timed several times per year, and/or for

longer observation times. The total telescope time required amounts to hundreds of

hours.

Some particularly interesting pulsars (e.g., PSR J0205+6449 in 3C58) are both

very noisy and radio faint (40μJy at 1,400 MHz) requiring substantial time with the
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most sensitive instruments. The LAT collaborators hope to reserve precious time on

Arecibo and the Green Bank telescope for, e.g., deep searches of new gamma ray

sources likely to be undiscovered radio pulsars.

Therefore, the LAT collaboration wants to enlist the support of other radio tele-

scopes, to cover the long duration of the mission for small sets of pulsars ill-suited

for routine automated monitoring by the three “primary” 70-m class antennas, or to

simply reduce the workload of the three.

The timing solutions provided by the radio telescopes will be added to a FITS

file that will be made public on the GLAST Science Support Center (GSSC) data

servers, to be read by the Science Tools as part of the standard data analysis

procedures.

Gamma ray analysis of faint objects with the LAT will benefit from LAT exper-

tise even if the analysis code is public. Radio astronomers providing timing solu-

tions will sign those LAT scientific papers which use their ephemerides. The authors

believe that it is in the interest of science, and of the radio astronomers themselves,

to provide timing information for gamma ray pulsars.

As a final note, let’s return to two statements made above: “LAT scans most

of the time” and “photons come few and far between” which leads naturally to a

discussion of “to point, or not to point.” Some authors predict that GLAST could

discover scores to hundreds of radio-quiet gamma ray pulsars, like Geminga (for

example, [26, 41]). Serendipitous discovery by LAT will require successful blind

searches of data sets covering months to years. Reducing the duration over which a

gamma ray sample is accumulated will improve search sensitivity. Pointing the LAT

increases exposure by a factor of 3–4 for a given object, depending on its location in

the sky, prompting some authors to argue in favor of pointed LAT observations, for

example, 2-week observations along the plane Milky Way in the second year [52].

23.5.4 Pulsar Science with the GLAST LAT

The capabilities of the LAT will enable a wide range of high-energy pulsar stud-

ies, all aimed at greater understanding of the extreme conditions around these neu-

tron stars. Detailed light curves, phase-resolved energy spectra over a broad energy

range, and population studies of both radio-loud and radio-quiet pulsars will pro-

vide robust tests of pulsar models. Some of the specific scientific goals are described

in [65].

23.6 Concluding Remarks

New gamma ray instruments are likely to provide the first GeV pulsar observations

since the CGRO mission ended in the year 2000. Barring disasters, the first results

should come from AGILE, and shortly after by GLAST, both in space, hopefully
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before 2008. On the ground, and at higher energy, the Cherenkov imager arrays

HESS and MAGIC have presented upper limits suggesting that the discovery of

pulsed emission at several tens of GeV may be just around the corner. The com-

missioning of the VERITAS array in 2007, and the upgraded detectors HESS-II and

MAGIC-2 within 2 or 3 years will drive the field forward.

A real breakthrough in the field would be i) many more gamma ray pulsars,

and/or ii) detailed measurements of their high-energy cut-offs. GLAST will see

scores to hundreds of new pulsars, with multi-GeV sensitivity adequate for cut-off

determination on several of them.

This review focused on the basic design considerations limiting Cherenkov and

satellite detectors, in the aim of providing the reader with insight into the relative

advantages of the various approaches. Energy cut-offs, so critical to discern just

where around the neutron star the particles are accelerated to such high energies,

and the gammas are radiated, occur in the range where satellite statistics are low

but Cherenkov systematic uncertainties are high. This is an excellent example of the

complementarity of the two domains.

The next generation of Cherenkov telescopes is on the drawing boards. The

trade-off between optimization for galactic vs. extragalactic studies was described,

although in all cases gamma ray pulsar studies will make another significant step

forward, towards the year 2015.
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Chapter 24
Gravitational Waves from Spinning
Neutron Stars

Reinhard Prix (for the LIGO Scientific Collaboration)

24.1 Introduction

Gravitational waves (GWs), i.e. small deformations of spacetime traveling at the

speed of light, are a fundamental consequence of Einstein’s general theory of rel-

ativity. There has been no direct observation of GWs so far, although first indirect

evidence was found in the observed inspiral of the binary pulsar PSR 1913+16,

which agreed to within 1% with the predictions of general relativity [75, 88]. Sim-

ilar measurements on the recently discovered “double pulsar” system have allowed

to improve these experimental tests of General Relativity to the level of 0.05%.

GWs are purely transverse waves, characterized by two polarization states (denoted

as ‘+’ and ‘×’, respectively). These two polarization bases differ by a rotation of

45◦ around the propagation axis, corresponding to the quadrupolar (spin-2) nature

of the gravitational field. In contrast, the two polarization bases of electromagnetic

waves differ by a rotation of 90◦, reflecting the dipolar (spin-1) nature of the elec-

tromagnetic field.

Any likely sources of detectable GWs will be at astrophysical distances, thus

the signals reaching Earth have very small amplitudes and are nearly plane waves.

A linearized version of general relativity (e.g., see [57]) can therefore be used to

describe GWs in terms of a small metric perturbation hμν , i.e. one can write the

metric as gμν = ημν + hμν , where |hμν | � 1 is the gravitational wave and ημν is

the Minkowski metric of the unperturbed flat spacetime. One can then show that

the Einstein field equations in vacuum reduce to the familiar wave-equation for a

perturbation hμν propagating (at the speed of light) through flat spacetime ημν , i.e.

�hTT
μν = ησρ∂σ∂ρhTT

μν = 0 , (24.1)
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where hTT
μν is the tensor hμν expressed in the transverse–traceless (TT) gauge. This is

a choice of coordinates, {t,x,y,z} say, corresponding to an inertial (Lorentz) frame

in the unperturbed flat background, which makes explicit that the perturbation is

transverse, i.e. orthogonal to the direction of propagation, and trace-less, namely

the perturbation does not ‘compress’ or ‘expand’ elements of spacetime, but induces

a (volume-preserving) ‘strain’ only. In this gauge a plane gravitational wave propa-

gating along the z-axis can be written as

hTT
μν(t,z) = hTT

μν(t − z/c) =

⎛⎜⎜⎝
0 0 0 0

0 h+ h× 0

0 h× −h+ 0

0 0 0 0

⎞⎟⎟⎠ , (24.2)

where c is the speed of light and h+,×(t − z/c) are the two polarizations of the

wave. The effect of such a GW on two freely falling test-masses is a time-dependent

change δ l in their spatial distance l, which can be monitored using laser inter-

ferometry. This is the principle behind interferometric GW detectors such as the

currently operating LIGO-I, GEO600, Virgo and TAMA300 (see Sect. 24.3), or

future detectors such as Advanced LIGO or the space-based LISA. The measured

strain h(t) of such a detector is defined as the relative length-change between the

two interferometer arms l1 and l2 (usually at right angles to each other), namely

h(t) ≡ δ l1/l1 − δ l2/l2. In the long-wavelength approximation, where the reduced

wavelength of the GW is assumed to be much longer than the arm length of the

detector, i.e. λ/2π � l1,2, it can be shown [47, 69, 77] that the measured scalar

strain h(t) due to the effect of a GW hTT
μν is given by

h(t) =
1

2

(
ei

1e j
1 − ei

2e j
2

)
hTT

i j

= F+(t)h+(t)+F×(t)h×(t) ,
(24.3)

where ei
1 and ei

2 are spatial unit-vectors along the first and the second interferometer

arm, respectively. Note that the long-wavelength approximation is generally suf-

ficient for ground-based detectors with typical arm-lengths of L � 4 km and GW

frequencies of up to � kHz. However, in the case of the space-based LISA detector,

with armlengths ∼5×106 km and GW frequencies of order ∼10−2 Hz, the phase of

the GW changes substantially during the light-travel time of photons between the

space-craft. Therefore LISA requires a more detailed modeling of its response to

a passing GW instead of the simple response tensor (24.3), which is achieved by

“time-delay interferometry” or TDI (e.g., see [78]).

The antenna-pattern (or beam-pattern) functions F+,×(t;ψ,n) ∈ [−1,1] describe

the sensitivity of the detector to the ‘+’ and ‘×’ polarization, respectively, which

depend on the direction n to the source (where n2 = 1), the polarization angle ψ of

the wave, and the orientation of the detector. For ground-based detectors, F+,× are

periodic functions over one sidereal day, due to the rotation of the Earth (while for

LISA the period would be 1 year). Explicit expressions for the antenna-pattern func-

tions can be found in [23] and [49]. GW detectors are fundamentally different from



24 Gravitational Waves from Spinning Neutron Stars 653

‘telescopes’ for electromagnetic radiation: they are practically omni-directional due

to the wide quadrupolar antenna-pattern (24.3), and they measure a single scalar

function of time, h(t). In this sense they are more closely analogous to acoustic

microphones rather than telescopes.

The emission of GWs is generally well-described by the quadrupole formula,

namely

hTT
jk (t) =

2G
c4

1

r

[J̈ jk(t − r/c)
]TT

, (24.4)

where G is Newton’s gravitational constant, c is the speed of light, and r is the dis-

tance to the source and r/c accounts for the time delay. Dots denote time derivatives

and J jk is the mass-quadrupole moment of the source. The transverse–traceless

operator ‘TT’ indicates the projection orthogonal to the direction of propagation

and the removal of the trace. This expression was first derived by Einstein in 1916,

using the assumption of weak internal gravity of the source, but it was later shown

to be valid even if one only requires that the source is small compared to the reduced

wavelength λ/2π of the emitted waves [76, 77]. The mass-quadrupole moment J jk
of the source is defined as the coefficient of the 1/r3 term in an expansion in powers

of 1/r of the Newtonian gravitational potential (far from the source). For sources

with weak internal gravity, this can be directly expressed as

J jk =
∫
ρ(x)

[
x j xk − 1

3
r2 δ jk

]
d3x , (24.5)

where ρ(x) is the mass density. This is simply the Newtonian moment of inertia

with the trace removed. The energy emission rate LGW in GWs can be expressed in

the quadrupole formalism as

LGW =
1

5

G
c5

〈 ...J jk

...
J jk
〉

, (24.6)

where 〈. . .〉 denotes the time average over several periods. The quadrupole formal-

ism shows that time-varying mass-distributions generally emit GWs. Let us now

specialize to the case of a star with mass M and radius R, rotating at a frequency ν .

We see from (24.4) that a perfectly axisymmetric star rotating around its symmetry

axis will not emit GWs, as its quadrupole moment (24.5) is constant in time. Let

us characterize the deviation from axisymmetry by a dimensionless number ε , i.e.

let εI be the non-axisymmetric part of the moment of inertia I. Then the order of

magnitude of the GW luminosity (24.6) can be estimated as

LGW ∼ G
c5
ε2 I2

zz ν6 , (24.7)

where Izz ∼ M R2 is the moment of inertia along the rotation axis. Numerically

G/c5 ∼ 3× 10−53 s/J, which shows that terrestrial experiments could realistically

only produce infinitesimal amounts of GW radiation: if we constructed a ‘dumb-

bell’ of two masses of a few tons separated by a few meters, i.e. an ε ∼ O(1)
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and a moment of inertia Izz ∼ 105kgm2, and if we let it spin or vibrate at rates

ν ∼ 103 Hz, it would still radiate only about LGW ∼ 10−25 W in gravitational waves.

On the other hand, if we rewrite this expression in terms of the Schwarzschild radius

Rs = 2GM/c2 and the rotation velocity V = 2πRν at the surface of the star [24],

we find

LGW ∼ c5

G
ε2

(
Rs

R

)2(V
c

)6

. (24.8)

This shows that compact objects (i.e. Rs ∼ R) in rapid rotation (i.e. V ∼ c), such

as spinning neutron stars, can emit enormous GW luminosities even for small ε ,

as c5/G ∼ 1052 W. However, spacetime is a very ‘stiff’ medium, i.e. large amounts

of energy are carried by GWs of small amplitude. This can be seen from a similar

estimate of the corresponding strain amplitude (24.4), namely

h ∼ 102 G
c4

εIzzν2

d
∼ 3×10−25

( ε
10−6

)( Izz

1038 kgm2

)( ν
100Hz

)2
(

100 pc

d

)
,

(24.9)

where the fiducial values correspond to a neutron star with typical moment of inertia,

a relatively strong deviation from axisymmetry (cf. next section), at a distance of

the order of the closest known neutron star, and spinning in the millisecond regime.

Even in this very optimistic case, the amplitude is about two orders of magnitude

below the noise level (referring to 1s of data) of LIGO-I, which is currently the

most sensitive detector and will be discussed in more detail in Sect. 24.3. The data-

analysis challenge in the search for continuous GWs from neutron stars therefore

consists of finding extremely weak, nearly periodic signals buried deep in the noise

of GW detectors.

24.2 Continuous Gravitational Waves from Neutron Stars

In this section we give a brief overview of the current theoretical understanding of

various physical mechanisms that could operate in neutron stars to produce interest-

ing levels of GW emission (see also [61] for a recent review). As the signal-strength

is generally expected to be very weak (see previous section), long integration times

of the order of T � several days to years will be required in order for the signal to

be detectable in the noise (see Sect. 24.3).

Here we focus on the class of continuous GWs, which are long-lasting, quasi-

monochromatic GWs with slowly varying intrinsic frequency. The difficulties and

analysis methods for these signals differ in many respects from other types of GW

signals, such as bursts (e.g., from supernovae), ‘chirping’ signals from the binary

coalescence of compact objects, and the fossil stochastic background of GWs from

the big bang. Note that neutron stars might also be interesting sources of burst-

like GW emission [33], e.g., from oscillations excited by a glitch which would be

damped very quickly. Another candidate for such burst-like neutron star oscillations

could be crustal torsional modes, which have recently been suggested [87] as a
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possible explanation for the high frequency oscillations observed in giant flares from

Soft Gamma Repeaters. Although such GW ‘asteroseismology’ could potentially be

extremely valuable for neutron-star astrophysics (e.g., see [13]), a discussion of this

type of sources is not within the scope of the present paper, as the corresponding

detection problem is rather different in nature from the continuous-wave type of

sources considered here.

24.2.1 Emission Mechanisms for Continuous Gravitational Waves

There are three types of mechanisms usually considered for the emission of continu-

ous GWs from spinning neutron stars in the frequency band of current ground-based

detectors (i.e. ∼20Hz−2kHz): (1) non-axisymmetric distortions of the neutron star,

(2) unstable oscillation modes in the fluid part of the star (e.g., r-modes), and (3) free

precession.

Non-Axisymmetric Distortions

Non-axisymmetric distortions, or ‘mountains’ on the neutron star, cannot persist in

perfect fluid stars, but in realistic neutron stars such deformations can be supported

either by elastic stresses in the crust or by magnetic fields. The deformation is often

expressed in terms of the equatorial ellipticity:

ε ≡ Ixx − Iyy

Izz
, (24.10)

where I j j are the three principal moments of inertia. This ellipticity is not to be

confused with the centrifugal bulge, which is axisymmetric and therefore does not

radiate GWs (see Sect. 24.1). A spinning non-axisymmetric neutron star at distance

d, rotating with frequency ν around the Izz axis emits monochromatic GWs at a

frequency f = 2ν of amplitude

h0 =
16π2G

c4

Izzν2

d
ε , (24.11)

e.g., see [49], and (24.9). The definition of the strain-amplitude h0 refers to a GW

from an optimally oriented source with respect to the detector, as will become

clearer in Sect. 24.4.1.

Unfortunately, both the maximum possible as well as the most likely values for

the non-axisymmetric deformation ε of neutron stars are highly uncertain. Various

estimates of the maximum ellipticity ε sustainable by neutron stars have been given

in the literature: the maximal deformation supported by the rigidity of the crust has

been estimated [81] as

εmax ≈ 5×10−7
( σ

10−2

)
, (24.12)
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where σ is the breaking strain of the solid crust. The numerical coefficient in this

equation is small mainly because the shear modulus of the inner crust is small com-

pared to the pressure. The fiducial breaking strain of 10−2 in (24.12) corresponds

approximately to the best terrestrial alloys. However, σ could be as high as 10−1

for a perfect crystal with no defects [51], or several orders of magnitude smaller

for an amorphous solid or a crystal with many defects. Some exotic alternatives to

standard neutron star models contain solid cores, which could support considerably

larger ellipticities. The most speculative models for solid strange-quark stars can

reach ellipticities of up to εmax ≈ 4× 10−4 (σ/10−2), mostly due to their higher

shear modulus [60].

In addition to the problem of the maximum ellipticity that can be supported, the

more relevant question is what actual deformations are likely to exist in real neutron

stars. There are several mechanisms by which the spin-down of a neutron star could

cause stresses in the crust to build up to the point of breaking (see [28, 66, 67]),

usually considered in the context of glitch models. It is unclear, however, how long

it would take to return to a smooth axisymmetric mass-distribution after such a crust

quake, which could possibly leave long-lived distortions of the crust.

Another possibility are accreting neutron stars in binary systems, which have

a natural way of reaching and maintaining large crust deformations: the accretion

flow, guided by the neutron star’s magnetic field, naturally produces ‘hot spots’

on the surface, which can lead to ‘hills’ in hotter areas, and the ellipticity might

thereby build up to the maximum value [22]. The accreted material could also be

held up in mountains by the magnetic field itself: the accreted matter has a very

high electric conductivity, thus crosses field lines relatively slowly and could pile up

in mountains larger than those supportable by elasticity alone [56, 64]. Depending

on the field configuration, accretion rate, and temperature, the ellipticity from this

mechanism could be up to a few times 10−6 even for ordinary neutron stars (cf. [61]

for further discussion).

Furthermore, strong internal magnetic fields could directly produce non-

axisymmetric deformations of neutron stars due to magnetic tension. A strong

dipolar field that is not aligned with the rotation axis could lead to deformations of

up to ε � 10−6 in the case of type-I superconducting cores [23]. These non-aligned

deformations would generally result in GW emission at both the first and the second

harmonic of the rotation rate, i.e. f = ν and f = 2ν , similar to free precession.

Another possibility, suggested by [35], is that the differential rotation present after

the birth of a neutron star could ‘wind up’ large toroidal magnetic fields. Dissipation

then tends to drive the symmetry axis of a toroidal field toward the star’s equator,

resulting in ellipticities of the order ε ∼ 10−6 for toroidal magnetic fields of about

Bt ∼ 1015 G.

Non-Axisymmetric Instabilities

At birth or during phases of accretion, rapidly rotating neutron stars can be sub-

ject to various non-axisymmetric instabilities, which would lead to GW emission
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(see [12, 73] for recent reviews). If a new-born neutron star has a sufficiently high

rotation rate, i.e. if the ratio T/|W | of the rotational kinetic energy T to the gravita-

tional binding energy W exceeds a critical value (typically T/|W |� 0.24), it will be

subject to a dynamical instability driven by hydrodynamics and gravity. Differential

rotation might substantially lower this critical value to T/|W | � 0.14 [29]. Through

the l = 2 mode, this bar-mode instability will deform the star into a bar shape, which

would be a strong emitter of GWs, but likely to be very short-lived (on the order of a

few rotations [20]). At lower rotation rates, the star can become unstable to secular
non-axisymmetric instabilities, driven either by gravitational radiation or viscosity

(e.g., [68, 70]). It is not clear, however, how effective and long-lived any of these

mechanisms would be in producing detectable GWs.

Gravitational radiation generally drives a non-axisymmetric oscillation unstable

if the mode is counter-rotating with respect to the rotating frame of the star, but

co-rotating with the star in the frame of a distant inertial observer. This happens

when the counter-rotation rate of the mode is lower than the rotation rate of the

star, so the mode gets ‘dragged along’ by the star. This secular instability is known

as the Chandrasekhar–Friedman–Schutz (CFS) instability [31, 44]. For oscillation

modes such as the fundamental mode (f-mode) and pressure-modes (p-modes), this

instability would only set in at very high rotation rates close to the breakup-limit.

Therefore the most promising candidate for observable GW emission from the CFS

instability might be the family of r-modes, which are toroidal fluid oscillations

where the Coriolis force of the rotating star is the dominant restoring mechanism

(see [80] for an overview of stellar oscillations). Contrary to the polar f- and p-

modes, these oscillations are generically unstable to the CFS instability at any finite

rotation rate [11, 43].

Under astrophysically realistic conditions, however, their effective instability

depends on a number of highly uncertain damping mechanisms and timescales

(see [73] for a review). The r-mode instability has been proposed as a source of

GWs (with frequency f = 4ν/3) from newborn neutron stars [62] and from rapidly

accreting neutron stars [15,22]. However, the CFS instability of the r-modes in new-

born neutron stars might not be a good candidate for detection because the emission

will most likely be weak and would last only for a few months after the birth of the

neutron stars in a supernova . Accreting neutron stars or quark stars could be a better

prospect for detection [16, 85] because the emission may last several thousands of

years [12, 14].

Free Precession

The third major type of emission mechanisms for continuous GWs from spinning

neutron stars is free precession, i.e. the ‘wobble’ of a neutron star with a misaligned

rotation axis with respect to its symmetry axis (defining the wobble angle θw).

A large-angle wobble would typically (see [50, 82, 90]) produce GWs of amplitude

h0 ∼ 10−27

(
θw

0.1rad

)(
1kpc

d

)( ν
500Hz

)2

. (24.13)
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Generally, free precession results in emission at (approximately) the rotation rate ν
and twice the rotation rate, i.e. f = ν + νprec (where νprec is the precession fre-

quency) and f = 2ν . Free precession may be much longer lived (∼ 105 years)

than previously thought [36], but the amplitude is still quite small, which might

make this mechanism relevant only for second-generation interferometers such as

Advanced LIGO.

24.2.2 Loudest Expected Signal from Unknown Isolated
Neutron Stars

Current models of stellar evolution suggest that our Galaxy contains ∼109 neutron

stars, while about 105 are expected to be active pulsars. Up to now only ∼1,700

pulsars have been observed (see [54]); there are numerous reasons for this, including

selection effects and because many produce only faint emission. Although there is

great uncertainty in the physics of the GW emission mechanisms and the strength

of individual sources, one can argue for a statistical upper limit on the expected

strongest GW signals from the galactic population of neutron stars. The argument

is almost independent of individual source physics and goes back to Blandford. An

updated version is given in [6], here we only summarize the main points and the

result. One can make the (optimistic) assumption that there exists a class of neutron

stars that are born rapidly rotating, and spinning down due to GWs. Assuming they

are distributed uniformly throughout the galactic disc, and have a constant birthrate,

one can convert these assumptions into a distribution of neutron stars with respect

to GW strain and frequency. Using this, one can show that there would be a 50%

chance that the strongest signal within the LIGO band (∼ 50Hz− 2kHz) has an

amplitude of at least

h0 ∼ 4×10−24 . (24.14)

Obviously this is a purely statistical argument, and it is possible that the closest

strong emitter is either far closer or further away than the typical distance expected

from a random distribution of supernovae. Note also that this is an ‘upper limit’

only in the sense that the assumptions that went into it are optimistic, and one would

generally expect a lower amplitude if some of them were not true.

24.2.3 The Spin-Down Limit for Known Pulsars

The statistical argument of the previous section applies to a population of unknown

neutron stars in the galaxy. A much more robust upper limit on h0 can be derived for

known pulsars with measured frequency ν , spin-down ν̇ and distance d. For sim-

plicity, let us consider the case of spinning neutron stars with a non-axisymmetric

deformation ε , emitting GWs at frequency f = 2ν . In this case the GW luminosity

(24.6) can be written explicitly as
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LGW =
1

10

G
c5

(πν)6 I2
zz ε2 . (24.15)

If we assume that the GW emission is powered only by the rotational energy Erot =
2π2ν2Izz of the spinning neutron star, then we have the inequality

LGW ≤−Ėrot = −2π2
(
2Izz νν̇+ν2 İzz

)
. (24.16)

For constant moment of inertial, İzz = 0, this yields an upper limit on the quadrupolar

deformation ε ≤ εsd, namely

εsd =

√
5c5

2(4π)4GIzz

|ν̇|
ν5

. (24.17)

Substituting this into (24.11), we obtain the following upper limit on the GW

amplitude

h0 ≤ hsd =
1

d

√
5GIzz

2c3

|ν̇|
ν

. (24.18)

24.2.4 Maximum Expected Signal from Accreting Neutron Stars

The statistical upper limit (24.14) on h0 is not applicable to accreting neutron stars,

since energy conservation plays a crucial role in the argument. However, if accre-

tion replenishes the star’s angular momentum, a different argument can be made,

independent of the details of the emission mechanism. In this case hmax
0 is set by the

X-ray luminosity of the brightest X-ray source. The basic idea is that if the angular

momentum lost in GWs is replenished by accretion, then the strongest GW emitters

are those accreting at the highest rate, such as low-mass X-ray binaries (LMXBs).

The accreted gas hitting the surface of the neutron star is heated to ∼ 108 K and

emits X-rays. As noted several times [22, 63, 84], if one assumes the spin-down

torque from GW emission to be in equilibrium with the accretion torque, then h0 is

directly related to the observed X-ray flux Fx, namely

h0 ≈ 5×10−27

(
300Hz

ν

)1/2 ( Fx

10−8 ergcm−2 s−1

)1/2

. (24.19)

It is interesting to note that this expression does not explicitly depend on the dis-

tance d of the system, which is implicitly contained in the observed X-ray flux Fx

on Earth (both the GW and X-ray flux decrease with 1/d2). This theoretical argu-

ment is supported by the observation that the frequencies of most LMXBs seem to

cluster in a fairly narrow range of 270 Hz � ν � 620 Hz [30]. Since most neutron

stars will have accreted enough matter to spin them up to near their theoretical max-

imum spin frequencies, estimated at νmax ∼ 1,400 Hz (e.g., see [34]), the observed

spin distribution is hard to explain without a competing mechanism to counter the
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spin-up. Since the GW torque scales as ∝ ν5, gravitational radiation seems like a

natural explanation for the rather narrow clustering of observed frequencies. If this

argument holds, then the accreting neutron star brightest in X-rays (namely Sco X-1)

should also be the strongest source of GWs. Using the known X-ray flux of Sco X-1,

its expected GW emission under these assumptions would have an amplitude of

h0 ≈ 3×10−26

(
540Hz

f

)1/2

. (24.20)

The frequency f is unfortunately not well constrained from observations, but is gen-

erally assumed to be of the order of several hundred Hertz. This signal could in prin-

ciple be detectable by second-generation interferometers such as Advanced LIGO

(cf. Fig. 24.4).

24.3 Detectors of Gravitational Waves

Starting from the pioneering efforts of Joseph Weber in the early 1960s, the first

GW detectors were based on the principle of monitoring the oscillations of massive

resonant metal bars, the bar detectors. A GW at or near the resonance frequency of

the bar would excite this oscillation mode. These designs have been successively

improved over time, and today there are still a number of bar detectors operat-

ing, including ALLEGRO in Louisiana, EXPLORER at CERN and NAUTILUS

in Rome. During the past decade, however, several scientific collaborations have

constructed large-scale interferometric GW detectors. These include the Laser Inter-

ferometer Gravitational Wave Observatory (LIGO), consisting of three interferom-

eters, built by a Caltech–MIT collaboration [9]; the GEO 600 detector built by a

British–German collaboration [89]; the Virgo detector built by an Italian–French

collaboration [27]; and the Japanese TAMA 300 detector in Tokyo [79]. In all of

these detectors, the relative displacement of suspended test masses is sensed inter-

ferometrically, as illustrated schematically in Fig. 24.1. The interferometer is tuned

in such a way that ideally no light would arrive at the photodetector in the absence

of a GW. Therefore most of the light will be reflected back to the laser, where it

is returned to the interferometer using a power recycling mirror. This increases the

power of the light in the interferometer arms, which reduces ‘shot noise’, i.e. the

statistical fluctuations of the laser light due to the quantum nature of photons.

In addition to shot noise, which is the dominant noise contribution at high fre-

quencies, the strain measurement is affected by a large variety of noise sources. At

low frequencies the dominant contributions are seismic noise and gravity-gradient

noise. See [1, 77] for more detailed discussions about the functioning of GW detec-

tors and the problems related to minimizing noise contributions affecting the strain

measurements.

In the following we will focus mainly on the detectors run within the LIGO

Scientific Collaboration (LSC), namely LIGO and GEO 600. The GEO 600 detector
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light storage arm

test mass
light storage arm

test mass

test mass
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beam
splitter

power recycling mirror

laser

photodetector

Fig. 24.1 Schematic layout of an interferometric gravitational-wave detector such as LIGO, with
power recycling and Fabry–Perot arms. The quadrupolar strain deformation-field above the detec-
tor indicates an incident GW hTT

μν of optimal orientation (from [1])

(G1) comprises a 4-beam Michelson delay line system of arm length 600 m. LIGO

consists of three power-recycled Michelson interferometers with resonant Fabry–

Perot cavity arms, installed at two sites: the Livingston site (Louisiana) contains

one interferometer of 4 km arm length (referred to as L1), while the Hanford site

(in Washington state) houses two interferometers, one of 4 km and one of 2 km arm

length (called H1 and H2, respectively). In all four instruments (H1, H2, L1, G1),

the beam splitters, recycling mirrors and test masses are hung as pendulums from

multilayer seismic isolation filters to isolate them from local forces (see Fig. 24.1).

The masses and beam paths are housed in high vacuum enclosures to avoid optical

scintillation and acoustic interference.

24.3.1 LIGO/GEO600 Sensitivities and Scientific Runs

LIGO and GEO600 have so far completed five science-mode data-taking runs

(denoted S1–S5), see Table 24.1. The ‘duty cycle’ in Table 24.1 denotes the fraction

of the run time where the detector was ‘in lock’ and was taking science data. Due

to seismic noise, equipment failures and alignment drifts, the duty cycle is gener-

ally less than 100%. Livingston (L1) had particularly low duty-cycles during S1 to

S3 due to low-frequency noise caused by logging activity in a nearby forest. This

problem has been largely overcome by installing an improved (active) seismic isola-

tion before the start of S4, which resulted in dramatic improvements in the L1 duty

cycle, as seen in Table 24.1. GEO600 has had the best duty cycles, but also lower

sensitivity than LIGO, see Fig. 24.2.
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Table 24.1 Summary of LIGO/GEO600 scientific runs (status in April, 2008)

Best sensitivity Duty cycles [%]

Run Start–End
√

Sn (Hz−1/2) H1 L1 H2 G1

S1 Aug 23–Sept 9, 2002 2×10−21 57.6 41.7 73.1 98.5

S2 Feb 14–Apr 14, 2003 2×10−22 73.5 36.9 57.8 –

S3 Oct 31, 2003–Jan 9, 2004 5×10−23 69.3 21.8 63.4 96.9a

S4 Feb 22–Mar 23, 2005 4×10−23 80.5 74.5 81.4 96.6

S5 Nov 4, 2005–Oct 1, 2007 2×10−23 71.0 59.1b 78.2 80.4

aPartial participation: Nov 5, 2003 – Nov 12, 2003 and Dec 30, 2003 – Jan 13, 2004
bStarted Nov 14, 2005
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Fig. 24.2 Top: Successive best LIGO sensitivities achieved over the science runs S1–S5. Bottom:
LIGO and GEO600 sensitivities during early S5 (June 2006)
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As seen in this figure, the LIGO detectors have reached their design sensitivity

(except at low frequencies � 50Hz) during the S5 run, which took 1 year of coin-

cident data (the run lasted for about 2 years). After S5, LIGO-I will undergo some

enhancements (known as ‘Enhanced LIGO’) that will improve sensitivity by up to

a factor of two, and will be used for another long science run (S6). After S6, work

will start on the next-generation Advanced LIGO detector, which will be installed

on the same sites as LIGO-I, and which is planned to start taking data within a

decade.

24.4 Data Analysis of Continuous Gravitational Waves

As discussed in Sects. 24.1 and 24.2, continuous GWs reaching Earth are expected

to be exceedingly weak, even compared to the sensitivities of the current generation

of detectors. In order to be able to dig such signals out of the noise, one typically

has to integrate for several days up to months by matching the data with a target

signal (‘template’) of given parameters. This is the basic concept of matched filter-
ing, which is the optimal method in a statistical sense (made more precise later). See

also [48] for a recent review of the detection problem of continuous GWs.

As noted earlier, GW detectors are practically omni-directional. Due to the long

integration time, however, it turns out that continuous GWs are in fact extremely

well-localized, not only in frequency but also in sky-position. A mismatch in fre-

quency between the true signal and a template results in a phase mismatch that

is growing with observation time, and thereby rapidly degrading the output of the

(mis-)matched filter. Similarly, the Doppler effect from the daily rotation and orbital

motion of the Earth modulates signals in a way that depends sensitively on the direc-

tion from which they are coming. The templates therefore need to be sky-position

specific, and the required precision increases with observation time.

In the case of wide-parameter searches for unknown sources, this makes it very

expensive in terms of computing cost to increase the observation time, as it requires

a much finer search in the parameter space of possible signals. There is also a purely

statistical effect limiting the sensitivity of such searches: the more trials (i.e. target-

ing of different points in parameter space) one performs, the more ‘false alarm’

candidates are expected to cross a given detection threshold due to noise fluctua-

tions alone. Therefore, a higher detection threshold is required, which reduces the

sensitivity.

On the other hand, fully targeted searches for GW sources with known param-

eters (such as pulsars with known sky-position and frequency evolution) are not

affected by these difficulties and can attain the best possible sensitivity by coher-

ently integrating over all the available data.
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24.4.1 The General Form of the Signal

A general, elliptically polarized GW can be written in the reference frame of the

source as

h+(τ) = A+ cosΦ(τ) , h×(τ) = A× sinΦ(τ) , (24.21)

where h+,× are the two polarization states of hTT
μν given in (24.2), using coordi-

nates aligned with the principal polarization axes of the coherent GW. Assuming a

quasi-monochromatic signal with slowly-varying intrinsic frequency f (τ), the sig-

nal phase Φ(τ) can be Taylor-expanded as

Φ(τ) = φ0 +φ(τ) , φ(τ) = 2π
s

∑
k=0

f (k)(τref)
(k +1)!

Δτk+1 , (24.22)

where Δτ ≡ τ− τref, and τref is the reference time at which the initial phase φ0 and

the s+1 spin parameters f (k) ≡ dk f (τ)/dτk are defined.

Let n = (cosδ cosα,cosδ sinα,sinδ ) be the unit vector pointing to the source,

expressed in equatorial coordinates using the standard celestial angles α (right

ascension) and δ (declination). The wave-frame is then completely determined by

n and the ‘polarization angle’ ψ , which describes the orientation of the polarization

axes with respect to the equatorial-coordinate system. Following the conventions

of [23], ψ can be defined as the angle between the direction n×Z and the x-axis of

the TT wave-frame (corresponding to the ‘+’ polarization), where Z = (0,0,1) is

the unit-vector pointing to the celestial north pole. As discussed in [49], the depen-

dency of the antenna-pattern functions F+,× on the wave-frame orientation {n,ψ}
can be separated as

F+(t;n,ψ) = a(t;n) cos2ψ+b(t;n) sin2ψ ,

F×(t;n,ψ) = b(t;n) cos2ψ−a(t;n) sin2ψ ,
(24.23)

where the expressions for the (detector-dependent) functions a(t;n), b(t;n) are

given in (12,13) of [49].

In the detector frame the signal amplitude is modulated by the rotating antenna

pattern F+,×(t), as seen in (24.3). More importantly, the signal is also Doppler-

modulated by the relative motion of the detector with respect to the source. This can

be expressed as a relation between the detector arrival time t of a wave-front that

left the source at time τ(t). Let us consider the most general case of a neutron star in

a binary system with orbital parameters b (including orbital period, projected semi-

major axis, ellipticity etc) at a sky-position n. The timing relation τ(t) can then be

written as

τ(t;n,b) = t +
r(t) ·n

c
− d

c
+Δbin(t;b) , (24.24)

where r(t) is the vector from the solar-system barycenter (SSB) to the detector

location, and r · n/c term is known as the Roemer-delay. For simplicity we have

neglected relativistic corrections in the SSB such as the Shapiro and Einstein delays,
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see [75] for details. Δbin(t;b) is the time delay between the neutron star and its

binary-system barycenter (BSB), and d is the distance between the BSB and the

SSB, which for simplicity is assumed constant and can therefore be neglected. For

isolated neutron stars we would obviously have Δbin = 0. Inserting the timing rela-

tion (24.24) into the phase (24.22) in the source frame, we see that the phase evolu-

tion φ(t) in the detector frame has the general form

φ(t;λ) = φ (τ(t;λ)) , where λ≡ { f (k), n, b} , (24.25)

which defines the set of Doppler parameters λ. Putting all the pieces together, we

can express the strain (24.3) in the detector as

h(t;A,λ) = F+(t;n,ψ)A+ cos [φ0 +φ(t;λ)]+F×(t;n,ψ)A× sin [φ0 +φ(t;λ)] ,
(24.26)

where we defined the four amplitude parameters A ≡ {A+,A×,ψ,φ0}. Using the

form (24.23) of the antenna-pattern functions F+,×, it is now easy to see that the

dependencies on the amplitude and Doppler parameters can be explicitly separated,

namely

h(t;A,λ) =
4

∑
μ=1

Aμ hμ(t;λ) , (24.27)

in terms of four basis waveforms

h1(t;λ) = a(t;n) cosφ(t;λ) , h2(t;λ) = b(t;n) cosφ(t;λ) ,

h3(t;λ) = a(t;n) sinφ(t;λ) , h4(t;λ) = b(t;n) sinφ(t;λ) ,
(24.28)

and the amplitude vector Aμ , defined as

A1 = A+ cosφ0 cos2ψ−A× sinφ0 sin2ψ ,

A2 = A+ cosφ0 sin2ψ+A× sinφ0 cos2ψ ,

A3 = −A+ sinφ0 cos2ψ−A× cosφ0 sin2ψ ,

A4 = −A+ sinφ0 sin2ψ+A× cosφ0 cos2ψ .

(24.29)

Different emission mechanisms of continuous GWs result in different expressions

for the amplitude parameters A in terms of the source parameters, and in different

relations between the rotation frequency ν of the neutron star and the GW frequency

f in (24.22). Some interesting special cases are triaxial neutron stars rotating around

a principal axis, in which case f = 2ν . Free precession emits additional power at a

frequency f ≈ ν , and r-mode oscillations emit near f ≈ 4ν/3. In order to simplify

the following discussion, it is convenient to express the amplitudes A+,× in terms of

the source parameters of a non-precessing triaxial neutron star (e.g., [49]), namely

A+ =
1

2
h0

(
1+ cos2 ι

)
, A× = h0 cos ι , (24.30)



666 R. Prix

where h0 is the overall amplitude (24.11), and ι is the angle between the spin-

axis of the neutron star and the line-of-sight n. This is conceptually the simplest

source model, and it does not entail any loss of generality, as the mapping between

{h0,cos ι} and A+,× is one-to-one.

24.4.2 Signals in Noise

In practice, the strain x(t) measured by a detector is mainly dominated by noise n(t),
such that even in the presence of a signal h(t) we have

x(t) = n(t)+h(t;A,λ) . (24.31)

The measured output is not a continuous function of time, but a discrete time series

of data points xi = x(ti) with ti = iΔ t, sampled at a finite rate fsamp = 1/Δ t, e.g.,

for LIGO and GEO600 fsamp = 16,384Hz and fsamp = 20,000Hz for Virgo. A

continuous-time formulation is often used for convenience of notation, however. Let

us make the idealized assumption of Gaussian stationary noise ni with zero mean

and covariance γ jk ≡ E[n j nk], where E[. . .] denotes the expectation-value of a ran-

dom variable. If we define the scalar product (x‖y) of two (real-valued) time series

xi and yi as

(x‖y) ≡∑
j,l

x j γ−1
jl yk , (24.32)

then the probability of a particular (pure-noise) time series {n j}M−1
j=0 is expressible as

P({n j}|γ) = (2π)−M/2 |γ|−1/2 e−
1
2 (n‖n) . (24.33)

In the continuum limit of Δ t → 0, the scalar product (24.32) can be shown (cf. [41])

to converge to the expression

(x‖y) Δ t→0→ 4ℜ
∫ ∞

0

x̃( f ) ỹ∗( f )
Sn( f )

d f , (24.34)

which is the classical Wiener filter of matched-filtering theory [86]. Here x̃( f ) is the

Fourier transform of x(t), and ∗ denotes complex conjugation. Sn( f ) is the single-

sided power spectral density, which is defined as the Fourier transform of the auto-

correlation function, i.e.

Sn( f ) = 2

∫ ∞

−∞
E[n(0)n(t)]e−i2π f t dt . (24.35)

In practice, this definition is not very useful for computing Sn, however, and a more

practical estimate for Sn can be obtained from the finite discrete time series {n j}
using the Wiener–Khintchine theorem, namely

Sn( f ) ≈ 2

Tobs
E
[|ñ( f )|2] , (24.36)
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which holds exactly in the limit of infinite duration Tobs of the time-series, i.e. when

Tobs ≡ MΔ t → ∞. Here ñ( f ) is the discrete Fourier transform of n j, defined as

ñ( f ) = Δ t
M−1

∑
j=0

n j e−i2π f jΔ t . (24.37)

The quantity
√

Sn( f ) (which has units of Hz−1/2) is the most commonly-used mea-

sure of the noise performance of GW detectors, e.g., see Fig. 24.2. Note that in the

case of nearly-monochromatic signals h(t), as considered here, only a very narrow

frequency band around the signal frequency f0 will contribute to the scalar product

(24.34). In this case, Sn( f ) can be approximated as constant in the neighborhood of

f0, and the scalar product therefore simplifies to

(x‖y) ≈ 2

Sn( f0)

∫ Tobs

0
x(t)y(t)dt . (24.38)

Using (24.31) and (24.33), the probability of measuring a strain x(t) in the presence

of Gaussian noise n(t) and a signal h(t;A,λ) can be expressed as

P(x|A,λ,Sn) ∝ e−
1
2 (x−h‖x−h) . (24.39)

The signal-to-noise ratio (SNR) of matched filtering is conventionally defined as

ρ ≡√(h‖h), and for continuous GWs it is straightforward to show [37,49,65] that

the SNR scales as

ρ =
√

(h‖h) ∝
h0√
Sn

√
TobsN , (24.40)

with the observation time Tobs and the number of equal-sensitivity detectors N . This

illustrates why it is essential for continuous-wave searches to integrate the data over

the longest possible observation time Tobs (and use as many sensitive detectors N
as possible).

There are two different ways of proceeding from this point, depending on

the paradigm of statistics used: Bayesian or frequentist. These approaches yield

sometimes similar-looking answers (especially in Gaussian noise), but they require

fundamentally different interpretations and provide different tools in practice. The

conceptual difference between the two frameworks lies in the meaning of ‘prob-

ability’, while the axioms for calculating with probabilities are the same in both

cases.

24.4.3 Frequentist Framework: Hypothesis Testing

The frequentist approach is based on the frequency-interpretation of probability: the

probability P(A) of an event A is defined as the limiting fraction of events A in an
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infinite number of ‘identical’1 trials. The frequentist detection problem is formulated

as one of hypothesis testing: let H0 be the hypothesis that there is no signal in the

data (i.e. h = 0), and H1 stands for the hypothesis that there is a nonzero signal h.

Now we need a criterion to decide in an optimal way between the two hypotheses

given a measurement x(t). This can be achieved by computing a scalar detection
statistic Λ(x), and setting a threshold Λ ∗ such that H0 is accepted if Λ(x) < Λ ∗,

while H1 is accepted otherwise. From the probability distribution (24.39) of x(t),
we can calculate P(Λ |H0) and P(Λ |H1) for the two hypothesis. This allows us to

define the false alarm probability fA(Λ ∗), namely

fA(Λ ∗) ≡
∫ ∞

Λ∗
P(Λ |H0)dΛ , (24.41)

which is the probability of Λ crossing the threshold Λ ∗ despite H0 being true. Sim-

ilarly, we define the false dismissal probability fD(Λ ∗,h) of a signal h as

fD(Λ ∗, h) ≡
∫ Λ∗

−∞
P(Λ |H1)dΛ , (24.42)

which is the probability that Λ does not cross the threshold Λ ∗, even though H1 is

true. The detection probability η ≡ ∫ ∞Λ∗ P(Λ |H1)dΛ is then simply the complement

to fD, namely η = 1− fD. A standard criterion for the optimality of a hypothesis test

Λ(x) is that the test should maximize the detection probability η(Λ ∗, h) at a given

false-alarm rate fA(Λ ∗). According to the Neyman–Pearson lemma, the optimal test

is given by the likelihood ratio, which is defined as

Λ(x;h) ≡ P(x|H1)
P(x|H0)

. (24.43)

Applying this to the Gaussian detection problem (24.39), we find

lnΛ(x;h) = (x‖h)− 1

2
(h‖h) , (24.44)

which is the well-known expression for the matched-filtering amplitude. If some of

the parameters of the signal h(t;A,λ) are unknown, one tries to find the maximum of

lnΛ as a function of {A, λ}, which yields the corresponding maximum-likelihood

estimators (MLE) for these parameters.

The F-Statistic

In targeted searches of GWs from known pulsars, the Doppler parameters λ, i.e.

sky-position n and spins f (k), are usually well known, but even in this case one

has generally no information about the four amplitude parameters A, for which

we have to find the maximum-likelihood estimators. In wide-parameter searches

1 The trials can obviously not be truly identical or they would yield the same result.
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the Doppler-parameters λ of possible signals are also treated as unknown. How-

ever, as shown in [49], the maximization over Aμ can be performed analytically,

thereby reducing the number of remaining unknown parameters that need to be

searched. Inserting the factored expression (24.27) for the filters h(t;A,λ) into

(24.44), we find

lnΛ(x;A,λ) = Aμ xμ − 1

2
AμAνMμν , (24.45)

with implicit summation over μ ,ν = 1,2,3,4, and where we defined

xμ(λ) ≡ (x‖hμ) , and Mμν(λ) ≡ (hμ‖hν) . (24.46)

We can now maximize lnΛ over Aμ in order to obtain their maximum-likelihood

estimators Aμ
ML from the data x(t), namely

∂ lnΛ
∂Aμ = 0 =⇒ Aμ

ML = Mμν xν , (24.47)

where MμαMαν = δ μν . Substituting these Aμ
ML into (24.45), we obtain a new

detection statistic, which only depends on the Doppler parameters λ, namely

2F(x;λ) = xμMμν xν , (24.48)

which is known as the “F-statistic” in this context2. The coherent multi-detector

generalization of the F-statistic was derived recently by [37], but for simplicity we

restrict the following discussion to the case of a single detector. In the presence of

a signal h(t;As,λs), the expectation value of the F-statistic with perfectly matched

Doppler parameters, λ = λs, is found as

E[2F ] = 4+ρ2 , (24.49)

where ρ is the optimal SNR defined previously in (24.40). One can show (cf.

[37, 49]) that 2F is a random variable with a χ2-distribution with 4 degrees of

freedom and a non-centrality parameter ρ2 (for the definition of the non-central

χ2-distribution, see for example [10]). In the absence of a signal, i.e. ρ = 0, this

reduces to the central χ2-distribution, namely

P(2F ;0) =
1

2
F e−F . (24.50)

Using the known probability distribution of 2F , we can compute the false-alarm

probability fA(2F∗) and the false-dismissal probability fD(2F∗;ρ2) for a threshold

2F∗ and SNR ρ . The false-alarm probability (24.41) is easily integrated and yields

fA(2F∗) = (1+F∗)e−F∗
, (24.51)

2 Not to be confused with the F-statistic or the F-test in the statistics literature
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while the false-dismissal probability (24.42) generally needs to be integrated numer-

ically. If we choose a false-alarm rate of fA(2F∗) = 1%, say, then (24.51) deter-

mines a detection threshold of 2F∗ ≈ 13.3. With this threshold, the required SNR

for a false-dismissal rate of 10%, say, is given by the solution of fD(2F∗;ρ2) = 10%,

which results in ρ ≈ 4.5. Using (93) of [49] relating the average SNR 〈ρ〉 (over sky-

location n, orientation cos ι and polarization ψ), to the amplitude h0, we can express

the smallest average amplitude 〈h0〉 that would be detectable with a 1% false-alarm

and 10% false-dismissal rate as

〈h0〉 fD=10%
fA=1% ≈ 11.4

√
Sn

Tobs
, (24.52)

where Tobs is the coherently-integrated observation time. This is a useful measure of

the sensitivity of a search. Note, however, that the false-alarm rate (24.51) refers to

a single trial, and therefore this sensitivity-estimate only applies to targeted, single-

template searches. When using a coherent network of detectors with respective noise

floors SX, the combined noise-floor to use in (24.52) is given by S−1
n =∑S−1

X . There-

fore, the combined sensitivity of N equal-noise detectors is improved by a factor of√N . In the case of LIGO I, the combined design-sensitivity of H1, L1 and H2 (cf.

Sec. 24.3) would be roughly a factor
√

2.25 better, as H2 has half the arm length

and is only about half as sensitive as H1 and L1. Advanced LIGO will consists of

three 4 km interferometers, and the combined H1+H2+L1 detector will therefore be

a factor
√

3 more sensitive than any single one.

Another important quantity is the upper limit on the amplitude of gravitational

waves that we can obtain from an observation that did not detect a signal. The stan-

dard frequentist upper limit of confidence C is defined as the amplitude hC
0 of signals

that would result in values 2F exceeding the loudest candidate 2F0 that was actually

measured in a fraction C of trials, i.e.

C =
∫ ∞

2F0

P(2F|hC
0 )d2F , (24.53)

which will often be computed using Monte-Carlo integration. Note that, contrary

to the Bayesian approach described below, this is not a statement about the con-

fidence that the true value of h0 is contained in the interval [0,hC
0 ], but about the

frequency with which the so-constructed interval would contain the true value in

repeated experiments. For a more detailed discussion and an elegant method of con-

structing frequentist confidence intervals, see [40].

24.4.4 Bayesian Analysis: Parameter Estimation

Bayesian statistics is built on a different concept of probability, quantifying the

degree of certainty (or “degree of belief”) of a statement being true (see [53,71] for

general introduction and references). Freed from the narrow frequentist definition
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of probability, one can now assign probabilities P(A|I) ∈ [0,1] to any statement A
within some model I, quantifying one’s (possibly incomplete) knowledge about the

truth of A. The probabilities P(A|I) = 1 and P(A|I) = 0 reflect the extreme cases of

certainty about A being true or false, respectively. The axioms of probability provide

a natural framework to calculate with such quantified partial knowledge. A central

tool in this approach is Bayes’ theorem (an elementary consequence of the axioms

of probability), namely

P(A|x, I) = P(x|A, I)
P(A|I)
P(x|I) . (24.54)

Using this together with (24.39), we can express the ‘posterior probability’ of a

signal h(t;A,λ) being present, given the measurement x(t), as

P(A,λ|x, I) = k P(x|A,λ, I)P(A,λ|I) , (24.55)

where k is a normalization constant. The term P(A,λ|I) is the “prior probabil-

ity”, which expresses our previous knowledge about the signal, either from other

measurements or from theoretical considerations. Equation (24.55) quantifies how

our state of knowledge is transformed from the prior P(A,λ|I) to the posterior

P(A,λ|x, I) in the light of new information x(t). One of the somewhat controversial

aspects of Bayesian statistics is the assignment of prior probabilities. One often tries

to use a prior reflecting ‘ignorance’ or minimal bias (a common choice is a flat prior,

i.e. P(A,λ|I) = const.), but this is not unproblematic and there is no unique choice

of such a zero-information prior. Substituting the likelihood (24.39) in (24.55), we

find the posterior probability

P(A,λ|x, I) = k′ P(A,λ|I)Λ(x;A,λ) , (24.56)

where k′ is another normalization constant. We see that are naturally lead back to

an expression resembling the likelihood ratio (24.44). However, the statistical inter-

pretation in this case is very different from the frequentist framework, as the pos-

terior (24.56) determines the probability of a signal with certain parameters being

present, while we cannot assign meaningful frequentist probabilities to such state-

ments. Equation (24.56) formulates the detection problem in terms of parameter
estimation of the signal, while the frequentist approach is typically based on hypoth-
esis testing.

A powerful tool of the Bayesian framework is marginalization over ‘nuisance

parameters’. Let us assume for simplicity that we have performed a targeted search

with known Doppler parameters λ. If we want to express the posterior for only a

subset of the four unknown amplitude parameters A, e.g., we might be most inter-

ested in P(h0|x, I), say, then we can compute this by simply summing the posterior

over all the possible values of the ‘uninteresting’ parameters cos ι , ψ and φ0, i.e.

P(h0|x, I) ∝
∫

P(A|x, I)dφ0 dψ d cos ι . (24.57)
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The Bayesian way of determining an upper limit hC
0 of confidence C consists simply

of solving the equation

C =
∫ hC

0

0
P(h0|x, I)dh0 , (24.58)

i.e. the true amplitude h0 lies within [0, hC
0 ] with probability C. Note that this ‘con-

fidence’ C has an entirely different meaning from the frequentist confidence in

(24.53). A more detailed discussion of the application of Bayesian statistics to the

problem of detecting continuous GWs is found in [39] and [32].

24.4.5 Parameter Space of Coherent Wide-Parameter Searches

The sensitivity of wide-parameter (as opposed to targeted) searches is severely lim-

ited by the large number of required templates, which is a rapidly growing function

of the coherent observation time Tobs. The measure for how densely templates need

to be placed in the Doppler-parameter space is determined by the relative loss m of

detection statistic F caused by an offset dλ = λ−λs from a putative signal position

λs. This mismatch m induces a natural distance measure and a corresponding local

metric gi j on the parameter space, first introduced by [21] and [59], namely

m(λs,dλ) =
E[F(λs)]−E[F(λ)]

E[F(λs)]
= gi j(λs)dλi dλ j +O(dλ3) , (24.59)

where we used the fact that E[F(λs)] is a local maximum of F if there is a signal

in λs. It can be shown (cf. [26, 65]) that this metric can be approximated as

gi j ∼
〈
∂iφ ∂ jφ

〉−〈∂iφ〉
〈
∂ jφ
〉
, (24.60)

in terms of the signal phase φ(t), and where we defined ∂i = ∂/∂λi
and where 〈. . .〉

denotes the time-average over Tobs. Considering the explicit phase model (24.22),

(24.24) for isolated neutron stars with one spin-down, i.e. λi ∈ {n, f , ḟ}, one can

easily show (e.g., [65]) the following dominant scaling relations

gθθ ∝ f 2 T 2
obs (V/c)2 , g f f ∝ T 2

obs , g ḟ ḟ ∝ T 4
obs , (24.61)

where θ is the angular separation on the sky and V/c∼ 10−4 is the maximal Doppler

shift due to the orbital velocity V . The required number of templates dNp per small

parameter-space region d4λ = dΩ×d f ×d ḟ (with sky solid-angle dΩ ) is therefore

dNp ∝
√
|detgi j| d4λ ∝ T 5

obs f 2 d4λ . (24.62)

As noted in [65], the O(T 2
obs) growth of the number of sky templates should only be

considered as a lower bound, and a more detailed analysis is required to determine

the exact scaling with Tobs. In a wide-parameter search we need to integrate (24.38)
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for each template, i.e. the computing cost cp per template is cp ∝ Tobs, and the total

computing cost dCp per parameter space d4λ scales (at least) as

dCp ∝ T 6
obs f 2 d4λ . (24.63)

On the other hand, recall that longer integration times are required in order to

increase the SNR (24.40) of weak signals. This rapid growth of the computing cost

Cp(Tobs) severely limits the longest integration time Tobs that is affordable for all-

sky, wide-frequency searches to about Tobs∼10 h−30 h with currently realistic lev-

els of computing power, e.g., ∼ 50 Tflops with Einstein@Home (cf. Sect. 24.4.7).

The second effect of the large number of templates Np is to reduce the sensitivity

compared to a targeted search with the same observation time and false-alarm prob-

ability: increasing the number of templates increases the number of expected false-

alarm candidates at fixed detection threshold. Therefore the detection-threshold

needs to be raised to maintain the same false-alarm rate, thereby decreasing the

sensitivity.

Note that increasing the number of equal-sensitivity detectors N improves the

SNR (24.40) in the same way as increasing the integration time Tobs. However, the

expression (24.60) for the metric and the scaling (24.61) are still approximately valid

even for such a network of detectors, as shown in [65]. This implies that increasing

the number of detectors N does not increase the required number of templates Np,

which makes this the computationally cheapest way to improve the SNR of coherent

wide-parameter searches.

24.4.6 Semi-Coherent Methods

Coherent matched-filtering is the optimal method for targeted, single-template

searches. However, the discussion in the previous section shows that wide-parameter

searches will require techniques that trade off statistical ‘optimality’ for lower com-

puting cost (i.e. a smaller number of templates). These ‘semi-coherent’ methods are

less sensitive than matched filtering for the same observation time. However, as they

require far fewer templates in parameter space, they allow one to over-compensate

this apparent loss of sensitivity by using a longer observation time and lower thresh-

olds, which typically results in more sensitive searches at substantially lower cost in

computing power.

Here we focus on the simplest type of semi-coherent methods, which operate on

successive short Fourier transforms (SFTs) of the measured strain data x(t). There

are three main variants of such SFT-based semi-coherent methods currently in use

for GW searches, known respectively as “StackSlide” (also known as the “Radon

transform”), the “Hough transform” and “PowerFlux” (see [8] for a more detailed

description). The aim of these methods is to detect a statistical excess of power in

the frequency-bins corresponding to the time-frequency ‘path’ of the signal of fre-

quency f̂ (t) at the detector, as illustrated in Fig. 24.3. The instantaneous frequency
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Fig. 24.3 An illustration of the principle used in semi-coherent methods to detect continuous GWs:
The dark pixels represent a signal in the data. Its frequency changes with time due to Doppler shifts
and intrinsic evolution of the source. By appropriately sliding the frequency bins of successive
coherent ‘stacks’ (shown vertically), the power of the signal can be lined up and summed (from [8])

f̂ (t) of a signal at the detector can be approximately (e.g., see [52]) related to the

instantaneous intrinsic frequency f (t) of a GW by

f̂ (t) =
(

1+
v(t) ·n

c

)
f (t) , (24.64)

where v(t) is the detector velocity with respect to the SSB frame. In the semi-

coherent methods, the total observation time Tobs is divided into N ‘stacks’ of dura-

tion Tcoh = Tobs/N. The time series x(l)
j in stack l is Fourier-transformed, which gives

the SFT x̃(l)
k for the stack l, with frequency bins fk = k/Tcoh. The normalized power

ρ(l)
k in frequency-bin k of stack l is defined as

ρ(l)
k ≡ 2|x̃(l)

k |2
Tcoh Sn

, (24.65)

such that in the absence of a signal, the expectation value is E[ρ(l)
k ] = 1. The max-

imal length of SFT stacks is constrained by the requirement that the signal power

should not be spread over more than one frequency bin by the Doppler shift. This

typically limits SFT stacks to about Tcoh � 60 min.

The StackSlide method computes the total power P = N−1∑l ρ
(l)
k(l) along the path

of frequency bins k(l) corresponding to the signal frequency (24.64), as illustrated

in Fig. 24.3. The PowerFlux method is a variant of StackSlide, summing weighted
power in order to improve the sensitivity by taking account of non-stationarities

of the noise and the direction-dependent antenna-patterns. The Hough transform,

on the other hand, sums binary number counts n(l)
k instead of power. These num-

ber counts are obtained by setting a threshold ρth on the normalized power (24.65),

namely n(l)
k = 1 if ρ(l)

k ≥ ρth, and n(l)
k = 0 otherwise. The final Hough detection

statistic is the total number count n = ∑l n(l)
k(l) of threshold-crossings along the

time-frequency path k(l). Summing binary number counts instead of power slightly

reduces the sensitivity of the Hough method compared to StackSlide and PowerFlux,
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but it increases its robustness with respect to transient disturbances, as no single

stack can contribute more than ‘1’ to the final number count.

Semi-coherent methods combine ‘power’ from different stacks, while the phase

information between stacks has been lost, which reduces the sensitivity compared to

fully coherent matched filtering with the same observation time Tobs (by increasing

the false-alarm probability). This effect can be seen, for example, in the expression

for the average amplitude h0 of the weakest signal detectable in a targeted Hough-

search with a false-alarm rate of fA = 1% and a false-dismissal of fD = 10% [52],

namely

〈h0〉 fD=10%
fA=1% ≈ 8.5N1/4

√
Sn

Tobs
= 8.5N−1/4

√
Sn

Tcoh
. (24.66)

Similar expressions hold for StackSlide and PowerFlux [8]. Comparing this to the

analogous matched-filtering expression (24.52) shows that a coherent search over

the full observation time Tobs would be more sensitive by about a factor of N1/4. This

comparative loss in sensitivity, however, is accompanied by an enormous advantage,

namely a substantially lower parameter-space resolution compared to a coherent

search with the same Tobs. We can estimate the frequency resolution of a semi-

coherent search as δ f ∼ 1/Tcoh, which is the frequency-resolution of the SFT stacks.

The resolution in spin-down δ ḟ and angular sky-position δθ can be estimated from

the requirement that the frequency should not drift by more than one frequency-bin

δ f over the total observation time Tobs (cf. [8]), which results in

δ ḟ ∼ 1

Tobs Tcoh
, δθ ∼ 1

f Tcoh V/c
. (24.67)

The number of required templates per parameter-space d4λ in a search for isolated

neutron stars with one spin-down therefore scales as

dNp ∝ Tobs T 4
coh f 2 d4λ . (24.68)

Each parameter-space point requires summing N ∝ Tobs numbers, so the computing

cost dCp scales as

dCp ∝ T 2
obs T 4

coh f 2 d4λ , (24.69)

which shows that the increase in computing cost with Tobs is substantially weaker

than for the fully coherent case (24.63). The search can therefore be extended over

much longer total observation times Tobs, of the order of several months, thereby

achieving a better sensitivity at lower computing cost than fully coherent matched-

filtering. The semi-coherent methods are not restricted to using SFT stacks, but we

can also use ‘demodulated’ stacks [52] such as the F-statistic (24.48). This allows

to increase the length of the coherent stacks Tcoh beyond the short duration Tcoh �
60 min of SFT stacks, which increases the sensitivity (24.66), but also the computing

cost (24.69).
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24.4.7 Hierarchical Searches and Einstein@Home

Neither the matched-filtering nor the semi-coherent methods described in the pre-

vious sections optimize by themselves the sensitivity of wide-parameter searches at

given finite computing power: the sensitivity can be further improved by appropri-

ately combining several stages of such coherent and semi-coherent steps, in what is

generally known as ‘hierarchical’ schemes [25, 38, 42].

The general idea is to start with a wide-parameter search using a relatively short

observation time and therefore low resolution in parameter space. In this first stage

a low threshold is used in order to increase the chances of a weak signal crossing the

threshold. This will result in a large number of random-chance candidates, however,

which are followed up in a second stage search using a longer observation time and

a higher threshold. This is computationally affordable due to the reduced number

of templates required to follow up the first-stage candidates, as opposed to scanning

the entire parameter space at high resolution. This step can be iterated several times

with increasingly longer observation times and higher thresholds, successively gain-

ing confidence in the surviving candidates. There are several free parameters in such

a scheme, such as the number of stages, the length of respective stacks and their cor-

responding thresholds, all of which need to be optimized in order to obtain the best

possible sensitivity per computing cost. A first study of this optimization problem

was carried out by [38], and the results suggest that about three stages might be

sufficient.

In addition to the (still ongoing) effort to develop such an optimal search algo-

rithm, one also wants to maximize the available computing power in order to

optimize the absolute sensitivity of the search. This second goal is accomplished

by the Einstein@Home project,3 a public distributed-computing project launched

in Feb. 2005. Einstein@Home is based on the distributed-computing platform

BOINC,4 which was originally developed for Seti@Home, and which is now used

by a growing number of distributed-computing projects. The search for continuous

GWs is ideally suited for this kind of distributed approach, as it can be split into

a large number of small, independent problems: each participating host analyzes

only a small portion Δλ of the total Doppler parameter space. After completing

this search, the host returns the results to a central project server and requests the

next ‘work-unit’ to analyze. By Aug. 2006, Einstein@Home has attracted more than

100,000 participants, contributing more than 200,000 CPUs, and delivering more

than 50 Tflops of continuous computing power. The hierarchical search scheme cur-

rently under development for Einstein@Home is ultimately expected to yield the

most sensitive wide-parameter search available for continuous GWs from unknown

spinning neutron stars.

3 http://einstein.phys.uwm.edu/
4 http://boinc.berkeley.edu/
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24.5 Current Status of the Search for Continuous GWs

24.5.1 Overview of Continuous-Wave Searches

Figure 24.4 gives an overview of the current status of searches for continuous GWs

from spinning neutron stars. This figure shows approximate levels of published

upper limits, estimated sensitivities of current and future searches, and astrophysi-

cally motivated upper limits. The spin-down upper limits (24.18) for known pulsars

shown in Fig. 24.4 are based on the pulsar parameters in the ATNF catalog [54],

allowing for a distance uncertainty of ±10% and a moments of inertia in the

range Izz = (1− 3)× 1038 kgm2 (see [7] for discussion). The astrophysical limit

for Sco X-1 is based on the Bildsten–Wagoner mechanism (24.20). The curves

‘LIGO-I’, ‘Virgo’, ’eLIGO’ and ‘AdvLIGO’ in Fig. 24.4 are based on (24.52),

describing a targeted coherent integration over 1 year of data at the respective design

sensitivity. The AdvLIGO curve corresponds to a wideband tuning of the detec-

tors (with anticipated fundamental noise sources), but Advanced LIGO can also be

tuned in different ways in order to pinpoint an anticipated high-frequency source

with narrow-banding, or increase the sensitivity at low frequencies (at the expense
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Fig. 24.4 Summary plot of approximate levels of published upper limits (cf. Sect. 24.5.2), esti-
mated sensitivities of various current and future searches (cf. Sect. 24.5.3) and astrophysical upper
limits (cf. Sect. 24.5.1). The ‘Statistical UL’ refers to the loudest expected signal from a population
of unknown isolated neutron stars spinning down due to GWs (cf. Sect. 24.2.2, (24.14))
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of higher frequencies). In the case of LIGO-I, eLIGO and AdvLIGO the sensitivities

plotted in Fig. 24.4 refer to multi-detector searches using the network of three detec-

tors (H1+H2+L1). These sensitivities can only be reached in targeted searches for

known pulsars, assuming ideal conditions of well-constrained parameters (e.g., neg-

ligible timing-noise and no glitches). As discussed in Sect. 24.4.5, wide-parameter

searches are inherently less sensitive due to the large number of templates required.

24.5.2 Results from Completed Searches

S1: Targeted Search for PSR B1937+21

The fully coherent methods described in Sects. 24.4.3 and 24.4.4 were used to

perform a targeted search for the millisecond pulsar PSR B1937+21, using data

from the first LIGO science run (S1) [2]. The Doppler parameters (sky-position +
spin) of this pulsar are well known and are extremely stable, which allows a single-

template search. From the spin-down upper limit for this pulsar (cf. Fig. 24.4), it is

obvious that no detection was expected, the motivation for this search was mainly

to illustrate the methods and set an upper limit on the GW emission at f = 2ν . The

resulting best upper limit obtained was h95%
0 ∼ 1.4×10−22.

S2: F-Statistic Wide-Parameter Search for Sco X-1

A coherent wide-parameter F-statistic search for Sco X-1 was performed [6] using

data from the S2 science run. Sco X-1 is a neutron star in a 18.9 h orbit around a low-

mass companion, at a distance of d ∼ 2.8 kpc from Earth. The sky-position n and

orbital period P of Sco X-1 are well determined from X-ray observations, but both

the projected semi-major axis ap and the orbital phase T̄ have large uncertainties

and need to be treated as unknown (Doppler) parameters. The rotation frequency

ν of the neutron star is also highly uncertain. Assuming the (not uncontroversial)

beat-frequency model for QPOs [83], and a triaxial neutron star emitting GWs at

a frequency f = 2ν , the frequency window of the search would span at least f ∈
[460,620] Hz. Due to the enormous computational cost of this search, however, the

frequency band had to be reduced to two smaller bands f ∈ [464,484]Hz and f ∈
[604,624]Hz. The scaling of the number of templates Np for this Doppler parameter

space (λ = { f ,ap, T̄}) is Np ∝ T 6
obs, which severely limited the maximum possible

observation time Tobs. The analysis pipeline consisted of two F-statistic searches

over the most sensitive Tobs = 6 h of data from L1 and H1 respectively, followed

by a coincidence step to reduce the number of false-alarm candidates. Upper limits

of the order h95%
0 ∼ 2×10−22 were obtained over the range of parameters analyzed

(labeled ‘ScoX1[S2]’ in Fig. 24.4).
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S2: F-Statistic All-Sky Search for Unknown Isolated Neutron Stars

A similar wide-parameter search with the F-statistic was performed for unknown

isolated neutron stars over the whole sky and in the frequency range f ∈
[160,729]Hz, assuming a frequency-derivative of less than | ḟ | < 4× 10−10 Hz/s.

The scaling of the number of templates with observation time Tobs for this Doppler

space λ= {α,δ , f} is Np ∝ T 3
obs, see Sect. 24.4.5. The analysis consisted of a similar

pipeline to the Sco X-1 search, using the most sensitive Tobs = 10 h of data from L1

and H1, respectively, and reducing the false-alarm rate by a coincidence step. The

best all-sky (frequentist) upper limit achieved was of the order h95%
0 ∼ 7×10−23, as

shown in Fig. 24.4 (label ‘Fstat[S2]’).

S2: Hough All-Sky Search for Unknown Isolated Neutron Stars

The Hough-transform method (cf. Sect. 24.4.6) was used in an all-sky search for

unknown isolated neutron stars [3] in the frequency range f ∈ [200,400]Hz, includ-

ing one spin-down parameter ḟ ∈ [−10−9,+10−10]Hz/s. The data from all three

LIGO detectors was analyzed over the whole duration of Tobs = 2 months of S2.

This required searching of the order Np ∼ 1012 templates (many orders of magni-

tude less than a coherent search would require for the same Tobs), which took less

than half a day to complete on a 200-CPU cluster. The best all-sky upper limit

obtained in this frequency-range was h95%
0 ∼ 4.4× 10−23, and the results are sum-

marized in Fig. 24.4 (label ‘Hough[S2]’). The sensitivity achieved by this semi-

coherent search is about a factor of two better than the equivalent F-statistic search

(‘Fstat[S2]’), which required similar computing power. This is a consequence of the

lower parameter-space resolution of semi-coherent methods, which allowed to use

the full 2 months of data as opposed to only 10 h (cf. Sect. 24.4.6).

S2: Targeted Search for 28 Known Pulsars

The results from a targeted, fully coherent search for 28 known isolated radio pul-

sars in the LIGO band ( f = 2ν � 50Hz) have been reported in [4]. The analy-

sis was based on the Bayesian approach described in Sect. 24.4.4, but the actual

implementation used a highly efficient complex-heterodyning method described

in [39]. Data from the S2 science run was analyzed, combining H1, L1 and H2

coherently (GEO600 did not take part in S2). The resulting Bayesian 95% con-

fidence upper limits are shown in Fig. 24.4 (label ‘Targeted[S2]’). Most of these

upper limits are still a few orders of magnitude above the corresponding spin-down

limits (where available), but for the globular-cluster pulsars with apparent spin-up,

these are the first direct constraints available. The best strain upper limit obtained

was h95%
0 ∼ 1.7× 10−24 (for PSR J1910-5959D), and the best upper limit on the

quadrupolar deformation was ε95% ∼ 4.5×10−6 (for PSR J2124-3358). The upper

limit for the Crab pulsar (PSR B0531+21) was found as h95%
0 ∼ 4×10−23, which is
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within a factor of 30 from the spin-down upper limit. As discussed in Sect. 24.4.5,

fully coherent targeted searches provide the best possible sensitivity, which is illus-

trated by these results: at similar computing cost, the targeted S2 search is about

25 times more sensitive than the semi-coherent searches, and about 50 times more

sensitive than the fully coherent wide-parameter searches.

S4: Coherent Targeted Searches for Known Pulsars

Using the data from all three LIGO interferometers and GEO600 taken during the S3

and S4 science runs, a fully coherent targeted search for known pulsars (at f = 2ν)

has recently been completed [7]. The detailed upper limits are found in this paper,

here we restrict ourselves to estimating the average sensitivity of this search by

(24.52), and this estimate is shown in Fig. 24.4 (label ‘Targeted[S4]’). According to

this rough estimate the search would already appear to beat the spin-down limit of

the Crab pulsar, but unfortunately this is not the case: the noise is less stationary

at lower frequencies and there are also some side-effects from the strong spectral

disturbance at 60Hz (visible in Fig. 24.2), which stems from the mains power-line

frequency. As a result the upper limit for the Crab pulsar still lies about a factor

of 2.2 above the spin-down limit in this search. Using several months of S5 data,

however, the Crab spin-down limit will be beaten for the first time, setting the astro-

physically most relevant upper limit on the GW emission of any pulsar so far.

S4: Semi-Coherent Searches

An all-sky search for unknown isolated neutron stars in the frequency range f ∈
[50and1,000]Hz on data from the S4 run (Tobs ∼ 500 h) was completed [8] using

the semi-coherent methods described in Sect. 24.4.6, namely Hough, StackSlide

and PowerFlux. The stacks consisted of SFTs of duration Tcoh = 30 min, and data

from all three LIGO interferometers were used. The expected sensitivity for these

searches can be directly estimated using (24.66), which is shown in Fig. 24.4 (label

‘SemiCoherent[S4]’).

24.5.3 Ongoing and Future Searches

Einstein@Home: S3 and Beyond

Einstein@Home (cf. Sect. 24.4.7) has completed a search on Tobs = 600 h of LIGO

S3 data, and the results have been posted online [5]. The analysis pipeline consisted

of N = 60 stacks (of Tcoh = 10 h each) of coherent all-sky, wide-frequency searches

using the F-statistic. This coherent step was performed on the participating hosts

and the results were returned to the central server for post-processing, where they

were combined using a stacking/coincidence scheme.
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Einstein@Home is aiming for detection, and no upper limits have been set so far.

In order to obtain a rough estimate of the approximate level of sensitivity of such

searches, we assume (somewhat optimistically) that the post-processing step results

in a ∝ N1/4 improvement in sensitivity, as is characteristic for semi-coherent meth-

ods, e.g., (24.66). However, the numerical pre-factor in (24.66) critically depends

on the threshold 2F∗ used in the coherent F-statistic stacks. For Einstein@Home

we had to choose a relatively high threshold of 2F∗ = 25, in order to limit the

total amount of (false-alarm) data from the individual stacks sent back to the cen-

tral server for post-processing. Furthermore, due to the large total number of tem-

plates searched, we use a low false-alarm probability of fA = 3 × 10−13. Using

(6.40) of [52] and applying an extra factor of 1/
√

m ∼ 1.4 in order to account

for an average grid mismatch of m = 0.5, we find a numerical pre-factor of ∼ 72

instead of 8.5 as used in (24.66). The corresponding sensitivity-estimate is plotted

in Fig. 24.4 (label ‘E@H[S3]’). A similar search was performed on S4 data, using a

total of Tobs = 510 h of data divided in N = 17 stacks of F-statistic integrations over

Tcoh = 30 h. The results from this run are currently in the post-processing stage. A

search on S5 data using the same pipeline has been completed as well, using N = 28

stacks of Tcoh = 30 h.

The sensitivity of all these searches suffered from the same problem mentioned

above for the S3 search, namely the high 2F∗-threshold required. This limitation,

however, will be overcome in the setup for the current Einstein@Home search

(labeled ’S5 R3’), which includes a semi-coherent Hough step on the host, combin-

ing the F-statistic searches from 84 stacks of Tcoh = 25h. This hierarchical approach

substantially reduces the amount of (false-alarm) data that needs to be sent back,

allowing to use the optimal threshold 2F∗ = 5.2 [52]. We can estimate the corre-

sponding ‘optimal’ sensitivity of such an Einstein@Home search, which yields a

numerical pre-factor of ∼ 20 in (24.66), and the corresponding sensitivity estimate

is shown in Fig. 24.4, labeled ‘E@H [S5 R3]’.

24.5.4 Previous Upper Limits from Other Detectors

Bar Detectors: an earlier attempt to specifically target the Crab pulsar (at f = 2ν ∼
60Hz) was made with a specially-designed bar detector [74], setting an upper limit

of h0 ∼ 2 × 10−22. A search targeting the millisecond pulsar PSR B1937+21 (at

f = 2ν ∼ 1284Hz) was performed by [46] using a split bar detector, producing

an upper limit of h0 ∼ 10−20. A search for unknown isolated neutron stars in a

small frequency-band f = (921.35±0.03)Hz and a small sky-region in the galactic

center was performed using 95 days of data from the EXPLORER bar detector,

and an upper limit of h0 ∼ 3× 10−24 was obtained [17]. An all-sky search with 2

days of EXPLORER data in the frequency-band f = (921.38±0.38)Hz was carried

out using the F-statistic, setting an upper limit of h99%
0 ∼ 2× 10−23, reported in

[18]. This, was later revised to h90%
0 ∼ 10−22 in [19] using different conventions to

determine the upper-limit. Another directed search was presented in [55]: data from
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the ALLEGRO bar detector was searched for periodic GWs from the Galactic center

and from the globular cluster 47 Tuc in the two antenna bands (896.80±0.50) and

(920.26±0.50)Hz, setting an upper limit of h0 ∼ 8×10−24.

Interferometers: the first search using a broadband interferometer was carried

out with the prototype 40 m detector at Caltech by [45]. The search was target-

ing PSR B1937+21, and resulted in upper limits of the order h0 ∼ 3 × 10−17 at

f = ν , and h0 ∼ 1.5 × 10−17 at f = 2ν . Data from the first science run of the

TAMA detector was searched for continuous GWs from SN1987A using coher-

ent matched filtering over Tobs = 1,200 h of data in a 0.05Hz band at ∼ 934.9Hz,

and the reported upper limit [72] was about h99%
0 ∼ 5× 10−23. An earlier upper-

limit result on SN1987A was obtained from a directed search using Tobs = 100 h of

data from the Garching prototype interferometer, which determined an upper limit

of h95%
0 ∼ 9×10−21 in 4 Hz bands around f = ν ∼ 1,670Hz and f = 2ν [58].

24.6 Future Prospects

LIGO has made enormous progress over the past 4 years, as seen in Fig. 24.2, reach-

ing its design sensitivity with the S5 science run. This progress in sensitivity is also

reflected in improving sensitivities of successive continuous-wave searches shown

in Fig. 24.4. A detection of a spinning neutron star with LIGO-I is still somewhat

unlikely (albeit not implausible), but continuous-wave searches are already begin-

ning to enter a regime of increasing astrophysical relevance:

(1) A targeted pulsar search with S5 will beat the spin-down upper limit for the Crab

pulsar. This is the first time that direct GW observations set an astrophysical

constraint on the contribution of GWs to the observed pulsar spin-down.

(2) With 1 year of data from S5, the spin-down limits of at least two more pulsars

(J0537-6910 and B1951+32) should be (marginally) reachable (see Fig. 24.4).

(3) The upper limits on the non-axisymmetry ε of known pulsars are entering the

regime ε � 10−6, which is physically possible according to our current under-

standing of neutron-star physics (cf. Sect. 24.2.1).

(4) The statistical upper-limit level h0 ∼ 4 × 10−24 for unknown isolated neu-

tron stars (cf. Sect. 24.2.2) has been marginally reached by the semi-coherent

searches using S4 data, and will be substantially surpassed by semi-coherent

searches using S5 (especially Einstein@Home). Passing this milestone suggests

that the possibility of a detection of an unknown isolated neutron star is becom-

ing increasingly plausible.

Furthermore, the Virgo detector is beginning to approach comparable sensitivi-

ties to LIGO. Once it has reached its design sensitivity, Virgo should be able to beat

the spin-down limit of up to three more known pulsars (including Vela), as seen in

Fig. 24.4. Combining Virgo with the LIGO detector network will result in a further

increase of ∼ 20% in average sensitivity with respect to LIGO-I.
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The Enhanced LIGO (eLIGO) upgrade might allow to reach the spin-down limit

of two more known pulsars, and to beat the spin-down limit of J0537-6910. Fol-

lowing this, Advanced LIGO will be by far the most exciting instrument in the

near future for GW searches from neutron stars, as seen in Fig. 24.4. It will allow

to surpass the spin-down limits of several tens of known pulsars with 1 year of

data, and it will comfortably include the Bildsten–Wagoner emission-level (24.20)

of Sco X-1 (assuming, however, that substantially better observational constraints

on the Sco X-1 parameters are available for a directed search). Advanced LIGO will

dig down nearly three orders of magnitude below the statistic upper limit (24.14),

making a detection of neutron-star signals seem rather likely. Given the current pace

of progress and the encouraging prospects about future developments, it seems rea-

sonable to be optimistic that gravitational-wave astrophysics of neutron stars will

finally become a reality within the next decade or two.

References

1. Abbott, B. et al. (LIGO Collaboration): 2004a, Nucl. Instrum. Methods Phys. Res. A. 517, 154
2. Abbott, B. et al. (LIGO Collaboration): 2004b, Phys. Rev. D. 69, 082004
3. Abbott, B. et al. (LIGO Collaboration): 2005a, Phys. Rev. D. 72, 102004
4. Abbott, B. et al. (LIGO Collaboration): 2005b, Phys. Rev. Lett. 94, 181103
5. Abbott, B. et al. (LIGO Collaboration): 2005c, Report on Einstein@Home S3 analysis,

http://einstein.phys.uwm.edu/
6. Abbott, B. et al. (LIGO Collaboration): 2007, Phys. Rev. D. 76, 082001
7. Abbott, B. (LIGO Collaboration), Kramer, M., Lyne, A. G., et al. : 2007, Phys. Rev. D. 76,

042001
8. Abbott, B. et al. (LIGO Collaboration): 2008, Phys. Rev. D. 77, 022001
9. Abramovici, A. et al.: 1992, Science 256, 325

10. Abramowitz, M., Stegun, I. A.: 1964, Handbook of Mathematical Functions, National Bureau
of Standards

11. Andersson, N.: 1998, ApJ 502, 708
12. Andersson, N.: 2003, Class. Quant. Grav. 20, 105
13. Andersson, N., Kokkotas, K. D.: 1998, MNRAS 299, 1059
14. Andersson, N., Kokkotas, K. D.: 2001, Int. J. Mod. Phys. D 10, 381
15. Andersson, N., Kokkotas, K. D., Stergioulas, N.: 1999, ApJ 516, 307
16. Andersson, N., Jones, D. I., Kokkotas, K. D.: 2002, MNRAS 337, 1224
17. Astone, P. et al.: 2002, Phys. Rev. D. 65, 022001
18. Astone, P. et al.: 2003, Class. Quant. Grav. 20, 665
19. Astone, P. et al.: 2005, Class. Quant. Grav. 22, S1243
20. Baiotti, L. et al.: 2007, Phys. Rev. D. 75, 044023
21. Balasubramanian, R., Sathyaprakash, B. S., Dhurandhar, S. V.: 1996, Phys. Rev. D. 53, 3033
22. Bildsten, L.: 1998, ApJ 501, L89
23. Bonazzola, S., Gourgoulhon, E.: 1996, A&A 312, 675
24. Bonazzola, S., Gourgoulhon, E.: 1997, in J.-A. Marck, J.-P. Lasota (eds.), Relativistic Gravi-

tation and Gravitational Radiation, Cambridge Contemporary Astrophysics, UK, p. 151
25. Brady, P. R., Creighton, T.: 2000, Phys. Rev. D. 61, 082001
26. Brady, P. R., Creighton, T., Cutler, C., Schutz, B. F.: 1998, Phys. Rev. D. 57, 2101
27. Caron, B., Dominjon, A., Drezen, C., Flaminio, R., et al.: 1997, Nucl. Phys. B Proc. Suppl.

54, 167
28. Carter, B., Langlois, D., Sedrakian, D. M.: 2000, A&A 361, 795



684 R. Prix

29. Centrella, J. M., New, K. C. B., Lowe, L. L., Brown, J. D.: 2001, ApJL 550, L193
30. Chakrabarty, D. et al.: 2003, Nature 424, 42
31. Chandrasekhar, S.: 1970, Phys. Rev. Lett. 24, 611
32. Christensen, N., Dupuis, R. J., Woan, G., Meyer, R.: 2004, Phys. Rev. D. 70, 022001
33. Clark, J., Heng, I. S., Pitkin, M., Woan, G.: 2007, Phys. Rev. D. 76, 043003
34. Cook, G. B., Shapiro, S. L., Teukolsky, S. A.: 1994, ApJ 424, 823
35. Cutler, C.: 2002, Phys. Rev. D. 66, 084025
36. Cutler, C., Jones, D. I.: 2001, Phys. Rev. D. 63, 024002
37. Cutler, C., Schutz, B. F.: 2005, Phys. Rev. D. 72, 063006
38. Cutler, C., Gholami, I., Krishnan, B.: 2005, Phys. Rev. D. 72, 042004
39. Dupuis, R. J., Woan, G.: 2005, Phys. Rev. D. 72, 102002
40. Feldman, G. J., Cousins, R. D.: 1998, Phys. Rev. D. 57, 3873
41. Finn, L. S.: 1992, Phys. Rev. D. 46, 5236
42. Frasca, S., Astone, P., Palomba, C.: 2005, Class. Quant. Grav. 22, 1013
43. Friedman, J. L., Morsink, S. M.: 1998, ApJ 502, 714
44. Friedman, J. L., Schutz, B. F.: 1978, ApJ 222, 281
45. Hereld, M.: 1984, Ph.D. Thesis (Caltech)
46. Hough, J. et al.: 1983, Nature 303, 216
47. Jaranowski, P., Królak, A.: 1994, Phys. Rev. D. 49, 1723
48. Jaranowski, P., Królak, A.: 2005, Living Rev. Relativ. 8, 3, http://www.livingreviews.org/lrr-

2005-3
49. Jaranowski, P., Królak, A., Schutz, B. F.: 1998, Phys. Rev. D. 58, 063001
50. Jones, D. I., Andersson, N.: 2002, MNRAS 331, 203
51. Kittel, C.: 2005, Introduction to solid state physics, 8th edition, Wiley, New York
52. Krishnan, B., Sintes, A. M., Papa, M. A., Schutz, B. F., Frasca, S., Palomba, C.: 2004, Phys.

Rev. D. 70, 082001
53. Loredo, J. T.: 1990, in P. F. Fougère (ed.), Maximum Entropy and Bayesian Methods, pp

81–142, Kluwer Academic Publishers, The Netherlands
54. Manchester, R. N. et al.: 2005, Astron. J. 129, 1993, http://www.atnf.csiro.au/research/

pulsar/psrcat/
55. Mauceli, E., McHugh, M. P., Hamilton, W. O., et al., 2000, eprint arXiv:gr-qc/0007023
56. Melatos, A., Payne, D. J. B.: 2005, ApJ 623, 1044
57. Misner, C. W., Thorne, K. S., Wheeler, J. A.: 1973, Gravitation, W. H. Freeman and Company,

New York)
58. Niebauer, T. M. et al.: 1993, Phys. Rev. D. 47, 3106
59. Owen, B. J.: 1996, Phys. Rev. D. 53, 6749
60. Owen, B. J.: 2005, Phys. Rev. Lett. 95, 211101
61. Owen, B. J.: 2006, Class. Quant. Grav. 23, 1
62. Owen, B. J. et al.: 1998, Phys. Rev. D. 58, 084020
63. Papaloizou, J., Pringle, J. E.: 1978, MNRAS 184, 501
64. Payne, D. J. B., Melatos, A.: 2006, ApJ 641, 471
65. Prix, R.: 2007, Phys. Rev. D. 75, 023004
66. Ruderman, M.: 1969, Nature 223, 597
67. Ruderman, M.: 1976, ApJ 203, 213
68. Saijo, M., Gourgoulhon, E.: 2006, Phys. Rev. D. 74, 084006
69. Schutz, B. F., Tinto, M.: 1987, MNRAS 224, 131
70. Shapiro, S. L., Zane, S.: 1998, ApJS 117, 531
71. Sivia, D. S.: 1996, Data Analysis. A Bayesian Tutorial, Oxford Science Publications, Oxford,

UK
72. Soida, K. et al. (TAMA Collaboration): 2003, Class. Quant. Grav. 20, 645
73. Stergioulas, N.: 2003, Living Rev. Relativ. 6, 3, http://relativity.livingreviews.org/Articles/lrr-

2003-3/
74. Suzuki, T.: 1995, in E. Coccia, G. Pizzella, F. Ronga (eds.), First Edoardo Amaldi Conference

on Gravitational Wave Experiments, p. 115
75. Taylor, J. H., Weisberg, J. M.: 1989, ApJ 345, 434



24 Gravitational Waves from Spinning Neutron Stars 685

76. Thorne, K. S.: 1980, Rev. Mod. Phys. 52, 299
77. Thorne, K. S.: 1987, in S. W. Hawking, W. Israel (eds.), 300 Years of Gravitation, Chapt. 9,

p. 330, Cambridge University Press, Cambridge, UK
78. Tinto, M., Estabrook, F. B., Armstrong, J. W.: 2004, Phys. Rev. D. 69, 082001
79. Tsubono, K.: 1995, in E. Coccia, G. Pizzella, F. Ronga (eds.), First Edoardo Amaldi Confer-

ence on Gravitational Wave Experiments, p. 112
80. Unno, W., Osaki, Y., Ando, H., Saio, H., Shibahashi, H.: 1989, Nonradial Oscillations of

Stars, second edition, University of Tokyo Press, Tokyo, Japan
81. Ushomirsky, G., Cutler, C., Bildsten, L.: 2000, MNRAS 319, 902
82. Van Den Broeck, C.: 2005, Class. Quant. Grav. 22, 1825
83. van der Klis, M., Wijnands, R. A. D., Horne, K., Chen, W.: 1997, ApJL 481, L97
84. Wagoner, R. V.: 1984, ApJ 278, 345
85. Wagoner, R. V.: 2002, ApJ 578, L63
86. Wainstein, L., Zubakov, V.: 1962, Extraction of Signals from Noise, Prentice-Hall, Englewood

Cliffs
87. Watts, A. L., Strohmayer, T. E.: 2007, Astrophys. Space Sci., 308, 625
88. Weisberg, J. M., Taylor, J. H.: 1984, Phys. Rev. Lett. 52, 1348
89. Willke, B., Aufmuth, P., Aulbert, C., Babak, S., et al.: 2002, Class. Quant. Grav. 19, 1377
90. Zimmermann, M., Szedenits, Jr., E.: 1979, Phys. Rev. D. 20, 351



Acknowledgments

J. Arons: I have benefitted from many discussions with A. Spitkovsky, P. Chang,

N. Bucciantini, E. Amato, R. Blandford, F. Coroniti, D. Backer and E. Quataert. My

research efforts on these topics have been supported by NSF grant AST-0507813

and NASA grant NNG06G108G, both to the University of California, Berkeley; by

the Department of Energy contract to the Stanford Linear Accelerator Center no.

DE-AC3-76SF00515; and by the taxpayers of California.

W. Becker: I’m grateful to the Heraeus-Foundation for financing the 363rd

Heraeus-Seminar on Neutron Stars and Pulsars which took place in May 2006

at the Physikzentrum in Bad Honnef. A selection of papers presented at this meet-

ing and at the IAU Joined Discussion JD02 in Prague in August 2006 became the

groundwork to produce this book. I’m further thankful to Joachim Trümper and

Harald Lesch for their help and support in organizing the Heraeus-Seminar and to

Günther Hasinger as well as the MPE for additional financial support. Without the

great organizational talent and help of Christa Ingram the meetings would not have

been what they were. Thanks also for her help in producing this book. Christian

Saedtler has spend many days in producing the index of this book. Sincere thanks to

him for taking the time. All articles in this book were refereed. I am much obliged

to all colleagues who helped in this process. Special thanks goes to Dr. Jaroslaw

Dyks, Dr. Ulrich Geppert, Prof. Dr. Yashwant Gupta, Dr. John Kirk, Dr. Maura

McLaughlin, Prof. Dr. Andreas Reisenegger and Prof. Dr. Bronislaw Rudak.

K.S. Cheng: We are benefited from the useful conversions and suggestions

from H.K. Chang, J.J. Jia, K. Hirotani, J. Takata, M. Ruderman, Anisia Tang,

and L. Zhang. This work is partially supported by a RGC grant of Hong Kong

Government under HKU7015/05P.

U. Geppert: I gratefully acknowledge collaboration and discussions with

W. Becker, F. Haberl, D. Page, J. Pons, K.-H. Rädler, M. Rheinhardt, and J. Trümper.
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J1809−1943, 22, 35, 36

J1811−1925, 131, 135

J1811−1926, 513

J1819−1458, 46–48, 51, 55

J1824−2425A, 124

J1824−2425E, 124

J1824−2425H, 124

J1824−2425I, 124

J1824−2425J, 124
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J1824−245H, 132, 133

J1826−14, 51

J1832+0029, 69

period variation, 69

J1839−01, 46, 51

J1840−0809, 45

J1840−0815, 45

J1846−0258, 52, 131, 136, 513

J1848−12, 52

J1906+0746, 15

J1909−3744, 25

J1910−5959B, 132, 134

J1911+00, 46, 47, 53

J1911−6000C, 132, 134, 175

J1911−6000D, 132, 134

J1913+1333, 48, 53, 58

J1928+15, 64

J1930+1852, 131, 135

J1952+3252, 539

J1953+1846A, 132, 133, 175

J2019+2425

pulse profile, 366

J2021+3651, 131, 136

J2043+2740, 117, 131, 136, 311

J2124−3358, 132, 133, 178, 513

bow-shock nebula, 123

pulse profile, 122, 178

J2229+6114, 131, 135, 513

J2235+1506, 14

J2322+2057

pulse profile, 366

M28, 174

X-ray image, 124

M4, 175

M71, 175

Magellanic cloud, 25

NGC 104, 125

NGC 4151, 618

NGC 6397, 171

NGC 6752, 175

OAO1657−41, 618

Procyon B, 229

PWN Vela X, 441

RCW 103, 108

RRATs

J0848−43, 47, 48

J1317−5759, 47, 48

J1443−6040, 47, 48

J1754−30, 47, 48

J1819−1458, 47, 48

J1826−14, 47, 48

J1839−01, 47, 48

J1846−0258, 47, 48

J1848−12, 47, 48

J1911+00, 47, 48

J1913+1333, 47, 48

RX J0002+6246, 310

RX J0007.0+7302, 207, 274, 311

RX J0420.0−5022, 147, 150

pulse profile, 148

RX J0720.4−3125, 147, 150, 154, 274, 310

phase residuals, 155

spectrum, 149

RX J0806.4−4123, 147, 150

RX J0822−4300, 310

RX J1308.6+2127, 147, 150, 153

pulse profile, 148

RX J1605.3+3249, 147, 150

RX J1856.5−3754, 147, 150, 162, 285, 310

RX J7020.4−3125, 153

Sco X−1, 618

SGR0525−66, 578, 588

SGR1627−41, 578

SGR1806−20, 578, 582, 584, 586, 587

pulse profiles, 581

SGR1900+14, 578, 579, 582, 618

SMC X−1, 618

Terzan 5, 26, 27, 174

Vela pulsar, 109, 198, 274, 310, 483, 513,
539

XTE J1739−285, 215

XTE J1810−197, 22, 35, 42

observatories

ACT, 625

AGILE, 625, 627, 638, 639

ALFA, 25

AMS, 638–640

ASCA, 95, 103, 168, 473, 487

ATNF, 4, 19

BeppoSAX, 95, 487

CANGAROO, 635

CGRO, 487, 623

Chandra, 95, 103, 146, 151, 162, 167–169,
487, 617

CTA, 636

EGRET, 398, 623, 624, 627, 638

Einstein, 94, 103, 143, 292, 617

EUVE, 95

EXOSAT, 95

GBT, 15

Gen-X, 179

GLAST, 398, 418, 419, 449, 625, 626,
640–648

H.E.S.S., 629, 634–635

HESS, 453, 455

IXO, 162, 179, 619

LOFAR, 15

LTT, 636
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observatories (Continued)

MAGIC, 632–634

PALFA, 25

Parkes multi-beam survey, 15, 22

RHESSI, 617

ROSAT, 95, 103, 144, 168, 169, 473,
487

RXTE, 95, 167, 168, 487

SKA, 15

Spectrum-X, 617

UHURU, 292

VERITAS, 625, 631–632

Very Long Baseline Interferometry, see
VLBI

VLBI, 88, 293

Westerborg synthesis radio telescope, 15

XMM-Newton, 95, 103, 145, 148, 167, 176,
487

XPOL, 163

orbital decay, 88

P–Ṗ diagram, 3, 21, 75, 97, 377,
528

P–Ṗ diagram

multiplicities, 403

pair annihilation process, 262

pairing, see Cooper pairing

pattern circulation, 562

pentaquark, 224

photo disintegration, 300

photo-neutrino process, 262

plasma physics, 73–77, 555

polarimeter, 163, 542, 592–593

photo-electron tracking polarimeter,
606–610

scattering polarimeter, 605–606

post-Keplerian parameters, 79

Poynting flux, 376, 379, 384, 404, 426

pulsar wind nebulae, 98, 379, 401, 423, 438,
453–480

cooling radius, 462–463

emission, 441

high energy emission, 483–520

inner wind, 408

jet-torus structure, 443, 447

MHD model, 404–408

polar jet, 447

post-shock plasma, 443

proper motion in jets, 443

PWN shocks, 458, 461

sandwich magnetic field model, 413

shock acceleration, 407, 413–418

shock radius, 454, 462, 510–512, 518

simple pulsar wind model, 510

striped wind, 408–411, 424, 429–432,
435

termination shock, 405, 412, 419, 424, 433,
438–442, 511

pulsars

3-D velocity, 1

anomalous X-ray pulsar, 20, 97, 595

comparison SGR, 588

AXP, see anomalous X-ray pulsar

birth rate, 10

braking hypothesis, 11

braking torque, 11

CCO, seecentral compact object97

characteristic age, 20, 530

CHR model, 492–494

cluster pulsar population, 27

cooling frequency, 512

Crab giant pulses, 33

Crab-like pulsars, 104–111

CRZ model, 499–502

distribution, 2

distributions in galactic z-distance, 24

distributions in galactocentric radius, 24

double pulsars, 73–89

evolution, 87

drifting subpulses, 31

electrodynamics, 547–555

electrosphere, 385–388

gamma-ray pulsar candidates, 645

gap models, 389–406

giant pulses, 33

globular cluster pulsars, 14, 119–125,
167–175

GRB, see gamma-ray burst

high energy emission, 483–520

high-energy emission

models, 98

histogram of observed periods, 20

initial spin period, 11

intermittent pulsars, 67

magnetosphere, 381, 382, 390, 399, 486

relativistic magnetosphere, 383

MHD model, 378

millisecond pulsars, 119–125, 167–181, 516

population, 12

radiation, 537

radio-quiet MSP, 179

X-ray emission, 169

X-ray properties, 518

mode changing, 27–30

null charge surfaces, 485

outer gap model, 99, 484, 492–502

geometry, 493

period evolution, 11
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polar cap, 99, 365, 425, 485

emission, 180

heating luminosity, 529

high energy emission, 523–542

radius, 548

space-charge limited flow gap, 525

temperature, 517

vacuum gap, 525

polar gap, 484

breakdown, 557

model, 489–492

position angle, 37

propagation effects in ISM, 5

proper motion, 1, 36

pulse modulation, 31

pulse nulling, 6, 27–30, 70

pulsed fraction, 108, 110, 118, 121, 179

quasi periodic modulation, 30

radial distribution, 8

radio emission geometry, 539

radio emission properties, 18

radio pulsars, 593–595

Clemens and Rosen model, 558

diocotron instability model, 561–572

drift wave models, 559

drifting sub-pulses, 545–575

models of drifting sub-pulses, 555–561

phenomenological Wright-model, 557

Ruderman and Sutherland models, 556

statistics, 1

rotation axis, 37

rotation-powered pulsars, 96–98, 111,
377

selection effects in surveys, 5

SGR, see soft gamma-ray repeater

size of emission beam, 6

slot cap

high energy emission, 523–542

slot gap model, 489–492

soft gamma-ray repeater, 97, 577–589, 595

comparison AXP, 588

general locations, 580

spatial distribution, 4

spin down rate, 19

spin down times, 371

standard magnetospheric models, 484–487

strength of dipole field, 20

vacuum models, 378

Vela-like pulsars, 109–111

X-ray emission, 593

X-ray luminosity vs. spin-down power, 514,
515

PWN, see pulsar wind nebulae438

quark deconfinement, 224
quark-hybrid star, 227

radio intermittency, 7
radio sky background, 5
Rayleigh-Taylor instability, 447
recent surveys, 25
relativistic cyclotron frequency, 565
relativistic wind, 78
Rotating Radio Transient, see RRAT
RRAT, 23, 40, 43, 47, 67

population estimates, 61
radio observations, 48
recent discoveries, 63
results of Monte Carlo simulations, 62
rotational properties, 59
single-pulse search, 45, 64
spectral fits, 57
spin-down luminosity, 48
surface dipole magnetic field, 48
X-ray properties, 54

Schwarzschild radius, 185
Shapiro delay, 81
SNR, see supernova remnants
solar-system test, 88
spectrum in cold plasma, 158
strange dwarfs, 216, 229, 230
strange quark matter, 216, 228–230

experiments, 242
surface properties, 229

striped wind, see pulsar wind nebulae
strong-field gravity, 77
superconductivity, 254–257

color, 226
superdense matter, 215–242
superfluidity, 254–257, 303
supernova remnants, 103–115
synchrotron cooling, 439, 454
synchrotron limit, 459

Thomson limit, 456, 464
transient phenomena, 67

URCA process, 222
direct URCA process, 258
medium modified URCA process, 259
modified URCA process, 258

vortex lines, 356, 358, 360, 361

X-ray binary, 597–599
X-ray Dim Isolated Neutron Stars , see XDIN
XDIN, 144–163, 596


