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Abstract. Geographic Information Science community is recognized that mod-
ern Geographic Information Retrieval systems should support the processing of 
imprecise data distributed over heterogeneous repositories. This means the 
search for relevant geographic results for a geographic query (QG) even if the 
data sources do not contain a result that matches exactly the user’s request and 
then approximated results would be useful. Therefore, GIR systems should be 
centred at the nature and essence of spatial data (their relations and properties) 
taken into consideration the user’s profile. Usually, semantic features are  
implicitly presented in different data sources. In this work, we use three hetero-
geneous data sources: vector data, geographic ontology, and geographic dic-
tionaries. These repositories usually store topological relations, concepts, and 
descriptions of geographical objects under certain scenarios. In contrast to  
previous work, where these layers have been treated in an isolated way, their  
integration expects to be a better solution to capture the semantics of spatial ob-
jects. Thus, the use of spatial semantics and the integration of different informa-
tion layers improve GIR, because adequate retrieval parameters according to the 
nature of spatial data, which emulate the user’s requirements, can be established. 
In particular, we use topological relations {inside, in}, semantic relations {hyper-
onimy, meronimy}, and descriptions {constraints, representation}. An informa-
tion extraction mechanism is designed for each data source, while the integration 
process is performed using the algorithm of ontology exploration. The ranking 
process is based on similarity measures, using the previously developed confusion 
theory. Finally, we present a case study to show some results of integrated GIR 
(iGIR) and compare them with Google’s ones in a tabular form.  

1   Introduction 

Geographic Information Retrieval (GIR) is becoming increasingly popular task of 
using Geographic Information Systems (GIS). Due to the nature of geographic data, 
these are usually distributed over numerous heterogeneous repositories that makes the 
task challenging. Several proposals have been cited as methods to perform this task 
[25], but existing methodologies do not handle the variety of data sources in order to 
solve the problem adequately.  

Usually, an approach is centered at just one of them; see e.g. [26]. In contrast, we be-
lieve that only an approach, integrating different information sources can essentially 
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improve GIR. The present paper is based on this belief, presenting a systemic approach 
to GIR.  

Our approach consists of retrieving geographic information by processing queries, 
which can be split into a triplet <what, relation, where>, where “what” denotes a 
geographic object, “where” can be a spatial reference or a geographic object, and 
“relation” denotes a spatial relation linking “where” and “what”. These queries have 
been used in other works such as [23]. The approach is based on a retrieval strategy 
that uses three types of matching: the first one is a topological matching, i.e. topologi-
cal relations extracted from overlaying data layers such as {in, contain}; the second 
one is a geographical matching, i.e. constraints obtained from dictionaries such as 
{Airports represented by points or polygons}; and the last one is a conceptual match-
ing, given by a geographic ontology such as {type of Airport}. Thus, we use three 
heterogeneous data sources: vector files, dictionaries, and geographic ontology. A 
motivation to use these data sources is that they store different relations and properties 
depicting the nature of spatial data. These data sources have been also used in previ-
ous works [2][3][4] but separately. In contrast, we design herein an integrated system, 
which use all three sources, seeking for more powerful GIR. Hence, iGIR integrates a 
few processes (to be described in the following): querying, retrieving, and the integra-
tion and ranking. Figure 1 shows the framework of approach and the overall retrieval 
strategy. 

 

Fig. 1. Framework to retrieve geographic information 

In the query processing, each data source allows associating geographic objects or 
spatial relations to each item of the query. This process starts by submitting a query 
into the system; the query is processed and all elements of the previously described 
triplet are identified. Then, a priori constrained ontology is explored to find the con-
cepts, which correspond to the triplet’s elements. The goal is to determine what other 
relations and objects should be required to be searched for and which data sources 
should be used; this is achieved by extracting context, where a context consists of 
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neighbour relations of a particular concept. Next, retrieval process is performed in the 
corresponding data source, and the answers are integrated into a set of results.  

The final processes are the integration and ranking: a set of results is ranked ac-
cording to their similarity using the confusion theory [1]. In essence, iGIR is based on 
integration of retrieval results: if a data source does not contain a relevant result, the 
other sources either provide an answer or, in the best case, each one adds a relevant 
answer to final set of results. 

The first one of the data sources used in present research is an a priori and manu-
ally developed ontology. It contains the knowledge about geographic objects of a 
particular domain (e.g. hotels in tourism domain, rivers in hydrology domain). More 
generally, ontologies contain concepts and semantic relations between them {e.g. 
meronimy, hyperonimy}. In addition, a context is defined as the set of relations, which 
link a concept with other concepts. For example, in our ontology the concept “Agave” 
is linked to the concepts “Jalisco” and “Plant” by relations “is-a”, and “grows” 
respectively, thus the context = {“is-a”, “grows”, “Plant”, “Soil”, “Weather”, 
“Country”}. Ontology is implemented in XML. The XML structure allows using or 
integrating other ontologies and, thus, our ontology can be enhanced. The systemic 
use of ontology in the retrieval process is described in section 3.1. 

The second one of data sources is vector files. They are used to obtain the topo-
logical relations between data layers by means of overlaying operation (e.g. a layer of 
roads overlaid with airports, generated the new layer “roads connect airports”). In 
addition, other spatial relations can be discovered. To achieve this, a project (set of 
layers) is used: according to the parameters of the request, the appropriate layers or 
attributes are retrieved. A similar approach using spatial Bayesian learning is de-
scribed in [3]. The processing of vector data is pointed out in section 3.3.  

The last one of data sources is dictionaries. We use the dictionaries of INEGI-
Mexico (National Institute of Statistics, Geography and Informatics). They contain 
descriptions, representations, scale, and constraints of particular objects (section 3.2).  

Summing up, iGIR uses three data sources, described in above paragraphs, to re-
trieve geographic information by means of three matching.  

The rest of the paper is structured as follows: Section 2 outlines related work. Sec-
tion 3 describes the retrieval strategy: Sections 3.1 to 3.3 explain the mechanisms of 
conceptual, geographical, and topological matching, respectively. In addition, these 
sections describe the ontology design, the characteristics of dictionaries and vector 
data. In Section 4 some retrieval results are presented. Finally, in section 5 the conclu-
sions as well as a future work are sketched out. 

2   Related Work 

To date, GIR presents several challenges; some of them have been treated using dif-
ferent approaches. For example, Rule-based methods and Data-driven methods are 
described in [5]; this article presents several heuristics to access data resources. Other 
proposed approach is a geographic search using a query-expansion [6]; the authors 
used a Google API. However, one of the serious disadvantages of this approach is that 
the query expansion (number of query terms) is constrained by the search engine.  
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Even if, it is possible to use an added term in order to disambiguate the words of 
query, this can also add more ambiguity. Thus, the retrieval process is not produced 
good results, if many terms are needed, because a number of terms required for dis-
ambiguation are a priori unknown. 

Other proposals are focused on solving the problem of words ambiguity (words 
which describe geographic objects). The proposed solutions are based on a knowledge 
representation such as hierarchies of terms, taxonomies, and ontologies. Most of them 
use textual or syntactic properties; while others describe query processing, missing, 
however, spatial relations; see e.g. [7]. Inside this group of works, several semantic 
approaches have been also proposed; one of the main contributions consists of includ-
ing ontologies and semantic annotation into the retrieval process; an example of such 
approaches is described in [8]. 

Although, the GIS community suggested and made emphasis on the use and 
treatment of spatial relations, only a few studies have been addressed these issues; see 
[9] [10]. A recent work focused on qualitative spatial reasoning; an example can be 
found in the often-cited model of topological relations between point sets [11]. Taking 
into account the above analysis of the state-of-the art, we use vector files, because 
they are very rich in spatial relations. 

Ontologies [12] [13] have been widely used in several semantic approaches. They 
are now applied in many domains and in particular in GIS [14] [15]. Nevertheless, the 
proposed approaches do not consider processes and algorithms to explore ontologies. 
This would be, however, useful, because ontology describes domain theories and the 
explicit representations of the data semantics [16]. Thus, ontology can be used to 
discover the semantics of geographic objects involved in a query. Moreover, the algo-
rithms to explore these ontologies and their semantics are required. Thus, we use 
herein ontologies and propose an algorithm to extract the semantics and domain 
knowledge stored into them.  

On the other hand, many approaches in Information Retrieval (IR) are used the 
term-based Vector Space Model (VSM) [17]. They are based on lexicographic term 
matching. While, in iGIR the matching is performed by conceptual matching, topo-
logical relations, and descriptions of geographic objects according to the semantics of 
spatial data. 

IR systems use models, techniques, and mechanisms to extract information that has 
already been processed and stored (e.g. plain text files, databases, XML files). In 
these systems, the fast processing of queries is possible, because the index structure 
has been previously built. The same idea is applied in GIR; see e.g. [18].  

Besides this, the index structure is also used in domain dictionaries. Thus, we use 
dictionaries to extract properties and constraints of geographic object. These diction-
aries are trusted and consensual sources, because they are designed by specialized and 
large institutions such as INEGI-Mexico or NASA-USA. 

Our method is based on information retrieval guided by ontology, using geo-
graphic queries. For example, ontology describes where a plant grows, its type, and 
so on. Thus, we search for this plant either in dictionaries or in vector data. Next, the 
integration is guided by the relations between geographic objects. Finally, the ranking 
process is based on the confusion theory, measuring and controlling the dissimilarity 
between retrieved results. The overall system is described in the subsequent sections. 
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3   Strategy of Retrieval 

For each data source, the goal consists of retrieving results according to semantic 
relations defined by ontologies, dictionaries, and vector files. Once the results are 
found, the integration is performed using spatial relations, and the final set of results 
is generated. Next, the ranking process is applied and the retrieval ends. We describe 
the overall retrieval process and the integration of three matching layers (conceptual, 
geographical, and topological) in the following subsections. 

3.1   Conceptual Matching 

This is the first step of the retrieval strategy, in which we use ontology. It plays the 
role of an expert in a specific domain, simulating the user’s knowledge about this 
domain. Ontology allows guiding the retrieval, indicates which data should be 
searched for and where. In other words, ontology describes the way to retrieve rele-
vant results according to semantic relations between geographic objects. For example, 
considering the following query QG1 = {”Hotels near Airport Benito Juarez”} sub-
mitted by two types of users: a GIS user and a GIS neophyte. In both cases, the ex-
pected results are different: the GIS user wants to find digital data (vector files), while 
the neophyte wants to find the locations where the hotels stand near the Airport, and 
other information such as lodging prices, services, and so on. Varying the number of 
data sources used in our system, we can satisfy these two requirements. Moreover, we 
require knowing what type of data should be searched for. Thus, ontology defines the 
properties and relations of each geographic object (Geoobj) i.e. it describes what is a 
Hotel, its type of representation, its properties and relations to other objects. Other 
geographic objects and relations involved in query are processed in the same way.  

Ontology has manually built using articles from Wikipedia. The categories and 
links contained in each article have been considered as parameters to define relations 
and concepts of ontology. The semantic relations are classified according to their 
meronimy and hyperonimy. Wikipedia is a free online encyclopedia 
http://wikipedia.org/. In other works it has been used: 1) as data resource [27]; 2) for 
ontologies design [19]; 3) for words disambiguation [20].  

Figure 2 shows a fragment (in Spanish) of the Wikipedia article and a fragment of 
the generated ontology, according to query QG2   = {“Agave grows Country”}. 

According to semantic relations between geographic objects, figure 2 depicts a 
fragment of ontology generated from the Wikipedia article (Agave). Note that Jalisco 
and Plant are linked through the Agave concept. Corresponding properties are ex-
tracted from words in bold and the relations are obtained from verbs, which link the 
concepts. In addition, the classes are defined and one of the properties is a list of 
synonyms. These synonyms are also extracted from the Wikipedia articles.  In gen-
eral, ontology is used to explore a data structure of the ontology tree.  The goal is to 
find a matching for a particular concept. For example, assume that a user wants to 
know where the Agave grows, and submits the following query QG2= {“Agave grows 
Country”}. In the process of term’s identification (triplet) the result is: what = 
{Agave}; rel = {grows}; where= {Country}. To find a matching for the overall 
query, we will classify it into four types: atomic, partial, complete, and null. A  
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Fig. 2. Fragment of ontology generated from the Wikipedia article 

matching is atomic, if one of the elements of query’s triplet is identified in ontology. 
For example, if the object “Agave” is found, but neither class “Country” nor relation 
“grows” are found then we have an atomic matching. A matching is partial, if the 
geographical objects are not found, but relation or relations are presented in ontology. 
For example, if the class or object “Country” is not found, but the relation “grows” is 
found, then we have a partial matching. A matching is complete, if all three elements 
of query’s triplet are identified in ontology. Finally, a matching is null, if none of the 
elements of query’s triplet is identified. In this case, the retrieval system returns a 
Geoobj that is processed by using the algorithm of confusion [1]. This algorithm meas-
ures the dissimilarity (confusion) for each element of triplet and returns the concept or 
relation somewhat close to the expressed term. For example, if a user searches for 
“rivers”, then the algorithm of confusion will return “bodies of water” as a farther 
matching, and “lakes” as a closer matching. Note that this process can be automati-
cally controlled up to given error (confusion). 
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Table 1. Results of ontology exploration 

Query (QG1): “Hotels near Airport Benito Juarez” 

Concept Geoobj returned if ontology matching is complete 

Near periphery , time, distance 

Hotel Tourism, lodging 

Airport hangar, transport 

Query (QG2):  “Agave grows Country” 

Concept Geoobj returned if ontology matching is complete 

Agave Plant, Desert Plant, Vascular Plant 

Grow Increase, change, develop 

Country Administrative district, USA, Mexico 

 
Table 1 shows results if the matching is complete for the queries QG1= {“Hotels 

near Airport Benito Juarez”} and QG2= {“Agave grows Country”}. 

1. Begin
2. Select each element of geographic query (QN) {what, rel, where}
3. Set the topological relation according to rel (Tr) ( using association rules)
4. Retrieving guided by ontology:
5. Search ( by concept name) the corresponding concept to geographic objects “what” and “where” into on-

tology
6. If (there_are_matches)
7. Then

a. Extract the context {parent nodes, child nodes, neighbourhood nodes, and the instances for
the main concept} by using semantic relations

b. Extract the properties of concept ( Pconcept)

c. Set context, relations and properties into array Ontresults
d. Generate new queries ( NewQuery)according to elements in Ontresults

8. Else
9. Request QN toDictionary and vector Data
10. Retrieving Dictionary Data:
11. Request data to dictionary using values of neighbourhood nodes
12. Return response ( RespOnt)
13. Retrieving Vector Data:
14. Using the response, request de vector data (layers)

i. If ( there_are_ matches ( vector data) )
ii. Then
iii. Request the corresponding relation (Tr )
iv. Return RespTopological

15. Integration and Ranking:
i. Set the RespTopological and RespOnt into final set (FS geobj)
ii. Rank the FS geobj and show to the user

16. Else
17. Select each element of geographic query (QN) {what, rel, where}
18. Search into dictionary the objects what and where
19. If (there_are_matches)
20. Then
21. Extract properties and relations
22. Set into array PRdict
23. Return PRdict
24. Else
25. Search into vector data, geographic objects what and where
26. Return the matches

 

Fig. 3. Algorithm of ontology exploration used in the retrieval strategy 
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Table 1 also shows several relations and geographic objects for concepts found by 
the algorithm of ontology exploration. We use this algorithm to search for the relevant 
ontology concepts and relations, and then apply the matching according to the submit-
ted geographic query. A fragment of algorithm is described in Figure 3. 

Figure 3 describes the steps to process the query, where we explain the functional-
ity and processing using the query QG2 = {“Agave grows Country”}. According to the 
algorithm, each triplet’s element is identified, and for the relation grows, the overlay 
spatial operation is applied. This operation is defined according to a set of rules. 
These are described in section 3.2. Then results for the lines 5 to 7d are:  
 
Context= { 
Parents (Plant);  
Neighbourhood (soil, weather, country) 
} 
      
Using the context, new queries are generated by combining the elements of context. 
Thus, the generated queries are the following:  

 
QG3= {Agave grows Mexico} 
QG4= {Agave grows USA} 
QG5= {Plants grows Mexico} 
QG6= {Plants grows USA} 

 
The queries QG3 to QG6 are searched for into the dictionary and vector data. If a 

term of query is found, then its properties, constraints, representation, and relations 
are integrated into a set of results. In the worst case, there is no matching for an ele-
ment of query. In this case, the queries are submitted and processed by the confusion 
module, where the new queries are generated and resubmitted to the initial process. 
Therefore, in a successful scenario, each object is found according to the previously 
established criteria (see lines 4-9 of Figure 3), in which each one of them are re-
quested in the source of vector data which fulfil these criteria. Sections 3.2 and 3.3 are 
described in detail the rest of the process (geographical and topological matching). 

3.2   Geographical Matching 

The next step consists of making a geographical matching. This process uses as a data 
source the information dictionaries. They represent a consensual agreement between 
the GIS specialists and contain the scale, properties, constraints, and relations, etc. of 
geographic objects. The dictionaries are initially in PDF afterwards to be semiauto-
matically transformed into XML files, using the API, PJX (see http://java-
source.net/open-source/pdf-libraries/pjx). Figure 4 shows a fragment of dictionary in 
PDF format and the corresponding XML file. In particular, the fragment describes the 
object Airport. Due to didactical reasons and available data, we explain the process of 
geographical matching using a query which contains airports. 

Figure 4 depicts the sections of dictionary; each section is to be transformed into 
nodes of XML file. Now, we explain the process to extract the information required to 
improve GIR. Consider the generated queries of section 3.1 (QG3 to QG6) or original 
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Fig. 4. INEGI dictionaries used in the geographical matching 

query QG2. In this case, due to availability of data, we use the query QG1= {“Hotels 
near Airport Benito Juarez”}. This query is processed to obtain the triplet: what = 
{“Hotels”}; relation = {“near”}; where = {“Airport Benito Juarez”}. These proper-
ties and relations are extracted from the dictionary for the object “Airport”, where the 
results are: Relations = {“connect”, “sharing”} Properties= {Type = {“Local”, “Na-
tional”, “International”}} Constraints= {primitive of representation = {“point”, 
“polygon”}}. The object Hotel has no occurrences in the dictionary, therefore, the 
process continues by using only the object Airport. The constraints are needed be-
cause of possible semantic changes. For instance, if an airport is depicted by a point 
feature, then it represents a building of operations, while if it is depicted by a polygon, 
then it represents the area, infrastructure and services of air navigation. Additionally, 
we define a set of rules for processing each relation. These rules are established in our 
previous work [24]. The main idea is to associate a topological relation to the relation 
expressed in query (e.g. “near” is associated to relation “connect”). In this case one 
of the rules of association to relation “near” is the following: 

 

R1 (NEAR) = {X near Y, if X and Y are connected by Z} where X, Y, are geographic 
objects (GeoObj), represented by points or polygons, while Z is a geographic object 
represented by an arc. Moreover, its length is less than 1 kilometer (e.g. Z is a road). 
Finally, “connected” is a relation between X and Y. 

Therefore, the retrieval in this step consists of searching for documents which ful-
fill the above rule. Therefore, the parameters of searching (Psearch) are: 
 
Psearch1 = {GeoObjX connects GeoObjY} where GeoObjY can be a point or a polygon. 
Psearch2  = {GeoObjZ sharing GeoObjW} where GeoObjY can be a point or a polygon. 
 

These parameters represent the search performed by using vector files. This is the 
point where the next step (topological matching) starts. This process is described in 
section 3.3. 
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3.3   Topological Matching 

The process of topological matching is based on topological relations between geo-
graphic objects. This process uses vector files as a data source. The data of this repre-
sentation model is provided by INEGI and SCT (Secretary of Communications and 
Transportation). The data are processed to obtain a proprietary format file called 
herein Topologyfile. In particular, these files store the topological relations between 
two geographic objects. Table 2 shows the structure of a Topologyfile (File.geo). 

Table 2. Structure of Topologyfile 

 

Table 2 shows an identifier for each record which fulfils Psearch1 and Psearch2 (sec-
tion 3.2). The following columns allow identifying each geographical object and its 
corresponding layer. The attributes indicate the type of relations between two geo-
graphical objects (e.g. “connect”, “inside”). These relations are obtained by applying 
the overlay spatial operation (e.g. overlaying roads and airports = road A connects 
airport B). The details on how to get spatial relations into tables are described in [21]. 
Therefore, for the query QG1, the sources which include layers:  “Airports”, “Hotels” 
and “roads” are explored to find that “Airport Benito Juarez” is connected by several 
streets and avenues, and some Hotels are also connected by the same streets and ave-
nues. Then, the objects linked by the topological relations (“connect”, “sharing”) are 
retrieved. Figure 5 shows a table in which an example of topological matching is 
presented.   

 

Fig. 5. Topological matching: Object 5 and object 2 are connected. Object 2 is connected to 
object 7. 

Figure 5 shows how a result, where object 5 (Airport Benito Juarez) represented by 
a point, containing a relation “connect” to object 2 (Avenue “Circuito Interior”), is 
retrieved. Then, the next step is to find Hotels, where object 2 appears (in the best 
case, it will connect by the same relation). This way, we find that object 7 (Hotel 
Holiday Inn) has a relation to object 2 (Avenue “Circuito Interior”). This means that  
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Hotel Holiday Inn is connected by Avenue Circuito Interior and the Avenue is con-
nected to the Airport Benito Juarez. These results are subsequently submitted to the 
integration and ranking module.  

Finally, each result is integrated to a final set of results and submitted to the rank-
ing module. Here the retrieval process ends and the ranking process starts. The rank-
ing process is based on the similarity measures between concepts and relations called 
in [1] confusion. 

4   Experiments 

In this section, we present some screenshots of the query QG1 = {“Hotels near Airport 
Benito Juarez”} processing, applying the algorithm of ontology exploration that re-
turns the list of classes and objects to be searched for into dictionaries and vector 
files. In addition, the values of properties for each geographic object are visualized. 
These results are addressed to GIS neophytes. Figure 6 shows the result for the class 
Airport. 

Figure 6 shows a retrieved document with the properties and attributes, which de-
fine the Airport class. The definition is based on Wikipedia documents (in Spanish) 
 

 

 

Fig. 6. The result of the algorithm of ontology exploration searching for the Airport class; this 
result is addressed to GIS neophytes 
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which contain the NL commonalities and popular use of geographic objects such as 
Airport. Therefore, these documents can be useful for travelers, businessmen, etc.  

According to the algorithm of ontology exploration the contextual results are sent 
to the module of geographic matching. The goal is to find other objects related to the 
original query according to spatial relations. These results are addressed to the GIS 
specialists. Figure 7 shows the results of conceptual and geographical matching.  

Figure 7 also shows the relations retrieved for the object “Airport” from dictionar-
ies. In this case, some relations are: {connect and sharing} and some associated 
classes are: {“highway”, “street”, “urban area”, etc}. The classes are represented as a  
 

 

Fig. 7. Results of the query QG1 = {“Hotels near Airport Benito Juarez”} processing by using 
dictionaries and guided by ontology 

 

Fig. 8. Results of the query QG1= {”Hotels near Airport Benito Juarez”} processing by using 
dictionaries, vector files, and guided by ontology 
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link, because they are related to instances of these classes. These instances are re-
trieved from vector data (e.g. searching for highways, streets with a relation such as 
connect, sharing). 

Figure 8 shows the final results by selecting one of the links (shown in figure 7) for 
Airports. In this case, the relation is “connect”.  

The last column depicts the vector file associated to each object. In addition, this 
process generates a KML file if available vector data contain the latitude and longi-
tude of spatial objects. Thus, figure 9 shows the KML file generated for the query 
QG1= {“Hotels near Airport Benito Juarez”}. Figure 9 also shows the area where the 
airport Benito Juarez is located. In addition, the subway stations near to it are dis-
played. That is why the area extent is larger than the original one. 

 

Fig. 9. The KML file generated for the query Q
G1

 = {“Hotels near Airport Benito Juarez”}, 
using dictionaries, vector files, and guided by ontology 

Finally, we test our approach comparing it with the results provided by Google. The 
results have been validated by the group of postgraduate students of the PIIG Lab. In 
general, the results have matched their expectations. In our test, the results of retrieval 
process have been classified into three types: somewhat relevant, relevant, and irrele-
vant. Relevant and irrelevant results are eloquent, while a result is somewhat relevant if 
it either contains a property of the geographic objects or an object related to them. For  
 

Table 3. Statistics of final results 

Geographic  
query 

System Used Somewhat 
relevant 

Relevant Irrelevant 

Google 2 5 1 1 
iGIR 3 7 3 

Google 0 2 5 2 
iGIR 6 7 2 

Google 2 3 4 3 
iGIR 6 5 2 

Google 1 2 4    4 
iGIR 4 5 2 
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example, retrieving “Agave” is somewhat relevant result, if “tequila” concept is 
searched for. This classification is based on the confusion measures [1]. 

Table 3 shows the experimental results, in which the number in columns somewhat 
relevant, relevant, and irrelevant, represents the number of documents, which have 
been found. The results are satisfactory and generally match the user’s expectations. 
Nevertheless, additional tests are required, using other data and methods to measure 
the relevance of results. These are another part of work in progress. Finally, the rank-
ing process is applied, using a set of previously defined geographical objects. 

5   Conclusions 

This work describes an approach to perform geographic information retrieval based 
on integration of three sources of geographic information (iGIR system). The main 
idea is to extract and process the properties and relations of the geographic objects 
which appear in the data sources (the former store descriptions, constraints, topologi-
cal and geographic relations). The approach is based on the algorithm of ontology 
exploration. A method to match the concepts of geographic objects by their relations 
and properties, not only syntactically but also semantically, is developed as well. The 
retrieval is guided by ontology. It is manually designed and based on Wikipedia arti-
cles. Wikipedia is a free online encyclopedia – a trusted and consensual information 
resource also used in other GIR works. Ontology helps to decide where and what 
should be searched for into other two data sources – geographic dictionaries and vec-
tor files, thus, simulating the user’s judgement. INEGI-Mexico dictionaries have been 
used in this work. These contain descriptions, properties, and relations of particular 
geographic objects at certain scale. Vector files are used in form of a proprietary file 
format called herein Topologyfile. These files represent topological relations such as 
adjacent, in, etc. This work is primarily different from others (e.g. query expansion), 
because the geographic information retrieval is made by matching concepts using the 
algorithm of ontology exploration, and their integration with geographic dictionaries 
and vector data. The purpose of integration is to provide adequate search parameters 
and in consequence improve the overall retrieval process.  

The paper exposes some results of processing the geographical queries over het-
erogeneous repositories. The retrieved results are addressed to two types of users: GIS 
specialists and GIS neophytes according to either their requirements or their profiles. 
Nevertheless, additional testing is needed to validate the overall approach as well as 
its components; especially on large document collections (e.g. the test of the ranking 
module requires such large collections, while present test used only 20 documents). 
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