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Preface of the Editors

LDIC 2007 was the first International Conference on Dynamics in Logistics, which
was organized by the Research Cluster for Dynamics in Logistics (LogDynamics)
at the University of Bremen.

The scope of the conference was concerned with the identification, analysis,
and description of the dynamics of logistic processes and networks. The spectrum
reached from the planning and modelling of processes over innovative methods like
autonomous control and knowledge management to the new technologies provided
by radio frequency identification, mobile communication, and networking.

The proceedings of LDIC 2007 consist of the two invited papers and of 42 con-
tributed papers, which are organized into the following twelve subjects:

• general aspects of dynamics in logistics,
• routing in dynamic logistic networks,
• RFID in logistics and manufacturing networks,
• supply chain control policies,
• decentralized decision-making in supply chains,
• the Global RF Lab Alliance: research and application,
• sustainable collaboration,
• knowledge management and service models in logistics,
• container logistics,
• autonomous control in logistics,
• next generation supply chain concepts, and
• logistic process modelling.

We would like to thank the members of the programme committee and the sec-
ondary reviewers for their help in the selection process. We are also grateful to
Karsten Hölscher for his technical support in running the conference system and in
editing the proceedings. Moreover, we would like to express our gratitude to Dieter
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Uckelmann and Hendrik Wildebrand for their support in the local organization.
Finally, we would like to acknowledge the excellent cooperation with the Springer-
Verlag.

Bremen, Hans-Dietrich Haasis
November 2007 Hans-Jörg Kreowski

Bernd Scholz-Reiter
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Challenges in Design of Heterarchical Controls
for Dynamic Logistic Systems

Neil A. Duffie

Department of Mechanical Engineering, University of Wisconsin-Madison,
Madison, WI 53706, USA

Abstract Principles of design, development and evolution of distributed systems
in several disparate domains are reviewed in this paper with the objective of shed-
ding new light on control design in the domain of logistic systems for production,
transportation, etc. The spectrum of available organizational structures is reviewed
and the case is made for choosing heterarchical structures. Then, principles for de-
signing control systems and building and evolving organizations with heterarchical
structures are reviewed. Finally, the design of web services is reviewed, providing
another set of principles that are expected to be useful for designing heterarchical
controls for dynamic logistic systems.

1 Introduction

In 1978, Enslow identified a set of characteristics defining distributed data process-
ing systems that offered benefits such as easy adaptation to new functions, easy
expansion in both capacity and function, incremental replacement and upgrading
of components, and graceful degradation. Key characteristics included a multiplic-
ity of computing resources, physical distribution of the computing resources, and
a high degree of autonomy between the computing resources. The mode of opera-
tion of such systems would be “cooperative autonomy”, not hierarchy or anarchy,
in which all computing resources follow a “master plan.” It has been over 30 years
since the advent of the microprocessor and the advent of Ethernet communication
networks jointly created the opportunity for designing and implementing such dis-
tributed computing systems for applications such as control of production and trans-
portation logistic systems. Yet, in spite of the vast improvements in recent decades
in the technology available, the number of successful implementations of such sys-
tems remains surprisingly small.

The resistance to such implementations has many facets relating to reluctance to
abandon hierarchical system structures. Fairtlough (2005) observed that “Familiar-
ity and naturalness are undeniable and important advantages of hierarchy” as well
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clarity and certainty: In a hierarchy, “You know who makes decisions” and “When
things go wrong you know who is to blame.” Organizational structure, leadership
and responsibility are clear in a hierarchy and are recognized as ways to prevent
chaos. Designers of controls for production and transportation logistic systems have
been heavily influenced in the past by the “command and control” style of military
management, the hierarchical corporate structures of their employers and customers,
and their lack of familiarity with non-hierarchy in organizations.

The distribution of control in organizations and government is a perennial topic
of discussion of philosophers and political scientists, and a number of books have
appeared in the popular literature in recent years on topics such as the rapid evo-
lution of the world economy, its increasingly non-hierarchical structure, the adapt-
ability and resilience of highly distributed organizations, and the importance of trust
both within organizations and in doing business in the world economy. Many factors
have contributed to and enabled this global changeability. Those identified by Fried-
man (2005) included workflow software, outsourcing, insourcing, supply-chaining,
informing and uploading. He noted that there is now a dynamic web-enabled plat-
form for global collaboration and that “Wealth and power will increasingly accrue
to those countries, companies, individuals, universities, and groups who get three
basic things right: the infrastructure to connect with this flat world platform, the
education to get more of their people innovating on, working off of, and tapping
into this platform, and, finally, the governance to get the best out of this platform
and cushion its worst side effects.”

Wiendahl et al. (2007) used the taxonomy illustrated in Fig. 1 to summarize the
need for production networks to respond this global changeability and the shift from
static logistic systems to dynamic logistic systems that adapt to disruptive forces.
They noted, “In the past, product development and order handling were regarded

Fig. 1 Types of production changeability (Wiendahl et al. 2007)
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as primary processes whereas order fulfillment and distribution were seen more as
auxiliary functions. But nowadays, reliable delivery of customized products has the
highest priority in globally distributed markets.” And, “With decreasing market life
of the products, the processes and the equipment also have to produce the next prod-
uct generation or even the generation after. The buildings have to be adaptable to
two and sometime three product generations as well, and even the site must follow
new requirements e.g. regarding logistics.” Similarly, Windt and Hülsmann (2007)
noted, “. . . today’s customers expect a better accomplishment of logistical targets,
especially a higher due date reliability, and shorter delivery times. In order to cope
with these requirements the integration of new technologies and control methods
has become necessary. This is what characterizes the ongoing paradigm shift from
a centralized control of ‘non-intelligent’ items in hierarchical structures towards
a decentralized control of ‘intelligent items’ in heterarchical structures in logistical
processes.” They note that such intelligent items can include raw materials, compo-
nents, products, transit equipment and transportation systems.

Ever improving technologies and approaches for designing and implementing
non-hierarchical systems such as agents (Monostori et al. 2006), emergent behav-
ior (Ueda et al. 2007), bounded rationality (Selten 2001) and tracking and tracing
technologies such as RFID (Schuh et al. 2007) are creating new opportunities for
communication, cooperation and collaboration in control of dynamic logistic sys-
tems. Also, technologies that are creating virtual, mobile and personal systems are
taking all forms of collaboration, enhancing them, and “making the world flatter
every day” (Friedman 2005). These developments should encourage system design-
ers to consider and explore system architectures that are not hierarchical in nature.

There are many challenges in the design and evolution of controls for dynamic
logistic systems: What could/should be the characteristics of designs of future con-
trols for such systems? From what domains can guidance for design of controls
for dynamic logistic systems be drawn? Which fundamental design philosophies
are likely to produce trustworthy and profitable logistic systems that can be readily
evolved over time and reduce the need for “jump off the cliff” system investments?
To address these challenges, principles of design, development and evolution of dis-
tributed systems in several disparate domains will be reviewed in this paper with the
hope of shedding new light on control design in the domain of logistic systems. The
question of what combinations of technologies and methods can be used to imple-
ment such controls is important, but will not be focused on here. First, the spectrum
of available organizational structures will be reviewed. Then the case for choosing
heterarchical structures will be made. Then principles for designing control systems
with heterarchical structures for manufacturing machines and cells will be reviewed,
followed by a review of principles for development and evolution of organizations.
As illustrated in Fig. 2, it is expected that consideration of principles for design and
development in these domains will be beneficial in the design and evolution of con-
trols for dynamic logistic systems such as those for production and transportation;
furthermore, it is expected that the influence of such design domains will change de-
pending upon the level to be controlled within a production, transportation or other
network. Finally, the concept of web services will be reviewed because they provide
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Fig. 2 Design of controls for dynamic logistic systems for applications such as production and
transportation can benefit from principles developed for other domains

another set of principles that may be useful, both directly and comparatively, for
designing heterarchical controls for dynamic logistic systems.

2 Options for Structuring Controls for Logistic Systems

Fairtlough (2005) identified three ways of structuring organizations to “get things
done”: hierarchy, heterarchy and responsible autonomy. He noted, “. . . in real life
organizations we find a blend of the three ways. It is the blend that differs from
organization to organization.” Figure 3 illustrates the spectrum represented by these
three organizational structures, together with anarchy, which can be thought of as
lack of structure. Control is distributed in all of these structures because there are
multiple decision-making entities; however, hierarchies exhibit centralized control,

Fig. 3 Spectrum of organizational structures (adapted from Fairtlough, 2005)
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whereas heterarchies and responsible autonomies exhibit decentralized control. Be-
cause positioning the structure of controls for dynamic logistic systems in the hier-
archy, heterarchy, responsible autonomy spectrum is likely to be a major design
decision, it is useful to review the characteristics of such organizational structures.

2.1 Hierarchy

A hierarchy is an organizational structure in which each entity of the system (except
for a supreme entity) is subordinate to a master entity. In a hierarchy, a master entity
makes decisions on behalf of its subordinates, and subordinate entities collaborate
with their surrounding entities through their master entity (Fairtlough 2005). Control
in a given portion of a hierarchy is centralized in its master entity. An example of
a hierarchy is a patriarchal family system.

2.2 Heterarchy

A heterarchy is an organizational structure in which each entity shares the same
“horizontal” position of power and authority, none being subordinate to another. In
a heterarchy, decision-making is mutual and an entity can act in collaboration with
any of its surrounding entities without guidance or permission from a master entity
(Fairtlough 2005). An example of a heterarchy is a strategic business alliance in
which no one partner dominates the others.

2.3 Responsible Autonomy

A responsible autonomy is an organizational structure in which each entity makes
decisions autonomously; however, each entity is accountable for the outcome of
its decisions. In a responsible autonomy there are “. . . clearly defined boundaries
at which external direction stops” (Fairtlough 2005). An example of a responsible
autonomy is the relationship between businesses and shareholders. The shareholders
periodically examine business performance and make changes in management if
desired.

2.4 Anarchy

In an anarchy there is no organizational structure for making decisions and each
entity has the absolute liberty to act on its own. Modern-day definitions of anarchy
refer to a state of disorder, as well as to a state of harmony and “. . . voluntary co-
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operation and free association of individuals and groups” (www.m-w.com 2007).
The Internet has sometimes been described as an anarchy because of the equality of
access to much of it (obtained using a common public protocol) and because much
of the content is provided without oversight or governance.

3 Design of Heterarchical Control

As noted above, Enslow proposed in 1978 that distributed computing systems be
designed as a “cooperative autonomy,” which would not be a hierarchy or an an-
archy. In 1982, Duffie noted that distribution in machine control could “. . . produce
modular, expandable and adaptable control systems with a high degree of hardware
transparency . . . Cost benefits are likely to be accrued through improved flexibility,
reliability, and performance of these systems . . . The attainment of these benefits
depends on organizing the system into a set of autonomous processes supported on
a group of processors connected by a communication network.” In 1985, Hatvany
noted, “Highly centralized and hierarchically ordered systems tend to be rigid, con-
strained by their very formalism to follow predetermined courses of action. However
carefully ‘optimized’ their conduct may be, it has been shown that this very prop-
erty of inherent resistance to organizational change itself necessarily leads in due
course to catastrophic collapses . . . On the other hand, fragmentation of a system
into small, completely autonomous units, each pursuing its own selfish goals ac-
cording to its own, self made laws, is the absurdity of primitive anarchy.” Instead,
Hatvany proposed that the entities (autonomous units) would be structured as a “co-
operative heterarchy” in which the entities would

• Have equal right of access to resources
• Have equal mutual access and accessibility to each other
• Have independent modes of operation
• Strictly conform to the protocol rules of the overall system.

In explaining his concept for cooperation, Hatvany proposed, “. . . participants of
such a heterarchy receive rights in return for assuming obligations. While there is
no ‘higher level’ controller of the system, nevertheless each member must conform
to certain rules, in order to obtain certain privileges . . . ” Each entity would have
two sets of goals: “. . . one set of goals is concerned with the internal conduct of
the sub-system and remains within the domain of its autonomy . . . another set must
always be dominant in each local set of evaluation criteria. This second set of goals
is directed towards the optimal overall operation of the system, and it is these that
introduce the property of cooperation.” While stressing the importance of autonomy,
none of these authors envisioned structuring data processing, machinery control, or
manufacturing cell control as a responsible autonomy in which there are no require-
ments for dynamic cooperation and collaboration between entities. It is reasonable
to think of this structure as an extreme case of heterarchy in the spectrum shown
in Fig. 3. Nevertheless, the teaching of these authors is clearly that in the spectrum
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of organizational structures, a major emphasis in the design of heterarchical controls
should be on autonomy.

3.1 Principles for Partitioning

To assist in designing heterarchical control systems with high levels of autonomy,
Duffie (1990) proposed the following set of principles for decomposing and parti-
tioning system functional requirements into a set of quasi-independent, communi-
cating, cooperating entities:

• There is a natural decomposition associated with the system.
• The result of decomposition is a set of quasiindependent entities with relatively

weak interactions.
• All communication between entities takes the form of messages transmitted on

a network.
• The physical system configuration should be transparent to the entities in the

system, and entities should not need to know where other entities reside.
• Time-critical responses should be contained within entities and should not be

dependent on time-critical responses from other entities.
• The resilience and viability of individual entities should be a major criteria.

3.2 Principles for Fault Tolerance

Duffie (1990) also proposed the following set of principles for achieving fault toler-
ance in heterarchical control systems.

• Master/slave relationships should not exist between entities.
• Entities should cooperate with other entities whenever possible.
• Entities should not assume that other entities will cooperate with them.
• Entities should delay establishing relationships with other entities for as long as

possible, and should terminate these relationships as soon as possible.
• Information generated by an entity should be retained locally rather than globally,

and communicated upon request to other entities.

Several of the principles listed above raise questions about the level of trust that
a control system should be designed for. The issue of trust will be discussed in more
detail later in this paper.

3.3 Example: Heterarchical Control of Part Production

Duffie designed a number of controls with heterarchical structures for manufac-
turing machine and cell control (Duffie 1982, Duffie et al. 1986, Duffie et al.
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1988). For example, in the system shown in Fig. 4, 12 parts are to be produced
using two milling machines and two EDM machines. Each part has “intelligence”
in the sense that each part is supported by its own independent software applica-
tion, running on a computer somewhere in the system, that enables it to commu-
nicate with machine controllers via a network. In this simple system there are no
due dates and no schedule optimization: when a part enters the system it begins
to compete for machines using the method summarized in Fig. 5. When there is
contention in the systems (several parts competing for the machines), parts contin-
ually execute the request/reservation sequence until they successfully reserve a ma-
chine. This is a heterarchical control structure because there is no master sched-
uler and the part entities autonomously compete for machine resources. Coopera-
tion between parts and machines is enabled by the request/reservation procedure
for resource allocation. There is no need for the parts to cooperate directly, but
their processing is intrinsically coordinated by the procedure. Relationships are
only established when reservations have been confirmed. If, for whatever reason,
machines or parts are not sufficiently trustworthy to always fulfill their relation-
ships, then additional communication and fault recovery steps must be added to the
procedure.

Fig. 4 Part production system with distributed part and machine intelligence



Challenges in Design of Heterarchical Controls for Dynamic Logistic Systems 11

Fig. 5 a) – d) Request/reservation procedure for heterarchical control of part production

3.4 Example: Heterarchical Control of a Multitude
of Propulsion Units

A heterarchical control was studied by Li et al. (1995) for a material handling system
consisting of multiple, small, passive vehicles driven a high speeds through a multi-
tude of approximately 1-meter long linear induction motor (LIM) propulsion units.
The goal was high-speed material handling for applications such as delivery of small
parts and tooling. Such a system would require distributed routing and dispatching,
branching and merging, and associated collision avoidance. Due to the potentially
large number of propulsion units and the short period of time (milliseconds) that
a vehicle moving at high speed in the system would pass through and be controlled
by a given propulsion unit, it would not be practical to coordinate the propulsion
units using a centralized controller. Therefore, the structure shown in Fig. 6 was
chosen in which the propulsion units are linked with a communication network with
a topology identical to the topology with which the propulsion units are connected.
An example of a 20-unit propulsion/com-munication network topology is shown
in Fig. 7.

The identical propulsion and communication network topologies allow messages
to be transmitted downstream and upstream from a propulsion unit in which a ve-
hicle is (briefly) present for the purpose of avoiding collisions with other vehicles
in the network. Messages can be transmitted downstream from the propulsion unit
containing a loaded vehicle to locate the propulsion unit at the destination of that
vehicle and implicitly map the route to the destination propulsion unit. Similarly,
messages can be transmitted upstream from the propulsion unit at a station requir-
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Fig. 6 Identical propulsion unit and communication network topologies enable heterarchical con-
trol of vehicles in a high-speed material handling system

Fig. 7 Example of a material handling system with identical communication and propulsion net-
work topologies

ing service to locate a propulsion unit containing an empty vehicle and implicitly
map the route from that propulsion unit to the station.

For example, suppose that it is desired that a vehicle be located and be sent to
Propulsion Unit A in Fig. 7. As illustrated in Fig. 8, a message requesting a vehicle
is sent upstream from Propulsion Unit A, and each propulsion unit through which
the message passes appends its name and its length to the message to map the route.
The message is replicated at each branch, and a message is discarded if it returns
to a unit already on the list, including Propulsion Unit A. If the message encounters
a propulsion unit containing an available vehicle, an acknowledging message is re-
turned to Propulsion Unit A via the route in the requesting message. Propulsion Unit
A can choose a vehicle from the set of acknowledging messages it receives and again
uses the route to make a reservation with the vehicle. The route then is passed from
propulsion unit to propulsion unit as the vehicle moves toward Propulsion Unit A.
This is a heterarchical control because there is no master controller. The propulsion
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Fig. 8 Dispatching messages are propagated upstream in the propulsion network

unit entities are autonomous, but cooperation is achieved using rapid transmission
of messages between neighbors. Responsibility for vehicle control is passed from
propulsion unit to propulsion unit as the vehicle enters and leaves a propulsion unit.

4 Developing and Evolving Organizations

Suroweiki (2005) observed, “. . . under the right circumstances, groups are remark-
ably intelligent, and are often smarter than the smartest people in them.” For this to
be the case, Suroweiki noted that groups should have the following attributes: de-
centralization (group members should be specialized and draw on local knowledge);
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Fig. 9 Key contributors to developing and evolving a heterarchical organization (adapted from
Brafman and Beckstrom 2006)

diversity of opinion (members should have private information); independence (the
judgments of local members should not significantly influenced by the judgments
of members around them); and aggregation (a mechanism needs to exist for turning
the local judgments of members in the group into collective decisions). As indicated
in Fig. 2, principles for the structuring, development and evolution of organizations
(groups of communicating, cooperating, collaborating humans such as governing
bodies, professional organizations, clubs and activist groups) can serve as important
guides in the design of controls for dynamic logistic systems. Figure 9 identifies
some key contributing elements to developing and evolving a successful heterarch-
ical organization. Brafman and Beckstrom (2006) discussed the importance of cat-
alysts, champions and preexisting networks:

Ideologies

“Ideology is the glue that holds decentralized organizations together . . . ” and organ-
izations that are successful over a long period of time have powerful ideologies.

Catalysts

“. . . a catalyst gets a decentralized organization going and then cedes control to the
members.” A “catalyst” builds connections and networks, building an organization
person by person. “Once there’s an emotional connection, then and only then is it
time to brainstorm and talk strategy.” The following attributes are among those noted
as being important for a catalyst: genuine interest in others, loose connections, meet-
ing people “where they are,” assuming a peer relationship, listening intently, inspir-
ing change without being coercive, and tolerance for ambiguity. Regarding the latter,
Brafman and Beckstrom noted, “One day people are excited, the next they’re am-
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bivalent. One circle excels, another fails. There’s no way to measure results. There’s
no way to keep track of all the members. There’s no way to even know who is doing
what, let alone where and when. To an outsider, the chaos might appear overwhelm-
ing.” However, “. . . ambiguity creates a platform for creativity and innovation.”

Champions

Champions “tend to be more like salesmen than organizers or connectors.” A cham-
pion inspires the group, but is not the decision maker. Champions are more con-
cerned with strategy and tactics than network building; hence, because both sales-
man and organizers are necessary, heterarchical organizations with complementary
catalysts and champions are more likely to be successful.

Preexisting Network

Most highly successful decentralized organizations have been built upon an existing
network. The Internet is a key network upon which decentralized organizations can
be developed and evolved, but face-to-face networks remain important. The health
of a heterarchical organization can be monitored by examining both the organiza-
tion’s network and its individual entities: Are the entities participating? Is the net-
work growing and evolving? Is it becoming more or less decentralized? How active
are the entities? Are they autonomous? What is the nature of their connections with
other entities?

Trust

Friedman (2005) observed, “With a flattened hierarchy, you never know what people
are going to do. You can’t control the outcomes. . . All you can control is whether
people have personal relationships with each other based on trust.” Similarly, Reina
and Reina (2006) noted that transactional trust, a key element in heterarchical con-
trol of dynamic logistic systems, has three main components and can be achieved in
organizations by the following actions:

Trust of disclosure

• Share information
• Tell the truth
• Admit mistakes
• Give and receive constructive feedback
• Maintain confidentiality
• Speak with good purpose
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Trust of capability

• Acknowledge people’s skills and abilities
• Allow people to make decisions
• Involve others and seek their input
• Help people learn skills

Trust of character

• Manage expectations
• Establish boundaries
• Delegate appropriately
• Encourage mutually serving intentions
• Keep agreements
• Be consistent

Trust is important, but is not the only way that cooperation can be achieved. Axel-
rod (1984) noted, “. . . the two key requisites for cooperation to thrive are that the
cooperation be based on reciprocity, and that the shadow of the future is important
enough to make this reciprocity stable.” Axelrod also noted that “. . . there is no need
to assume trust between the players: the use of reciprocity can be enough to make
defections unproductive.” And “Finally, no central authority is needed: cooperation
based on reciprocity can be self-policing.” Even the simple “TIT FOR TAT” strat-
egy for cooperation was shown by Axelrod to be a highly successful strategy for
mutual cooperation because “Its niceness means that it is never the first to defect,
and this property prevents it from getting into unnecessary trouble. Its retaliation
discourages the other side from persisting whenever defection is tried. Its forgive-
ness helps restore mutual cooperation. And it clarity makes its behavioral pattern
easy to recognize; and once recognized, it is easy to perceive that the best way of
dealing with TIT FOR TAT is to cooperate with it.”

Evolution of the Structure of Organizations

Early in their development, many organizations may have heterarchical structures;
however, they may grow more hierarchical over time as they grow in size and
complexity. As noted by Friedman (2005), organizations need to become more
heterarchical (“flatter”) in response to changes in global changes in economics and
societies. Evolution, being at the right point in the spectrum in Fig. 3 at the right
time, is important in the development and survival of organizations. As an example,
Fig. 10 shows the evolution of a hypothetical professional organization with time,
beginning with its formation as a heterarchical organization consisting of many local
groups with mainly local interactions, evolving to a more hierarchical organization
with many national income-generating components and a national headquarters and
staff to manage them, and then evolving to a leaner and more heterarchical organiza-
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Fig. 10 Example: Evolution of a hypothetical professional organization

tion as national income and influence decreases due to social changes; for example,
new generations of professionals join the organization who have new ways of com-
municating.

5 Design of Web Services

Web service concepts provide another set of principles that can be useful in design-
ing heterarchical controls for dynamic logistic systems. Web services are delivered
by distributed service providers and are accessed over a network. These remotely ex-
ecuted services are connected using a service-oriented architecture (OASIS 2006)
to form needed logistic processes. If web services are loosely coupled as summar-
ized in Table 1, then interoperability can be achieved, making logistic processes

Table 1 Coupling in web services (adapted from Kaye 2003)

Tightly coupled Loosely coupled

Interaction Synchronous Asynchronous
Messaging style RPC Document
Message paths Hard coded Routed
Technology mix Homogeneous Heterogeneous
Data types Dependent Independent
Syntactic definition By convention Published schema
Bindings Fixed and early Delayed
Software objective Re-use, efficiency Broad applicability
Consequences Anticipated Unexpected
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Fig. 11 Traditional and web services structures

changeable and making the services available for unanticipated future applications
(by Kaye 2003). As an example, a purchase-order handling process is illustrated
in Fig. 11 for both a tightly-coupled traditional services structure and a loosely-
coupled web services structure. The traditional structure is hierarchical because the
purchase-order processing entity has a master-slave relationship with the service en-
tities. The web services struture is heterarchical because of the autonomy granted to
the service entities as orders are processed.

Document Messaging

Specifications needed for logistic processes include the services required and the
order in which they are to be executed (for example, the four steps in the purchase
order handling process in Fig. 11: checking inventory, followed by obtaining cus-
tomer shipping and billing information, followed by shipping the order, followed by
billing the customer), as well instructions for executing the services (for example,
cancelling the order if inventory is insufficient or rerouting the shipment if the pri-
mary route is not available). Kaye (2003) discusses several methods for handling
such specifications, which can be adapted as follows for logistical processes:

Embed specifications in a centralized logistic control entity in a hierarchical
structure.

• Specifications are in a single place
• Does not distribute intelligence
• Tight coupling
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Embed specification subsets in specialized entities in a heterarchical structure.

• A single change in a logistic process could require a cascade of changes in mul-
tiple entities

• Tight coupling

Embed specifications in documents communicated between specialized entities in
a heterarchical structure.

• Requires local interpretation of document schema
• Ideal for Web Services

With the latter, document messaging method, the document contains the schema
(a description of the document’s structure and content), the services required (in-
cluding the order in which services are needed), rules for executing the services,
initial order data (used in decision-making, scheduling, routing, etc.), and additional
data (results) appended by upstream services.

Specialized Logistic Service Entities

Kaye (2003) listed a set of principles for designing service entities that can be
adapted as follows for dynamic logistic processes:

• Functional components of logistic processes should be distributed between en-
tities according to principles of modularity.

• Entities should only need to handle that portion of the information in a document
that is relevant to the function(s) the entity performs.

• Entities should not need to know details of the function(s) performed by previous
or subsequent entities on the document’s route.

• Entities should not need to know the overall purpose of a document; an entity
should be able to process any document that requires that entity’s function(s).

Trust in Web Services for Logistic Processes

Distribution, loose coupling, document routing and asynchronous messaging can
create a “fear of betrayal” in logistic processes based on web services that does
not exist in the tightly-coupled traditional services structure shown in Fig. 11. In
the web services structure, trust is required that the document will be returned after
a (possibly long) delay, with information (data appended to the document by the ser-
vice providing entities) indicating that services have been provided as called for in
the document. If trust is low, perhaps due to insufficiently detailed specifications or
incapable service providing entities, then tighter coupling can be introduced into the



20 N.A. Duffie

Fig. 12 Tighter coupling in a situation of lower trust

Fig. 13 Improvement of specifications in document, making service trustworthy

Fig. 14 Replacement customer information service entity with a more capable entity

design (for example, the progress reporting functions shown in Fig. 12). However,
this reduces autonomy in the system. There are alternatives that preserve the bene-
fits of loose coupling including inclusion of rules in documents that specify actions
to be taken in exceptional situations (for example, as illustrated in Fig. 13, a rule
for returning the document to the purchase-order processing entity if proper cus-
tomer information cannot be found) or replacing of a service providing entity with
a more capable entity (for example, as illustrated in Fig. 14, a new entity capable of
obtaining missing customer information).

Evolution of Web Services

The replacing a service entity with a more capable service entity is one form of
evolution in web services. Another form of evolution is the augmenting of logistic
processes with additional services. For example, a new customer follow-up service
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Fig. 15 Addition of a new service to a logistic process

Fig. 16 Broad applicability of a web service can lead to is use by many logistic processes

might be added, as shown in Fig. 15, to assess customer satisfaction. Another form
of evolution is the use of a broadly applicable web service by a many logistics pro-
cesses. For example, if the Billing service is designed so that it is broadly applicable,
this may lead to its use by other logistic processes as shown in Fig. 16, increasing
the demand for the service.

6 Conclusions

The concepts of cooperative autonomy and cooperative heterarchy, described some
20–30 years ago for applications as diverse as distributed data processing and manu-
facturing cell control, remain relevant today in the design of controls for dynamic
logistic systems. Some designers remain uncomfortable with the loose coupling im-
plicit in heterarchical designs, preferring instead to take traditional tightly-coupled
approaches that result in hierarchical, master-slave structures. Other designers may
dismiss heterarchical controls because the advantages of a heterarchical often can
be recreated in a hierarchical structure (but often with greater complexity and less
fault tolerance). Rather than assessing functionality, internal inspection of a system
can reveal its structure. Brafman and Beckstrom (2006) note that this can be done by
asking questions such as: Are information and control distributed or concentrated?
Do entities communicate directly rather than through intermediaries? Is there a clear
division of roles? If an entity is removed, is the organization harmed? Are entities
self motivated or are they motivated by the organization?
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As illustrated in Fig. 17, design of heterarchical controls for dynamic logistic sys-
tems can be guided by design principles developed for other domains such as control
of manufacturing machines and cells, development and evolution of organizations,
and design of web services. However, the requirements for control not only will vary
between logistic systems, but also may change with time for a given logistic system.
Hence the positioning of a design in the spectrum of heterarchy between hierarchy
and responsible autonomy in Fig. 18 depends upon the application and its evolution.
Furthermore, as noted by Fairtlough (2005), large complex systems can be struc-
tured as a blend of hierarchy, heterarchy and responsible autonomy. As pointed out
by both Friedman (2005) and Brafman and Beckstrom (2006), a decentralized or-
ganization can evolve and grow quickly and easily, and there is a tendency for such

Fig. 17 Some sources of principles for design of heterarchical controls for logistic systems

Fig. 18 Requirements for control of dynamic logistic systems can evolve over time
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organizations to become more decentralized when under pressure, from changing
political or economic conditions for example. However, profit making may become
more difficult as a logistic system becomes more decentralized, creating challenges
in choosing or evolving to the right structure.

A vision of the future is that systems of autonomous logistic processes, organ-
ized in heterarchical structures within networks for production, transportation, etc.,
rapidly evolve and increase in capability. Their complexity would evolve dynam-
ically rather than be designed, and investments in them would be incremental to
minimize cost and risk. Many such logistic systems and their associated logistic pro-
cesses could emerge, with some disappearing rapidly due to foreseen and unforeseen
forces such as globalization, the Internet and local innovation. Profit making could
be challenging in delivering logistic processes in such networks because, as noted
by Friedman (2005) “The small shall be big” if they can take advantage of Internet-
based collaboration tools “. . . to reach farther, faster, wider, and deeper.” Will the
designers of controls for tomorrow’s logistic systems dare to use heterarchical struc-
tures? Will tomorrow’s users dare to use them? Time will tell, but the technological
developments in recent years in communication networks, embedded processors,
service oriented architectures, etc. have removed many obstacles and created many
opportunities for designing entirely new heterarchical controls for dynamic logistic
systems.
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Abstract In June 2003, Wal-Mart asked its top 100 suppliers to begin using radio
frequency identification (RFID) tags on pallets and cases beginning January 2005.
Since that announcement, the business value of RFID in the consumer packaged
goods supply chain has been periodically questioned. Recently, a Wall Street Journal
article asserted that RFID is not living up to its hype, and in reality is not providing
the promised tangible business value throughout the supply chain. In light of such
claims, this paper examines the business value of RFID in the supply chain and
presents a model of RFID assimilation which proposes that the creation of business
value is dependent upon the depth of assimilation (extent of use). The model is
grounded in industry observations of the difficulty of early adopters to fully realize
the benefits of RFID assimilation. The model conceptualizes RFID assimilation as
occurring in three waves: the first wave of the model is Technology Deployment,
the next wave of Data Understanding, and, lastly, the final wave is Business Value
Creation. In this paper, the first two waves of the model are explored briefly with
the emphasis placed on proven business cases and potential opportunities for RFID
to provide business value in the supply chain.

1 Introduction

Radio frequency identification (RFID) is a form of automatic identification that uses
radio waves to identify products. Because of its many advantages over barcode (the
current standard for automatic identification), many retailers have begun the tran-
sition to RFID. Perhaps the most significant sign of this transformation was Wal-
Mart’s announcement in June 2003 of its intention to have top suppliers begin using
RFID tags on pallets and cases by January 2005. The Department of Defense, Target,
Albertson’s, Best Buy, and others soon followed with their own RFID initiatives.

However, the transition has not been smooth. Many in the industry question the
business value (i.e., ROI) of RFID. In a recent Wall Street Journal article (circa
February 15, 2007) entitled “Wal-Mart’s Radio-Tracked Inventory Hits Static,” the
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reporter paints a rather dismal picture of RFID: grumbling suppliers, high costs,
no return on investment, and reluctant retailers (McWilliams, 2007). In a similar
article in Computerworld (June 15, 2006) the author states, “A few years ago, the
IT industry was abuzz with the wonders of radio frequency ID technology. It was
set to revolutionize everything about business process management. But in the past
year, there have been few advances in RFID that would put it center stage” (Gittlen,
2006). If we are to believe the popular press, it would appear then, that the use of
RFID is losing traction due to a lack of proven business value creation.

Contrary to these negative reports on RFID, we believe there is a business case
for RFID. The use of RFID throughout the supply chain can provide manufacturers,
suppliers and retailers unprecedented visibility. This newfound visibility provides
many real and potential benefits, such as reducing out of stocks, properly execut-
ing promotions, and reducing theft. In this paper, we propose a model of RFID
assimilation which suggests that the creation of business value is dependent upon
the depth of assimilation (extent of use). The model conceptualizes RFID assimila-
tion as occurring in three waves: the first wave of the model is Technology Deploy-
ment, the next wave of Data Understanding, and, lastly, the final wave is Business
Value Creation.

2 Model of RFID Assimilation

The three phases of RFID assimilation include technology deployment, data ana-
lytics, and business value (see Fig. 1). The first phase involves creating an RFID-
enabled environment, which includes the equipment, such as the readers, antennae,
and tags. Deploying RFID technology alone will not produce business value. In-
stead, the technology produces data that, with proper analysis, produces information
and insight that can produce business value. As we learn more about the data that
is needed, the technology deployment can be improved; the more we learn about
the business value that is being produced, the better idea we have about the data
needed. Thus, the feedback loops in the model illustrate the need to update the tech-
nology deployment and data analytics, as necessary. In this paper, we focus on the
last phase – Business Value – but keep in mind that one cannot get to the business
value phase without passing through the two earlier phases (briefly described in the
next sections).

Fig. 1 RFID Model of Assimilation
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2.1 Phase 1: Technology Deployment

Unlike other common automatic identification technologies, such as barcodes, RFID
uses radio waves to communicate. Compared to barcodes, this offers several ad-
vantages, such as: (1) RFID tags are not constrained by a need for line-of-sight;
(2) many RFID tags can be read simultaneously; (3) RFID tags can store informa-
tion regarding the individual item; (4) RFID works well in a dirty environment; and
(5) RFID tags can potentially be written multiple times, making them reusable data
containers (Raza et al., 1999 and Shepard, 2005).

In its simplest form, an RFID system consists of a tag (attached to the product
to be identified), an interrogator (i.e., reader), one or more antennae attached to the
reader, and a computer (to control the reader and capture the data). At present, the
retail supply chain has primarily been interested in using passive RFID tags. Passive
tags receive energy from the electromagnetic field created by the interrogator (e.g.,
a reader) and backscatter information only when requested for it. The passive tag
will remain energized only while it is within the interrogator’s magnetic field. Unlike
passive tags, active tags have a battery on board to energize the tag. Because active
tags have their own power source, they don’t need a reader to energize them; instead
they can initiate the data transmission process. On the positive side, active tags have
a longer read range, better accuracy, more complex re-writable information storage,
and richer processing capabilities (Moradpour and Bhuptani, 2005). On the negative
side, due to the battery, active tags have limited lifetime, are larger in size and are
more expensive than passive tags.

Companies currently have several options when implementing RFID. They can
use static RFID portals which create a set read field at discrete choke points such
as a dock door or sales floor door. Companies may also use mobile devices such
as forklift readers or handheld readers. The choice of technology is dictated by the
type of data one wants to capture.

2.2 Phase 2: Data Analytics

What RFID data does a company need to create business value? The current deploy-
ment of RFID includes only a small portion of the overall supply chain (specifically,
retailer distribution center and store backrooms) using static portals. Trends, how-
ever, suggest infusion across the entire supply chain and a move to more mobile
devices and fewer static portals.

Given the current deployment, it is important to understand what data is available.
A typical retailer distribution center would contain readers at the receiving doors, on
the conveyor, and at the shipping doors (see Fig. 2). Read points in a generic store
include receiving doors, sales floor doors, backroom, and box crushers (see Fig. 3).

An RFID tag contains an Electronic Product Code (EPC) which is a family of
product codes, including such things as the serialized global trade identification
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Fig. 2 Case Movement through a Distribution Center

Fig. 3 Case Movement through a Store

number (SGTIN) and the serialized shipper container code (SSCC), among others.
SGTIN is the standard identifier for cases of products and allows each case to be
uniquely identified with a serial number. In contrast, the typical Universal Product
Code (UPC) only provides information about the product but does not uniquely
identify each case.

An example SGTIN is 0038010.150853.203. The first seven digits represent the
manager number or company prefix. The next six digits represent the item number
or object class. The number following the second period is the serial number. In this
example it is only three digits, but the serial number can be up to 12 digits.
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Table 1 Sample RFID Data

Facility EPC Date/time Reader

DC 123 0038010.150853.203 08-04-07 23:15 inbound
DC 123 0038010.150853.203 08-09-07 7:54 conveyor
DC 123 0038010.150853.203 08-09-07 8:23 outbound
ST 987 0038010.150853.203 08-09-07 20:31 inbound
ST 987 0038010.150853.203 08-10-07 1:12 backroom
ST 987 0038010.150853.203 08-11-07 15:01 sales floor
ST 987 0038010.150853.203 08-11-07 15:47 sales floor
ST 987 0038010.150853.203 08-11-07 15:49 box crusher

When the data is initially received, it will not necessarily be in a user friendly
form. The first step of the data analytics is to filter and cleanse the data. The data
may show many different reads for one case or pallet of product. Once the data has
been filtered and cleansed, it should be integrated with the existing systems of the
organization and then interpreted to decipher what the data means. Once the data
is interpreted and understood, then actions may be taken that lead to the business
value phase. An example of cleansed data with the four key elements of a read –
EPC, facility, date/time of read, and reader location – is shown in Table 1.

2.3 Phase 3: Business Value – Proven

Ultimately, the true test for RFID is whether or not it creates business value. As
described, the technology must be deployed and the data captured as precursors
to creating business value. Although initial deployments are limited (partial supply
chain, not all suppliers, not all products, etc.), benefits are already being found.
Additionally, there are several potential benefits waiting to be tested. The real and
potential benefits of RFID for the major supply chain participants – retail stores,
distribution centers, and manufacturers – are summarized in Table 2 and examined

Table 2 Business Value for RFID: Real and Potential

Retailer Distribution Center Manufacturer

Proven
business
value

• out of stocks
• manual orders
• promotion execution

• receiving
• electronic proof

of delivery

• asset management
• product life cycle

tracking

Potential
benefits

• shrinkage
• inventory accuracy
• product rotation
• recall management

• recall management
• product rotation
• shipping accuracy

• recall management
• shipping accuracy
• reusable containers
• targeted use

of merchandisers
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in the following sections. As the realized benefits have been segment specific, there
is potential for future benefits to cross multiple segments of the supply chain. The
realized benefits are presented by major supply chain participant category while the
potential benefits are discussed more holistically.

Retailer: Out of Stocks

Out of stocks is a major problem for retailers, suppliers, and consumers. Nationally,
the average out of stock rate is about 8% (Corsten and Gruen, 2003), which means
that about 1 out of every 12 items on a consumer’s shopping list is not on the shelf.
The result: lost sales and unhappy customers. Although retailers have tried to im-
prove out of stocks for years, the 8% rate has remained relatively stable (Corsten
and Gruen, 2003). One of the anticipated benefits of RFID was the reduction in out
of stocks. To examine this benefit, in 2005, the University of Arkansas conducted
the largest out of stocks study ever. The study included thousands of products in
24 stores of various Wal-Mart formats over a 6-month period. The initial results,
released late 2005 (see Hardgrave, Waller, and Miller, 2005), were both positive
and extremely encouraging. In the test stores (those that were RFID-enabled), out
of stocks dropped 26% during the study period. A follow-up analysis based on the
velocity of sales (i.e., daily sales per item) indicated that for those items that sold be-
tween 0.1 and 15 units per day, RFID was responsible for a 30% reduction in out of
stocks (Hardgrave, Waller, and Miller, 2006). In some categories, such as those sell-
ing between 7 and 15 units per day, out of stocks were reduced by more than 60%!
Ultimately, this translates into about a 1% sales lift for the retailer and 0.8% sales
lift for the supplier. Is 1% important? Last year, Wal-Mart gross sales were $344.6
billion.

Retailer: Manual Orders

In retail stores, store associates will often create a manual order for a product if it
cannot be found in the backroom (although it may be there). Unnecessary manual
orders affect perpetual inventory accuracy (as the product inventory count is often
set to zero before placing a manual order). Unnecessary orders also send false sig-
nals up the supply chain about the current demand for product, thus creating the
bullwhip effect (Lee, Padmanabhan, and Whang, 1997). The bullwhip effect has ad-
verse effects on both the supplier and the retailer. With RFID, Wal-Mart has reduced
the number of unnecessary manual orders by 10% (Sullivan, 2005).

Retailer: Promotion Execution

RFID has proven to be an effective tool for improving promotions (Collins, 2006;
Murphy, 2005). In February 2006, Procter & Gamble launched a new product and
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promotional campaign for the Gillette Fusion razor. As a part of the promotional
campaign, Procter & Gamble tagged the Fusion promotional displays in addition to
tagging the cases and pallets. They were able to determine if the retailer had placed
the promotional display on the floor in a timely manner to correspond to the pro-
motional launch. Additionally, they could assess whether a store had restocked the
razors on the sales floor. By having this information, Procter & Gamble was able
to either send their own personnel to the retailer or prompt the retailer to restock or
put the promotional display on the sales floor. According to Collins (2006), “. . . im-
proving promotions proved to be an even greater ‘sweet spot’ for the technology
within the company.”

Distribution Center: Receiving

Early evidence suggests that RFID can reduce the amount of time to receive product
at a warehouse (Katz, 2006). Instead of scanning each case of product individually
with a barcode scanner, RFID tagged product can be read automatically at a dock
door portal. Gillette reported a reduction from 20 seconds to 5 seconds in pallet
receiving at their distribution center due to RFID (Katz, 2006). The process of re-
ceiving was not drastically changed (i.e., forklifts unloaded the product as before).
The only change was eliminating the need to manually scan the product. Thus, the
process became more efficient.

Distribution Center: Electronic Proof of Delivery

RFID can reduce the errors in receiving (in addition to increasing the speed of re-
ceiving as previously discussed) via the RFID-enabled process referred to as elec-
tronic proof-of-delivery (or ePod) (Mason et al., 2006). With barcode, mistakes are
made by misidentifying the quantity and type of product. For example, a pallet of
48 cases of shampoo consisting of 24 regular and 24 scented may be received at the
distribution center. The receiving clerk mistakenly identifies the pallet as 48 cases of
scented shampoo. Thus, the inaccurate receiving creates an inventory inaccuracy for
the receiving company and a perceived overage/underage situation for the supplier.

Manufacturer: Asset Management

With RFID, manufacturers have the ability to better manage their movable assets,
such as forklifts, equipment, expensive tools, etc. For example, the University Med-
ical Center in Tucson, Arizona has implemented an RFID asset tracking system for
all 2,300 pieces of mobile medical equipment. The location of each piece of equip-
ment within the 8-story hospital is transmitted wirelessly and can be displayed on
a virtual map (Philips Launches . . . , 2006). Now, equipment can be found anytime
anywhere; thus, avoiding time loss in locating equipment in emergency situations,
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for example. Obviously, similar projects in other industries, such as tracking fork-
lifts in a warehouse, are feasible and potentially valuable.

Manufacturer: Product Life Cycle Tracking

An example of product life cycle tracking is the use by Michelin to keep track of
large industrial tires to know when they need to be retreaded (Murphy, 2005). RFID
can be used to monitor the life cycle of the product, thus improving safety for the
truck drivers and enhancing the relationship with the customer.

2.4 Phase 3: Business Value – Potential

Recall Management

With barcode, retailers have no idea where (i.e., which stores) the recalled product is
located. Thus, they are forced to look at each store and perhaps pull the product from
the shelves at each store. With RFID, cases could be tracked to particular stores.
Similar to retail stores, distribution centers and manufacturers would be able to track
product at the case level with RFID. A recent occurrence was the pinpointing of the
tainted raw material product shipment from China to manufacturing plants which
produced poisonous dog and cat food. As recent as April 19, 2007, the Food and
Drug Administration has expanded the recall of pet foods due to the tainted wheat
gluten and rice protein concentrate imported from China (Pet food recall, 2007).

Product Rotation

RFID data can provide the visibility needed to know whether or not product is being
rotated properly (using the first-in-first-out (FIFO) method, for example). Consider
the wide variety of products that have expiration dates or are perishable. This in-
sight can, thus, help ensure proper rotation in both the retail store and the distribu-
tion center to get the product which expires/perishes the soonest, to the front of the
shelf/display.

Shipping Accuracy

Distribution centers and manufacturers often make mistakes by loading product on
the wrong truck. With RFID, the system could send an alert (visible, audible, etc.) to
the person loading the truck that a mistake was made. This alert could save a com-
pany money from shipping and reshipping the same items as well as enhance inven-
tory control.
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Inventory Accuracy

The key to good forecasting and replenishment models for the retailer is accurate
inventory. Unfortunately, inventory counts (commonly called perpetual inventory)
which are calculated by subtracting point of sale from the amount of product re-
ceived, are inherently wrong. A recent study (Raman, DeHoratius, and Ton, 2001)
found that as much as 65% of all perpetual inventory counts are wrong. Thus, fore-
casting and replenishment models are based on data that is wrong 65% of the time!
RFID could provide much better data to determine accurate inventory counts.

Shrinkage

Shrinkage is any loss of product as it goes through the supply chain whether through
damage, spoilage, loss or theft. Although RFID cannot eliminate all shrinkage, it
can help reduce it with the visibility it provides. For example, a company may know
what 5% of its product is disappearing in the supply chain, but have no idea where
(retail store or distribution center). RFID would provide the insight into where it was
last seen so that a company could determine (for example) that the product made it
to the store but never to the shelf (which may suggest that employees were stealing
the product). Another example could be of a manufacturer of a seasonal product that
shipped 10 cases of the product, but only 9 cases appeared at the store. With bar code
tagging, once the product leaves the manufacturer the location of the product within
the supply chain is unknown. However, with RFID, quick identification and location
of the lost product could provide time and cost savings and ultimately business
value.

Reusable Containers

Many manufacturers ship their products in reusable containers, such as milk crates,
reusable totes, bins, rolling shelves, etc. Unfortunately, these containers have a ten-
dency to disappear. Each container could be tagged with RFID, thus similar to the
shrinkage discussion the manufacturer would know where the container was last
seen.

Targeted Use of Merchandisers

Many suppliers send merchandisers to retail stores to bring product from the back-
room to the sales floor. Currently, merchandisers methodically work from store to
store (perhaps having responsibility for 20 or more stores). Some stores will have
merchandise in the backroom and a need to work it to the shelf, others will not.
Visits to those stores that do not need it represent a waste of time for the merchan-
diser. With RFID, the merchandiser could remotely determine (from their home
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office, for example) if product was in the backroom and if it needed to be placed on
the sales floor shelf.

3 Conclusion

This paper has identified three stages of RFID assimilation: technology deployment,
data analytics, and business value. The primary focus of the paper was to illustrate
proven business value and potential value that companies could glean from using
RFID. We have demonstrated the proven business value of RFID by giving spe-
cific examples for retailers, distribution centers, and manufacturers that have pre-
viously been experienced. Additionally, we identified seven potential benefits for
the retailer, distribution center, manufacturer or some combination of the three that
is possible with RFID. Some business value from RFID used to improve promo-
tion execution, asset management and electronic proof of delivery has already been
achieved by many companies (e.g., Wal-Mart, Gillette, Michelin, and Procter &
Gamble). We assert that the identified and unidentified (due to future technology
improvements not yet available) potential benefits will expand the business value
companies throughout the supply chain receive from RFID.
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Abstract This paper is a state of the art review of trends, theories and practices in
production and logistic networks and the evaluation of supply chains. The paper out-
lines the progression of concepts from supply chains to the definition of production
networks, summarises the trends for virtual companies and outlines recent research
in logistics. The use of competence profiling is reviewed for selecting companies for
a network, on the basis of core competencies. New methodologies for performance
assessment of production networks are also reviewed, together with well established
benchmarks arising from the lean and agile methodologies.

1 Introduction

Companies operate in a very competitive, global marketplace and in an uncertain
business environment. Globalisation, the evolution of technologies, pressure of cost
reduction, and customer expectations are parts of the challenges they have to deal
with. Thus, there is an increasing need for flexibility and reactivity [1] and under
such circumstances, cost competitiveness becomes a market qualifier. Production
and service networks are evolving within those parameters using new technologies.
Many organisations have responded to these pressures by restructuring or outsourc-
ing to concentrate on their core competencies, or are planning to do so. The meas-
urement of performance is essential for ensuring competitive operations, but has
become more complex and multidimensional. Also, companies have to assess their
potential suppliers and partners before building their networks.

This paper outlines the present a state of the art of trends in production and lo-
gistic networks, starting from the supply chains and progressing to production net-
works, including the concept of reverse logistics. The second part of this paper is
dedicated to a presentation of the concept of performance evaluation in the context
of the new possibilities offered by the evolution of technologies and tools for net-
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work and partner assessment. Finally, a brief state of the art of management theories
in networks will help to establish a benchmark for the development of international
competitive production network strategy.

2 From Supply Chain to Production Networks

Nowadays companies cannot exist in isolation. Therefore, a key part of the busi-
ness and manufacturing strategy for a company lies in the correct selection of its
network. The supply chain concept was the first instantiation of a coherent out-
sourcing strategy and this has recently been replaced by supply networks [2]. But
other cooperation concepts can be envisaged, arising from the need for flexibility.
From their survey, Garber et al. [3] identified the network design, flexible supplier
relationships, simplification processes and supply chain connectivity as the four key
factors to reduce cycle time which is a major aspect to achieve production flexibil-
ity. Supply chain flexibility and stability as well as the constraints associated with
achieving them are major criteria for the performance improvement of supply chains
and networks.

2.1 Supply Chain and Supply Chain Management

The scope of the supply chain is hard to define because of the common use of this
designation and it is commonly used to include other areas such as logistics or pur-
chasing [4]. As a consequence, difficulties could appear when different companies
work together [5] and even within a large heterogeneous company in terms of iden-
tifying key staff and developing business competencies. The following definition
for supply chain is proposed: a set of more than three companies from supplier to
customers, which could include factories, warehouses, retailers and end customers
depending on the complexity and the maturity of the chain. The companies in a sup-
ply chain are closely linked by upstream and downstream flows of materials, in-
formation, finances and services [4, 5]. The Supply Chain definition was born as
a consequence of the decision of enterprises to make-or-buy a large range of their
components, including major components, and thus having a direct need to manage
these new flows [6].

To define Supply Chain Management (SCM), one can use the definition of man-
agement by Forrester [7] which is considered as still being highly relevant: “Man-
agement is on the verge of a major breakthrough in understanding how industrial
company success depends on the interactions between the flows of information, ma-
terials, money, manpower, and capital equipment. The way these five flow systems
interlock to amplify one another and to cause change and fluctuation will form the
basis for anticipating the effects of decisions, policies, organizational forms, and
investment choices.” Moreover, the supply chain manager has to strive to achieve
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Fig. 1 SCOR Model of Supply Chain [8]

customer satisfaction. The usual actions describing SCM are “Plan, Source, Make,
Deliver”, but according to the Supply Chain Organisation Reference model (SCOR
model) there are five core processes involved as shown in Fig. 1.

The supply chain is the most widely used concept to define a network involved
with the selection of suppliers and having a distribution strategy. Within a supply
chain, a company is involved in collaboration with other companies, which could
be as long and as stable as the quality of the inter-relations and the evolution of the
companies’ needs.

The supply chain usually evolves to a more complex type of cooperation as a con-
sequence of the evolution of the five flows mentioned above. So after the company
is introduced as a link in a supply chain, the concept of supply networks appears
as the latest evolution of the common network [2]. Harlan et al. [9] define the sup-
ply network as follows: “Supply Networks encompass the mesh and the complexity
of networks involving lateral links, reverses, loops, and two way exchanges, and
include a broad, strategic view of resource acquisition, development, management
and transformation”.

2.2 Integration, Virtual Integration

The integration is another approach to build a network. However, the term “inte-
gration” is commonly used in the literature, and we can identify several types of
integration.

The oldest types of integration are the “horizontal and vertical integration”. Hori-
zontal integration indicates the development of a firm in its marketplace by taking
initiatives to achieve the control of its rivals. Vertical integration is the organization
of successive production processes within a single firm, which is the direct or indir-
ect owner of these activities and keeps the profits from production after compensat-
ing other claimants [10]. Backward integration is used to describe the situation when
the firm owns some or all activities upstream of its core operations. This might be
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the raw materials, the suppliers of parts and components, and perhaps even the trans-
portation equipment used to deliver the raw materials. Vertical integration can thus
encompass the downstream activities (manufacturers, retailers) from a firm’s main
activities (forward integration), but first and foremost includes the upstream supplier
activities of a firm (backward integration). The advantages of vertical integration are
obvious [11]: more coordination, easy share of information, a stable relationship, no
more negotiation, common design, and the ability of the buyer to use the knowledge
and technologies of the supplier. All those aspects can motivate vertical integration.
Moreover, a firm can also avoid negotiating with a competitor in terms of purchas-
ing [12]. However in terms of investment, vertical integration utilises a large part of
the available capital of the company and the buyer has to deal with the resistance
to change and the mistrust from the employees of the companies involved. Authors
also warn about quality and capacity risks [12, 13]. With vertical integration, a firm
may loose the ability to ensure that its suppliers must be competitive. Furthermore,
the capital tied into the vertical integrated company reduces the revenue available for
R&D within the complete network, and especially within the integrated suppliers.

The last integration concept is the virtual integration defined by Wang et al. [14]
as “the substitution of ownership with partnership by integrating a set of suppli-
ers through information technology (IT) for tighter supply chain collaboration”.
A major advantage of virtual companies is that they can be set up quickly, they
need low capital investment and they can also be easily disbanded when the oppor-
tunity has passed. The virtual integration is certainly the most flexibly integrated
network and at the same time the most unstable. In order to builb a virtual enter-
prise it is crucial to establish trust between the partners. Therefore, the contractual
arrangements must include rules for information and knowledge sharing and define
a win-win scope for all partners [15].

2.3 Joint Venture

The Joint Venture is another entity created by two or more companies, sharing risks,
investments and revenues. This kind of integration is usual in energy (Petrol) but
also in innovative sector (Sony Ericsson). A joint venture is frequently appropri-
ate between companies from different countries. It could be used to penetrate the
markets in counties that employ protective strategies in terms of the acquisition of
technologies and knowledge of their companies. It is at the same time a good op-
portunity to discover a new market and understand a new culture with the help of an
experienced partner. The risk in joint ventures is the departure of one of the partners
when the company has reach its goals such as knowledge acquisition or gaining
understandings and confidence in the market [16]. Hence, at the launch of a joint
venture it is important to define appropriate rules and procedures for its governance
and interdependency (a joint venture can be dependent, interdependent or independ-
ent of the partners) and to build the organisation and decide its management. As
a consequence of the complex issues involved, around 50% of today’s joint ventures
result in failure [17].
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2.4 Cluster

The concept of “cluster” was introduced by Porter [18] to indicate a geographical
concentration of interconnected companies and institutions. The institutions could
be research centres, universities or other governmental organisations. Thus, compa-
nies located within a cluster may benefit from innovations, access to employees with
the right skills and from gaining a visibility they could not reach otherwise [19].
Companies can also find competitive suppliers as well as customers especially in
business-to-business interactions. All the companies of a cluster focus on the same
market and are seen as stakeholders in this market [6]. The mix of innovation, com-
petition and cooperation within a cluster can create a real dynamic environment and
improve the motivation of employees.

Cluster can relate to new technologies such as the Silicon Valley and also exist
in more traditional sectors, such as the wine industry. The companies share the
risks of the sector but are also exposed to the quick transmission of competitive
pressures. The choice of a cluster for a company is not a neutral decision because
of the implantation and benefit of potential subventions, which in turn can oblige
the company to remain in the cluster for a certain time. Hence, together with the
partner assessment, a company has to assess its membership of a cluster though
its key aspects: competition, relationship, innovation, supplier, infrastructure, and
market [20].

2.5 Production Networks

The last development in our review of networks is the production network [6]. Pro-
duction networks are created by the cooperation between several companies which
could usually share the same market and target the same customers and suppliers.
Redundancies in capabilities are viewed as opportunities to exchange information
and resources. On one hand companies create a network with suppliers and in the
other hand they reinforce horizontal partnerships. Production networks are charac-
terized by long term and stable network relationships.

2.6 Reverse Logistics

As presented previously, reverse logistics is a current concept in logistics. The def-
inition of reverse logistics by The Council of Logistics Management is as follows:
“the process of planning, implementing, and controlling the efficient, cost effective
flow of raw materials, in-process inventory, finished goods and related information
from the point of consumption to the point of origin for the purpose of recapturing
value or proper disposal.” [21].

Many barriers prevent the so viewed unnatural direction of flows [22]. The main
reasons which lead to return flows are: unsold items (retailers, journal), return of
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Fig. 2 Impact of managed return logistics

empty packaging, return from dissatisfied online buyers, warranty returns, end of
life or expired products but also recycling. However, the most important barrier to
this opposite distribution stream is the lack of information. Thus, the concept of re-
verse logistics seeks to manage, from a strategic point of view, the return flows to
gain competitive advantage. Recycling and reuse of materials could be a source of
profit [23] and the relevant legislation regarding re-use is likely to become more re-
strictive. Moreover, a good return management process may offer a strategic advan-
tage, as it improves customer confidence in the quality of the product and enhances
the customer perception of services related to the product (Fig. 2).

The implementation of a return logistics policy should be done simultaneously
with performance assessment to pilot the process and deal with any lack of data.
The choice of the criteria is particularly critical because it influences the behaviours
of partners and customers alike [24, 25]. Companies can use the experience of no-
for-profit firms [26] to collect and treat the return products. A consideration that
has become very important recently is the life cycle approach [27]. Under lifecycle
considerations, reverse logistics can be considered as a loop [28] that takes place in
a sustainable development context, within a global supply chain.

2.7 Competence Profiling for Company Identification
and Appraisal

In response to the virtual enterprise and cluster paradigms, a Competence Profiling
Methodology has been developed to address the identified requirements of rapid



Review of Trends in Production and Logistic Networks and Supply Chain Evaluation 45

competence identification, search, and matching of the core competencies of poten-
tial company partners [29]. The methodology consists of four main stages [30]:

1. Competence data collection: An on-line questionnaire has been development
to assist in collecting and updating competence related information. Compan-
ies can load their competence information by registering on the ‘Competence
Profiling’ web-site. The questionnaire aims at revealing the key skills and
capabilities of engineering SMEs by focusing on both hard and soft factors,
such as:

• Company key indicators e.g. type of business and key markets
• Awarded standards
• Key manufacturing and management process capabilities
• Core skills
• Business philosophy

2. Normalizing: To ensure comparability among the various companies and cor-
rect use of the on-line tools, training and validation of the provided company
data is provided. The ‘normalising’ stage also allows estimation of the quality
of the identified competences. Since some of the information requires subjective
judgement, the assistance of experts is considered essential within the normal-
isation process. Visits to the company premises by experts are organized and
further-on validation and assistance is provided in capturing and assessing key
competences.

3. Making competence information available for searching: In this stage compe-
tence information is stored in the relevant database which enables users to search
for the appropriate set of business skills and capabilities to undertake a customer
specific project. For this purpose the web-based Competence Search module has
been developed.

4. Partnership formulation: In this final stage, companies with appropriate com-
plementary competences are identified and matched to generate viable dynamic
partnerships in response to a project need.

The methodology has been successfully tested and validated within the auto-
motive and general engineering sectors [31, 32]. A new and improved develop-
ment allows implementation and testing in the product development process of the
aerospace and defence industries [30]. These sectors are technology driven and fo-
cused on demanding and rigorous quality standards.

3 Performance Assessment of Supply Chains and Networks

To move in a positive direction and to assess the “as is” condition of a network,
a method for the evaluation of performance is a key aspect of judging business
competitiveness. Before outlining a pragmatic approach of performance criteria for



46 P. Maropoulos, M. Chauve, C. Da Cunha

performance evaluation, the concept of performance is outlined in the context of
supply chains and networks.

3.1 The Concept of Performance

The concept of performance has undergone the same evolution as the methods of
production and the market dynamics, from a single measure of the costs associated
with production to the assessment of multilevel criteria at a global basis.

One can consider a company as an organization which consumes resources
(means, time and capital) to satisfy the needs of the society (prospective customers
or any other societal group) by creating value (creation of goods meeting the mar-
ket needs) and has costs associated with the consumption of resources to create this
value. A criterion for economic performance can be defined as the ratio of the con-
sumed resources and the value created. However, to increase performance, a com-
pany should not only try to maximize the value created or minimize the cost, but to
address both value and cost so as to create useful value [33, 34].

This simple approach to performance is not sufficient to deal with the complexity
of today’s supply chains and networks. An approach to understanding and measur-
ing performance in global supply networks may be based on the following aspects:
pertinence, effectivity, efficiency and effectiveness [35]. These attributes should be
appreciated in terms of costs and value in the longer term within the lifecycle of
the system. Figure 3 shows a graphic representation of performance as correspond-
ing to the volume of a tetrahedron that is constructed using the above defined at-
tributes.

To consider the dynamic aspects of performance, Berrah [37] proposes three
temporal approaches to performance: the first approach is a function of the ca-
pacity of adaptation of the production equipment to the market, the second is

Fig. 3 Tetrahedron of the
performances of the systems
of production [36]



Review of Trends in Production and Logistic Networks and Supply Chain Evaluation 47

centred on the lifecycle of the product (design, prototyping, maturity, decline, re-
cycling, and destruction) and the third is centred on the concept of sustainable
development.

3.2 An Overall view of Performance Criteria

In literature, we can find a lot of criteria and methodologies that can be used for the
assessment of suppliers. Figure 4 presents a global view of the criteria used not only
to select a supplier but also to evaluate current networks. The criteria are organised
in six areas. The management of the suppliers, the care for the environment, the
potential flexibility and the communication abilities of the network are more recent
areas which complement the traditional production and strategy approach to per-
formance and competitiveness evaluation. Figure 4 is mainly based on a survey by
Kannan and Tan [38] and incorporates views and ideas from other researchers [39,
40, 41, 42, 43, 44, 45].

The growing environmental awareness is a means of preventing litigation risks
and offers additional benefits arising from an environment-aware reputation of the
firm in the market place [46]. There are two last points to keep in mind during the
design of a network. The first is the impact of the network on the customers, as it
relates to a key goal of a company to satisfy customers’ expectations and establish
how customer practices, such as lean methods [47], can influence the network. The
second point relates to the impact of the network on the operation of each one of the
associated companies [48].

Fig. 4 An overall view of criteria to assess suppliers
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3.3 Evaluation

Every aspect of performance identified must be measured using indicators of per-
formance (IP). According to the Association Française de Gestion Industrielle [49],
“an IP is a quantified data which measures the exposed criteria of whole or part
of a process or a system, compared to a standard, a plan or an objective, deter-
mined and accepted within the framework of a strategy of company”. The choice
of the performance indicator and its implementation are as important as the choice
of the criteria. Performance measurement must be done where the activities take
place [50]. Also, the performance evaluation methods must be easily comprehensi-
ble and controllable by the people who will use them [50]. The indicators deployed
could be as complex as the nature of the performance that is measured. Finally,
the “measurement” should be developed into an “evaluation”. This means to com-
pare performance with the objectives and interpret rate of success by someone who
is in charge or/and has knowledge of the process, as shown in Fig. 5. It must be
remembered that all the processes of measurement and evaluation usually modify
the behaviours of the actors so it is important to keep a global view and to have
a good interpretation of results. This is a critical point because the potential for
adding value by performance measurement depends on deploying the correct pro-
cedures for evaluation [51].

Fig. 5 The process of evalu-
ation

3.4 The Major Role of Communication in an Assessment Process

The aspects of performance communication can be thought off as either being up-
stream or downstream. In terms of downstream communication, the measurement
of performance is reported to the manager piloting the evaluation. In fact, an im-
portant aspect of a system of measurement is to achieve effective communication of
criteria and results throughout the enterprise [52]. The measurement of performance
can also be considered as a downstream communication tool with all the stakehold-
ers of the company, especially the employees. The simple act of measurement will
influence their behaviours through motivation and one needs to consider their job
satisfaction. Any assessment has to be done carefully and with some explanation in
order for it to be accepted and avoid human resistance.



Review of Trends in Production and Logistic Networks and Supply Chain Evaluation 49

The two major communication vectors for performance evaluation are the French
“tableau de bord” and the balanced score card. Chiapello and Lebas [53] identify
four targets for the “tableau de bord” method: the piloting manager, the superior
through reporting, other involved managers and the others stakeholders as sharing
data. The balanced scorecard presents a more strategic approach of the business unit
and is covering the following perspectives: financial, customer, internal-business-
process and learning and growth [54]. In all cases, the way a company chooses to
communicate the evaluation of performance represents its broader strategy in terms
of business development and personnel management.

The upstream aspect of communication relates to the collection of data. It is
well known that managers face considerable difficulties in obtaining valid and
accurate data for performance evaluation from parts of the company or from its
suppliers. Similarly, it is reported that lack of information is the biggest bar-
rier in reverse logistics [22]. The quality of data is also important. So the up-
stream communication is essential to break the barrier between decisional and
operational areas or to demonstrate transparency and trust within the partner-
ship.

3.5 Real Time Networks Evaluation Technology:
The Radio Frequency Identification (RFID)

The Radio Frequency Identification (RFID) is a technology which allows automatic
identification through a tag from a small chip to an RFDI reader in a wireless man-
ner. When compared to the old methods such as bar-coding, RFID can be considered
as a technology compatible with the global positioning system (GPS) and ERP and
that can use the internet to realize transparent and real time information flows [55]
and to avoid the bullwhip effect. According to references [56] and [57], Table 1
presents the advantages and limitations of RFID.

Table 1 Advantages and limitations of RFID

Advantages Limits Future

• Real Time data
• Visibility of inventory
• Visibility of VMI
• Labour Cost Reduction
• Faster Pick and Pack
• Information Sharing
• Reduce Stock Out
• Reduce Shrink
• Delivery Reliablility

• Cost (chip, software)
• Risk of hacking
• Reluctance to share Data
• Different technology

• Pressure of manufacturer
and domino effect

• Standardisation (ECP)
• Linked with ERP
• Safety tag
• 0.05$ per tag
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As Wall Mart did with its suppliers, the pressure of large manufacturing compan-
ies can increase the use of RFID within supply chains and networks. The market
expects tag costs at 5cts [58], but currently the cost depends on the localisation.
Electronic Product Code (EPC), the family of coding schemes, can be considered
as the standard tag, even if China wants to develop another one. The use of RFID
may present safety risks and the reluctance of being totally transparent in real time
could be a safety limitation but it is an opportunity to collect real time data to build
a database. It shifts the willingness to share data within a network from a communi-
cation aspect to a real time control aspect. Hence, the decision to implement RFID
needs to be taken at the start of the network design process and must be included in
the collaborative negotiations and the network investment planning.

4 Established Benchmarks for Production Networks

As outlined in the previous sections, the process of performance evaluation requires
the existence of clear and unambiguous objectives. The concepts of “lean”, “agility”
and “leagility” appear to offer such benchmark objectives.

4.1 The Lean Principles in Supply

The concept of lean production is far from new. The principles of lean thinking
were developed by Japanese Industry and codified by Womack and Jones [59]. To
be lean a company has to fight against “muda” that means waste, especially targeting
any human activity which absorbs resources but creates no value for the customer.
The strategy of lean is based on the specification of value which can best be de-
fined by the customer. Among the ten usual tools to implement lean production are;
value stream and process mapping, 5S, Kaisen, Poka Yoke, JIT and Kanban, SMED
and performance measurement and improvement in relation to 6σ projects. Clearly,
the lean philosophy includes the development of the supply chain. The fight against
waste, the reduction of the cycle time, the stock reduction, the value stream mapping
and cost reduction can directly be translated to the logistics area and be applied in
relation to warehouse operation, product transportation and delivery [60]. The enter-
prises that have adopted lean supply chain concepts have improved product quality,
reduced inventories, improved customer service and visibility and enhanced supply
chain flexibility [61]. When the lean technology is combined with new enterprise in-
tegration methods, such as ERP, the results can be globally competitive operations
that satisfy the expectations of shareholders and stakeholders alike. The Aberdeen
Group identified the positive role played by ERP in the deployment of lean supply
chains [61].

When operating within a network, a company should not seek to export operat-
ing constraints such as inventory and costs to its partners but, on the contrary, to
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build a lean network in which all companies can reach the lean objectives. It is re-
ported that it is easier and less risky to achieve lean supply network operation with
current, long term suppliers rather than when having to integrate new suppliers into
the operation of the network [62]. A lean network is based, first and foremost, on
trust and transparency. Customers and suppliers have to share information, such as
costs, that they used to keep secret to use in negotiations [63]. Thus, supply chains
can build new performance evaluation matrices based on the key criteria of “cost-
quality-delivery”.

4.2 The need for Agility

Agility is another concept often cited together with lean. But the emphasis for the
application of agility is rather different to lean. Lean is predominantly beneficial in
mass production as it reduces inventories and achieves doing more with less. On the
other hand, agility is a concept ideally suited to mass customization and to uncer-
tain, volatile markets. Agility has been defined as the capacity of an organisation to
respond rapidly to a turbulent market, guided by the customer [64, 65] and seeking
to add value to customers [66]. As a consequence, an agile supply chain must be
close to the market it serves and needs to be based on a well developed IT system
between all the partners of the network [65]. The assessment of performance in agile
networks is hard to evaluate. Literature [64, 67] gives us some criteria such as, the
use of IT for responsiveness, data accuracy, delivery speed, logistics adaptability
and trust. A key aspect that influences agile behaviour is the inherent complexity
of a network and this should be considered when specifying the production net-
work [68].

4.3 Leagility

Agility is not an evolution of lean and both can coexist within the supply chain
and their combined application is called “leagility”. Towill and Chistopher [69]
showed that lean and agile can play a combined role in the operation of a net-
work but not in the same place and at the same time. Thus companies can adopt
lean and agile in the same place/market but at a different time or at the same time
but in different marketplaces depending on the fluctuation of markets, the nature
of the products and the needs of the customers for customisation or mass pro-
duction. Therefore, it is crucial to choose a supply chain strategy according to
business needs [70] that takes into account the nature of the product and the tar-
get market [71], so as to best address the customer requirements. A well com-
bined mixture of agility and lean production is the best way to provide products
of value to the customer, at a globally competitive cost, within a flexible supply
chain.



52 P. Maropoulos, M. Chauve, C. Da Cunha

5 Conclusions

This paper has reviewed the diverse types of supply and production networks a com-
pany can join or build. Competence profiling has been identified as a methodology
suitable for partner selection for network membership, on the basis of company core
competencies. The assessment of performance and the use of established benchmark
practices in industry that can define clear objectives for performance evaluation were
also reviewed.

The necessity of having a clear strategy regarding the identification of the target
market, the needs of customers and the evolution of products appear to be crucial
factors for the specification of correct performance evaluation objectives. Informa-
tion management through ERP, RFID and rapid information sharing and communi-
cation of performance measurement within the network are vitally important for the
success of performance evaluation.

Both the lean and the agile concepts offer a range of objectives that can be used
as performance benchmarks, thus driving the performance evaluation process within
a production network. The choice of suitable measures is entirely based on the type
of production, the complexity of the product and the characteristics of the market-
place.
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Dynamic Data Mining for Improved Forecasting
in Logistics and Supply Chain Management
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Abstract Supply Chain Management relies heavily on forecasts, e.g. of future de-
mand or future prices. Most applications, however, use static forecasting models
in the sense that past data is used for model construction and evaluation without
being updated adequately when new data becomes available. We propose a dynamic
forecasting methodology and show its effectiveness in a real-world application.

1 Introduction

The efficient management of supply chains is based – among other elements – on
reliable forecasts of e.g. future demand for certain products, e.g. (Aburto, Weber
2007). The respective forecasting models are usually constructed and evaluated
based on past data which is split in training, validation, and test data. Once such
a model has been built, it is applied to forecast future demand usually without
major adaptation. We present a dynamic forecasting methodology based on regres-
sion models where we propose Support Vector Regression for model construction.
Our methodology, however, is independent of the particular regression method, i.e.
other regression methods can be used within the proposed framework.

Section 2 provides the basics of Support Vector Regression. In Sect. 3 we develop
the proposed forecasting methodology. Section 4 presents the results derived by our
methodology as well as using alternative approaches. Section 5 concludes this work
and points at future developments.

2 Support Vector Regression

Here we describe the standard Support Vector Regression (SVR) algorithm, which
uses the ε-insensitive loss function, proposed in (Vapnik 1995). This function al-
lows a tolerance degree to errors not greater than ε . The description is based on the
terminology used in (Smola, Schölkopf 1998).
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Let (x1,y1), . . . ,(xn,yn), where xi ∈ ℜn and yi ∈ ℜ∀ i, be the training data points
available to build a regression model. The SVR algorithm applies a transformation Φ
to the original data1 from the initial Input Space, to a generally higher-dimensional
Feature Space (F). In this new space, we construct a linear model, which corre-
sponds to a non-linear model in the original space:

Φ : Rn → F, w ∈ F f (x) = 〈w; Φ(x)〉+ b

The goal when using the ε-insensitive loss function is to find a function that fits
current training data with a deviation less or equal to ε , and at the same time is
as flat as possible. This means that one seeks to minimize the norm ‖w‖2 (Smola,
Schölkopf 1998). Introducing slack variables ξi,ξ ∗

i which allow error levels greater
than ε , we arrive at the formulation proposed in (Vapnik 1995), which is known
as the primal problem of the SVR algorithm (see (1)). The objective function takes
into account generalization ability and accuracy in the training set, and embodies
the structural risk minimization principle (Vapnik 1998). Parameter C determines
the trade-off between generalization ability and accuracy in the training data, and
parameter ε defines the degree of tolerance to errors.

Min
1
2
‖w‖2 + C

l

∑
i=1

(ξi + ξ ∗
i )

yi −
〈
w,Φ(xi)

〉−b ≤ ε + ξi
〈
w,Φ(xi)

〉
+ b− yi ≤ ε + ξ ∗

i

ξi,ξ ∗
i ≥ 0, i = 1,2, . . . , l

(1)

3 The Proposed Forecasting Methodology

To build forecasting models, one has to deal with different issues such as feature se-
lection, model construction, and model updating. In this section we present a frame-
work to build SVR-based forecasting models, which takes into account all these
tasks. First, a general description of this framework is provided; then, we present
details about SVR model updating. The issues feature selection and model con-
struction have been introduced e.g. in (Guajardo et al. 2006).

3.1 General Framework of the Proposed Methodology

The first step consists of dividing the data into training, validation and test subsets.
Training data will be used to construct the model, validation data is used for model
and feature selection, and test data is a completely independent subset, which is

1 When the identity function is used, i.e. Φ(x) → X, no transformation is carried out and linear
SVR models are obtained.
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Fig. 1 SVR-UP Forecasting Methodology

used to provide an estimation of the error level that the model would have in reality.
As we perform model updating, these subsets will be dynamically redefined over
time.

The proposed methodology can be summarized as follows: first, calculate base
parameters (ε’, C′and kernel parameter K′) that ‘work well’ under some general
conditions. Next, and using these base parameters, perform feature selection using
a wrapper method with forward selection strategy to obtain the best set of predictor
variables X∗. Finally, using predictors X∗, return to the problem of model construc-
tion performing grid search (Chang, Lin 2001) around base parameters to get the
optimal parameters ε∗, C∗, K∗. Thus, at the end, the predictive model is determined
by parameters ε∗, C∗, kernel function K∗ and predictors X∗. The final element in this
framework is model updating. Figure 1 provides a general view of our framework
for SVR-based forecasting.

3.2 Model Updating within the Proposed Methodology

Let {(x1,y1), . . . ,(xl,yl)}, where xi ∈ ℜn and yi ∈ ℜ, be the training data points
available to build a regression model for predicting the values of the time series
defined by yi. We suppose the series to be characterized by seasonal patterns (cycles)
of length c. In logistics this would be relevant if we want to predict seasonal sales
pattern, e.g. higher sales volumes at the end of each month.

The Static Case

The static approach sequentially splits the data into training, validation and test sets.
We represent the static configuration of these 3 subsets by using a matrix as shown
in Fig. 2 where the index tri represents the position of the initial training data point
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Fig. 2 Static Configuration

and the index trf the position of the final training data point. The same definition is
considered for validation (vai, vaf) and test indexes (tei, tef).

Since in the static case data is sequentially divided into the 3 subsets, tri will be
set equal to 1 and tef will be set equal to m. The values of trf and vaf are defined to
obtain the desired proportion of data belonging to each subset.

The Dynamic Case

We designed our model updating strategy to deal with time series with seasonal
patterns. We will refer to a complete seasonal pattern as a cycle; examples are e.g.
monthly data with yearly seasonality, where a cycle is defined by a year.

First, we have to identify the length of the cycles of the series. For this purpose,
graphical inspection, autocorrelation analysis or spectral analysis can be carried out.
Then we define a test set containing at least two cycles. This test set is divided into
subsets, each one containing a single cycle. Let there be k cycles of length c belong-
ing to the test set in the static case, i.e., tef − tei +1 = k · c number of observations
contained in the test set. In the static case, we construct just one model to predict all
the observations contained in the test set, as well as for future observations, main-
taining this model throughout the entire procedure unchanged. The main idea of our
updating approach consists of developing different predictive models for each cy-
cle of the test set, as well as for any future cycle by incorporating the most recent
information for model construction.

Next, we have to define the configuration of the training and validation sets for
predicting the first cycle of the test set. Figure 3 displays such configuration. As
can be seen, training data contains two parts where the first part is a set of past
(or historical) data and the second part contains the most recent information. The
idea of integrating the most recent information into the training set is to obtain
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Fig. 3 Predicting the first cycle (C1)

more accurate estimations by taking into account the most recent patterns in model
construction, while the proportion of data belonging to the training and validation is
kept stable over time.

To predict the second cycle of the test set, we add the first cycle of the test set
(this data is now part of the past) to the training set, and build a different predictive
model having the configuration shown in Fig. 4. By doing so, we ensure again that
most recent information has influence in model construction.

As we want to keep the proportion of data belonging to the training and validation
sets stable over time, we move data from the historical part of the training set to
the validation set. The amount of data to be moved is determined according to the

Fig. 4 Predicting the second cycle (C2)
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original proportion of data in each subset. This same strategy will be applied to build
predictive models for the rest of the cycles of the test set, as well as for any future
observations.

4 Experiments and Results

We applied the proposed methodology to a real-world sales prediction problem,
where a company wants to predict the number of units that will be sold the following
week, for 5 different products. Consequently, we analyzed 5 time series representing
weekly sales data, during the period from January 2001 to September 2004 each.

Besides the application of our methodology using support vector machines
(SVR-UP), we utilized the same framework but now with neural networks (NN-
UP). Also, we developed ARMAX models to have a standard forecasting method as
benchmark.

Table 1 shows the mean absolute error (MAE), by applying the 3 forecasting
methods for predicting one period ahead sales for the five products. Similar results
have been obtained using mean absolute percentage error (MAPE) and root mean
squared error.

Table 1 Mean absolute error in test set (underlined: best result for each row)

Product ARMAX NN-UP SVR-UP

P1 292 350 342
P2 347 368 283
P3 103 89 96
P4 268 288 284
P5 328 280 264
Average 275 275 254

5 Conclusions and Future Works

We presented the methodology SVR-UP for time series forecasting, which combines
feature selection, regression model construction using Support Vector Machines,
and model updating.

We have applied the proposed methodology using SVR as well as neural net-
works as regression models to a sales forecasting problem and showed its superior
performance compared to a standard ARMAX approach. Major advantages of the
proposed methodology are expected when dealing with dynamic phenomena, where
the performance of a forecasting model could be significantly improved by model
updating.

Especially in complex supply chains which face a dynamic environment such an
adaptive forecasting procedure could be extremely important.
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Abstract This study proposes a design approach for self-organization-based sys-
tems by introducing bounded-rational agents. The validity of the proposed model of
bounded rationality is validated in comparison to the proposal of information local-
ization, using a simulation of self-organization-based semiconductor manufactur-
ing, which is a typical complex system. The effectiveness of the proposal is demon-
strated also under changing situations.

1 Introduction

Today’s manufacturing industries face strong trends of diversification of cultures,
individualization of lifestyles, globalization of activities, and growing consideration
of the natural environment. These trends can be summarized as growing com-
plexity and dynamics in manufacturing environments (Wiendahl et al. 1994). It
is difficult to accommodate such complexity and dynamics using existing ideas
with a top-down type of control provided by centralized systems. For that rea-
son, many new ideas based on bottom-up approaches have been proposed for
next-generation manufacturing. The self-organization model is one such approach:
it adopts emergent synthesis methodologies (Ueda et al. 2001) including self-
organization, a biologically inspired idea; moreover, its effectiveness under com-
plex and uncertain situations has already been demonstrated (Ueda et al. 1997, Ueda
et al. 2002).

Instead of flexibility and adaptivity resulting from the agents’ autonomy, a self-
organization-based system has a substantive aspect: local competition might arise
among agents because of their respective decision-making processes, which are
based on local information. Such local competition might degrade the system per-
formance. The existing effective ways to solve this problem are those which pro-

H.-D. Haasis et al., Dynamics in Logistics 65
DOI: 10.1007/978-3-540-76862-3, © Springer 2008



66 T. Kito, K. Ueda

vide divisions of roles or rules to avoid competition, or which give agents in-
formation about the whole system to generate cooperation among agents. How-
ever, each of them requires top-down control in the form of providing rules or
roles, or information related to the whole system. The authors urge that introduc-
ing bounded rationality as a characteristic of agents constitutes a new approach
to solving this problem without top-down control and using only local informa-
tion.

The authors have proposed a model of bounded-rational decision-making (Kito et
al. 2006). The present study verifies the validity of the proposed model of bounded
rationality using a simulation of self-organization-based semiconductor manufactur-
ing, which is a typical complex system. Especially in this paper, the effectiveness of
introducing bounded rationality is demonstrated through comparison to other pro-
posals of information localization (Kuraoka et al. 2006), the details of which will be
described later.

The next section describes the concept of introducing bounded rationality into
multi-agent systems and the proposed model of bounded-rational decision-making.
Section 3 describes the model of self-organization-based semiconductor manufac-
turing, with its complexity and ways to solve problems that occur in the system.
Section 4 shows simulation results and discusses the effectiveness of introducing
bounded rationality.

2 Introducing Bounded-Rational Agents

The authors propose that introducing bounded rationality into constituent agents
of multi-agent systems can solve local competition among agents and improve the
system performance.

Bounded rationality was originally coined as a concept by Simon (Simon 1956)
to indicate that the decision-making behavior of human beings cannot conform to
the ideal of perfect rationality because of limitations of cognitive capabilities. In the
engineering field, the use of the term bounded rationality follows the tradition of
Simon, i.e., it has the same meaning as resource-bounded: limited calculation time
and computational capacity. Artificial agents are designed based on the pursuit of
optimization under time and capacity constraints.

The authors emphasize that bounded rationality has another aspect: human
beings originally have no firm incentives for being rational. We specifically examine
this “incompleteness of incentives” as a key to resolving local competition.

In this paper, the bounded-rational decision-making is modeled as follows:
“When the input of the decision-making function matches the criterion, choose the
alternative that is derived as rational behavior using not all the input information but
a fraction of it.” The input of the decision-making function is perceptual information
of the environment and the agent’s internal state.
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3 Self-Organization-Based Semiconductor
Manufacturing Model

3.1 Complexity of Semiconductor Manufacturing

Computer simulations of self-organization-based semiconductor manufacturing sys-
tem have been carried out. Semiconductor manufacturing systems are representative
examples of complex systems: they include hundreds of machines; even if only
a single kind of product is to be produced, production of semiconductor elements
necessitates a complicated process flow in which the same kinds of machines are
used repeatedly in different production steps.

Figure 1a) shows the floor layout of the semiconductor manufacturing system
used for the simulations described in this study. Products supplied from the dis-

Fig. 1 Floor layout and process flow network in a semiconductor manufacturing system



68 T. Kito, K. Ueda

patching point are carried by AGVs toward appropriate machines and are pro-
cessed. After processing, a product is carried toward a next machine for next pro-
cess. Consequently, the finished products are carried by AGVs toward the collec-
tion point. Figure 1b) shows the process flow network of this system, in which
nodes mean process types (i.e. machine types) and the arcs (arrows) mean input-
output relations. Numbers below process types indicate the input-output num-
ber between processes. The complexity of the process flow is apparent in this
figure.

3.2 Self-Organization-Based Model

A self-organization process is defined as a process that reflects the global behavior
that emerges from local interactions among the system elements (Vaario et al. 1998).
Here, the elements of self-organization-based semiconductor manufacturing are the
processing machines and AGVs as transporters of products. In manufacturing, self-
organization means that production is carried out through local matching between
the capabilities of the machines and the product requirements. No global control is
exercised.

Potential fields are employed (Vaario et al. 1998) to realize local interaction as
local matching between capabilities and requirements. This field is the superposi-
tion of attraction and repulsion fields: each machine generates an attraction force
according to its capabilities to obtain products. An AGV senses the accumulated at-
traction field of machines’ input buffers with capabilities that match the product that
it is transporting (Fig. 2(a)). Finally, the AGV gives the product to an input buffer of
a machine. If an AGV is not transporting a product, it senses the attraction fields of
machines’ output buffers or the dispatching point to pick up a product. Each AGV
also generates a repulsion force and senses those forces generated from other AGVs,
thereby avoiding mutual collision. Typical shapes of attraction and repulsion fields
are shown in Fig 2(b).

Fig. 2 Potential-field based local interaction among machines and AGVs
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Using this model, semiconductor manufacturing processes are self-organized.
The simulation setting, which was determined based on real manufacturing data, is
as follows:

• Machines: There are 12 types of machines. Their total number is about 80.
• AGVs: The number of AGVs is 4.
• Products: A product consists of one lot of wafers, which require about 300 pro-

cess steps. It successively activates the production requirement with the process.
Some products arrive at the floor on a fixed schedule.

3.3 Local Competitions in Self-Organization-Based System

Local competition that occurs among agents in the self-organization-based semicon-
ductor manufacturing system is, for instance, a situation in which multiple AGVs
gather at one machine to receive a product simultaneously, or a situation in which an
AGV machine generating an attraction field has its movement disturbed by another
machine generating the same kind of attraction field.

Such situations occur because potential fields pervade the floor; spatial restriction
is not considered. Local competition might be avoided and the system performance
might therefore improve if movements by which each AGV moves to a neighbor
machine emerge through self-organization processes.

There are mainly two ways to consider and introduce spatial restriction in this
self-organization-based semiconductor manufacturing system:

1. Limiting information generation: machines limit the area in which their gener-
ated potential fields spread.

2. Limiting information usage: AGVs limit the area in which they sense potential
fields.

In fact, (1) has been proposed as “information localization” (Kuraoka et al. 2006).
This study proposes the idea of introducing bounded rationality, which is a way of
realizing (2). In the next subsection, the models of these two ways for introducing
self-organization-based semiconductor manufacturing are described.

3.4 Introducing Spatial Restriction

Limiting information generation: Information Localization

Each machine i generates an attraction field Fi(l); l is the distance from the ma-
chine i. Actually, Fi(l) is defined as Fi(l = exp−l2/λ 2

i , where λ is the influence
parameter. In the simulation, the following four variables are used as λ : 10, 17, 28,
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Fig. 3 Information Localiza-
tion

and 10000 (Fig. 3). The situation in which λ = 10000 is equivalent to that in which
spatial restriction is not considered.

Limiting information usage: Model of Bounded Rationality

AGVs are modeled as decision-making agents. A rational AGV moves in the direc-
tion of the attraction force if it senses an attraction field. It performs no action if it
senses no attraction field. Three types of bounded rationality are implemented:

(Type-0) the AGV consistently limits the distance range of the sensing area of
attraction fields.

(Type-1) It limits the sensing area of attraction fields if the number of times the
AGV carries products is greater than the average number of times the other AGVs
carry them.

(Type-2) It limits the sensing area of attraction fields if the distance the AGV
moved is greater than the average distance the other AGV moved.

4 Simulation Results and Discussion

4.1 Comparison Between Information Localization
and Information-Use Limitation

The results of introducing information localization and introducing (Type-0)
bounded rationality were compared, as shown respectively in Table 1 and Table 2.

Table 1 System performance with information localization

λ = 10 λ = 17 λ = 28 λ = 10000

WIP (Lot) 71.46 68.84 70.96 73.77
TAT (day) 6.44 6.19 6.40 6.65
Mileage (m) 4786.9 4696.8 4730.1 4802.4
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Table 2 System performance with (Type-0) AGVs

d = 30 d = 40 d = 50 d = 60

WIP (Lot) 71.11 68.10 72.00 72.68
TAT (day) 6.50 6.17 6.53 6.60
Mileage (m) 4724.8 4684.3 4698.0 4784.3

Here, WIP means Work In Process. Also, TAT is the short turn-around-time of the
products; Mileage is the carried distance of products.

As Table 1 shows, the system performance of the case in which machines gener-
ate attraction fields to be spread throughout the floor (λ = 10000) is worse than the
case in which machines generate fields locally (λ = 17,28). In addition, λ = 10 is
too small to realize production processes effectively.

The results presented in Table 2 show a similar tendency: the system performance
of the case in which the distance range of the AGVs’ sensing areas are limited as
d = 40 or 50 is higher than in the case in which that range is not so limited or too
limited (d = 30,60).

These results indicate that both ways of considering spatial restriction in the self-
organization-based system are effective for improving the system performance. Fig-
ure 4 shows the result, which represents one reason for improvement of the sys-
tem performance. Figure 4(a) displays the positions of the four machines, which
are dealing with the same process (Process B), and the position of the machine for
Process A, which is the previous process of Process B. Figure 4(b) shows the differ-
ences of the total number of accesses from the machine for process A toward each
of the four machines for Process B, according to λ . As might be readily apparent,
the greater the degree of information localization, the greater the difference of ac-
cess numbers among machines. By considering spatial restriction, the movement by
which products are carried toward nearer machines would emerge; consequently,
the system performance would be improved.

The two methods of (1) information localization and (2) introduction of (Type-0)
bounded rationality are similar in terms of limitation of information for AGVs. On

Fig. 4 (a)–(b) Positions of machines for processes A and B, and the number of accesses from
a machine for process A to four machines for process B
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the other hand, their difference is: (1) information is incomplete and agents are so
rational that they use all information; and (2) information is complete but agents are
bounded rational, such that they use some information. In the real world, although
information providers try to provide complete information, it will not always be
complete for agents because of uncertainty or dynamic changing of the environ-
ment. Introducing bounded rationality is a more realistic way than information lo-
calization, and has more flexibility and feasibility.

4.2 Introduction of Bounded Rationality

Table 3 shows results of the simulation by introducing (Type-1) or (Type-2) AGVs.
In those simulations, each of the four AGVs senses only those fields within a 40 (m)
radius if the input of the decision-making function matches the criterion. As the ta-
ble shows, the system performance improved according to evaluation indexes com-
pared to the results presented in Table 1 and Table 2. Although all the AGVs have
identical simple decision-making functions, they sometimes sense a distant field and
sometimes not. Such various behaviors offer the potentiality to accelerate a kind of
role-sharing, and thereby improve the system performance.

The effectiveness of bounded rationality under changing environments was also
verified. Simulations were executed in which machines break down with a given
probability. Table 4 shows the results of the case of λ = 10000, λ = 17, and the case
with Type-1 or Type-2 agents. As Table 4 shows, the overall system performance
worsened. Compared to the case of λ = 10000, the case of λ = 17 maintains the
performance. This result indicates that information limitation would be effective
under changing situations. Moreover, in the case of introducing (Type-1) or (Type-2)
bounded-rational agents, the system performance can be retained at a higher level
than in the case of λ = 17. These results imply that, because bounded-rational agents
choose their actions according to situations of the environment and their internal

Table 3 System performance with (Type-1) or (Type-2) AGVs

Type-1 Type-2

WIP (Lot) 67.66 67.81
TAT (day) 6.00 6.11
Mileage (m) 4498.5 4492.3

Table 4 System performance under changing environments

λ = 10000 λ = 17 Type-1 Type-2

WIP (Lot) 98.41 78.75 77.53 77.44
TAT (day) 8.87 7.11 7.00 6.96
Mileage (m) 4927.2 4789.2 4600.1 4587.4
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states, they can be more flexible or adaptive to changing environments than when
considering information localization.

5 Conclusion

This study proposes a design approach for self-organization-based systems by intro-
ducing bounded-rational agents. This proposal is effective to solve the problem of
local competition that occurs among agents. Bounded rationality was modeled from
the standpoint of not using all information that the agent can perceive when the input
of the decision-making function matches the criterion.

In self-organization-based semiconductor manufacturing simulations, the pro-
posed model of bounded rationality and another proposed model of information
localization were implemented. The simulation results show that both modes of in-
formation localization and introduction of bounded rationality can be effective to
improve the system performance. Moreover, these results imply that bounded ratio-
nality might be the key to endowing the system with added flexibility and adaptivity
to solve local competition under changing situations.

To deal with multi-agent systems in the real world, such as complex manufac-
turing systems, with environments and structures which are complex and uncertain,
the proposed idea is that introducing bounded-rational agents can be an effective ap-
proach to derive adaptive solutions under incompletely understood conditions while
simultaneously obviating the need for top-down control or provision of global in-
formation and rules.
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Abstract Concurrent operation of multiple automated guided vehicles (AGVs) in
a limited space such as a container terminal results in a high probability of occur-
rences of collisions, deadlocks, and livelocks; all these occurrences decrease the
productivity of the AGVs. Therefore, it is important to assign a route to each AGV
in a manner that prevents these occurrences. Moreover, the accelerated motion of
an AGV makes routing more difficult. In this paper, we propose a method of avoid-
ing collisions, deadlocks, and livelocks using an occupancy area reservation (OAR)
table. We also propose a method to estimate the travel time of an AGV with ac-
celerated motion in order to select the most efficient AGV route. The experimental
results indicate that our proposed method is effective in increasing the productivity
of AGVs when they are operated in a limited space such as a container terminal.

1 Introduction

In recent years, an increasing number of container terminals have adopted auto-
mated systems, and the interest in automated guided vehicle (AGV) systems is also
growing. Therefore, several researchers are investigating efficient routing and dis-
patching for AGVs.

AGVs, being unmanned vehicles, require a routing process that is capable of
generating travel routes from their current position to their destination. In particular,
the routing process should be capable of determining the travel route with the lowest
cost in order to improve efficiency. It is also important to control the motion of
multiple AGVs in order to avoid collisions, deadlocks, and livelocks, which paralyze
traffic flow and cause damage to vehicles and containers. Thus, traffic control and
lowest-cost routing have been the major concerns in AGV systems.

Many previous researches are based on the zone control scheme (Evers et al.,
1996; Kim et al., 1991; Rajeeva et al., 2003; Reveliotis, 2000; Yeh et al., 1998).
The zone control scheme generates a graph by dividing all possible guide paths into
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zones and linking them to each other. In this scheme, it is easy to manage traffic
control and to apply the shortest path algorithm of graph theory to routing process.
However, it has a limitation with regard to the degrees of freedom to set a travel path
because it is based on a fixed layout. Furthermore, it cannot take into account the
accelerated motion of an AGV because it assumes path costs as constants.

Another research is based on the grid control scheme that generates flexible paths
and increases space utilization to enhance the efficiency of AGVs (Kim et al., 2004).
The grid method divides space into rectangular grids smaller than an AGV and
represents the travel path as a sequence of occupied grids.

The grid method can set up flexible routes; thus, it is compatible with free-
roaming AGVs. When an AGV turns, unlike the zone control scheme, the sequence
of occupied grids cannot follow the direction of the motion of an AGV. So more
sophisticated control algorithm is required for collisions and conflicts.

We solved the problem of discordance between the sequence of areas and the
motion of an AGV when it turns by using more flexible grids divided by the line of
flow of an AGV. The proposed method avoids collisions, deadlocks, and livelocks
by using an occupancy area reservation (OAR) table to control the travel time of an
AGV. Further, we proposed a method to estimate the travel time of AGVs by taking
into consideration accelerated motions and the interference due to other AGVs for
generating low-cost paths to be used in real-time applications easily.

The rest of the paper is organized as follows. Section 2 explains our traffic con-
trol method for preventing collisions, deadlocks and livelocks. Section 3 describes
our method for estimating the travel time of an AGV considering interferences.
Section 4 provides our experimental setting and results. Finally, Sect. 5 presents our
concluding remarks and discusses future direction of our work.

2 AGV Traffic Control

AGV traffic control is broadly divided into two major parts—creating a route and
generating a travel schedule in order to prevent problems such as collisions, dead-
locks, and livelocks.

2.1 Route Creation

An AGV route can be a curved line from the starting point to the end point. It could
also be defined as a sequence of areas divided by the route at regular intervals. In
this study, we refer to these areas as occupation areas (OAs). In order to prevent
collisions, an AGV has to reserve OAs in advance to move forward. If it is unable
to reserve the required OA, it waits at its current position until the reservation is
allowed. Realizing AGV traffic control by using larger OAs is simpler, however, it
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Fig. 1 Overlapping OAs
belonging to different routes

reduce space utilization by occupying area unnecessarily. To improve the efficiency
of space utilization, the OAs are divided by the line of flow of an AGV. As shown
in Fig. 1, the OAs are assigned independently to each AGV route. Hence, to avoid
collisions, it is necessary for an AGV to verify the reservations of all OAs on other
routes that overlap with the OA which the AGV is to reserve. For example, if we
assume that an AGV traveling on route R2, as shown in Fig. 1, is going to reserve
the OA labeled a, then it is required to check if b and c of R1 are reserved by any
other AGV before reserving a.

2.2 AGV Travel Scheduling

This study introduces an OAR-table-based method for preventing deadlocks and
livelocks among AGVs. The OAR table records when an AGV reserves and passes
through each OAs, and is created just before the time of departure of an AGV by
reference on the OAR tables of other AGVs. A traveling AGV is allowed to reserve
OAs for only as long as specified by the OAR table’s storing reservation time.

Figure 2 shows a deadlock/livelock-free routing algorithm. For convenience, we
assume that an AGV moves forward as far as the unit length of an OA and the length
of the AGV is twice that of the OA. OAR(i) is the duration for which an AGV occu-
pies OAi; OARe(i), the moment at which a vehicle completes its occupation of OAi;
UARs(i), the moment at which a vehicle is prohibited to occupy OAi; UARe(i), the
moment at which a vehicle is allowed to occupy OAi again; and canReservei(s,e),
the function that verifies whether the duration for which the occupation of OAi is
disallowed overlaps with (s, e).

There are three preconditions for an AGV deadlock to occur. Essentially, multiple
AGVs are not allowed to reserve the same OA simultaneously. Occupying several
OAs, an AGV tries to reserve another OA. Lastly, an AGV cannot reserve an OA
that has been reserved earlier by another AGV.

Our proposed method allocates the reservable time of each OA when it makes an
OAR table of an AGV k. In this process, if the reservable time of a certain OA for ki

overlaps with that for other AGVs which depart earlier, k postpones the reservable
time of the OA. Thus, we can conclude that no deadlocks occur when the routes are
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Fig. 2 Deadlock-free routing algorithm

generated based on the rules suggested in the above-stated method. Furthermore,
in the worst-case scenario, an AGV waits just until another AGV that was assigned
routes earlier passes through the intersection of routes. That is, the proposed method
prevents livelocks.

3 Travel Time Estimation Algorithm

With regard to generating AGV routes, a route with the shortest travel time im-
proves the efficiency of AGVs significantly. Due to the accelerated motion of an
AGV, its travel time may vary even though it travels the same distance. A traveling
AGV is always subject to interference from other AGVs, thereby resulting wait-
ing time in order to prevent collisions and deadlocks. To calculate the travel time
of an AGV with precision, we need to consider the two closely connected factors
carefully.

3.1 Travel Time Estimation in Accelerated Motion

In this study, we assume that an AGV travels with uniform acceleration. We define
the initial velocity to be v0; final velocity, v; acceleration,a; driving distance, d; and
the distance required for an AGV to accelerate from v0 to v, da = (v2 − v2

0)/2a.
Then, the travel time can be simply calculated as follows:
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Thus, the travel time of an AGV can be estimated using Eq. (1) and Eq. (2) when
the distance between the starting, end, and turning points and the rotatory distance
of an AGV are known.

3.2 Travel Time Estimation Considering Interference

According to Sect. 2.2, an AGV is programmed to wait at the OA before collision
and deadlock spots until other AGVs pass through in order to prevent collisions and
deadlocks. Due to this, each traveling AGV is interfered by other AGVs, thereby
resulting in delays. It is required to consider delays due to interference from other
vehicles in order to estimate travel time of an AGV more precisely. This paper sug-
gests the following method.

For an AGV k, Pk is an array of intersecting points where the routes of k and
those of other AGVs intersect each other. These points are sorted by their distance
from the starting point, i.e., the point nearest to the starting point of k is listed first in
the array. Further, T(i, j) is the travel time of k between points i and j. Ts(i) is the
moment at which an AGV approaches i, and Te(i) is the moment at which an AGV
passes through i. Figure 3 shows the algorithm designed to estimate AGV travel
time.

An OAR table records the time that an AGV actually reserves OAs and passes
through them. This table makes it easier to find Ts(i) and Te(i) by searching for an
OA that includes the intersection point i marked in the table.

Fig. 3 AGV travel time estimation algorithm
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4 Experimental Results

4.1 Experimental Setting

In order to demonstrate the efficiency of the proposed algorithm, a simulation ex-
periment is set up with the following configuration. The target container terminal
consists of one berth, three quay cranes (QCs), and seven blocks with seven auto-
mated transfer cranes (ATCs). The QCs and ATCs are assumed to be able to deal
with up to fifty containers per hour at maximum. Table 1 shows the specification of
AGVs used in this experiment.

Table 1 AGV specification

Forward speed Cornering speed Acceleration Deceleration

4 m/s 2 m/s 0.64 m/s2 1.55 m/s2

4.2 Results

This study measures the error between the actual travel time and the estimated one to
verify the accuracy of the algorithm stated in Sect. 3. Since the interference among
AGVs influences travel time estimation, the error estimation experiment considers
two approaches: (1) taking into consideration all the attributes of an AGV model,
such as acceleration and deceleration, except interference variables and (2) taking
into consideration all variables. This could elucidate how interference affects travel
time with greater clarity. Table 2 lists the travel time estimation accuracies for both
these approaches. The experiments on the driving routes has been conducted 20,000
times. Considering interference, the travel time estimation error decreased by 1.9%.

Table 2 Travel time estimation accuracy

Absolute error Percent error Mean squared error

All variables
84.6 s 11.5 % 126.7

considered
All variables considered,

99.0 s 13.4 % 152.4
except interference

Another simulation experiment is performed to determine the reduction in travel
time when the travel time estimation algorithm is applied to AGV routing. The num-
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ber of AGVs varies from 6 to 24 by three. In each experiment, an AGV carries out
the discharging process for 24 hours and repeats the same process 5 times. We aver-
aged the results.

We use three routing algorithms—shortest estimated travel time (SETT), shortest
travel distance (STD), and random path selection (Random). The SETT method uses
the travel path selected by the proposed method. The STD method selects the path
with the shortest travel distance. The Random method selects one of available paths
at random. We compare the results of each simulation.

Figure 4 shows the travel time and distance of an AGV traveling from a block
to a quay. The travel time and distance are the averaged time and distance for an
AGV traveling from a block to a QC. In the case of the travel time tests, the SETT
method yields the shortest time. The difference between the results obtained from
the SETT and STD methods is minimum when the number of AGVs is six. This dif-
ference increases as the number of AGVs increases, and becomes maximum with 15
AGVs (6.6%). This difference, however, decreases slightly beyond that point. This
is because the interference increases as the number of AGVs increases. As the inter-
ference increases, the SETT method outperforms the other method. It is no wonder
because our method is the only method that considers AGV interference. Mean-
while, when more than 18 AGVs are employed, the number of vehicles traveling in
an apron increase; this could decrease the availability of selectable routes thereby
decreasing the effectiveness of interference control. On the other hand, In the case
of the travel distance tests, the results of the SETT and STD methods show little
difference. Comparing these two methods with the Random method the difference
in the obtained distances increases significantly. The difference is maximum when
six AGVs are used. On increasing the number of AGVs beyond six, this difference
decreases gradually.

For AGVs traveling from a quay to a block, the maximum number of AGVs
allowed for simultaneous departure is three; this is due to the job cycle time of
a QC. That is, the travel from the quay to the block generates less interferences
and bottle necks compared with the opposite direction. Therefore, the experimental
results show little difference between the SETT and the STD methods.

Fig. 4 Average travel distances and times of AGVs traveling from a block to a QC
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5 Conclusions

In this study, we suggest approaches to improve the efficiency of AGV systems, an
AGV routing process to prevent deadlocks, and methods for travel time estimation
considering acceleration, deceleration, and the interferences due to other AGVs. The
results from the simulation experiments show that the average travel time decreases
gradually when the estimation is performed with considering interference.

As future research, it would be necessary to apply the proposed travel time esti-
mation method to estimate the entire duration of container transportation tasks for
the optimization of AGV job scheduling.

Container terminal facilities face certain uncertainties—errors or unexpected
malfunctions of sensors and other equipments. Therefore, the suggested approaches
also need further research to cater to the need of trends by formulating an improved
system to predict unexpected accidents, modify existing travel schedules, or estab-
lish new ones in order to adjust to an uncertain environment.
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Abstract This paper gives an integrated view on two important issues in freight
transportation. One is the pickup and delivery problem, the other is the resource al-
location problem. In the pickup and delivery problem, re-usable resources are trans-
ported by trucks between locations. Additionally, these charge carriers have to be
balanced in the transportation network on a rolling planning horizon. We introduce
a mathematical formulation of this problem integrating routing and allocation. In
a dynamic environment, integration strategies come along with advantages and dis-
advantages. We discuss these strategies and issues of their application.

1 Introduction

Hub-to-hub transportation problems, become increasingly important in order to ex-
ploit advantages by consolidating freight (Grünert and Sebastian, 2000). Crainic
(Crainic, 2003) focuses on evolutions and consequences in the transportation sector.
Special attention receives modeling of transportation systems, network design as
well as resource allocation issues (Golden and Assad, 1988), (Crainic and Laporte,
1997), (Crainic and Laporte, 1998), (Crainic et al., 2007).

On a tactical level, the allocation and repositioning of resources is an important
research area. This contribution combines this problem with an operational issue,
the routing problem. An integrated view promises better results because of synergy
effects.

Because of the multi-period situation, the problem becomes dynamic. Under
these circumstances, a trade off between the more long term allocation and the more
short term vehicle routing has to be found (Psaraftis, 1988). The integrated view on
the swap trailer problem can suggest some approaches to deal with the operational
and tactical horizon.

The paper is organized as follows. Section 2 describes the special properties of
the problem. In Sect. 3 we formulate the mathematical model of the swap trailer
problem by integrating a pickup and delivery model and a set partitioning model.
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Afterward, in Sect. 4 some properties occurring in a dynamic case are discussed and
approaches to deal with such situations are presented. A conclusion in Sect. 5 closes
the contribution and gives an outlook on our further research.

2 Problem Description

Today, large parcel service providers operate in hub-and-spoke networks (Grünert
and Sebastian, 2000), (Huth and Mattfeld, 2007a). Customers are located in particu-
lar service regions and are assigned to hubs. We consider the daily hub to hub trans-
ports occurring between all hubs. Transports are performed by swap trailers, i.e. ve-
hicle independent units comparable with containers, which have a standardized size
and can be easily deposited. One transportation request is represented by one swap
trailer. A trailer truck can transport at most two swap trailers, a sufficient number of
swap trailers is available. Between every pair of hubs, one or more swap trailers are
shipped by one or more trucks. Transports are performed by 3rd party carriers paid
on the basis of distances only.

One task is the construction of routes, connecting hubs. Another task is to pro-
vide swap trailers in a sufficient number at the hubs over time. Swap trailers have
to be allocated according to the demand of the forthcoming periods, determined by
the forecasted requests. To satisfy the demand at a hub, the currently available swap
trailers minus outgoing requests plus incoming requests are considered. Addition-
ally, deadheads may be required to meet the demand. The origin hub of deadheads
is subject of selection by the parcel service provider.

Next to deadheads, we consider that empty swap trailers can be transported as
a by-product of routing (if there is capacity available). In contrast to transportation
requests, we refer to these as allocation requests. This way, costly deadheads may be
saved by integrating allocation requests in the preceding routing phase. Therefore,
the selection of supply hubs is a degree of freedom for the planner. Hence, entrain-
ment of empty swap trailers, detours for loaded swap trailers and still deadheads can
occur.

These phases in the course of time are shown in Fig. 1. A regular shippers day
begins with the loading of swap trailers in the evening. By night the transportation
requests have to be routed by carriers and can be unloaded at the delivery hubs in
the morning. If there is a lack of empty swap trailers in the next period (the demand
exceeds the available amount), deadheads during the day may be necessary.

Fig. 1 The swap trailer problem in the course of time
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3 Mathematical Model

We model the hubs as nodes and distances between hubs as weighted arcs. A request
denotes a swap trailer and a sequence of nodes, traveled by a truck, determines
a route. The assignment of requests to trucks leads to a solution of the problem.
The goal is to fulfill all requests in a distance minimal sequence of nodes. This
is can be formulated as multi-depot pickup and delivery problem according to
(Savelsbergh and Sol, 1995).

The demand of swap trailers is known for the next period. For the allocation
decision the supply node for a demand of a empty swap trailer in the next period
has to be chosen. This can be formulated as a set partitioning problem. A decision
variable describes the selection of supply nodes. The decision, how to treat them
(deadhead, detour or entrainment), is now up to the routing problem. For literature
about the allocation sub-problem see (Crainic et al., 1993), (Holmberg et al., 1998).

This section provides the mathematical formulation of the model. We introduce
the adapted pickup and delivery model of Savelsbergh and Sol (Savelsbergh and
Sol, 1995) to formulate the routing problem and integrate the allocation problem.
A current survey on pickup and delivery models can be found in (Parragh et al.,
2006a), (Parragh et al., 2006b).

The swap trailer problem is defined on a graph G containing nodes N and arcs E.
All hubs are located in N. The requests a ∈ TA consist of a pickup location R+ and
a delivery location R−. R = R+∪R− and R ⊆ N. Allocation requests (possible allo-
cations to match the future demand) form the set TAempty and transportation requests
form the set TAload. TA = TAempty ∪TAload. The trucks k ∈ K have an origin depot
D+ and a destination depot D−. D = D+∪D− and D ⊆ N.

Pickup and delivery nodes: The set of pickup/delivery locations are determined
by the pickup/delivery nodes of all requests.

R+ :=
⋃

a∈TA

R+
a R− :=

⋃

a∈TA

R−
a

Load: The required capacity for a swap trailer counts one. The capacity of a truck
trailer decreases at a pickup location and increases at a delivery location.

qa = ∑
i∈R+

a

qi = − ∑
i∈R−

a

qi = 1 ∀a ∈ TA

Depots: In order to express that each node starts and ends in arbitrary nodes,
each node is associated with a depot. The start depots of trucks are located in the
origin nodes k+ and the end depots are located in the destination nodes k−.

D+ := {k+ | k ∈ K} D− := {k− | k ∈ K}

Decision variables: Sequence decision variable x k
ij holds if truck k travels from

node i to node j. Selection decision variable ya holds if request a is accepted for
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routing and vector y finally forms the request set to be routed. Assignment decision
variable zk

a holds if request a is assigned to truck k.

x k
ij ∈ {0,1} ∀ i, j ∈ R∪D,k ∈ K

ya ∈ {0,1} ∀a ∈ TA

zk
a ∈ {0,1} ∀a ∈ TA,k ∈ K

Objective function: Minimization of the total traveled distance of all trucks be-
tween request and depot nodes with the distance coefficient cij.

(MODEL−GPDP) ∑
i∈R∪D

∑
j∈R∪D

∑
k∈K

x k
ijcij → min! (1)

subject to:

Truck constraints: A request a is assigned to exactly one truck k (2). Origin and
destination node of truck k are the depots (3 and 4). Furthermore, (5) binds the two
decision variables and ensures, that a truck k leaves or enters a node l if an request
exists (zk

a holds) and this request is choosen for routing (ya holds). We describe the
selection task later in the model.

∑
k∈K

zk
a = 1 a ∈ TA (2)

∑
j∈R+∪D−

x k
k+j = 1 ∀k ∈ K (3)

∑
i∈R−∪D+

x k
ik− = 1 ∀k ∈ K (4)

∑
i∈R∪D

x k
li = ∑

i∈R∪D
x k

il = zk
a ∗ ya ∀ l ∈ R+

a ∪R−
a ; a ∈ TA ; k ∈ K (5)

Time constraints: The auxiliary variable for time balance di describes the point
of time, node i is visited. The departure time at the pickup node p is less or equal to
the arrival time at the corresponding delivery node q (6). Time at pickup node i plus
travel time tij between i and j is the arrival time at node j (7) if this arc is traveled.
One may linearize this term by multiplying both sides with the decision variable x k

ij.
The next constraints set up start time to zero and prevent negative times at every
node (8 and 9).

dp ≤ dq ∀p ∈ R+
a ,q ∈ R−

a ,a ∈ TA (6)

x k
ij = 1 ⇒ di + tij ≤ dj ∀ i, j ∈ R∪D,k ∈ K (7)

dk+ = 0 ∀k+ ∈ D+ (8)

di ≥ 0 ∀ i ∈ R∪D (9)
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Capacity constraints: The auxiliary variable for load balance equation li states
the used capacity at node i. Equality (10) ensures, that the load at node i plus the
request at node i is equal to the load at node j if the arc between these nodes is
traveled. All loads must be less or equal the truck capacity and negative loads are
not permitted.

x k
ij = 1 ⇒ li + qi = lj ∀ i, j ∈ R∪D,k ∈ K (10)

0 ≤ li ≤ 2 ∀ i ∈ R∪D (11)

Set partitioning constraint: eab is the set partitioning matrix with all necessary
tasks b ∈ T. These set of tasks fulfill the transportation requests (TAload) and satisfy
the demand of empty swap trailers (TAempty). The allocation requests can be fulfilled
from several supply nodes but to fulfill a demand of one swap trailer is just one task.
Consequently, only one supply node has to be chosen. Because of the bijective rela-
tionship between a and b in a transportation request, there is only one possibility to
choose ya. In contrast, the set partitioning constraints (12) prohibit selecting more
allocation requests than needed. The constraint ensures, that each task b ∈ T is ful-
filled exactly once.

∑
a∈TA

eabya = 1 ∀b ∈ T (12)

Binary variables:

xk
ij ∈ {0,1} ∀ i, j ∈ R∪D,k ∈ K (13)

ya ∈ {0,1} ∀a ∈ TA (14)

zk
a ∈ {0,1} ∀a ∈ TA,k ∈ K (15)

Multi request property: Firstly, there is more than one request per node. We
have to adapt the data structure to incorporate this property. The most basic way is
the insertion of virtual nodes. These nodes will be located at the same coordinates
and must be integrated for every extra request at the same node. This can be achieved
with an enlargement of the distance matrix, shown in Table 1. For the second request
from Node 1 to Node 2, an extra Node 1′ (pickup) and Node 2′ (delivery) will be
generated.

Secondly, the distance matrix can be adapted to incorporate precedence con-
straints. Basically, one may forbid direct connections between delivery nodes and
pickup nodes of the same request and in this sequence. In a preprocessing step, these
distances can be set infinite, shown in the third part of the table.

Depot location property: The depot locations and the request locations are
within the set of hubs, so we must adapt the distance matrix once again. This way,
a model adaptation can be avoided. Every hub can be a depot and a request node.
For the simple example given in Table 1, the corresponding distance matrix with
depots is given in Table 2. Depot 1 is located at Node 1 and Depot 2 is located at
Node 2. Direct connections between depots are changes between trucks with zero
costs, underlined in this example.
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Table 1 Adaptation of the distance matrix to incorporate one more request in node 1

i/j 1 2 i/j 1 2 1′ 2′ i/j 1+ 2− 1′+ 2′−
1 ∞ c12 1 ∞ c12 0 c12 1+ ∞ c12 0 c12
2 c21 ∞ 2 c21 ∞ c21 0 2− ∞ ∞ c21 0

1′ 0 c12 ∞ c12 1′+ 0 c12 ∞ c12
2′ c21 0 c21 ∞ 2′− c21 0 ∞ ∞

Table 2 Adaptation of the distance matrix to incorporate the depots

i/j 1 2 D1 D2 i/j 1 2 D1 D2

1 ∞ c12 0 c12 1 ∞ c12 ∞ ∞
2 c21 ∞ c21 0 2 c21 ∞ c21 0
D1 0 c12 ∞ 0 D1 0 ∞ ∞ 0
D2 c21 0 0 ∞ D2 c21 ∞ 0 ∞

As applied for the multi request property, a preprocessing step can be applied.
Direct connections between depot and delivery node respectively between pickup
node and depot are not allowed and underlined in the second part of Table 2. The
introduced pickup and delivery model is now able to operate with this structured
data.

This integration approach enables simultaneous decision making and thus syn-
ergies by considering both problems at once. But the disadvantage is obvious. The
MODEL −GPDP can be applied on a rolling planning horizon in order to meet
the requirements of a dynamic environment. However, effects of balancing alloca-
tion requests between periods cannot be achieved this way and requests in further
periods cannot be anticipated. So we have a myopic solution and neglect events
in further periods. One may expect an advantage by applying tactical knowledge,
so we propose a coarse-grained model for allocation decisions (Powell, 2003) on
a tactical level.

4 Strategy for a Dynamic Environment

Within a multi-period environment, flows satisfying demands at all nodes and in all
periods has to be determined. This is achieved by a multi-stage transportation model,
similar to the dynamic transportation problem proposed by (Bookbinder and Sethi,
1980). The output of the model are transportation flows within a time-space net-
work. These flows are transformed into allocation requests. Through passing these
requests to the MODEL−GPDP, they will be routed.

In contrast to the classical transportation problem, the decision variable x needs
a third index for the time dimension. So x t

ij is a natural number that describes the
flow of empty swap trailers from node i to node j in period t. In Period 0 the initial
amount of empty swap trailers has to meet the demand at this node because there
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is no preceding period to deliver these nodes. A certain stock of resources r t
i and

a demand bt
i is attributed to a node i in period t ∈ T .

(MODEL−msTP) ∑
t∈T

∑
i∈N

∑
j∈N

xt
ijcij → min! (16)

Subject to:

rt+1
i = ∑

h∈N

xt
hi ∀ i ∈ N, t ∈ T (17)

rt
i = ∑

j∈N
xt

ij ∀ i ∈ N, t ∈ T (18)

rt
i ≥ bt

i ∀ i ∈ N, t ∈ T (19)

rt
i ,x

t
ij ∈ N ∀ i, j ∈ N, t ∈ T (20)

The objective is to minimize the distance of all flows in the network (16). The
balancing constraint (17) ensures that the flows going into node i equals the available
resources of node i in period t + 1. The available resources determine the outgoing
flows (18). Furthermore, there must be at least as many empty swap trailers as
needed in node i (19). rt

i and x ij are natural numbers (20).

The solution on this tactical level for the next period goes into the MODEL−
GPDP without the selection vector y in constraint (5) and (14) because of the pre-
setting of these allocation requests. Afterward, we have to distinguish four different
types of requests in the solution.

1. Transportation requests of the next period TAload which must be fulfilled.
2. Allocation requests in TAempty which are needed for demand in the next period.

Deadheads must be realized for these requests.
3. Allocation requests in TAempty which can be transported without deadheads.

These are requests, carried on trucks in unity with transportation requests TAload.
4. Allocation requests in TAempty which are needed in a forthcoming period but nut

in the next period. These requests can be delayed for fulfillment in later periods.

This distinction can be made after the routing decision. Only the first three sets
must (1. and 2.) and should (3.) be fulfilled. An interesting set of requests is the
fourth one. An examination, concerning the time of fulfillment, has to be made.
These costly deadheads can be delayed if the following reason is considered. The
forecasts are uncertain, which has two consequences: Deadheads may be cheaper
fulfilled in forthcoming periods or deadheads must not be executed because the
corresponding requests do not appear.

The advantage of the MODEL−GPDP turns into the weakness of this approach.
A preceding determination of requests which is a consequence of the problem inte-
gration biases the routing decision. The decision space shrinks up but we integrate
tactical knowledge from the transportation model into the routing model on the op-
erational level. An appraisement of the two proposed integration strategies can be
found by computational tests.
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Exact solutions for this NP-hard problem cannot be found in reasonable time.
A local search procedure can solve the integrated problem. Recent advantages in
local search can be found in (Ropke and Pisinger, 2006). Summarizing the results
obtained in (Huth and Mattfeld, 2007b), we can state that the MODEL−msTP in
conjunction with the pure GPDP (without selection) outperforms the MODEL −
GPDP, but both integration strategies dominate the sequential decision making with
routing and deadheads described in Fig. 1.

5 Conclusion

The swap trailer problem is a highly relevant problem in the transportation sector.
Either, the pickup and delivery sub-problem and the allocation sub-problem are hard
to solve. We propose an integrated view on these two problems in order to achieve
a mathematical formulation.

The problem becomes more challenging within a multi-period environment. The
demand of empty swap trailers in forthcoming periods should be taken into account
(Cheung and Powell, 1996), (Powell, 1987). A forecasting component may cover
this aspect, but the question is: How to tackle the allocation sub-problem? Deci-
sions in the current period affect future periods. For this reason, an approach is
needed, taking into account information from the tactical level. Therefore, a more
long-term view for this part of the problem is needed (Psaraftis, 1988). We propose
a multi-stage transportation problem on a tactical level and integrate resulting flows
into the swap trailer model. Moreover, a weak point in this consideration is the an-
ticipated demand of the forecasting component. Depending on the correctness or the
degree of reliance of the forecasts, deadheads in one period could be accomplished
as entrainments in preceding periods or could be dropped out. A research issue is
the advantage of flexible solutions to overcome imprecision of forecasts and respect
the long-term aspect of the allocation.
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Abstract applications, restrictions to drivers’ working hours have only received very
little attention in the vehicle routing literature. In this paper we consider a rich dy-
namic vehicle routing problem in which transportation requests arrive dynamically
and the new EU drivers’ working hour regulations, that entered into force in April
2007, must be considered. We present two algorithms for solving the problem under
investigation and perform computational experiments that clearly indicate that reg-
ulations concerning drivers’ working hours can have a significant impact on the
performance of algorithms which are competitive when drivers’ working hours are
not considered.

1 Introduction

In April 2007 new regulations on drivers’ working hours came into effect in the
European Union. According to the new regulations motor carriers must organise the
work of drivers in a way that drivers are able to comply with these regulations. Fur-
thermore, carriers can be made liable for infringements committed by the drivers.
Therefore, carriers must be able of generating vehicle tours considering informa-
tion regarding driving times, breaks and rest periods. The dynamic nature of road
transport creates a challenge as actual and planned driving and rest periods may not
coincide. Fleet telematics systems allow to capture the vehicle’s position and the
begin and end of driving and rest periods. As described in Goel and Gruhn (2005)
information obtained by a typical commercial off-the-shelf fleet telematics system
can be automatically transferred to the carrier’s order & fleet management system,
allowing for dynamic vehicle routing considering drivers’ working hours. As there
is usually only little time to manually resolve infeasibilities arising due to discrep-
ancies between real-life problem and model representation, models used in dynamic
vehicle routing must narrow this gap as much as possible. In this paper we consider
a rich dynamic vehicle routing problem in which transportation requests arrive dy-
namically, i.e. execution of routes as well as load acceptance and routing decisions
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must be carried out simultaneously. This problem extends the General Vehicle Rout-
ing Problem (GVRP) introduced by Goel and Gruhn (2007) by considering drivers’
working hours as presented in Goel and Gruhn (2006).

This paper is organised as follows. First we give an overview over related litera-
ture in Sect. 2. In Sect. 3 we present the General Vehicle Routing Problem (GVRP).
In Sect. 4 we describe the regulations concerning drivers’ working hours and how
they can be considered within the GVRP. In Sect. 5 we present a Reduced Variable
Neighbourhood Search algorithm and a Large Neighbourhood Search algorithm
for the dynamic General Vehicle Routing Problem with Drivers’ Working Hours
(GVRP-DWH). In Sect. 6 we evaluate the algorithms presented in the previous sec-
tions and report computational results.

2 Related Literature

A comprehensive discussion of dynamic vehicle routing can be found in Psaraftis
(1988) and Psaraftis (1995). Dynamic real-life problems often require rich models,
in most of the literature on dynamic routing problems, however, some simplifying
assumptions are made. For example, in the dynamic full-truckload PDP, which re-
cently has received increasing attention, see Fleischmann et al. (2004), Yang et al.
(2004), and Powell et al. (2000), each vehicle can only carry one transportation
request at a time and cannot load further shipments until all currently loaded ship-
ments are unloaded. The only works known to the author considering rich VRP in
a dynamic context are presented by Savelsbergh and Sol (1998) and Goel and Gruhn
(2007). This paper extends the General Vehicle Routing Problem presented in the
latter paper by considering drivers’ working hours as presented in Goel and Gruhn
(2006). For a more comprehensive discussion of literature related to the General
Vehicle Routing Problem the reader is referred to Goel and Gruhn (2007) and for
further information on approaches considering drivers’ working hours to Goel and
Gruhn (2006).

3 The General Vehicle Routing Problem

In the General Vehicle Routing Problem (GVRP) a transportation request is speci-
fied by a nonempty set of pickup, delivery and/or service locations which have to
be visited in a particular sequence by the same vehicle, the time windows in which
these locations have to be visited, and the revenue gained when the transportation
request is served. Furthermore, some characteristics can be specified which con-
strain the possibility of assigning the transportation requests to certain vehicles due
to compatibility constraints and capacity constraints. At each of the locations some
shipment(s) with several describing attributes can be loaded or unloaded. In con-
trast to many other commonly known routing problems, not all transportation re-
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quests have to be assigned to a vehicle. Instead, a so-called make-or-buy decision is
necessary to determine whether a transportation request should be assigned to a self-
operated vehicle (make) or not (buy). A fleet of heterogeneous vehicles is available
to serve the transportation requests. The vehicles can have different capacities, as
well as different travel times and travel costs between locations. The vehicles can
transport shipments which require some of the capacity the vehicle supplies. Instead
of assuming that each vehicle becomes available at a central depot, each vehicle is
given a start location where it becomes available at a specific time and with a spe-
cific load. Furthermore, the vehicles do not have to return to a central depot and
for each vehicle a final location is specified, which has to be reached within a spe-
cific time and with a specific load. Each vehicle may have to visit some locations
in a particular sequence between leaving its start and reaching its final location. All
locations have to be visited within a specific time window. If the vehicle reaches
one of these locations before the begin of the time window, it has to wait. A tour
of a vehicle is a journey starting at the vehicles start location and ending at its final
location, passing all other locations the vehicle has to visit in the correct sequence,
and passing all locations belonging to each transportation request assigned to the
vehicle in the correct respective sequence. A tour is feasible if and only if for all
orders assigned to the tour compatibility constraints hold and at each point in the
tour time window and capacity restrictions hold. The objective is to find distinct
feasible tours maximising the profit, which is determined by the accumulated rev-
enue of all served transportation requests, reduced by the accumulated costs for
operating these tours.

4 Drivers’ Working Hours

Since April 2007 drivers’ working hours in the European Union are regulated by EC
regulation 561/2006. According to the new legislation motor carriers must organise
the work of drivers in such a way that drivers are able to comply with the regulations
and are made liable for infringements committed by the drivers. The most important
regulations according to the new legislation are:

• After a driving period of four and a half hours a driver shall take an uninterrupted
break of not less than 45 minutes, unless he takes a rest period. During a break
a driver must not drive or undertake any other work.

• The daily driving time between the end of one rest period and the beginning of
the following daily period shall not exceed 9 hours. A daily rest period is any
period of at least 11 hours during which a driver may freely dispose of his time.

• In a multiple manned vehicle, a driver may take a break on the moving vehicle
whilst another driver is driving. The daily rest period in which the vehicle must
be stationary may be reduced to 9 hours.

• The weekly driving time shall not exceed 56 hours.
• A weekly rest period shall start no later than 144 hours after the end of the pre-

vious weekly rest period.
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According to these regulations, the state of a driver at any point in a tour can be
represented by a label (l = ARR, WDT, DDT, NDT), where ARR denotes the arrival
time at the point, WDT the weekly driving time, DDT the daily driving time, and
NDT the non-stop driving time until reaching the point. The label for the starting
point of a tour depends on the actual driving and rest periods of the driver. For all
succeeding points in the tour a label l is feasible if there exists a schedule of driving,
breaks and rest periods for the partial tour until that point which is in compliance
with EU legislation such that the label l represents the resulting driver state and that
the arrival time is within time windows. Obviously, there are different ways how
to schedule driving and rest periods given a specific tour, and therefore, a point in
the tour of a vehicle may have different potential feasible labels. Goel and Gruhn
(2006) showed how, given a specific tour, all potential schedules for driving, breaks
and rest periods can be determined efficiently by eliminating unnecessary labels
using a domination criterion.

The General Vehicle Routing Problem with Drivers’ Working Hours (GVRP-
DWH) extends the GVRP by the requirement that there must exist a feasible label
for each point in the tour of every vehicle. Given any sequence of locations speci-
fying a partial tour, the labels for these locations can be determined as described in
Goel and Gruhn (2006).

5 Solution Approaches

The Reduced Variable Neighbourhood Search algorithm and the Large Neighbour-
hood Search algorithm presented by Goel and Gruhn (2007) for the GVRP can also
be used for the GVRP-DWH as long as driver labels are recalculated after every
modification of a tour. Both algorithms start from an initial solution obtained by
applying the auction insertion algorithm that is used in the cited paper. Then, the
improvement methods try to find new solutions while incorporating modified prob-
lem data arriving dynamically. In the following, the two approaches are briefly de-
scribed.

5.1 Reduced Variable Neighbourhood Search

The Reduced Variable Neighbourhood Search (RVNS) algorithm changes the neigh-
bourhood structure during the search by selecting different neighbourhoods defined
by the following elementary neighbourhood operators:

• The INSERT-operator randomly chooses an unscheduled order and inserts it to
the tour of the vehicle with lowest incremental costs.

• The REMOVE-operator randomly chooses a scheduled order and removes it
from the tour it is assigned to.
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• The RELOCATE-operator randomly chooses a scheduled order and removes it
from the tour it is assigned to. The order is inserted to the tour of the vehicle with
lowest incremental costs.

• The REPLACE-operator randomly chooses an order in the tour of a vehicle and
removes it from the tour. Then, another order is inserted to the tour from which
the first order was removed.

• The SWAP-operator randomly chooses two scheduled orders and inserts them to
the respective other tour.

Given the neighbourhood structures defined by these operators we can now describe
the RVNS algorithm as follows:

1. Initialisation: Find an initial solution; choose a stopping condition
2. Repeat the following until the stopping condition is met:

a. Shaking: Generate a new solution in one of the neighbourhoods of the cur-
rent solution

b. Move or not: If the new solution is feasible and better than the current
solution, replace the current solution by the new solution

The choice of the neighbourhood in the first step of the iteration is made randomly.

5.2 Large Neighbourhood Search

The Large Neighbourhood Search (LNS) algorithm is based on repeated removals
and re-insertions and can be described as follows:

1. Initialisation: Find an initial solution s; choose a stopping condition
2. Repeat the following until the stopping condition is met:

a. Remove: Choose a number k and remove k orders from their tours
b. Re-insert: Generate a new solution by applying an insertion method
c. Move or not: If the new solution is feasible and better than the current

solution, replace the current solution by the new solution

In the first step of the iteration the number of orders to be removed is randomly
chosen between 2 and 30. Furthermore, the orders to be removed are also chosen
randomly. In the second step the auction method is chosen for re-insertion.

6 Evaluation

In order to evaluate our algorithms we generated test problems similar to the ones
used in Goel and Gruhn (2007). A heterogeneous vehicle fleet has been generated
where some of the vehicles have refrigerated cargo bodies and some are manned



100 Asvin Goel

by two drivers. We assume that all vehicles are en-route when planning starts and
each vehicle becomes available somewhere around the central depot. All vehicles
eventually have to return to the central depot. We randomly generated shipments ac-
cording to the same frequency distribution for pickup and delivery locations used in
Goel and Gruhn (2007). Transportation requests have been generated by choosing
one full or half truckload shipment or by combining two half truckload shipments
with identical pickup or delivery location. Some of the transportation requests re-
quire a vehicle with refrigerated cargo body, some require a vehicle manned by two
drivers. Travel distances are based on the direct distances, however are multiplied
by 1.3 in order to consider deviation occurring in road transport. Travel costs are
proportional to the travel distance. Vehicles with refrigerated cargo bodies and ve-
hicles manned by two drivers are more expensive than vehicles with standard cargo
bodies and those manned by one driver. The revenue of the transportation requests is
set to double the costs of the cheapest vehicle capable of transporting the shipments.
That is, the shippers are not only willing to pay for the transport itself, but also for
the return trip to the start location.

For our test cases we generated |V| vehicles and transportation request which
become known at some time during our simulation of 10 hours. In the beginning
only |O0vert orders are known to the carrier and every hour |Ot| new orders become
known. For all orders we set the length of the time windows at each location to the
same value τ , i.e. either 2 hours or 12 hours.

In our simulations the algorithms were only allowed 60 seconds of computing
time per timestep (representing one hour in our simulation scenario) on a personal
computer with Intel Pentium 4 processor with 3.00 GHz. All decisions taken in
a preceding timestep may be revised in a subsequent timestep. However, at the end
of each timestep all unscheduled transportation requests are assumed to be rejected
or subcontracted by external carriers, i.e. whenever a transportation request is not
assigned to the tour of a vehicle at the end of a timestep the transportation request
is removed from the model. With the beginning of a new timestep the start location
of every vehicle is updated in order to consider the vehicle’s movement. Whenever
the first location belonging to a transportation request is visited by a vehicle the
transportation request is removed from the model and the corresponding locations
are added to the sequence of locations the vehicle must visit before reaching the
final location of the tour. New transportation requests are added to the model in the
beginning of each timestep and are inserted to the tours by the auction method be-
fore the Reduced Variable Neighbourhood Search or Large Neighbourhood Search
method is invoked.

Table 1 shows the results of our computational experiments on the instances p1 to
p24. The average values of the objective function values obtained by multiple runs of
our heuristics are listed in column AVG (f ) and the mean absolute deviation in col-
umn AVG(Δ). As we can see the RVNS does not perform well for the GVRP-DWH
instances and is significantly outperformed by the LNS algorithm for all problems.
As shown in Goel and Gruhn (2007) the RVNS algorithm is competitive with the
LNS algorithm for the GVRP. The reason why RVNS performs poorly in the pres-
ence of drivers’ working hour regulations is probably the increased complexity of
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Table 1 Results for the GVRP-DWH

Problems
No. |V| |O0| |Ot| τ

p1 100 300 20 2
p2 100 300 20 2
p3 100 300 20 2
p4 100 300 20 2
p5 100 300 20 12
p6 100 300 20 12
p7 100 300 20 12
p8 100 300 20 12
p9 250 750 50 2

p10 250 750 50 2
p11 250 750 50 2
p12 250 750 50 2
p13 250 750 50 12
p14 250 750 50 12
p15 250 750 50 12
p16 250 750 50 12
p17 500 1500 100 2
p18 500 1500 100 2
p19 500 1500 100 2
p20 500 1500 100 2
p21 500 1500 100 12
p22 500 1500 100 12
p23 500 1500 100 12
p24 500 1500 100 12

RVNS
AVG( f ) AVG(�)

91742.14 694.17
86726.90 470.92
98827.95 840.22

103292.76 308.12
155682.01 1071.18
162604.68 635.21
157589.90 1367.47
164516.86 1894.68
303372.62 1586.12
297855.81 911.99
279893.95 1113.82
286444.81 1482.61
484703.12 758.67
457151.68 837.54
456574.40 1088.74
477127.29 1027.74
604958.04 803.52
630450.01 1148.93
629969.09 2712.67
591035.71 1963.82
930469.72 1310.01
949612.72 1292.05
925413.76 3168.22
950116.36 1186.17

LNS
AVG( f ) AVG(�)

137381.34 2865.52
124830.97 584.05
135249.10 674.58
148652.44 1992.39
202496.91 1468.62
203922.78 4081.44
204054.91 3319.60
215337.51 2429.59
373465.09 5445.90
371404.20 2991.09
361869.71 2308.78
359553.26 6354.11
563105.14 4622.74
518417.30 4000.02
532497.43 2976.30
542029.30 7128.13
670920.94 13598.94
691416.96 1400.10
713357.25 6686.20
665278.51 2206.50
999714.67 201.88
986565.17 6189.27

1004896.40 4767.71
1039078.49 4496.73

the problem and the higher likeliness of a disconnected search space if neighbour-
hoods are small. For k = 2 the neighbourhood structures of LNS and RVNS are very
similar as all neighbourhood operators used by the RVNS method can be interpreted
as a combination of at most two removals and subsequent insertions. For most cases,
however, k > 2 and the larger average size of neighbourhoods used by the LNS al-
gorithm is probably the reason why LNS significantly outperforms RVNS in the
presence of drivers’ working hour regulations.

7 Conclusions

In this paper we studied the dynamic General Vehicle Routing Problem with
Drivers’ Working Hours (GVRP-DWH) which extends the dynamic General Ve-
hicle Routing Problem by considering the new EU legislation concerning driving
times, breaks, and rest periods. We presented two heuristics for the GVRP-DWH
and performed computational experiments. The computational experiments clearly
indicate that regulations concerning drivers’ working hours can have a significant
impact on the performance of algorithms which are competitive when drivers’ work-
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ing hours are not considered. As carriers, according to the new EU legislation, must
organise the work of drivers in such a way that drivers are able to comply with the
regulations, it is inevitable to consider these regulations in vehicle routing. The LNS
approach is well suited for tackling the additional complexity due to the bigger size
of the neighbourhoods and the lower likeliness of getting trapped in a local optimum
without chance of escaping to a better solution.
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Abstract The aim of this paper is to assess the readiness of UK logistics compan-
ies to adopt RFID technology, trying to understand whether, and when, it will be
adopted in large scale. The first barrier to a new technologies adoption is aware-
ness – are the potential users aware of the new technology and its potential benefits?
Once potential users are aware of a new technology more practical and economic
questions come to the fore – difficulty of implementation, availability, standards,
cost, privacy, compatibility with existing business processes, etc. The paper inves-
tigates these issues and contrasts them against the interesting features and achieved
benefits of RFID. A model of RFID diffusion is presented which shows that a high
level of awareness (81%) is not yet matched by adoption (17%). However, diffusion
has just overtaken the inflection point of the S-shaped curve that models the diffu-
sion of an innovation, and is now approaching the stage in which the adoption rate
is rapidly increasing. Adoption is being led by large companies. Cost, lack of prac-
tical knowledge about application, difficulty of demonstrating ROI and difficulty of
attaching tags were the major barriers to adoption, followed by technological issues
(integration, reliability, lack of standards). To sum up, in supply chain management,
it is likely that UHF passive tags will be the most commonly used, and that pallets,
cases and carton tagging, rather than item tagging, will be the most popular appli-
cation of RFID technology. Moreover, it is predicted that, in the early phase, big
companies will adopt it, paving the way to wider diffusion once return on invest-
ment is demonstrated, best practices developed and costs fall.

1 Introduction

Radio Frequency Identification (RFID) is basically a technology that allows to re-
motely identify an object using a radio link. In recent years, retail and manufacturing
companies have become interested in applying RFID technology to their business
processes, being attracted by the number of potential benefits achievable, such as
improved supply chain visibility and improved process efficiency. Wal-Mart, Albert-
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sons and Target, three of the four largest retailers in the United States, have already
required their major suppliers to deliver all pallets and cases with Radio-Frequency
Identification (RFID) tags, starting in 2005. In Europe other big organizations such
as Tesco and Metro are following the way.

The predictable impact of RFID technology on the supply chain is enormous.
Supply chain management deals with the flow of goods and information, from sup-
pliers to customers, aiming to deliver the maximum satisfaction of customers at the
lowest price. In this context, RFID system represents the new way to complement
materials with information, and the natural evolution of the barcode technology.

During November 2005, the “RFID awareness and use” survey was carried out
in an effort to establish the readiness of UK logistics companies to adopt RFID
technology and to find out whether and when it will be adopted on a large scale.

The aim of this survey was to assess the readiness of UK logistics companies to
adopt RFID technology, trying to understand whether and when it will be adopted
in large scale. The first barrier to a new technologies adoption is awareness – are
the potential users aware of the new technology and its potential benefits? Once
potential users are aware of a new technology more practical and economic ques-
tions come to the fore – difficulty of implementation, availability, standards, cost,
compatibility with existing business processes, etc.

1.1 Objectives

The key issues to be explored are:

1. What is the awareness degree of RFID technology
2. What is the level of diffusion of the technology
3. What are the barriers to RFID adoption
4. How strategic do companies consider the priority of adopting RFID
5. Is there is a relationship between the awareness/use and the size of the company
6. Is there is a relationship between the awareness/use and the main business of

companies
7. Whether, in the logistics sector, the kind of benefits achievable through RFID

adoption, really address the business problems that companies currently have
or not

8. Whether the cost is the main issue to the adoption or, even if the technology was
cheap companies would not employ it

9. How the companies consider their approach to adopting new technologies

1.2 Sample Selection

The logistics industry and in general sectors with important supply chains are ex-
pected to be the most interested in RFID and to represent the fastest growing market
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for RFID application. The focus has thus been on companies involved in the haulage
of goods, because of the key role they play in the introduction of RFID. UK based
companies involved in the haulage of goods were chosen to participate in a post
mail administered survey; the questionnaire was circulated to a total of 302 organi-
sations.

In this research, an online database called Financial Analysis Made Easy (FAME)
was used to select the companies to be surveyed. FAME is a database that contains
information on 2.8 million companies in the UK and Republic of Ireland, 1.9 mil-
lion of which are illustrated in a detailed format and the remaining are smaller busi-
nesses. FAME is run by Bureau van Dijk Electronic Publishing (BvDEP) and is up-
dated nearly daily. For the top 1.9 million companies the reports typically include
detailed contact information, company and activity details, a number of financial in-
formation such as profit and loss account, balance sheet items, cash flow and ratios,
and names of current directors. The depth and accuracy of information coupled with
its online availability were the main reasons why FAME was chosen to select the
companies.

According to FAME, nearly 2,900 companies are engaged in UK and Republic
of Ireland in the haulage of goods. This figure is the result of a query that includes
only the companies whose main activity code is included in the following standard
industrial classification (SIC, 2003) selection: 6010, 6024, 6100, 6220, 6311, 6312,
6321, 6322, 6323, 6340, 6411, and 6412.

RFID technology is still very expensive and it is unlikely that small organizations
have the resources needed to implement it and accept the risk of adopting a tech-
nology not yet diffused. Thereby, we focused mainly on medium to very large size
companies, which generally speaking might exert a greater influence on the RFID
diffusion. It was decided to focus on UK companies because it is arguable that they
are ahead in Europe in adopting RFID technology (De Jonge, 2004).

The questionnaire was designed to be as short as possible in order to encour-
age respondents to return it. It was 3 pages long and included 10 main questions
plus a few other ones aimed to collect data about the respondent and the com-
pany.

Table 1 The Sample’s business type distribution

Main business Number Percentage

Logistics 101 33,4
Freight forwarding 71 23,5
Warehouse and Distribution 59 19,5
Haulage contracting 27 8,9
Parcels and mail distribution, Couriers 27 8,9
Cargo handling 6 2,0
Technology provider 5 1,7
Other 6 2,0
Total 302 100,0
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Fig. 1 Distribution of respondents by company employee size

Fig. 2 Distribution of respondents by main business

Fifty two organizations responded to the survey, giving a response rate of 17.2
percent. Figures 1 and 2 show the distribution amongst the respondents for this
survey, by company (employee) size and main business, respectively.

2 Degree of Awareness of RFID

81 percent of respondents said they were aware of RFID technology. Compared
to previous surveys, it seems that companies are generally becoming more aware
of RFID technology. This high percentage is encouraging and could anticipate the
rapid diffusion of the technology in the logistics sector. The awareness degree is
distributed almost equally among companies in the sector, independently of the main
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Fig. 3 RFID Awareness

Fig. 4 RFID Awareness by business sector

Fig. 5 RFID Awareness by company size

business; whereas it seems to be related to company size: it almost doubles going
from small to large companies.
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3 RFID Adoption and Diffusion

A single-choice question was used to find out in which stage companies are at the
moment regarding RFID adoption. Seven alternatives were given (we have never in-
vestigated its applicability, we are carrying out an investigation into its applicability,
at the moment this technology does not apply to us, we have already planned to in-
vest in this technology in the near future, we are carrying out a pilot/testing project,
we have adopted it in a limited area of our business, we have adopted it widely).
In formulating this list it was attempted to identify what the stages/process through
which a company passes when deciding to adopt an innovation, taking into account
the work of three well-known researchers. Rogers (1995) breaks this process down
into five main stages: in the first one “the organization is exposed to the innovation
but lacks complete information about it”. Zaltman (1973) states that an organization
has two ways to detect a performance gap, (1) realizing that its performance is not
satisfactory, thereby it has a look around to find a solution, or (2) becoming aware of
a potential innovation in its environment, thereby realizing that by its introduction
it could improve its performance. After the first stage, the organization “becomes
interested in the new idea and seeks additional information about it”. West (1990)
defines these two stages as the phase in which the organization recognises the po-
tential benefits of deploying the innovation.

Both Rogers and West agree that in the following stage the organization evaluates
the applicability, for instance through a cost/benefits analysis or a feasibility study,
at the end of which the decision to adopt or reject is taken. If adoption is chosen, the
organization plans to test the innovation and allocates the required re-sources, both
human and capital. In the final stage, if the test gave a good result, the innovation is
deployed in a limited area of its business and only afterwards is it widely deployed,
becoming part of the organization’s system.

From the point of view of RFID technology adoption, half of the respondents
said that they were not currently adopting the technology or had never investigated
its applicability, 21% of respondents said they were carrying out an investigation
and 17% were using RFID technology. Comparing these results with those from
previous surveys, it seems that the diffusion level has risen.

Fig. 6 Priority of RFID adop-
tion
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Only two out of nine companies that are using RFID technology consider them-
selves as technology innovators, whilst the majority consider themselves as first
followers and 22% as slow adopters.

4 Modelling RFID Diffusion

Moreover, thinking of how strategic a priority companies consider RFID adoption,
53% of respondents said it was a priority, in opposition to 39% that said it was not.

Referring to the adoption and diffusion of innovations model, it is possible to
position the logistics sector at a particular stage of the S-curve (see Fig. 7).

As a result of the above considerations, it seems that for UK logistics companies,
RFID technology has already left the first stage and is moving along the section of
the curve where the rate of adoption is rapidly increasing.

Furthermore, cross tabulating the adoption by the main business and company
size, it is possible to notice that large companies are leading the adoption process.

Fig. 7 RFID Adoption S-Curve

5 Barriers to RFID Adoption

The challenges in RFID adoption are from both the economic and technological
point of view. Firstly the initial investment is very high, because it is not only a prob-
lem of the tag price. A company that wants to implement a full functional system
incurs costs for readers, printers, middleware and software, plus it is likely that it
will need consultancy support, employee training, system tuning and trials. Further
cost comes from the need to redefine and develop new internal processes and to
dedicate labour to manage the change. In the early period the system might not be
very accurate and reliable and the company might incur many first-time mistakes.
Moreover the system needs to be continuously powered and maintained (Fig. 8).
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Fig. 8 Barriers to RFID Adoption

Next, because of the lack of long-term experience in using RFID systems in com-
mercial environment, companies face difficulties to demonstrate the business case
and the return on investment, and it is not yet possible to reduce cost by imitating
industry best practices.

From the technological point of view, the lack of interoperability and communi-
cation standards, and the different frequency bands available in different countries,
are the main issues. Furthermore, especially in the UHF band, as the technology is
relatively immature, there are concerns about the reading accuracy and the system
reliability. Also vendors’ lack of RFID system expertise is an issue, especially in
the domain of integration with enterprise software already in use, and the way the
massive stream of data will be managed. Moreover, companies have to be prepared
to share information with their partners, which is not always the case.

Next, the RFID system itself is not a plug and play technology, indeed it is quite
complex and it is arguable that companies with limited resources would not be pre-
pared to set it up. Another big issue is that manufacturers have to rethink the pack-
aging of their products in order to include the tag, and in some environments placing
it in the correct position could be not easy.

1 Cost of the system

= 2
Convenience of the investment (ROI, business case)
Practical issues (practical application, ease of attaching tag)

4 Technological issues (standards, reliability, integration)
5 Other actors choice (customers/suppliers interest)
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Money matters are in the first place, which agrees with analogous results from
previous surveys, where costs and being able to demonstrate return on investment
were mentioned as the most important obstacles. But the economical aspect, which
appears to be vital, is not the key point that makes the difference between adoption
and rejection.

As a proof, two thirds of respondents said they would adopt RFID technology if
it was as cheap as Barcodes, which in absolute terms is a big percentage, but also
reveals that companies are not stopped only by the required investment; 13% of the
respondents said they would not deploy the technology even if it was cheap, and
21% were unsure (Fig. 9).

In the adoption of RFID technology, there is a big “network effect” that may
encourage companies to invest in it as soon as it will become more common. Refer-
ring to the S-shaped curve of adoption presented above, this might be interpreted as
a further signal that the inflection point has just been overcome and that in the next
few years the diffusion would increase with an increased rate.

Going back to the barriers, the availability of equipment by different vendors and
the compatibility between them seems not to be an important barrier. Further-more,
it appears that companies are not worried about sharing sensitive information with
their partners: this is an important result, as it indicates that companies are prepared
to benefit the most from RFID technology in the future.

Lastly, redefining new work processes and training employees do not seem to be
a barrier, nor is the impracticality of using radio waves in operations. Government
regulations have been mentioned only by one respondent, which may indicate that
UK companies are confident of the support by Government, in opposition to what
French or Italian companies may feel.

Cross tabulating the barriers by the business type, it is revealed that for ware-
housing and distribution companies, apart from the costs, major barriers were prac-
tical and technical issues rather than money matters. For instance both “unconvinced
of the business case” and “difficult to demonstrate ROI” are less mentioned com-
pared to the responses given by the whole sample, whilst all the options that refer
to deployment are mentioned more. This, result for warehousing combined with the
higher RFID awareness degree compared to the average of the responses, might
indicate that warehousing companies have actually a better understanding of the
technology and from the economical point of view are more convinced of the busi-

Fig. 9 Intention of RFID
adoption
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ness case than the average. But when dealing with practical deployment, they have
experienced a number of difficulties, which could also explain why only one pilot is
being carried out at the moment and none of the respondents was adopting it.

6 Conclusion

This survey focused on the assessment of the awareness and diffusion degree of
RFID technology in the UK logistics sector. The questionnaire was circulated to
a selection of 302 logistics companies based in the UK and the response rate
achieved was 17 %.

The key findings of this investigation were:

• In the UK, as of the end of 2005, 80% of logistics companies are aware of RFID
technology, and 17% are already using it.

• The diffusion of RFID technology in the UK logistics sector has just overtaken
the inflection point of the S-shaped curve that models the diffusion of an inno-
vation, and is now approaching the stage in which the adoption rate is rapidly
increasing.

• Companies are generally interested in the features of RFID technology and in
a number of business cases that, in a certain degree, RFID technology might help
to effectively deal with, indicating that the diffusion is likely to increase rather
than stop and suggesting that soon or later, the curve will progress along the
diffusion path.

• Large companies are leading the adoption process.
• The main barrier to adoption was the cost of the system (54%), followed by the

conviction of the business case and issues related to the practical application;
next, companies are concerned by technological issues such as lack of standards
and worries about integration and reliability of RFID technology.

To sum up, in supply chain management it is likely that UHF passive tags will be
the most commonly used, and that pallets, cases and cartons tagging, rather than
item tagging, will be the most popular application of RFID technology. Moreover,
it is predicted that in the early phase big companies will adopt it (as shown by
the survey results), paving the way to wider diffusion once return on investment is
demonstrated, best practices developed and costs fall.

There were a number of issues revealed by the survey which require further in-
vestigation:

• If the few companies that are adopting RFID are gaining the benefits and ROI
expected, and how long the testing period lasted before deployment.

• If logistics companies are more attracted by the radio waves identification (mul-
tiple and simultaneous reading without opening packaging) or the unique identi-
fication and at which level they are interested in tagging (item/case/pallet).
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Abstract Improvement of logistics system in production networks can produce
a significant advantage for the companies involved. The paper investigates appli-
cation of modern technologies such as RFID and configuration/optimization pos-
sibilities via an example of dynamic transportation problem. The general method-
ology based on ontology-driven knowledge description is described. It is explained
how RFID technology can improve the logistics system and shown that in case of
dynamic environment it is preferable to use fast algorithms producing feasible deci-
sions instead of time-consuming optimisation.

1 Introduction

Today manufacturing companies have to restructure in order to respond to their
rapidly changing environment. This causes a growing recognition of the need for
organizational structures that could be distributed, mobile and flexible and therefore
exhibit characteristics of innovation, resilience, and self-management. One of the
most widespread forms of organizational structures is the form of distributed pro-
duction network. Logistics systems play an important role in companies based on
the concept of the production network. An intelligent decision making support based
on modern technologies (Web services, radiofrequency identification (RFID), etc.)
may significantly enhance the logistics system abilities (e.g., reduce costs and times
of delivery). The paper proposes an application of knowledge logistics as an intelli-
gent service for creation of efficient transportation plans (as one of the major logis-
tics tasks in distributed production network management) under given constraints
and preferences. This application is illustrated via a case study of delivering goods
to customers.

An important factor for efficient implementation of decision support systems
(DSS) providing intelligent support to logistics is usage of up-to-date technologies
supporting automated logistics management systems. One of such technologies is
the technology of RFID for automated product tracking. RFID is a way of storing
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and remote writing/reading data via radio signals to/from small and cheap devices
(RFID tags or transponders). This technology enables collecting information about
objects (e.g., materials and products), their locations and transportations, performing
tracking and getting information concerning operations performed with the object
without human intervention and with minimal amount of errors.

The RFID system consists of tags storing the data and readers or sensors (de-
vices for writing and reading the data to and from tags). The antenna of the reader
emits a radio signal that is received by the tag and powers its microchip. Using the
received energy the tag performs an exchange of radio signals with the reader for
self-identification and data transfer. Then, the reader sends the information received
into the information system. RFID doesn’t need a direct connection or direct visibil-
ity; the tags are read quickly and precisely, through dirt, steam, water, paint, plastics,
etc.; tags can store relatively large volume of information. This technology enables
a wide range of possibilities in the areas of logistics, identification, access control,
and other areas of human activities.

2 Context-Driven Methodology

The reference model of the proposed intelligent decision making support is based
on the earlier developed idea of knowledge logistics (Smirnov et al. 2004). It correl-
ates with the conceptual integration developed within the Athena project (Ruggaber
2005) and meets requirements to information systems for distributed production
networks.

To provide for semantic interoperability the usage of ontologies as one of the
most advanced approaches to knowledge mark-up and description is proposed.
Ontologies establish the common terminology between members of a community
of interest (SemanticWeb 2005). This enables organization of semantic interoper-
ability between various logistics tasks in distributed production networks. Besides,
the ontology model is a means to overcome the problem of semantic heterogeneity.

The methodology presented proposes integration of environmental information
and domain knowledge in the context of the current situation. It is done through link-
age of representation of this knowledge to semantic models of information sources
providing information about the environment. The methodology (Fig. 1) considers
context as a problem model based on the knowledge extracted from the application
domain and formalized within the application ontology by a set of constraints. The
set of constraints, additionally to the constraints describing domain knowledge, in-
cludes information about the environment and various preferences of the user (user
defined constraints) concerning the problem solving. Logistics assumes different
user roles that are taken into account by the methodology as different levels of user
responsibility. The problem is modelled by two types of contexts: abstract and op-
erational. Abstract context is an ontology-based model integrating information and
knowledge relevant to the problem. Operational context is an instantiation of the
abstract context with data provided by the information sources.
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Fig. 1 Context-driven decision support

The methodology proposes a two-level framework (Fig. 2) of context-driven in-
formation integration for operational decision making. The first level addresses ac-
tivities over a pre-starting procedure of the decision support system (DSS) as cre-
ation of semantic models for DSS’ components; accumulating domain knowledge;
linking domain knowledge with the information sources; creation of the application
ontology describing the macro-situation; indexing the set of available e-documents
against the application ontology. This level is supported, if required, by the subject

Fig. 2 Conceptual framework of ontology-driven information integration for operational decision
making
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experts, knowledge and ontology engineers. The second level focuses on decision
making supported by DSS. This level addresses request recognition, abstract con-
text creation, operational context producing, identification of relevant e-documents,
generation of a set of problem solutions, and making a decision by the user. Both
levels of the framework require maintenance of user profile.

A detailed description of the approach can be found in (Smirnov et al. 2005a,
2005b).

Since Web-services (W3C 2006) are currently a de facto standard for inter-
system communications, widely supported, and quickly spreading, it is reasonable
to use this standard a means of communication. The idea of open services arises
from the concept of virtual organization. It can be said that “services are oriented to
virtualization of resources” (The Globus Project Tutorial 2002).

3 Case Study

For the purpose of testing the possibilities of the RFID technology a table imi-
tator that allows performing different experiments has been built. The scheme of
coupling the table imitator with the presented technological framework is given in
Fig. 3. RFID tags installed on trucks and containers are read by readers. A PC with
installed software processes this information to define current locations of the trucks
and containers (in real life can be combined with GPS or similar systems) and sta-
tuses of deliveries. This information is used by DSS to update delivery plans and
schedules. For this purpose DSS also acquires information about the road network
of the region provided by a Geographical Information System (GIS), traffic situation
is acquired form an Intelligent Transportation System, current weather conditions
are provided by a weather service, available warehouses and their current capacities
are acquired from a special directory. Currently, the table imitator is equipped with
two RFID readers ID ISC.M02 and ID ISC.PR101, and RFID tags RI-I11-112A-03.
The characteristics of this equipment can be found in (FEIG Electronic 2007; Texas
Instruments 2007). Car models are used for movement imitation.

A dynamic transportation problem is considered as a case study. There are several
vehicles in different known locations that change in time. There is a central depot
with a number of containers to be transported. Also there exist several warehouses
with given capacities where the containers (products) are to be transported. It is
necessary to take into account the current situation in the area (traffic jams, closed
roads, etc.) to find a feasible solution with possibly minimal time of transportation.
Though the problem seems to be simple it appears to be more complicated than it
looks. For example, it can be more reasonable for one vehicle to make two or more
rides instead of using two or more vehicles.

The problem has been formalized as follows.

Main variables of the problem:
b – vehicles (1. . .B).
i – iterations (1. . . PQ), where PQ is a number of containers to be transported, e.g.
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Fig. 3 Coupling RFID table imitation with technological framework

iteration 1: arriving to the depot and transporting a container; iteration 2: coming
back to the depot and transporting the next container, . . . .
h−warehouses(1. . .H).

Auxiliary variables:
Set of Boolean variables Pbih (whether vehicle b transports a container at iteration i
into warehouse h).
Auxiliary Boolean variables i > 1 : Rbih defining if vehicle b has to return to the
depot after iteration i – 1.
Auxiliary variable TEmax (maximal time of transportation)

Constraints:
∀h: Σbi Pbih ≤ HCh (warehouse capacity)
PQ ≤ Σbih Pbih (number of transported containers should not be less than the given
number of containers)
∀(b, i): Σh Pbih ≤ 1 (not more than 1 container can be transported at once)
∀(b, i1, i2), i1 < i2: Σh Pbi1h−−Σh Pbi2h ≤ 0 (iteration for a vehicle cannot take place
if no containers were transported by this vehicle at the previous iteration)
∀(b, i,h), i > 1: ΣhPbih + Pb,i−1,h −Rbih ≤ 1 (constraint between R and P)
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∀(b, i), i = 1: Σh Pbih(ATb + HTbh)−TEmax ≤ 0, where ATb − time required for get-
ting to the depot at the first time, HTbh − time required for getting from the depot to
warehouse h.
∀(b, i), i > 1: ΣhPb1h(ATb + HTbh)+ Σi

k=2ΣhHTbh(Pbih + Rbih)−TEmax ≤ 0

Goal: minimize TEmax by changing Pbih and Rbih.

It was found that in the considered case time pressure on problem solving made
it reasonable to use algorithms for finding feasible solutions instead of trying to find
the optimal solution. As a result it was proposed to create an algorithm to solve the
problem in a direct way. Though, the algorithm does not always find the best solu-
tion, it provides for a feasible solution in a very short time and doesn’t change when
the size of the problem increases. This makes it possible to talk about scalability of
the developed algorithm.

Inputs: ATb, HTbh, HCh, PQ
Result: Transportation plan
Initialize times required for vehicles to get to the depot from their current locations:
For each vehicle b

TimeToDepotb = ATb

End For
For each container find the closest vehicle. This vehicle goes to the depot, picks up
the container and transports it to the closest available warehouse:
For each container

Find the closest vehicle:
Find bmin ∈ [1, B] such that TimeToDepotbmin is minimal
Find the closest available warehouse for vehicle bmin:
Find hmin ∈ [1, H] such that (1) HTbminhmin is minimal, (2) HChmin > 0
Update transportation plan:
Add to the transportation plan information that vehicle bmin transports container
to warehouse hmin

Update times required for the chosen vehicle to get to the depot considering that
the return time is the same:
TimeToDepotbmin = TimeToDepotbmin + HTbminhmin + HTbminhmin

Update capacity of warehouse hmin:
HChmin = HChmin −1

End For

The algorithm is very straightforward and simple, and in most cases it provides
efficient solutions at short time. The algorithm could be improved at the cost of
performance but in the project considered it was not needed. The results and working
time (about 2 seconds on a Pentium IV computer for the task with 7 vehicles and 9
containers) were sufficient.

The prototype interfaces are Web-based what enables using Web browsers (from
PCs, PDA or mobile phones) for working with the system. Fig. 4 illustrates examples
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Fig. 4 Current situation for the dynamic transportation problem (a fragment) and vehicle driver
assignment on the screen of a mobile phone (bottom right)

of screenshots presenting (a) the current situation (a fragment) for dispatcher and
decision maker and (b) vehicle driver assignment on the screen of a mobile phone
(bottom right).

4 Conclusion

The paper presents a technological framework, case study and a prototype of an
approach to intelligent decision support of logistics in distributed production net-
works. The approach assumes acquisition of information from distributed hetero-
geneous sources via Web services. RFID is considered as a possible technology
for providing actualized information into the decision support system. A dynamic
transportation problem is considered as a case study. Planned future work is aimed
at introduction of self-organising networks. The advantage of self-organisation is its
robustness to possible infrastructure failures (e.g., when the central planning unit is
not longer available).
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Abstract The purpose of this paper is to address the problems presented by a het-
erogeneous environment of networked RFID implementations. These systems have
a growing number of applications and these will have varying requirements that
need to be modelled and communicated. The use of an ontology-centred method-
ology is suggested that can represent the entities in the system and also their re-
lationships in a formalized manner. Such a formal methodology can support the
planning, design, development, efficient operation and interconnection of various
networked architectures.

1 Introduction

Recent developments in Radio Frequency Identification (RFID), sensor technology,
wired and wireless networking of computers and other electronic devices – among
others – have established the technological opportunity to build the long anticipated
“Internet of things”. Even though it is very useful and convenient to use the ana-
logy of the Internet in this area, networking RFID tags, sensors, and various data
sources from a network of enterprises is closer to the idea of intranets, extranets and
the semantic web. The complexity of design methods necessary to develop indus-
trial strength, secure, trusted and efficient architectures for various industry sectors
is a significant challenge. The recent standardization of the EPC Information Ser-
vices [1] and the concentrated development effort in industry specific architectures
in a number of research projects suggests that an abundance of networked architec-
tures will be designed, deployed and will need to interoperate and be compared to
each other, especially because the high value and long life cycle of products requires
unique identification and Integrated Condition Monitoring far beyond previously
known examples. The aim of this paper is to lay down the foundations of a system-
atic design method that foresees the necessity for the multiplicity and heterogeneity
of solutions, interface definitions, design of customized solutions and the definition
of performance metrics for objective comparisons.
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2 Problem Definition

Networked information systems have been developed in the last two decades with
increasing speed due to the emergence of numerous standards, including the well-
known W3C standards and recommendations – XML, REST, SOAP, WSDL, Corba,
WS-*, RPC – the Enterprise Service Bus (ESB), and many other vendor-dependent,
but significant, solutions like Microsoft .Net. The recent development of EPCglobal
standards for networked RFID [1] added useful, problem-specific functionality to
these. In this paper we take an agnostic view on whether a single standard is going to
address all the challenges of the future in this field, and assume that the proliferation
of several standards and vendor-dependent solutions is going to happen.

This brings up a set of problems such as:

• Networked RFID is going to be implemented in a heterogeneous environment

– Not following a single standard
– Different vendors will provide solutions not conforming to all standards

• Heterogeneous systems will have to interface

• Ad-hoc solutions will often be built

• Services will be technically easy to implement – difficult to deploy & maintain,
hence

– Solution performance will not foreseeable
· Computational burden can become problematic

· E.g. sensor data processing
· Network load is going to fluctuate
· Storage requirements will not be known before deployment of service

– Indirect security issues: accessing data allows data mining by third parties

• Systematic interfacing and service development work requires a methodology

• Efficient communication formalism is necessary for system/services develop-
ment

• Automation of interfacing (or at least part of it) will be very desirable (M2M)

In the realm of logistics these problems will be amplified because:

• Logistic networks are:

– Naturally cross-organizational
– Very dependent on each other
– Use a variety of IT infrastructure
– At a different point of IT development
– Have different IT outsourcing policy
– Their business model may benefit a lot from improved information flow
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• Logistic networks require addressing issues in the previous “Problem Definition”

• The concept of “logistics” is being naturally extended, as the lifecycle of products
can be very long, their value may be very high and unique identification and
condition monitoring throughout their lifecycle requires attention.

The purpose of this paper is to suggest a methodology for architecture designers
and operators to develop, deploy and maintain networked RFID-based services in
the future.

3 The Design Methodology

Man-made systems expected to grow and interact with other systems need to be
designed in a systematic manner incorporating robustness in them to enable them
to cope with changes, errors and performance problems. Successful examples are
the Internet and the Unix operating system that was built on about a dozen ele-
gant design principles [1] and continues to be the most robust and flexible com-
puting and server platform. The simple and well defined interfaces of network
architectures currently in development aim at the same robustness, efficiency and
simplicity, but either lack functionality to handle complex filtering, querying or
access control, or only address a specific industry sector and don’t scale well.
The stack of EPCglobal standards relevant in this context address many of the
problems foreseen in the future, but it is not reasonable to expect that it will
be the only solution in the market. The methodology suggested in Fig. 1 shows
an ontology based design method that is meant for a heterogeneous environ-
ment.

Fig. 1 Ontology-centered system development
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The steps shown in the figure are the following:

1. Define a general ontology that is essentially just a list of entities, without rela-
tionships and generalization. This step is necessary because the following steps
are already subjective, but the entity list is not.

2. Define a specific ontology including classes (individuals, concepts and roles), at-
tributes and interfaces of the building blocks of networked architectures (RFID
tags, sensors, data sinks, computers, databases, network interfaces and proto-
cols, applications).

3. Organize in layers, i.e. define a stack of layered protocols (the example in the
next section uses the ISO Open Systems Interconnection standard to show this).

4. Specify interfaces and protocols – for interoperability of the entities and also
different architectures if necessary in a heterogeneous environment.

5. Implement and operate – the actual building blocks are implemented and start
operation according to current requirements.

6. Define performance metrics – on the basis of class attributes. This provides the
basis for any M2M (Machine to Machine) communication and automation of
related decision making. E.g. when a request is made by another system then
the one providing services is able to use these metrics to determine whether it
has suitable resources to satisfy the request.

7. Request arrives for interoperation: either a person to person or M2M request
arrives and is evaluated either manually or automatically.

8. Communicate and harmonize ontology and tools: in case both parties use an
ontology they can use it for quick and efficient communications and they can
also harmonize it.

9. Add entities: in case there are new ontological entities in any of the involved
systems these entities can be added, their relationships and properties can be
defined.

This general methodology using ontologies addresses the issues listed in the prob-
lem definition and provides tools for interfacing, integrating and operating net-
worked IT systems.

4 Demonstrative Example

4.1 General Ontology Definition

The general ontology only provides the most basic relationships between the entities
and entity classes, because at this level the preservation of generality is necessary.
The more specific the ontology becomes in the following steps, the more disagree-
ment and differentiation between them can be expected.

The general hardware ontology for a simple networked RFID system includes
the following (list nesting already shows basic hierarchy):
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• Computers
– Functional nodes

· RFID tags
· Passive tags
· Semi-passive tags
· Active tags

· Sensor node
· Wired sensors
· Wireless sensors

· Sensor tags
· Interrogators

· RFID readers
· Sensor sink

The same kind of list can be generated for software entities and extended as required
with all the necessary details (e.g. aggregations, generalizations, properties, methods
and relationships).

4.2 Specific Ontology Definition

Figure 2 shows the specification of the ontology by an RDF (Resource Description
Framework) diagram. UML is also a very useful and usually well understood al-
ternative for communicating a system structure, but it has some limitations – e.g.

Fig. 2 RDF of Example Networked RFID System
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the lack of syntax for an object to specify the ordering of instances [3] – that re-
quire an actual ontology language. RDF and RDFS (RDF Schema) uses XML to
define entities and relationships. OWL (Web Ontology Language) is its extension
and contains further features not necessary in this work.

4.3 Definition of Layers

Figure 3 shows how the entities defined earlier can be mapped on a layered hier-
archy. The example of the OSI (Open Systems Interconnection) standard is used in
this paper even if it’s not the most successful one, mainly because it is well-known in
many industries. Such a hierarchic layering assists us in determining the interfaces
that need to be defined between interacting systems. This figure provides a differ-
ent cross section of the system than the RDF model, the first is about the place of
entities while the other one is about their functionality and relationships.

4.4 Usage of the Ontology Model

Let’s consider the following example of a logistic problem:

• Two firms have a logistic link with each other, and they:

– Use bar codes and ASN (Advance Shipping Notification) on products
– Want to introduce RFID on products for track and trace
– Want to add condition monitoring features to their system

• The systematic process provides the following:

– They both have an ontology model
– They harmonize it to have a mutual understanding
– Derive conclusions from the model

· Performance of the integrated system
· Bottlenecks
· Resource usage and cost

From the RDF model it is straightforward to derive that:

• In case a shipment arrives with 1000 sensor tags every hour, can we share full
temperature history with shipping partners?

• Do we need more readers, servers, bandwidth?
• Should we delegate sensor data filtering towards

From a more extensive model we can see whether:

• In case we have full service history of aircraft parts and exchange 500 parts per
day with partners, can we sell them information and allow them to query our
SQL database?

• Should we sell raw data or invest in processing/mining?
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5 Conclusions

In this paper a systematic, ontology based methodology was suggested to overcome
the foreseeable challenges in heterogeneous networked RFID system interconnec-
tion. The proposed ideas will have to be tested in a laboratory environment and the
automation of service capacity planning has to be investigated.
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Abstract This paper shows how to compute optimal control policies for a certain
class of supply networks via a combination of stochastic dynamic programming
and parametric programming. We consider supply networks where the dynamics of
the material and information flows within the entire network can be expressed by
a system of first-order difference equations and where some inputs to the system
act as external disturbances. Assuming piecewise linear costs on state and control
inputs, optimal control policies are computed for a risk-neutral objective function
using the expected cost and for a risk-averse objective function using the worst-case
cost. The obtained closed-loop control policies are piecewise-affine and continuous
functions of the state variables, representing as a generalization of the common
order-up-to policies. The optimal value functions are piecewise affine and convex,
which is the essential structural property to allow for the solution via a sequence
of parametric linear programs. Some numerical results are given on an example
network with two suppliers with different costs and lead times.

1 Introduction

In managing supply networks an important task is to organize the flow of goods
and information between the different components. This includes both the design of
the network structure (building and configuring the links) as well as controlling the
material flow through the network over time. A major challenge in this respect is to
cope with uncertainty, for instance in the customer demand, availability of mater-
ials, variability of production and transportation times and so forth [13]. This im-
mediately raises questions of how to effectively reduce the risk in supply networks
associated with these uncertainties, which is often addressed by holding reserves
such as excess inventory and capacity or redundant suppliers [3].

There is a large body of research concerned with devising optimal control pol-
icies for processes on different scales within the value chain, including control
of manufacturing lines as well as inventory management. As a common approach
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for situations where decision are made in stages, such stochastic control problems
are often addressed using Bellman’s principle of optimality and dynamic program-
ming [2]. Due to the complexity of the processes involved, an analytical deriva-
tion of the optimal control policies is usually only possible for very simple models
involving only a few, often only one, state variables. A related, slightly different
approach is to assume a family of control policies in parametric form, prove its opti-
mality in a certain setting using the principle of optimality, and afterwards compute
the optimal parameters depending on the data of the current problem instance [5].
Yet, this approach often requires restrictive assumptions about the network structure
as well [9].

The dynamic programming algorithm can be used to obtain optimal control
inputs numerically by tabulating the optimal costs for all possible states in all tail
subproblems recursively. Obviously, this is only practical when the set of reach-
able states is sufficiently small or can be coarsely discretized. In the latter case the
obtained solutions represent only an approximation, as is the case when simulation-
based or heuristic methods are used.

In this paper, we show how to use a combination of dynamic programming and
parametric programming, recently developed for model predictive control [1], to
determine explicit control policies for general supply networks algorithmically. Our
assumptions are that the system works in discrete time, that there are fixed time
delays for both material and information flows between the nodes in the network
and that the cost per time period is a piecewise linear convex function of the state
and control inputs. We further assume that the disturbances are additive and their
distribution has finite support. We present algorithms to compute the optimal con-
trol policies with respect to two different objective functions, the expected cost and
the worst-case cost, representing one risk-neutral and one risk-averse approach. The
approach is demonstrated on an example network involving two suppliers with dif-
ferent lead times and different costs.

2 Optimal Control by Stochastic Dynamic Programming

We consider supply networks as discrete-time controlled dynamical systems with
uncertainty

xk+1 = f (xk,uk,dk) (1)

where xk ∈ X ⊆ R
n denotes the state of the system, uk ∈ U(xk) ⊆ R

nu the con-
trol input and dk ∈ D ⊆ R

nd the (uncertain) disturbances, at time k. The map
f : R

n+nu+nd → R
n depends on the structure of the network and on the dynamics

of the individual nodes. As the basic network structure for the material flow we
assume a directed connected graph G = (V,E) whose vertex set V = {v1, . . . ,vnV }
contains the facilities (nodes) of the supply network. The set of directed edges E is
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divided into two sets S = {s1, . . . ,snS} for the material flows and R = {r1, . . . ,rnR}
for the information flows, where E = S∪R ⊆ V ×V . With each edge e ∈ E we asso-
ciate an integer time delay (transportation time) τe ∈ N. A small example network
is displayed in Fig. 1.

A procedure to derive the global dynamics (1) from the network structure and the
individual node dynamics was given in [12]. Assuming that the transition function
of the individual nodes are linear, the resulting global dynamics can be written as

xk+1 = Axk + Buk + dk

with matrices A ∈ R
n×n and B ∈ R

n×nu . This description will be used in the follow-
ing.

Our goal is to derive explicit state-feedback control policies, i.e., control laws as
functions of the current state of the system. This results in a closed-loop control in
the sense that by making the control a function of the current state, the decision at
time step k implicitly takes into account all disturbance realizations prior to time k.

Let uk(xk) denote the control input when system is in state x at time k. A control
policy is then defined as a sequence π = (u0, . . . ,uN−1) of such state-to-control
mappings, where we consider x0 as the initial state and a fixed finite time horizon
N ∈ N. An admissible control policy is such that uk(xk) ∈ U(xk) for all 0 ≤ k ≤
N −1. The expected cost for an admissible control policy π is then given by

J̄(x0,π) := E

{

pT xN +
N−1

∑
i=0

pTxi + qTui(xi)

}

(2)

where xk+1 = Axk +Buk(xk)+dk and (pTx) and (qTu) are linear cost functions on
state and control inputs, respectively. The expectation is taken with respect to the
random sequence (dk)N−1

k=0 . Similarly, the worst-case cost can be written as

Ĵ(x0,π) := max
(dk)N−1

k=0

pTxN +
N−1

∑
i=0

pTxi + qTui(xi). (3)

Fig. 1 Example of the basic supply network model, where the vertices vi represent the facilities
and the edges si and ri represent material flows (shipments) and information flows (orders), respec-
tively. The edges are annotated by their time delays τ
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To find the optimal value functions J∗k : Xk → R and corresponding optimal con-
trols u∗k for both objective functions, we initialize the dynamic programming recur-
sion by setting the terminal costs in both cases as

J̄∗N(xN) ≡ Ĵ∗N(xN) ≡ pT xN (4)

and letting XN = X denote the set of feasible states at the time horizon N. The
optimal value function can now be computed recursively for the expected cost as

J̄∗k (xk) = min
uk∈Uk

{
pT x + qTu+E{J∗k+1(Axk + Buk + d)}} (5)

and for the worst-case cost as

Ĵ∗k (xk) = min
uk∈Uk

{
pT x + qTu+ max

dk∈D
{J∗k+1(Axk + Buk + d)}

}
(6)

where the set of admissible controls in both cases is

Uk = {u ∈ U(xk) : Axk + Buk(xk)+ dk ∈ Xk+1 ∀ dk ∈ D} (7)

and the feasible state sets are given by

Xk = {xk ∈ X : Uk �= /0} . (8)

The sets U(xk) represent additional joint constraints on controls and states, which
we assume to be polyhedral set.

Under the additional assumption that the set of possible disturbances D is finite
or, for the problem of minimizing the worst-case cost, that it is the convex hull of
a finite set of points, it can be shown that

• both problems are multiparametric linear programs for all k, where the current
state xk acts as a parameter of dimension n affecting the right-hand-side of the
inequality system of the LP,

• the optimal value functions J∗k (xk) are piecewise affine and convex in xk,
• there exists a piecewise affine u∗(xk) that is continuous in xk.

Note that degeneracy, i.e, the existence of multiple solutions for the optimal con-
trol, can be avoided using lexicographic perturbation [6], in which case the only
resulting optimal control policy will be continuous in xk.

The optimal value functions and the control policies can therefore be stated ex-
plicitly as piecewise affine functions of the state xk as

J∗k (xk) = V(i)
k xk + W(i)

k (9)

u∗
k(xk) = G(i)

k xk + H(i)
k (10)
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where Rk := {R(i)
k }nR

i=1 is a polyhedral partition of the feasible state space Xk (the

closure of the R
(i)
k are polyhedra). As a consequence, both optimal value function

and optimal control policy for a fixed horizon N can be computed by recursively
solving a sequence of N multiparametric linear programs. We can further define
u∗ := limN→∞ u∗

0 as the infinite-time optimal control policy, if this limit exists.

3 Numerical Example

In this section we consider the network of Fig. 1 for a numerical example. The
goal is to compute the optimal control policy for a fixed, sufficiently large time
horizon N for the different objective functions (average and worst-case cost) and
different disturbance sets D. This is achieved by iterating the dynamic programming
recursion for a sufficiently large number of iterations.

In the example network, the node v2 represents a retailer facing uncertain demand

d ∈ [0,8] by its customer v1. The retailer can choose to order u(1)
k ∈ [0,8] from

supplier v4 for a cost of q(1) = 1 per unit or an amount u(2)
k ∈ [0,6] from supplier v4

for a cost of q(2) > 1 per unit. Inventory holding costs are 1 per unit per time step,
hence p = [1,0,0,0]T . The dynamics of the system is given by

xk+1 =

⎡

⎢
⎢
⎣

1 1 0 1
0 0 1 0
0 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
A

xk +

⎡

⎢
⎢
⎣

0 0
0 0
1 0
0 1

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
B

uk −

⎡

⎢
⎢
⎣

−d
0
0
0

⎤

⎥
⎥
⎦ .

︸ ︷︷ ︸
dk

(11)

Enforcing a non-negative feasible state space X = R≥0, the sequence of multi-
parametric linear programs quickly converges to a solution whose resulting feasible
region X′ is given by

x(1) + x(2) + x(4) ≥ 8 and

x(1) + x(2) + x(3) + x(4) ≥ 10.

The optimal control law can be stated succinctly as

u(1)∗ = min{max{20− x(1)− x(2)− x(3)− x(4),0},4}
u(2)∗ = max{16− x(1)− x(2)− x(3)− x(4),0} .

This is a so-called dual base-stock policy, which has been proven to be opti-
mal for certain discrete-time inventory models with two sources [15]. The hedging
points are 16 for the quick supplier v3 with lead time 1 and L for the cheaper supplier
v4 with lead time 2.

Of course, the optimal strategy depends on the relation of the different order
costs q(1) and q(2) as well as the chosen objective function, and is constrained by the
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Table 1 Hedging point L as a function of the cost ratio q(2)/q(1). For the expected cost, the disturb-
ances are assumed to be uniformly distributed on the set of numbers given in the second column

Objective Disturbance

worst case cost [0,8] 16 16 17.6 20 22 23
expected cost {0,8} 16 16 24 24 24 24

{0,4,8} 20 20 20 24 24 24
{0,1,2,3,4,5,6,7,8} 19 20 21 22 23 24

Cost ratio q(2)/q(1) 1.5 2 2.5 4 8 16

maximum allowed order quantities that have been agreed upon by the retailer and
each of its suppliers, as specified by the constraints.

Table 1 displays the resulting hedging points L for a range of different cost ratios
q(2)/q(1) for both the worst case and the expected cost as control objectives. For the
worst-case cost, the disturbance can take any value in [0,8]. For the expected cost,
the disturbance is assumed to be distributed uniformly on the finite support listed in
the second column of the table.

4 Conclusions

We have presented a method that allows us to compute explicit closed-loop state-
feedback control policies for a general class of supply networks with piecewise
linear dynamics in discrete time. The method makes use of the fact that the optimal
value function can be shown to be piecewise affine and convex so that the dynamic
programming recursion can be executed by solving a sequence of multiparametric
linear programs. The method works for both the expected cost and the worst-case
cost as objective functions under the assumption that the set of possible disturbances
is a finite set (for the expected cost) or the convex hull of a finite set of points (for
the worst-case cost), respectively. The concept of uncertainty is very general and
can be used to model various aspects such as variations in customer demand and
transportation times, perishing or other losses of goods and so forth.

The numerical example for a network with two suppliers demonstrates that the
method finds the optimal dual base-stock policy without any a priori assumptions
about the actual structure of the control policy itself. The actual values of the hedg-
ing points depend on the coefficients of the cost functions and constraints. These
values enter the algorithms as input values and are therefore not explicit parameters
of the resulting control policy, which will only be the state variables.

The actual structure of any optimal control policy of the class of problems con-
sidered here as a piecewise affine and continuous function of the state variables can
be seen as a generalization of the common base-stock or hedging-point policies that
are known to be optimal in many simple settings even beyond the piecewise linear
objective function case considered here. The generalization achieved here is rather
with respect to a general network scenario, where any control variable could depend
on any state variable anywhere within the network.
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The latter aspects also highlights the fact that this approach assumes global state
information. It is therefore applicable in cases where there is, e.g., one central owner
of the networks who can exercise global control. Nevertheless, as the method does
not only yield optimal control inputs for a given state, but the control policy as
a function of any arbitrary system state, the policy can simply be distributed to the
individual nodes in the network. The structure of the policy then indicates which
state information needs to be communicated to any given node such that it can de-
termine its optimal control values.

The stability of supply networks is a further topic, where existing studies in-
vestigate how the dynamics of the system depends on the chosen control strat-
egy [4, 7, 11, 14] or on the structure of the network [8]. It would be an interest-
ing topic of future research to study the stability of control policies obtained by the
approach presented here with respect to disturbances that are outside the range of
values considered in the algorithm.

Acknowledgements I am grateful to Erjen Lefeber for earlier joint work on this topic and to Colin
Jones, Rico Zenklusen, and Sebastiano Columbano for numerous discussions on parametric linear
programming. For the numerical results presented here, the parametric LP solver of the Multi-
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Abstract We applied an adaptive controller to the general model of a replenish-
ment rule. The replenishment rule is the “automatic pipeline, variable inventory and
order based production control system”. In the current literature the possibility to
reduce the bullwhip effect and demand fluctuations by setting the right smoothing
parameters to this replenishment rule was shown for independently and identically
distributed stationary stochastic demand. In the real world the demand uncertainties
are changing (e.g. along the product life cycle). On this account we developed a gain
scheduling adaptive control mechanism, which is able to adjust the parameter based
on states of the system and demand uncertainties. With the adaptive controller the
system can be adapted to uncertainties in demand by holding the production fluctu-
ations stable and adjust smoothly to a new appropriate inventory coverage level by
setting the right inventory adjustment parameter, the right target inventory level and
the right forecast time.

1 Introduction

The design of the production and inventory control (PIC) policy is an important
factor for effective supply chain. This rule determines the dynamics in the supply
chain and the costs for production and inventory holding. Inventory costs rises based
on inventory holding increase which is created by uncertainties in demand, supply,
production and control policy. Production costs increase with ramp-up and phase
out of production and capacity holding, caused by changing order and production
rate. Furthermore fluctuations in order quantity build up along the supply chain
from the point of origin to the point of consumption. This effect called “Bullwhip
Effect” (Lee et al. 1997) and was shown in many real-world supply chains (e.g.
Holmström 1997).

The main causes for the bullwhip effect are “non-zero lead times”, “demand sig-
nal forecasting”, “order batching”, “gaming” and “promotions” (Lee et al. 1997).
We focus on “non-zero lead times” and “demand signal forecasting” as core prob-
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lems of the supply chain and neglect the other effects. The similar bound are used
by Chen et al. (2000) and Lalwani (2006). The bullwhip effect is measured by the
“variance ratio” based on Chen et al. (2000). The variance ratio is the long term
ratio between the variance of orders (OR) over the variance of demand (D). The
ratio can be applied for single order decision (e.g. Disney and Towill 2003) or order
decision in each echelon over the whole supply chain (e.g. Hosoda 2006). In order
to measure the effectiveness of the policy in terms of inventory holding the variance
ratio of the inventory is used. The variance inventory ratio is defined as the variance
of inventory (I) over the variance of demand.

The aim is the development of a production and inventory control policy under
the trade-off of production and order fluctuations on one hand and inventory fluctu-
ations on the other hand. As starting point we focus on the order-up-to policy. De-
jonckheere et al. (2003) showed that the order-up-to policy is a special case of the
general “automatic pipeline, variable inventory and order based production control”
(APVIOBPC) policy. Beyond he pointed out that by setting the right parameters
the APVIPBPC policy is able to eliminate the bullwhip effect and even reduce the
demand fluctuations. On the same path, Disney et al. (2004) calculated the “golden
ratio” between production and inventory fluctuations depending on the weight on
inventory and capacity costs. In their research they set restrictive assumptions on
the parameters and they ignore changes in demand fluctuations.

In this paper, we present a production and inventory control policy with adaptive
parameters considering changing of demand fluctuations. Our approach refers using
adaptive control theory, which gives new possibilities to adjust parameters despite
uncertainties like changing demand.

The paper is organised as follows: In Sect. 2 the production and inventory con-
trol system with policies is described by using block diagram, transfer function and
stability analysis. In Sect. 3 the measurement of the bullwhip effect and the inven-
tory holding is characterised. Furthermore we discuss the overall objective func-
tion and introduce a new one. The adaptive control methods are compared and the
“Gain Scheduling Controller” is chosen and also the proceeding is determined. In
Sect. four the production and inventory control policy is expanded by adaptive con-
trol variables considering changing uncertainty in demand.

2 The production and inventory control policy

In this paper we studied the APVIOBPC system after John et al. (1994) which is the
most parameterised form of inventory and order based production control (IOBPC)
system based on Towill (1982). The IOBPC family is the basic for control theoretical
approaches and has been used in many studies (Lalwani et al. 2006).

The APVIOBPC policy defines the desired production and the replenishment
orders as sum of “demand forecast”, “work-in-progress adjustment” and the “inven-
tory adjustment” with “variable inventory target”. For the demand forecast different
forecast can be used. In our case we used exponential smoothing forecasting with Ta
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Fig. 1 Block diagram of APVIOBPC

as adjustment parameter. The work-in-progress adjustment is defined as the ratio of
the actual work-in-progress minus the desired work-in-progress over the adjustment
time (TWIP). The inventory adjustment calculated in the similar way by the ratio of
the actual inventory minus the desired inventory over the adjustment time (TI). Fur-
thermore the desired inventory (a) is the product of inventory target and forecasted
demand.

The block diagram shown in Fig. 1 is a continuous time representation of the
APVIOBPC policy. Disney et al. (2006) developed two transfer functions in fre-
quency domain of the system using Laplace transformation. One between orders
(O) and demand (D) and the other between net stock (NS) and demand (D).

In the transfer functions five parameters describe the system. They are: Tp, pro-
duction lead-time, is modelled as a pure time delay, Tp > 1; Tp∗, estimation of pro-
duction lead time, Tp > 1; Ta, average age of the exponential forecast, Ta > 1; Twip,
smoothing parameter for the gap between actual work-in-progress and desired work-
in-progress, Twip > 1; Ti, smoothing parameter for the gap between actual inventory
and desired inventory, Ti > 1.

For stability analysis the bounded input, bounded output (BIBO) stability is used.
The system is stable when the system response on the bounded input (e.g. step
input) with a steady state in infinite time is reached. The drivers for stability of the
system are only feedback loops. Riddalls and Bennet (2002) proof the stability of
the APVIOBPC policy excluding the variable target inventory feedback loop.

3 Variance ratios and objective function

The variance ratios of the order variance over the demand variance and inventory
variance over demand variance are important measurements of the system and the
policy respectively. They describe the bullwhip effect and the inventory variance
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based on the input variance. In order to understand the system better, Disney and
Towill (2003) defined another expression of the general variance ratio based on
independently and identically distributed stationary stochastic input.

Based on the general variance ratio Disney et al. (2004) calculated the bullwhip
and the inventory variance ratio depending on Ta, Tp and Ti. They assumed follow-
ing relationships Tp∗ = Tp and Ti = Twip, because they need to reduce the com-
plexity. For the bullwhip ratio they conclude that the bullwhip effect decreases with
a smaller production lead time Tp, increasing forecast smoothing and increasing
smoothing parameters for work-in-progress and inventory feedback loop. The inven-
tory ratio decreases with the smaller production lead time. The minimum inventory
variance occurs by the smoothing parameters for work-in-progress and inventory
feedback loop equals to one. In contrast to the bullwhip ratio the inventory ratio
increases with smaller smoothing parameter (Ti).

Therefore the identification of the appropriate smoothing parameter (Ti) is
clearly a trade-off between production (bullwhip) and inventory amplifications. In
order to solve this trade-off an objective function is introduced. The basic objective
function is the minimum of the sum of the production and inventory amplifications.
Disney et al. (2004) used this objective function with weighting parameter (w) for
the trade of for inventory and capacity costs dominance. For w = 1 the production
fluctuation costs are very high comparing the inventory holding costs, this is called
capacity costs dominance. In opposite for w = 0 the production fluctuation costs are
negligible compared to the inventory costs. They solved the objective function and
detect the “golden ratio”.

The “golden ratio” split the demand fluctuations in percentages of production and
inventory fluctuations. If uncertainties in demand are constant (modelled as constant
distribution of demand), the objective function is appropriate. For changing uncer-
tainties the objective function is not sufficient, because the production fluctuations
are bounded by capacity and inventory fluctuations are bounded by inventory. On
this account, adaptive controller of the system is developed by considering the en-
ergy of demand signal and the target inventory level.

4 Methodology

When use of a linear and fixed controller cannot achieve a satisfactory compro-
mise between stability and desired performance of the process then adaptive control
should be considered for controlling the system despite new conditions. Therefore
because of adaptation of the controller to nonlinear nature of the system and ben-
efits of stability concepts, nowadays application of adaptive controllers have been
considered in process control studies; Adaptive control design deals with adjusting
system parameters for obtaining desired performance and global stability.

There are various forms of adaptive controllers which were established for adapt-
ing whole system to new changes. The important similarity between the various
adaptive control approaches is adjusting parameters of the controller based on evo-
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Fig. 2 Schematic of Gain scheduling adaptive controller

lutions of variations in the plant. There are some important adaptive approaches
like model reference adaptive control, self tuning, dual control and gain scheduling
controller. In gain scheduling technique, controller is tuned for several operation
conditions of the process. Based on the process measurement, the schedule is then
used to change the tuning despite new conditions. In this project, gain scheduling
adaptive controller was applied on the process for achieving better performance and
stability.

The idea of gain scheduling adaptive control is to find sensitive process param-
eters which will correlate with changes in dynamics of the process. By this way, it
will be possible to compensate variation of plant variables by proper controller com-
mands based on the events (Fig. 2). In fact, after any changes in sensitive parameters
of the system, the controller will adapt the whole process to new circumstances. In
operation, the parameters are measured and the controller is scheduled according to
the parameter variations. When the process changes despite operating conditions in
known and predictable manner, gain scheduling can provide the required perform-
ance of the system.

It is necessary to assure stability of the whole system after installation of the
controller. The system should be stable against uncertainties, disturbances and new
unknown events. Thus for designing the controller, also stability studies should be
considered for obtaining desired performance. There are some stability analysis
methods for non-linear systems like bounded- input bounded- output (BIBO) and
Lyapanov direct and indirect approaches. These approaches are widely used for sta-
bility analysis of different systems (Bacciotti et al. 2002).

In BIBO systems, if every bounded input (x(t)) results in a bounded output (y(t)),
then the statement that x(t) is bounded, means that there exists a finite value (N)
which |x(t)| <= N for all times, and also for output signal. If all Bounded Inputs
produce bounded Outputs, the system will be externally stable and the whole sys-
tem will be stable against uncertainties. In this paper, BIBO stability analysis was
considered for inventory control.

5 Adaptive policy

The development of an adaptive PIC policy required knowledge about environment,
the system and the behaviour of the system (e.g. sensitive parts of the system). For
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the system environment we focus on demand uncertainty. The changing uncertainty
in demand has many reasons (e.g. changing customer behaviour and changing com-
petition). The demand uncertainties can be measured as the energy of noise over the
demand trend (in rms). In order to define the adaptive policy based on demand uncer-
tainties first we have to find important operating points. The approximation for the
operating points is based on the new objective function described in Sect. 3. This
function defined as minimum between production and inventory variance consid-
ers the boundaries of production and inventory fluctuations. This function depends
on the driving feedback loops and related adjustment parameters (see Sect. 2). In
detail there are the “demand forecast” (Ta), “work-in-progress adjustment loop”
(Twip), the “inventory adjustment loop” (Ti), and the “variable inventory target
loop” (a).

Afterwards a sensitivity analysis for changing demand uncertainties and the ad-
justment parameters are accomplished based on model of the system and the ob-
jective function in Matlab. The “work-in-progress adjustment loop” with the adjust-
ment parameter (Ti) doesn’t have a big influence on the objective function in the
range of 1.5 < Twip < 20. The reason is the structure of the control loop as damped
balancing loop with the relatively short time delay Tp. Damped balancing loops
with short time delays are not able to generate large fluctuations. The “inventory ad-
justment loop” with the parameter Ti in the case of changing demand uncertainties
is more sensitive. The causes are again in the structure. The “inventory adjustment
loop” is partly target value for the “work-in-progress adjustment loop” and gener-
ates thereby additional fluctuations in this loop. Moreover the “inventory adjustment
loop” with the adjustment parameter 1.5 < Ti < 20 is also a damped balancing loop
but with a longer variable time delay, approximately Tp plus a. On this account
the parameter Ti is an important adjustment variable. The “demand forecast” with
the average smoothing time Ta works as a filter for short-waves. The short-waves
disturb the system, because the system has long time delays. For increasing uncer-
tainties in demand we need increasing Ta to filter all short waves out. Additionally
the parameter is the target for the WIP and inventory adjustment loop, and the target
inventory and should be an adaptive parameter. Also in the sensitivity test parameter
was highly sensitive. The “target inventory” (a) gives the target for the “inventory
adjustment loop” and influences thereby the “WIP adjustment loop”. For this reason
the parameter is a highly sensitive and should only use as last opportunity to set the
system to a new equilibrium.

Based on this relationship between the described components of the system, the
following parameter-scheduled mechanism was defined and applied to the system.
First the demand uncertainty (measured in rms) is used to define the parameters Ti

and Ta in the system. The parameter of Ti and Ta holds the production fluctuation
stable in desired boundaries and increases partly the inventory fluctuations. If the
rms value of inventory is higher, then a certain percentage of the inventory than
the inventory target will be set to a higher value. This adjustments increase the
instability of the system, because the inventory target loop changes the target of
the whole system. The target adjustment generates high changes in the work-in-
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progress loop and small changes in the inventory target loop, due to the fact that
the adjustment parameter Twip has a low value and Ti a high value. Therefore by
installation of gain scheduling controller, the process obtained adaptation features to
behaviour of the system, external uncertainties and parametric changes. The applied
gain scheduling controller against changing demand uncertainties is shown in Fig. 3,
including demand, process, and adaptive control diagram and parameter adjustment
mechanism.

After development of the adaptive control policy we simulated the new adaptive
APVIPBPC and compared with the APVIPBPC one (see Fig. 4). The demand as
input has mean of 150 [parts/day], standard deviation is 10 [parts/day] (1–60 day)
and 100 [parts/day] (61–160 day). The behaviour is shown after a transition state. In
Fig. 4 two policies are shown, the APVIPBPC policy and the adaptive policy. In the
right Figure the production start rate (PSR) and in the left Figure the inventory level
are presented. In the APVIPBPC policy the PSR fluctuations are increasing with the
increased standard deviation of demand. The inventory fluctuations are increasing in
appropriate way. The adaptive policy comparing to the normal policy decreases PSR
fluctuations by small increasing in inventory fluctuations. For this reason we intro-
duced the adaptive policy to damp the fluctuations depended on demand uncertain-
ties. This behaviour optimises the objective function for every demand uncertainty
levels.

Fig. 3 Application of gain scheduling approach for adaptive inventory control

Fig. 4 Comparison between APVIOBPC (Dashed) and the adaptive policy (Line)
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6 Summary

In this paper, an adaptive controller has been applied to production inventory con-
trol system. The aim of the controller is to balance the trade-off between production
and inventory fluctuations under changing demand uncertainties. For this purpose
gain scheduling algorithm has been considered in setting sensitive parameters in-
cluding inventory adjustment, forecast parameters and target inventory for adapting
behaviour of system to new circumstances. Bounded-input, bounded-output method
is applied for stability analysis despite demand uncertainties and performance of the
process is compared before and after using adaptive controller.
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Abstract The collaborative networks (CN) must be configured according to the
project goals and reconfigured in dynamics according to the current execution en-
vironment. In practice, CN design decisions are rarely focused on “green Field”
situation. More typically questions are centred on adaptation and rationalizing the
CN in response to permanent changes of CN itself and its environment. That is why
we consider the problem of business continuity supporting and continuous adjust-
ment of collaborative networks in accordance with permanent changes of project
execution environment as a critical point in the CN research.
Subject of this contribution is to elaborate a methodological basis of the CN adap-
tation. In the CN, adaptation challenges are caused by self-interested competitive
behavior of participated enterprises, unpredictable execution environment, structure
dynamics structure dynamics of both CN itself and of the supporting infrastructures
like information processes. To answer these challenges, we introduce the framework
of CN adaptive control to increase the quality of decision-making about the CN
reconfiguration and adjustment based on planning under the terms of uncertainty,
execution under the terms of adaptation, and reflections of planning and execution
phases of the CN control on the adaptation principles.
We illustrate the methodological framework on an analytical example, which
matches the stability and robustness analysis in the planning phase with the CN
adaptation in the execution phase based on a systematic approach to derive the adap-
tation measures according to different deviations. First, the multi-stage adaptation
concept is presented. We draw the conclusion that the CN robustness must be con-
sidered in connection to the stability analysis and CN adaptation. We show that par-
ticularly the user-controlled adaptation plays the key role in supply chains to achieve
or to hold the stable or rather robust state. To amplify this idea, the CN adaptation
and stability/robustness analysis are considered interrelated to each other. We finish
this section with a short numerical example. The article is concluded with a sum-
mary of the achieved results and prospects for future developments. The practical
applicability of the presented results can be seen in elaborating a comprehensive
approach to decision making in complex value-adding partnerships, which allows
generating stable plans and guidelines for operative CN adjustment.
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1 Introduction

In many branches, wide-broaden hierarchical supply chains with pre-determined
suppliers structure and product programs evolve into customer-oriented, temporary
networking of core competences of small and medium enterprises. These concepts,
known as Virtual Enterprise or Agile Networks, become a popular form of competi-
tive organizations. In this paper, the term Collaborative Network (CN) is used as
a general definition for such networks (Camarinha-Matos et al. 2005).

The CN must be configured according to the project goals and reconfigured in
dynamics according to the current execution environment. In practice, CN design
decisions are rarely focused on “green Field” situation. More typically questions are
centred on adaptation and rationalizing the CN in response to permanent changes
of CN itself and its environment. That is why we consider the problem of busi-
ness continuity supporting and continuous adjustment of collaborative networks in
accordance with permanent changes of project execution environment as a critical
point in the CN research.

Subject of this contribution is to elaborate a methodological basis of the CN adap-
tation. In the CN, adaptation challenges are caused by self-interested competitive
behavior of participated enterprises, unpredictable execution environment, structure
dynamics structure dynamics of both CN itself and of the supporting infrastructures
like information processes. To answer these challenges, we introduce the framework
of CN adaptive control to increase the quality of decision-making about the CN
reconfiguration and adjustment based on planning under the terms of uncertainty,
execution under the terms of adaptation, and reflections of planning and execution
phases of the CN control on the adaptation principles.

2 State-of-the-art

The CN execution is accomplished by permanent changes of internal network prop-
erties and external environment. It requires dynamic CN adaptation to the cur-
rent execution environment and the goals and decisions of the configuration phase.
Adaptation is a category, which attracts more and more research attention in the area
of enterprise networks. Complex adaptive systems are special cases of complex sys-
tems. The term complex adaptive system was coined by John H. Holland, Murray
Gell-Mann and others (Holland 1995, Gell-Mann 1995). A Complex Adaptive Sys-
tem (CAS) is a dynamic network of many agents acting in parallel, constantly acting
and reacting to what the other agents are doing. The control of a CAS tends to be
highly dispersed and decentralized. If there is to be any coherent behavior in the sys-
tem, it has to arise from competition and cooperation among the agents themselves.
The overall behavior of the system is the result of a huge number of decisions made
every moment by many individual agents. Natural complex systems are modeled
using the mathematical techniques of dynamical systems, which include differen-
tial equations, difference equations and maps. A view on CN management from the
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CAS theory is considered i.e. in (Tielbein 2006). (Kopfer and Schoenberger 2006)
consider the online-optimization of problems with several multi-layered objectives,
which cannot be integrated in a multi-criteria optimization problem, because they
are situated on different decision levels. The authors present an approach for the ex-
tension of computer-aided decision systems so that they are capable to make a self-
adaptation to a given superordinated objective and apply it to a problem of dynamic
vehicle routing and scheduling.

The ideas of adaptive production planning and control are based on the sys-
tems planning approach (Bellmann 1972) that interprets planning not as discrete
operations, but as a continuous adaptive process. A posteriori, current, and a priori
information can be used for plan adaptation (adaptation to the “past”, “present”, or
“future”). The adaptive planning considers the processes of the structure dynamics
(including the control of the CN structure reconstruction) in terms of general con-
text and their interrelations with the CN control processes at various stages of the
CN lifecycle. Therefore, corresponding groups of structural dynamics control prob-
lems may be regarded as the subgroup of control problems of generalised dynamic
systems with reconfigurable structure.

The Systems Science and Control theory can be used for the CN adaptation. They
can serve as general methodological basics of complex systems (re)-synthesis and
analysis. However, the disadvantage of the research grounded in modern systems
and control theories regarding complex business systems is that the system elem-
ents are being controlled from a central decision-maker and cannot change their
states and interactions on their own free will (the system elements are passive). In
complex business systems, the elements are active (their can compete and have con-
flicting aims, interests, and strategies). However, the classic methods do not allow
developing practical comprehensive models taking into account the goal-oriented
(active) behaviour of enterprises.

3 Research methodology: MARINA

This section presents general principles of the MARINA (Method of Analysis, Re-
configuration and Integrated Network Adjustment). The MARINA approach is de-
veloped to implement the comprehensive consideration of uncertainty for produc-
tion and logistics processes planning and control. The approach aims at developing
comprehensive modelling approach for business continuity supporting and continu-
ous adjustment of collaborative networks in accordance with permanent changes of
project execution environment. The MARINA approach provides interlinked con-
ceptual methods, mathematical models and algorithms for generating CN stable
plans and operative decision making for the CN reconfiguration. The main distin-
guishing features of the proposed approach MARINA are the following:

• application of adaptation principles,
• reflection of planning and execution models, and
• reflection of conceptual and mathematical models.
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We developed the following constructive tools to implement CN planning under
uncertainty. They are:

• Embedding risk management in planning models (uncertainty factors known to
the planning moment i.e., by means of stochastic models),

• Stability analysis (uncertainty factors unknown to the planning moment),
• Matching static and dynamics models by means of functors (interlinking of plan-

ning and execution models).

The goal of CN planning is to generate a stable plan. Uncertainty analysis on this
stage is comprised of two phases: taking into account factors known to the planning
moment (i.e., by means of stochastic models) and factors unknown to the planning
moment. For the first phase we apply an elaborated general scheme of CN model-
ing under the terms of uncertainty (Ivanov 2007). For the second phase, stability
analysis is applied. In general case stability analysis consists in investigation of
influence of the CN execution parameters deviations on the final CN goals. The sta-
bility analysis allows proofing execution plan feasibility, selecting a plan with the
sufficient stability degree from a set of alternative plans, determining CN execution
bottle-necks and steps for their strengthening. In Sect. 4, we will come back to the
stability analysis in the settings of the CN adaptation.

The execution models should ensure operative decision making about the CN
changing and provide feedbacks to the planning models. We developed the follow-
ing constructive tools to implement these principles in order to ensure correspond-
ence of the CN states to the actual execution environment. These principles allows
taking into account the third type of uncertainty (uncertainty factors emerging while
CN execution). These principles are:

• Information update concept,
• Conceptual model of CN adaptation and supporting mathematical models,
• and a system of CN performance indicators.

The conventional tools of enterprise network operative control (such as APS and
SCEM systems) evince considerable deficiencies. Their optimization cycle is slow
and does not let appropriate taking into account operative oscillations in demand,
material availability, lead times, production charges etc. Besides the parametrical
oscillations, the structural and goal oscillations must be taken into consideration.
Various structures changing, such as organizational, technological, informational,
financial, might let to the situation when initial CN models would be no more rep-
resentative and adequate. The clients and network participants’ goal changing can
also cause the necessity of the models changing (adaptation). The execution models
should provide feedbacks to the planning models. We developed the following con-
structive tools to implement these principles. They are:

• Information update concept,
• Conceptual model of CN adaptation and supporting mathematical models and

algorithms, and
• System of CN performance indicators.
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In the information update concept (Bellmann 1972, Sethi et al. 2005) posterior, cur-
rent, and a priori information can be used for plan adaptation. The information up-
date concept presumes continuous renewing information about the CN functioning,
including changing external environment and internal CN properties. The basis of
the information update concept is CN monitoring. In our approach, CN monitoring
is based on the monitoring of the CN macro-structural macro states (Ivanov 2007).

The elaborated concept of the complex CN adaptation is built as a five-level
structure. Each level characterizes certain control loop in accordance with the os-
cillations and deviations appeared (Ivanov et al. 2006). These adaptation levels and
management actions are determined based on the stability analysis (Ivanov et al.
2006), which was performed on the planning stage. The mathematical models of the
CN adaptation are based on this conceptual model from the DIMA-methodology
(Ivanov 2007).

System of CN performance indicators is elaborated to support operative deci-
sion making. It provides quantitative indicators which reflect operative states of CN
execution regarding their correspondence to the planning parameters.

4 Illustration

This section illustrates the methodical principles described in the Sect. 3. According
to MARINA, CN were planned under the terms of uncertainty. There were defined
possible bottle-necks (risk management concept), various classes of CN execution
parameter deviations (stability analysis), and rules of matching CN planning and
execution models. While executing, based on information update and performance
indicators analysis, the CN can be systematically adapted to the actual execution
environment. Figure 1 presents the conceptual model of the CN adaptive control.

According to MARINA, CN is planned under the terms of uncertainty and risk.
There are defined possible bottle-necks (risk management concept), various classes
of CN execution parameter deviations (stability analysis), and rules of matching CN
planning and execution models. While executing, based on information update and
performance indicators analysis, the CN can be systematically adapted to the actual
execution environment.

The Fig. 2 presents the dynamic of the CN execution in case of deviations and
paths of the operability recovery. To take into account particular features of the
CN stability analysis (system elements’ activity and structure dynamics), the CN
execution is described in terms of multi-structural macro states S (Ivanov et al.,
2004, 2005) and the decision making about the CN reconfiguration are based on the
concept of decision making in the CN based on the combined using of multi-agent
and control theory frameworks (Ivanov 2007).

The Fig. 2 depicts various variants of system behaviour changing in case of any

disturbances at the system state S(u)
1 of the initial execution plan. The perturbation

impacts may cause various execution parameters deviations Δ pi and corresponded
stability decrease regarding the final goals C(t = end) = {c1 . . . ,cc} of a supply
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Fig. 1 Conceptual model of the CN adaptive control

Fig. 2 Dynamics of the CN execution and operability recovery

chain or project. To match the system stability analysis and taking steps to recover
the system stability, we elaborated a concept of the complex CN adaptation is built
as a five-level structure.
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Each level characterizes certain control loop in accordance with the oscilla-
tions and deviations appeared. Each adaptation level corresponds to certain manage-
ment actions. We distinguished parametric adaptation (i.e., rush orders), structural-
functional adaptation (i.e., supplier structure changing), project goals adaptation
(i.e., delivery delay), CN goals adaptation (i.e., network profit changing) as well as
CN models adaptation (Ivanov et al. 2006). It makes it possible to match the results
of stability analysis and actual execution analysis. It also provides a decision-maker
with a tool what decisions about the CN adjustment must be taken in a current situ-
ation. The Fig. 3 depicts this idea.

Various deviations Δ pi from the ideal parameter value pi(t) correspond to three
classes of CN states: CN state is stable and no adjustments are needed, CN state is
stable, but adjustments are needed, and CN lost its stability (the final goal can not
be achieved any more under the current conditions). The operative decision making
about CN reconfiguration and adjustment are based both on the execution infor-
mation and planning results (i.e., selection of adaptation level in case of certain
parameter deviations is related to the stability analysis). In case of deviations (both
in future – preventive reconfiguration, and during the current operation – reactive
reconfiguration), the decision maker can timely take necessary steps for the CN ad-
justment. It is ensured by that the system of CN performance indicators is methodi-
cally and practically interconnected to the framework of stability analysis (planning
stage) and the five-level adaptation framework (execution stage).

Finally, let us present an example of the CN adaptation in case of a certain de-
viation. We consider the following case. We refer to the Fig. 2 and assume, that

a perturbation impact at the system state S(u)
1 of the initial execution plan caused

a deviation Δ pi (20%) of the execution parameter “Capacity”.
According to the results of stability analysis, the decision maker classifies this

deviation under the class Δ 2, and derives that the CN will not loose its stability in
case of the parametrical adaptation correspondingly (s. also Fig. 3). The following
schema of the CN adaptation contains the following steps: interactions between CN

Fig. 3 Matching the CN stability analysis and adaptation
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Fig. 4 CN reactive adaptation in case of a deviation

coordinator and agents (new CN execution plans generated by the network coordin-
ator are adjusted and specified by agents’ interactions) → decision making about the
CN reconfiguration (in this particular case of the parametrical adaptation – a rush

order) → generating of a new CN execution plan. In our case – the path {S(u)
1 ,S(u)

2 }
is replaced with the path {S1(p)

1 ,S(p)
12 } with the following transition to the initial

execution plan trajectory (s. Fig. 2).
This case illustrated a so called reactive adaptation (reaction of any deviation, ap-

peared at any CN state while operating this state). An other situation is a preventive
adaptation or adjustment, which is undertaken in case of any deviations, appeared
at any CN states in the future while operating another CN states. The schema of the
CN adaptation will be the same with only exception that the backwards principle of
adaptation will be used.

5 Conclusions

The elaborated adaptation framework aims at developing comprehensive modelling
approach for business continuity supporting and continuous adjustment of collab-
orative networks in accordance with permanent changes of project execution en-
vironment. It makes it possible to increase the quality of decision-making about
the CN reconfiguration and adjustment based on planning under the terms of un-
certainty, execution under the terms of adaptation, and reflections of planning and
execution phases of the CN control on the adaptation principles. It also allows com-
prehensive taking into account three main types of uncertainty regarding a decision
maker: factors known to the planning moment (i.e., by means of stochastic models),
factors unknown to the planning moment, and uncertainty factors emerging while
CN execution.
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Abstract The intrinsically unstable dynamics of production networks is a serious
economic danger not only for small companies. For example, fluctuations of pro-
cessing times cause an irregular behaviour which can lead to production breakdowns
due to a lack of material or time intervals with an intermittent accumulation of ma-
terial or unprocessed orders. However, event-discrete simulations indicate that such
fluctuations may also have a constructive effect on the dynamics: If a push strategy
is applied for the production process, long down times of the machines after each
processed workpiece may lead to a successive increase of certain stocks, which is
decelerated in the presence of fluctuating processing times. In the more realistic
case of a pull control, improper lot sizes result in an aperiodic behaviour even for
constant processing times. The critical parameters associated with the different ef-
fects are identified and further evaluated for linear supply chains and symmetrically
interacting manufacturers.

1 Introduction

Present-day companies act on a global market which faces them with numerous
challenges. As this situation requires the ability to flexibly and fastly adapt to chang-
ing economic conditions, manufacturing systems or, more general, business units
are characterised by an increasing complexity and diversity of goods and services.
During the last decades, many enterprises have reacted to the corresponding re-
quirements by a concentration on their specific core competences, incorporating
concepts like outsourcing of special tasks of production and logistics. As a con-
sequence, large-scale economic networks have successively developed, whose dy-
namics is additionally influenced by a variety of uncontrollable network-external
factors, for example, varying supply and demand conditions [1].

The combination of both, diversification and specialization tendencies, is how-
ever known to have severe negative effects on the overall production process. Prom-
inent examples are production breakdowns due to a lack of material as well as large
(and usually irregular) oscillations of stocks which amplify along a supply chain.
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The classical approach to meet this situation is the decoupling of business units
by large buffers. This approach allows balancing variations in the delivery of ma-
terial. However, high inventory levels require large initial investments, store large
amounts capital in terms of material inside the buffers and increase the time be-
tween the delivery of material and the production of the final goods. As the cycles
of development and production are gradually accelerating in many businesses, these
features mean a high economic risk, especially for smaller manufacturers. There-
fore, instead of a decoupling, real-world companies often tend to closely link to
each other by applying strategies like just-in-time logistics [2]. As a consequence,
the resulting business networks may become complex, which may result in a very
irregular and unpredictable dynamics again [3].

The simulation-based optimisation of production processes in terms of their lo-
gistic performance focuses on the minimisation of inventory levels and throughput
times under a simultaneous maximisation of the reliability of the networks [4]. In
order to map a production system onto a suitable mathematical model, different ap-
proaches are possible. For the analysis of general features of production networks,
continuous-flow [3,5] or discrete-map models can be used to prescribe the essential
structure of interactions and study the main features of the dynamics on such net-
works. However, in order to map the particular structure of a real-world manufac-
turing system, there are well-developed software packages which allow to study the
dynamics on a designated network structure in more detail by means of continuous-
time or discrete-event simulations. In contrast to rather general physical networks,
the study of the corresponding models allows the identification of economic poten-
tials and the successively testing of various optimisation and control strategies.

In real-world large-scale manufacturing networks, the complex dynamics and
high dimensionality of the system require not only an adaptation of existing, but
also a development of new methods for modelling, analysis, and control. Conse-
quently, a fundamental understanding of the dynamics in small-scale systems is ne-
cessary at first, which applies to both the intrinsic dynamics and the potential impact
of external influences. The corresponding information may be derived by applying
nonlinear methods for the analysis of time series of logistic quantities observed in
sophisticated models [6–8]. In this study, we use event-discrete simulation to evalu-
ate potential sources of internal instability in small-scale manufacturing networks
and the corresponding robustness of these systems. In Sect. 2, we describe the basic
features and variants of our simulation model. Different sources of instability are
analysed in Sect. 3 by applying nonlinear methods of time series analysis. Finally,
we discuss the potential relevance of our findings for the stabilisation of real-world
manufacturing networks.

2 Model Description

The systems investigated in this study consist of two to four collaborating manu-
facturers (nodes) which are firmly connected by pre-defined supply lines. For the
topology of the corresponding network, we have distinguished two limiting cases
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(see Fig. 1): In a system of N symmetrically interacting manufacturers, every node
delivers one respective component to every other collaborator and one final prod-
uct to an external costumer. In addition, every node has one external supplier, such
that there are N buffers for different commodities and N production lines. Topolog-
ically, the corresponding system forms a circular alignment of nodes with an all-to-
all coupling. In addition, we also study linear supply chains where each company
produces only two products, of which one is supplied to the next company, whereas
the other one is delivered to an external costumer. Hence, in this linear alignment,
every node has only 2 buffers for semi-finished material and 2 production lines, in-
dependent of the total number of nodes, which corresponds to a nearest-neighbour
coupling. In our future research, we also plan to extent our investigations to combi-
nations of both settings, which is probably the most realistic case.

Our models have been studied by means of event-discrete simulations based on
a commercial simulation software [6–8], which means that all production and deliv-
ery events are time-discrete. The dynamics at each node is controlled by a sub-model
whose structures are assumed to be identical. All buffers of a manufacturer have an
unlimited size and can be assessed by every production line. The manufacturing pro-
cess of a certain product starts only when the appropriate commodities are present
in sufficient quantities. For the realistic illustration of a production procedure, oper-
ating times and working-on-intervals have been implemented. This setup allows an
explicit computation of the time required for completing a product, and to prohibit or
prevent a multiple treatment on the production lines by the definition of working-on-
intervals. By prescribing different combination of lot sizes, it is possible to consider
different scenarios corresponding to different capacities of the transport containers.
Different transport routes with different lengths can be modelled by prescribing cer-
tain transportation times. For the accurate control of the supply of semi-finished
material from outside the network, all mentioned parameters can also be defined for
the external suppliers.

In order to systematically investigate the effects of different production strategies,
order policies, network topologies, and process variables, several model variants
have been considered for different sets of model parameters:

Fixed and stochastic simulation periods: In the standard case of deterministic
(fixed) simulation periods, all time scales of the model have been prescribed to con-
stant values. For the sake of simplicity, operating times, transportation times and
working-on-intervals have been fixed multiples of this basic time scale. As an alter-

Fig. 1 Visualisation of the symmetrically coupled network with two nodes (left) and a linear supply
chain (right). The direction of material flows is shown by dashed lines
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native, we have considered the case where all these time scales vary randomly with
a Gaussian distribution. The average values have been fixed to the former determin-
istic clock rate, while the corresponding standard deviation serves as an additional
parameter of the model which can be varied over a suitable range.

Production strategies: In the case of a pull strategy, each manufacturer produces
firstly the product for the external market. If the available amount of semi-finished
material is not sufficient, orders of an appropriate size are sent to the corresponding
supplier, which are processed in the next period. If the different stock values are
sufficiently large, the semi-finished material for the network-internal collaborators
is additionally manufactured. Otherwise, corresponding orders are initialised again.
As an alternative, a push strategy may be used where each manufacturer produces
both the final product as well as the semi-finished material in dependence on the
respective buffer contents without further orders from the recipients.

Order policies: In addition to the production strategy, all manufacturers may in-
fluence the performance of the entire network by their specific order policy. For this
purpose, the available stocks of semi-finished materials are compared with a min-
imum value in pre-defined time intervals. In the case of provision policy (PP) and
order point policy (OPP), a fixed amount of material is ordered if the corresponding
buffer is empty (PP) or has less than a minimum inventory level (OPP). As an al-
ternative, a periodic order policy (POP) may be applied where all orders take place
periodically, but with a variable size which is adjusted to the actual buffer contents
and demand.

3 Classification and Quantification of Instabilities

For the analysis of our simulations, we have focussed our attention to time series of
inventory levels in the different buffers, which may also be used to derive different
other logistically meaningful quantities. The specific features of this kind of data
are a special challenge for time series analysis: Firstly, in microscopic models like
the one used in our study, order sizes as well as buffer contents have discrete, non-
negative values, whereas most methods of time series analysis have been developed
for application to continuous data. Hence, using these concepts for the analysis of
the stocks may systematically lead to erroneous results. Secondly, event-discrete
data may have an uneven sampling, which causes additional problems.

Concerning the last point, one may interpolate the stock time series to an even
sampling, which is easily done due to the event-discrete nature of the model [6].
Alternatively, one may completely neglect the uneven sampling and assume a given
basic clock [7]. Comparisons have shown that the corresponding results do prac-
tically not differ from each other, such that the second approach has been used
for further analysis. In contrast to this, the problem of discrete-valued time series
can only be solved by a sophisticated choice of the methods used for their ana-
lysis, for example, symbolic time series analysis [6–8] or recurrence quantification
analysis [9].
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In general, the dynamic vulnerability of material flows in complex networks in-
creases in the presence of feedback loops [10]. Therefore, we will mainly concen-
trate our investigations to the case of symmetrically interacting manufacturers, as
in this case, there is a back-reaction between the different collaborators which is
not present in linear supply chains. Our analysis reveals the following factors which
significantly increase the dynamic complexity of manufacturing networks:

Fluctuating Production Intervals: If the flow of material in the network is bal-
anced in terms of lot sizes and intrinsic time scales, the system is stable if the basic
time intervals are constant. In the case of a push control, the corresponding dynam-
ics of the buffer levels is remarkably stronger than for a pull control. In contrast
to this, in a realistic manufacturing system, internal stochastic influences are al-
ways present and change the actual length of production and/or transportation times.
Such influences are found to have a destructive effect on the logistic performance of
a manufacturing network by leading to intermittent time intervals of accumulation
of material or unprocessed orders [6,7].

A systematic investigation of the resulting probability distributions (see Fig. 2)
and symbolic autocorrelation functions for different buffers shows that this kind
of behaviour sets in instantaneously. Moreover, the corresponding effect does not
depend on the magnitude of stochasticity over a certain range of moderate standard
deviations. Only if these standard deviations are significantly larger than 10% of the
mean production intervals, significant differences are observed.

Whereas the accumulation effect is rather moderate and almost equally dis-
tributed over all production lines in the case of a pull strategy, under a push con-
trol, those lines producing exclusively for external consumers show low and stable
stocks, while the lines producing semi-finished material which remains in the net-
work have stocks which increase much stronger than in the case of a pull control.

Imbalance of Material In- and Outflows: In the presence of a push control and
large working-on-intervals, the stocks of semi-finished material may increase above

Fig. 2 Estimated probability distribution functions of inventory levels (values in powers of 10) in
dependence on the standard deviation of processing times σ (basic clock: 60 s) for the symmetri-
cally coupled two-manufacturer system with all time scales being set to 60 s and all lot sizes to 1,
for a pull (left) and a push control (right). The upper panels correspond to the production lines of
the first manufacturer, the lower panels to those of the second one
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all limits. In contrast, in the case of a pull control, this effect is absent as the bal-
ance between material supply and production is provided here by appropriate order
volumes.

In a linear supply chain, the described instabilty can easily occur as there is no
back-flow of goods between the respective collaborators. However, it is also found
in the case of a symmetric interaction. For example, the two-node system becomes
super-critical if for two of the four production lines, these intervals increase the pro-
cessing times at least by factors of 3 and 2, respectively. Under these conditions,
three different cases may be distinguished: (i) If both production lines responsible
for network-internal supply are super-critical, both lines producing for the external
market become unstable. (ii) If the working-on-intervals of the external line of man-
ufacturer A are larger than those of the internal line of manufacturer B, the internal
line of manufacturer A becomes unstable. (iii) If the internal lines are stable at man-
ufacturer A and unstable at manufacturer B, the external line of manufacturer B
becomes also unstable.

If in the case of an unstable system, stochasticity is added to the model in terms
of distributed production intervals, the rate of material accumulation surprisingly
decreases. The strength of this decrease depends on the respective parameters and
may lead to an almost complete suppression in case of only weakly unstable sys-
tems. Such a stabilisation of the dynamics by application of noise has already been
observed in different nonlinear systems, but not yet been found in manufacturing
networks. However, the particular amplitude of stochasticity has almost no influ-
ence on this process, supporting the results described above.

Incomplete Logistic Synchronisation: In the case of a pull control, an improper
choice of lot sizes necessary for production increases the complexity of material
flows in the network in a way that the strict periodicity of the production process in
the case of fixed production intervals is lost. However, in contrast to the accumu-
lation instability described above, the stock values remain bounded on rather low
levels. The results of symbolic time series analysis [6] suggest that the change in
the corresponding dynamics is associated with additional frequencies, resembling
the transition from fully periodic over quasi-periodic towards chaotic states in non-
linear systems. More detailed investigations show that there are different compet-
ing effects contributing to this type of instability. For example, for some settings
with three different lot sizes, the corresponding instability is very weak, while for
other cases with only two different values within the network, the dynamics is very
complex. Interestingly, different odd values of lot sizes (> 1) lead to a much more
irregular behaviour (with auto-correlation functions showing hardly any regularity)
than even ones of a comparable value.

Order policies: The application of suitable order policies often allows to avoid
production breakdowns due to a lack of material. However, this comes on the cost
of a logistic desynchronisation as unlike for a usual pull strategy, the sizes and tim-
ings of orders are not determined by the current, but the anticipated demand. Con-
sequently, the use of order policies results in a strong increase of complexity and
a corresponding decrease of the regularity of the dynamics, which leads to a non-
periodic behaviour even in the case of equal production and transportation times. In
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a previous study of the behaviour of the symmetrically coupled four-manufacturer
network [8], this has already been demonstrated in some detail. In particular, the be-
haviour under a periodic order policy shows clearly weaker periodic contributions
than for provision and order point policies because in this case, a fixed period of
orders is not necessarily present.

4 Conclusions

We have demonstrated that apart from random external influences, at least three dif-
ferent types of internal factors may lead to a very complex dynamics of small-scale
manufacturing networks: (i) stochastic internal influences, which occur instant-
aneously independent of the detailed process parameters and lead to an intermit-
tent accumulation of material or unprocessed orders, (ii) dynamic transitions due
to an improper logistic synchronisation (which can be caused by lot sizes or or-
der policies), and (iii) instabilities due to an imbalance of material flows. Type (ii)
occurs only for pull or related strategies where the different nodes control inward
material flows by setting orders of appropriate size. In contrast to this, instabilities
of type (iii) occur only for push strategies, i.e., when the nodes control only the
outward material flows.

Our findings allow to draw some general conclusions about the behaviour of
manufacturing systems which may help to develop appropriate control strategies
for real-world systems. In particular, the occurrence of different types of instabil-
ity demonstrates that the active influence of separate “agents” which act such that
their individual logistic performance is optimised is not necessarily optimal for the
behaviour of the overall network. This observation is especially reflected by the dy-
namics in the case of improper logistic synchronisation or imbalances of the material
flows. As a necessary consequence, the implementation of a fully decentralized con-
trol in a manufacturing network may fail as long as the different collaborators do not
take care of the states of all production lines. Possible solutions of this problem may
include the (phase) synchronisation of stock oscillations at the different production
lines [11] as well as the application of centralised or external control mechanisms
in terms of concepts like the Fourth Party Logistics [12].

A very interesting finding of our study is that in the case of stochastic compo-
nents in the dynamics, the resulting changes do almost not depend on the magnitude
of stochasticity. Moreover, stochasticity is found to strongly decrease the undesired
effects of imbalances of material flows. Further studies of time-continuous produc-
tion models are necessary to further verify that the corresponding results are actually
no effects of the discrete-event simulation. In case of their significance, it may be
possible to explicitly use stochasticity to improve the logistic performance of gener-
ically unstable manufacturing systems, which cannot be stabilised by appropriate
control mechanisms or structural changes within the production network.
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Abstract Multi-agent Systems are a promising approach to implement flexible and
effective decentralized control mechanismen for the logistic domain. This paper in-
tends to introduce the key features of a multi-agent system that is under development
for several years. The agents autonomously plan, optimize, and control a railway
transportation system.
For this purpose the agents interact, communicate and negotiate. This paper presents
an overview how different techniques from operations research, artificial intelli-
gence and soft computing are integrated into a multi-agent system to solve this dif-
ficult and complex real life problem.

1 Introduction

This paper presents a multi-agent system (MAS) controlling and optimizing the pro-
cesses in a railway network. It is under development for several years and was con-
stantly extended. The agents are designed to plan, control and optimize the processes
of shuttles in the Railcab scenario. Railcab is an innovative logistic concept, which
tries to combine the effectiveness of railway traffic with the flexibility and individu-
ality of road traffic. Therefore transport disposition in the Railcab concept is demand
driven, no fixed schedule exits. If a passenger wishes to travel from Paderborn to
Munich (about 540 km), he advises the customer interaction module of the depart-
ing place, the destination station, the wanted time and shuttle type (business, tourist
class etc.) and the number of travelling passengers. The customer interaction mod-
ule provides the customer with various offers from the provided resources (tracks,
wagons, station capacity) and a price finding procedure. Finally, the passenger de-
cides on an offer and books bindingly. A shuttle will be available at the given time at
the train station Paderborn. With a small number of stops to pick up and disembark
other passengers, the shuttle carries the passenger to Munich. A short travel time
is not inevitably reached through a higher maximum speed, but through a higher
average speed. By reducing the number of stops compared to conventional railway
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systems, travel times are decreased in the Railcab concept. This and the flexibility
of the individual transport units build the foundation for an attractive train system.
The lower maximum speed and the therewith related relatively lower energy con-
sumption and few empty drives, lead in total to an economically attractive system.
For a detailed description of the logistic concept see [1].

The scheduling of such a railway system is a complex and dynamic problem. The
system is subject to frequent changes (e.g. new transport orders and disturbances)
and encompasses a large number of objects (e.g. shuttles, tracks, stations, switches,
goods). For these reasons centralized planning and coordination algorithms seem
not reasonable. In centralized planning for distributed execution an effective and
efficient communication infrastructure is of crucial importance [2]. The communi-
cation in the Railcab system necessarily relies on wireless communication, which
cannot provide a sufficiently reliable and fast communication for a centralized plan-
ner. Thus we decided to implement a MAS in order to plan, control, and optimize
the Railcab logistic system. The remainder of this paper will outline the develop-
ment of this MAS in historical order. Each of the subsequent section will describe
a step in the evolution of the MAS and tackle with a particular problem. The next
section briefly describes the logistic problem solved by the MAS.

2 Problem Description

The planning problem defined by the Railcab scenario is a online version of the
Pick Up And Delivery Problem With Time Windows (PDPWTW). Informaly this
means a number of n passengers or goods have to be pick-up at a pick-up station p
within a time window from earliest departure time until latest departure time and
delivered to a delivery station within a time window from earliest arrival time until
latest arrival time. New transport jobs occur constantly. The solution of this problem
requires special properties due to the fact that Railcab is a rail bound system. In
particular the utilization of tracks and the capacities of stations have to be con-
sidered. Furthermore the solution should be optimal or (due to the complexity of the
problem) at least good with respect to some cost functions:

costi = ∑n
t=1 ct + et · ect +∑m

st=1 cst (departurest −arrivalst) (1)

costg = ∑o
sh=1 costsh . (2)

Equation (1) shows a simplified version of the individual cost of a shuttle. It
sums the cost of travelling on tracks and stopping at stations. ct denotes the toll
for travelling on track and cst the cost per time unit stopping at station. et denotes
a factor for energy consumption, which can be reduced by the formation of convoys
(due to the slip stream effect) and ect denotes the normalized energy consumption
for travelling on track t. These individual cost functions are subsumed for evaluation
issue to a global cost function overall shuttles shown in Eq. (2).
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3 Asynchronous Coordination and Synchronous Optimization

This section describes the first version of the MAS. It tried to solve two important
sub problems in the Railcab scenario: first the provision of reliable and fast an-
swers to transport orders on the one hand, the requirement of cost effective transport
plan on the other hand. The MAS meets these two requirements by an implemen-
tation of the cooperative planning paradigm of generalized partial global planning
(GPGP) [3]. In GPGP each agent constructs an individual plan in order to achieve
it’s goals. In order to improve the coordination in the system agents can exchange
their individual plans. An agent that has knowledge of more than one individual
plan knows a so called partial global plan and can use this information to coordinate
the individual plans by altering them. GPGP cannot assure to resolve all conflicts
between local plans, e.g. resource conflicts. Resolving this kind of conflict is of
crucial importance for safety and reliability in general in railway systems. Franke
developed an agent based transport planning system, which performs the coordin-
ation and planning process in two phases: the initial planning and the optimization.
The main task of the initial planning is to provide a feasible transport plan under
consideration of all resources in the railway network, especially the tracks and sta-
tions. To solve the coordination problem an agent is assigned to every resource in
the network. For example a track agent has to decide if a shuttle can travel on the

Fig. 1 MFERT Agent Model
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corresponding track section at a particular time in a particular direction. The re-
lationships and interactions in the MAS are systematized by a state transition net
profile called MFERT (see Fig. 1), which is a domain specific profile for production
planning and logistics. In order to avoid long blocking and waiting times in the MAS
and to increase the performance of the initial planning, the agents communicate in
an asynchronous way. (for details see [4] and [5]).

In the second phase the transport plans from the initial planning are optimized. It
starts with an aggregation of all individual plans into a single global plan. In a paral-
lel heuristic procedure (taboo search) the initial plan is optimized. The heuristic pro-
cedure is performed by a number of synchronously communicating agents, which
synchronize their plan in fixed time steps. The parallel optimization procedure was
able to realise a decrease of cost of 30% compared to the initial solution. After syn-
chronization, the currently best plan is used by all agents for further optimization.
Both phases are performed alternating. New transport orders can be buffered and
are handled by the asynchronous communicating agents after the phase (for details
see [6] and [7]).

4 Decentralized Optimization

The approach presented in the prior section has one critical shortcoming: the syn-
chronous optimization procedure is a centralized approach with all disadvantages
mentioned in the introduction. Furthermore the complete exchange of information
is not possible if the agents perform the planning for different principals.

This is the case when competing companies use the same railway network. Thus
we were looking for a more decentralized way of optimization. There are two possi-
ble coordination actions between agents which can lead to a cost decrease: formation
of convoys and swapping of transport jobs. For both optimizing strategies, in scen-
arios with self interested agents the actual realisation of a cooperation is subject of
negotiations. The negotiation may encompass issues like compensation payments,
detours, and timing. An overview of possible negotiation techniques is given in [15].

4.1 Decentralized Swapping of Jobs

The next step in the evolution of the MAS was the implementation of the jobswap-
ping. In a decentralized job swapping each shuttle constantly analyzes it’s local
plan. In this local analyzes searches for jobs that cause inappropriate costs, e.g.
such jobs that cause large detours for picking up and/or delivering a single pas-
senger. This kind of job is advertised for bids of other shuttles. The idea is to find
a shuttle the travels along the pick up and deliverance point anyway. The problem of
bringing cooperation partners together is considered as the matchmaking problem
[12]. There are several methods to solve the matchmaking problem: the contract net
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protocol (CNP) [11], middle agents and brokers [12] and unstructured matchmak-
ing [10]. In the Railcab MAS we used a combination of the contract net protocol
and middle agents to solve the matchmaking problem. The amount of communica-
tion required for the CNP is determined by the ability of the manager agent (the
agent who wants to delegate a job) to identify good candidates for taking over the
job. Thus distributed blackboards (a special kind of middle agents) are used to find
shuttles which are interested in taking over an offered job. Blackboards are assigned
to station agents, since pick-up and delivery stations are the most promising places
to look for shuttles interested in the job. The rest of the agent interaction is organ-
ized according to the CNP. The decentralized implementation of the job swapping
was able reduce the cost of track utilization by 15% in average during simulation
experiments. This result is remarkable compared to the 30% cost reduction by the
centralized optimization. Details about job swapping can be found in [8].

4.2 Decentralized Convoy Formation

The implementation of the second coordination action is currently under develop-
ment. The formation of convoys requires a more detailed coordination of local plans.
Actually a nesting of a new (partial) route plan into the local plans of the shuttles is
required. Since this nesting is very complex and the number of considered partners
has strong impact to the complexity, a more sophisticated method for the identi-
fication of partners is used. The matchmaking – again initiated by a shuttle agent
that discovers the potential of optimization – encompasses three steps: search for
possible partners, filtering of partners and clustering of partners. The search process
will be implemented by a distributed depth-first-search along the route of the shut-
tle. The depth of the search is limited by a parameter d. The search process will be
actually performed by the station agents and is only triggered by shuttle agents. The
shuttle agents query the station along their routes. Each station, which has a depth
smaller than d performs a look-up for passing shuttles in its schedule and propagates
a query to its neighbour station. A station with a depth of d performs the look-up
but does not propagate the query to its neighbours. Equation 3 shows how the depth
of a station is calculated.

depth(st) =
{

0, if st is queried by shuttle agent
d(st ′)+ 1, if st is queried by station st ′ (3)

In the next step the resulting set of shuttles is filtered for improper candidates.
Ephrati and Pollack demonstrated that filtering improves the efficiency in multi-
agent planning [13]. Filter criteria are arrival and departure times and the direction
of travel. After filtering a hierarchical clustering [14] is used to identify groups of
shuttles which may constitute a good convoy. This grouping is based on the simi-
larity of shuttles. Shuttles which have similar routes (especially similar pick-up and
delivery stations), similar travel speed and similar breaking distances can form an
effective convoy.
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5 Consideration of Uncertain Travel Times

Like in many approaches, known from operations research, the shuttle agents con-
sider travel times on the tracks in the transportation network to be constant. In fact,
travel times are never constant, but depend on a large number of factors. For instance
weather (ice or leaves on the tracks) or the amount of traffic may influence the travel
times. The paradigm of Bayesian thinking teaches us that we can estimate variables
like travel time by partial knowledge of the influences and their conditional prob-
ability distribution. Thus we extended the MAS by the ability of reasoning about
uncertain travel times. Expert agents were introduced into the system which have
knowledge about the probabilistic nature of travel times in the railway network.
This knowledge is represented by hybrid Bayesian Networks. A Bayesian Network
is a directed, acyclic graph (G,V), where the nodes V represent discrete or continu-
ous variables. A directed edge from node Xi to node Xj denotes that variable Xj

depends on Xi. This dependency is quantified by the conditional probability dis-
tribution P(Xi|Parents(Xi)) for each node in the network [21]. Bayesian Networks
with both discrete and continuous variables are called hybrid networks. According
to Jensen [17], Gaussian distributions are the only applicable continuous probability
distributions. Other distributions cannot be used for the lack of mathematical con-
cepts. Figure 2 shows two examples of such expert networks. For inference in this
network a modification version of Pearl’s Message Passing [20] algorithm was im-
plemented. The modification enables the inference in complex networks with poly-
nomial runtime.

Shuttle agents use Dynamic Bayesian Networks (DBN) [16] to model their short-
est path problem. A DBN is a graphical representation of a first order Markov Pro-
cess. The DBN of the shortest path problem is constructed by querying the expert
agents. Figure 2 illustrates the interaction between shuttle and expert agents.

Fig. 2 Interaction of Agents



Aspects of Agent Based Planning in the Demand Driven Railcab Scenario 177

In simulations we recognized a more accurate estimation of travel times by the
probabilistic approach. Furthermore, the new approach resulted in shorter travel
times. A detailled discussion of the planning procedure and the results can be found
in [18]. In [19] the MAS was extended by an advanced consideration of risk. On
basis of the probability distributions provided by the expert agents, the likelihood
of delays is included in the shortest path problem. In simulations, the number of
delays was reduced by almost 10% compared to the probabilistic approach without
consideration of risk.

6 Conclusion

This paper presented a MAS for planning, controlling and optimizing a rail bound
transportation systems. Different aspects of demand driven railway concepts are
reflected in the development process of the MAS. These different aspects are the
safety critical coordination of shuttles, the demand for efficient transport plan and
potentially competing forwarding companies in the same transportation network.

The safety critical requirements are met by formal modeling of the resources
and interactions in the transportation system. A state-transition net profile is used
for implicit synchronization of the local shuttle plans. Furthermore methods for
centralized and decentralized optimization of transportation plan were introduced.
The decentralized optimization is suitable for scenarios with competing forward-
ing companies, when a complete share of information is not conceivable. Finally
a new concept for path planning in dynamic and probabilistic environment was in-
troduced. During simulation this concept proved to be useful to provide better es-
timation of travel times and due able to find paths with shorter travel times, e.g.
by driving around traffic jams. Further research will focus on this direction. The
consideration of risk is subject of further improvement and a new method for the
construction of conditional plans on basis of the probabilistic planning is currently
under development.
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Abstract In this paper, we investigate the following problem: k mobile agents are
placed on a graph G. Each agent performs a random walk, and when two or more
agents meet at a node, they merge into a single agent. We present a Markov chain
modeling the agents behaviour and show how this can be used to upper bound the
expected time for all the k agents to merge into a single agent.

1 Introduction

In today’s world, immense importance has been given to distributed computing
and algorithms to give the maximum throughput with minimum resources. Mobile
agents are one of the ways to implement these computations and algorithms. In
recent years emphasis has also been shifting from deterministic algorithms to ran-
domized algorithms which are often more simple and more efficient. So we are also
interested in randomized algorithms and solutions for the displacements of agents
in the network. These algorithms require less energy and few resources to perform
any delegated task.

The Model. We consider a synchronous distributed network of processors with an
arbitrary topology. It is represented as a connected graph where vertices represent
processors, and two vertices are connected by an edge if the corresponding proces-
sors have a direct communication link.

A mobile agent (MA) is an entity which moves in the graph. There are many
models to study the movement of the agents depending on the parameters of interest
and on the applications. In this paper, we consider MAs with identities whose stor-
age memory can not deal with topological information of the network. This is useful
for instance if the network is huge (e.g. Internet). We study in this work agents that
do not store information about the visited vertices. One interesting model that we
deal with is that of random walks. Hence, our MA moves randomly in the graph.
The MA performs a random walk: when it is located in a vertex v, if B(v,1) denotes
the ball of center v and radius 1, the MA chooses uniformly at random one of the
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vertices in B(v,1), if the chosen vertex is v, the MA does not move, else, it moves
to the chosen vertex.

The Problem. In this paper, we are interested in the following problem: a set of
k ≥ 2 mobile agents are placed arbitrarly on the network. These agents can work in
collaboration by performing random walk and can give efficient results by the com-
bined effort (for example in applications such as collecting information, spanning
tree or gathering problem), however, the agents are reduced each time the agents
meet on any node v of the netowrk. Upon meeting the agents can share their infor-
mation they already acquired by doing some computations. In this case, the agent
with the smaller identity disappers itself from the nework. At the end of our algo-
rithm all agents merge into a single MA having the biggest identity.

Another objective of this paper is to calculate the expected time for all the agents
to meet in a network hence analyzing the complexity of the algorithm. We make
another assumption that a MA remains on the vertex where it is located or moves
to one of the vertices in the neighbourhood. Indeed, without this hypothesis, even
if we use random algorithm to break symmetry, the rendezvous can never occur. To
see that, consider the case of the complete graph K2 with two vertices and two MAs
one on each vertex. Then if we do not allow the MAs to remain on a vertex, they
will never meet.

Related Works. The calculation of the time for two agents to meet in a graph can
be considered as the rendezvous problem. A lot of work has been done on the ren-
dezvous problem and vast literature can be found in (Alpern and Gal, 2002). Ren-
dezvous on graphs has been presented in (Alpern et al., 1999; Alpern, 1995). Some
papers also discuss the probabilistic solutions like in (Alpern, 1995, 2002; Anderson
and Weber, 1990; Baston and Gal, 1998). Gathering is another technique (Flocchini
et al., 2001; Lim and Alpern, 1996; Thomas, 1992) when more than two agents have
to meet at one fixed location. Random walk is a useful tool for many applications
such as the construction of a spanning tree by multiple mobile agents (Abbas et al.,
2006). It has many other applications and it can also be considered as an Election
Problem (Bar-Ilan and Zernick, 1989). In another work of agent rendezvous by (Yu
and Yung, 1996), the authors considered their agents (or distributed units as they
call it) to be intelligent agents having computing power, control and memory that
is having decision capability which helps in understanding the topology of the net-
work. The agents are coordinated of their behaviour in a distributed environment.
The meeting time of agents for the complete graph is O((n/k) logn) with high prob-
ability and for hypercube, it is O((n/k) log2 n) with high probility, however their
model is different from ours in which agents do not have control, intelligence and
memory. A survey on mobile agent rendezvous can be found in (Kranakis et al.,
2006). In this survey, authors have narrated various results on the mobile agent ren-
dezvous on distributed networks having deterministic and randomized rendezvous
among agents; the agents having computing power, control and memory and the
number of agents vary from 2 to k. To the best of our knowledge, the present paper
is the first to consider the randomized meeting of any k agents without memory and
the reduction of the number of agents to one.
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Our Contribution. In this paper, we first give a Markov chain formulation of the
problem, then we investigate some particular cases and analyze the merging time in
complete graphs, star graphs and the hypercube.

1.1 An Introductory Example

As a first investigation, consider a graph G = (V,E) with a star topology. Consider
two agents in this graph. Depending on the placement of the two agents, if we con-
sider the random variable (Xt)t≥0, such that Xt is the distance between the two agents
at time t, then ∀ t ≥ 0, Xt ∈ {0,1,2} and its behaviour can be modelled by a Markov
chain M = ({0,1,2},T ), where T is defined by the following transition matrix:

P =

⎛

⎜
⎜
⎝

0 1 2
0 1 0 0
1 1

n
1
2

n−2
2n

2 1
4

1
2

1
4

⎞

⎟
⎟
⎠ .

This chain is an absorbing one, the single absorbing state is 0 and its fundamental
matrix (see (Kemeny and Snell, 1960)), can be written as follows

N =

⎛

⎜
⎝

1 2

1 6n
n+4

4(n−2)
n+4

2 4n
(n+4)

4n
n+4

⎞

⎟
⎠ .

Hence, if we denote by Ti the time for the two agents to obtain a rendezvous, given
that they are initially placed at distance i (i ∈ {1,2}) one from the other, we have

E(T1) =
10n−8

n + 4

and

E(T2) =
8n

n + 4
.

Hence, if we denote by T the time for the two agents to obtain a rendezvous, we
have, E(T) = O(1).

If we consider k ≥ 3 MAs in the star graph, the parameter of interest will be the
number of MAs in the graph and the behaviour of this number. Then, instead of
the distance between MAs, we consider the r.v. (Xt)t≥0 which counts the number of
MAs in the network at time t. We then start by the following lemma:

Lemma 1. Let Xt be the number of agents on the leaves at time t ≥ 0. Then

E(Xt+1 | Xt) ≤ Xt

2
+ 1.

Proof. To prove the lemma, we have to consider two cases:
1. There are 0 MAs at the center. Let E0(Xt+1 | Xt) denotes the expected number of

agents on the leaves at time t+1 knowing that there were Xt agents on the leaves
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at time t, then, for any i ∈ {0,1, . . . ,Xt}, if i MAs move to the center of the star,
then the number of MAs on the leaves decrease by i, hence, a combinatorial and
probabilistic reasoning yields to

E0(Xt+1 | Xt) =
Xt

∑
i=0

(
1
2

)Xt
(

Xt

i

)
(Xt − i) =

Xt

2
.

2. There is an MA at the center. Let E1(Xt+1 | Xt) denotes the expected number of
agents on the leaves, a similar reasoning as in 1) yields to

E1(Xt+1 | Xt) =
(

1− 1
n

)
Xt

2
+
(

1− 1
n

)
.

The lemma follows. ��
Then we have the following theorem.

Theorem 1. If we denote by Tk the time for k MAs to merge into a single MA, then

E(Tk) = O(log(k)).

Proof. From the formulae in Lemma 1, we can see that the number of times we can
apply the recursion is given by log(X0). Since X0 ≤ k, the theorem follows. ��

2 A Genral Markov Chain Formulation

2.1 Configurations Graph

The first formulation of the problem is inspired from (Bshouty et al., 1999). As
in (Bshouty et al., 1999), a configuration of k agents on the graph G is a multi-
set of k vertices of G. A configuration {x1,x2, · · · ,xk} describes a placement of k
agents on the vertices of G, where xi is the position of agent ai. If xi = xj then
the agents ai and aj are merged into one agent: ai if ai > aj and aj otherwise. The
process starts in an initial configuration ν0 = {x1,x2, · · · ,xk} with xi �= xj,∀ i �= j
and ends with a terminal configuration {x1,x2, · · · ,xk} with xi = xj,∀ i �= j. If
νp = {x1,x2, · · · ,xk} is the configuration of the process at step p then a next con-
figuration νp+1 = {y1,y2, · · · ,yk} of νp satisfies the following conditions:

1. if yi �= xi then yi ∈ N(xi) where N(xi) denotes the set of neighbours of xi,
2. for all i �= j, if xi = xj then yi = yj

An execution starting at initial configuration ν0 is a finite sequence of configurations
{ν0,ν1, . . . ,νm} such that for all p = 0,1 · · · ,m − 1, νi+1 is a next configuration
of νi. Configuration νm is called the current configuration at time step m. νm =
{x1,x2, · · · ,xk} is a terminal configuration if xi = xj for all i �= j, this configuration
is noted TERM.
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As in (Bshouty et al., 1999), the configuration graph Gk = (V(Gk),E(Gk)) is
the directed graph defined as follows: V(Gk) is the set of all the possible configur-
ations and

E(Gk) =
{
(ν1,ν2) | ν1 = {x1,x2, · · · ,xk} �= TERM and

ν2 = {y1,y2, · · · ,yk} is a next configuration of ν1

}⋃
{(TERM,TERM)}

Since G is connected, it is clear that Gk is connected. The behaviour of the set of
agents {a1,a2, · · · ,ak} in the undirected graph G is then the same as the behaviour
of a random walk on the directed configuration graph Gk. This random walk is
a Markov chain with one absorbing state TERM, the other states are all transient.

Since Gk is connected, it is clear that, with probabilty 1, the random walk in
Gk will reach the state TERM, meaning that all the MAs will end by merging on
a single MA.

In this study, we are interested on the expected time before all the agents merge
into one agent. This can be interpreted as the expected time for a random walk
starting in an initial configuration to reach the state TERM in Gk. In terms of random
walks, this corresponds to the notion of hitting time H(ν0,TERM).

2.2 Components Graph

Let G be a connected graph. As we have seen in the previous section, the behaviour
of k MAs on G is the same as the bahaviour of a random walk on the configurations
graph Gk. Nevertheless, this random walk, even if it is a Markov chain, seems not
easy to study and do not provide a simple method to upper bound the merging time
of k MAs on G.

Let νi be any configuration, we define the size of νi, and we denote it |νi|, the
number of different vertices in νi. We define the components graph Gk = (Vk,Ek) as
follows:

• Vk = {C1,C2, · · · ,Ck} such that ∀ i ∈ {1,2, · · · ,k}, Ci = {ν ∈ Vk| |ν| = i}
• Ek = {(Ci,Cj) | ∀ν1 ∈ Ci,∃ν2 ∈ Cj such that (ν1,ν2) ∈ Ek}
The main idea of this construction is to gather, on a single component, all the con-
figurations of the same size and there is a transition from a component C to a com-
ponent C′ iff for any configuration ν1 in C, there is at least a configuration ν2 in C′
such that (ν1,ν2) ∈ Ek.

Let (Yt)t≥0 be a random walk on Gk. For any (i, j) ∈ {1,2, · · · ,k}×{1,2, · · · ,k},
we define pi, j as follows:

pi,j =

⎧
⎨

⎩

min{Pr (Yt+1 = ν2 | Yt = ν1) | (ν1,ν2) ∈ Ci ×Cj} if i > j
1−∑l<i pi,l if i = j
0 otherwise.
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Then, consider the following process: X0 = Ck and for any t ≥ 0,

Pr (Xt+1 = Cj | Xt = Ci) =

⎧
⎨

⎩

pi,j if i > j
1−∑l<i pi,l if i = j
0 otherwise.

We have the following lemma:

Lemma 2. If Gk is connected then

H(ν0,TERM) ≤ H(Ck,C1), for any initial configuration ν0.

Proof. By induction on k. ��

2.3 From 2 to k Agents

In this section we show how the study of the particular case of two agents in a graph
G = (V,E) allows us to obtain an upper bound for the general case of k ≥ 3 MAs
in G.

Let G = (V,E) be a given graph of size n and k ≥ 3 be the number of the MAs
in G. Let Gk the corresponding components graph. In this section, we assume that
Gk is connected. Consider a random walk in Gk, and let (Xt)t≥1 be the r.v. defined as
follows: X0 = k and ∀ t > 0, Xt is the size of the component at time t.

The behaviour of the r.v. (Xt)t≥0 can be modelled by a Markov chain M =
(S ,T ) such that S = {1, · · · ,k} and

Pr (Xt+1 = 1 | Xt = 1) = 1

Pr (Xt+1 = j | Xt = i) =
{

pi,j > 0 if j ≤ i
0 otherwise.

M is an absorbing Markov chain with a single absorbing state (the state 1) with the
following transition matrix:

P =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0 1 2 · · · k−1 k
0 1 0 0 · · · 0 0
1 p2,1 p2,2 0 · · · 0 0
...

...
...

. . .
. . . · · · · · ·

k pk,1 pk,2 pk,3 · · · pk,k−1 pk,k

⎞

⎟
⎟
⎟
⎟
⎟
⎠

.

Let (Yt)t≥0 be the r.v. defined as follows: Yt ∈ S , ∀ t ≥ 0 and

Pr (Yt+1 = 1 | Yt = 1) = 1

Pr (Yt+1 = j | Yt = i) =

⎧
⎨

⎩

qi,j = pi, j if j = i
qi,j = ∑1

l=i−1 pi,l if j = i−1
0 otherwise.
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This corresponds to an absorbing Markov chain M ′ = (S ,T ′) with the following
transition matrix:

P′ =

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜
⎝

1 2 3 4 · · · k−1 k
1 1 0 0 0 · · · 0 0
2 q2,1 q2,2 0 0 · · · 0 0
3 0 q3,2 q3,3 0 · · · 0 0
...

...
. . .

. . .
. . .

...
...

k 0 0 0 · · · 0 qk,k−1 qk,k

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎟
⎠

.

M ′ is a Markov chain whose set of states is the same as for M and the only possible
transitions are between i and i−1. This intuitively means that whereas in M , from
a state i it is possible to reach all the states i−1, i−2, · · · ,1, one can reach only the
state i−1 in M ′. It is clear that:

Lemma 3. For any i ∈ {1,2, · · · k}, if we denote by Ti (resp. T ′
i ) the time for the

Markov chain M (resp. M ′), starting at the state i to reach the state 0, then

E(Ti) ≤ E(T ′
i ).

Proof. From the transition matrices P and P′, we deduce the following recur-
sions: ∀ i ≥ 2, E(Ti) = 1 + pi,iE(Ti) + ∑i−1

j=1 pi,jE(Tj) and E(T ′
i ) = 1 + pi,iE(T ′

i ) +
(∑i−1

j=1 pi,j)E(Tj). Hence, an induction reasoning yields to E(Ti)≤E(T ′
i ),∀ i ≥ 2. ��

Application: The Complete Graph Kn

Let Kn = (V,E) be the complete graph of size n. We start by studying the case of
k = 2 MAs. If we denote by D the distance between the two MAs in Kn, it is clear
that D ∈ {0,1}. Then, if T is the r.v, which counts the number of steps before the
two MAs meet, T is a r.v. with a geometric distribution of the parameter

p = Pr(D = 1) =
1
n
,

hence, for any m ≥ 1,

Pr(T = m) = p(1−p)m−1 =
1
n

(
1− 1

n

)m−1

.

Yielding to the expected number of steps before the two MAs meet:

E(T) =
1
p

= n .
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Now, let k ≥ 3 be the number of agents in the graph Kn. From Lemma 3, it suf-
fices to study the Markov chain M ′. To do so, we have to calculate the transition
probabilities qi,i and qi,i−1, ∀ i ∈ {2,3, · · · ,k}.

Lemma 4. Let M ′ be the Markov chain defined above. Then we have the following
for any i ∈ {2,3, · · · ,k}:

qi,i =
(n−1)(n−2) · · ·(n− i)

(n−1)i (1)

and qi,i−1 = 1−qi,i.

This yields to:

Lemma 5. If we denote by T the time for all the k MAs to merge in a single agent,
then

E(T) = O(n logk).

Proof. Once (n− j)≤ (n−1), ∀ j ≥ 1, we obtain from Eq. (1) that qi,i ≤ n−i
n−1 for any

i ∈ {2,3, · · · ,k}. On the other side, we have

E(T) = E(T ′
k) =

k

∑
i=2

1
qi,i−1

.

Hence,

E(T) ≤
k

∑
i=2

n−1
n− i

= (n−1)Hk,

where Hk = 1 + 1
2 + · · ·+ 1

k is the harmonic number. Since Hk ∼ log(k) the lemma
follows. ��

3 Hypercubes

An hypercube of dimension d is a graph Hd = (V,E) such that V = {ω ∈ {0,1}d}
and E = {(ω1,ω2) ∈ V ×V | h(ω1,ω2) = 1} where ∀(ω1,ω2) ∈ V ×V, h(ω1,ω2)
denotes the Hamming distance between ω1 and ω2, i.e., the number of bits to change
in ω1 to obtain ω2. That is, this graph has some nice properties: each vertex has
a degree d, the maximum distance between any two vertices in the graph is d and
the size of the graph is n = 2d.

We first investigate the case of two MAs in Hd . As for the previous cases, we
consider the random variable (Xt)t≥0 such that ∀ t ≥ 0, Xt corresponds to the dis-
tance between the two MAs at time t. The behaviour of this r.v. can be modelled
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by a Markov chain M = (S ,T ) where S = {0,1, · · · ,d} and the transitions are
defined as follows:

Pr (Xt+1 = 0 | Xt = 0) = 1

Pr (Xt+1 = j | Xt = i) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d+2di−2i2+1
(d+1)2 if j = i

2i
(d+1)2 if j = i−1
2(d−i)
(d+1)2 if j = i+ 1
i(i−1)
(d+1)2 if j = i−2
(d−i)(d−i−1)

(d+1)2 if j = i+ 2

0 otherwise.

∀ i ≥ 0, j ≥ 1,

That is, M is an absorbing Markov chain with a single absorbing state: the state 0.

Remark 1. If the distance between the two MAs is close to n, there are more chances
that the distance between them decreases. If the distance between them is close to
0, which is an absorbing state, there are more chances that the distance increases.
Similarly, if the distance is in the middle then there are more chances that it remains
the same.

The last remark makes the study of the above chain more complicated than the
previous ones. Indeed, in this case, the transition probabilities are not constant but
are given by means of d and the actual value of the distance between the two MAs.
Hence, we use another method to study this process: we decompose the chain M
into two Markov chains M1 and M2, each of them with the following transition
matrix:

A1 = A2 =

⎛

⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎜
⎝

0 1 2 3 4 5 · · · d

0 1
d+1

d
d+1 0 0 0 0 . . . 0

1 1
d+1

1
d+1

d−1
d+1 0 0 0 . . . 0

2 0 2
d+1

1
d+1

d−2
d+1 0 0 . . . 0

3 0 0 3
d+1

1
d+1

d−3
d+1 0 . . . 0

... . . . . . . . . . . . . . . . . . . . . . . . .

d 0 0 0 0 0 . . . d
d+1

1
d+1

⎞

⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎟
⎠

If we denote by Q = (qi, j)0≤i, j≤d the matrix Q = A1 ×A2 and by P the transition
matrix of the chain M then it is easy to verify that

pi,j = qi,j, ∀(i, j) ∈ {1,2, · · · ,d}×{1,2, · · · ,d}. (2)

The formulae (2) can be interpreted as follows. There is a transition, in the pro-
cess modelled by M , from a state i to a state j if and only if there is a transition, in
the process modelled by M1, from i to a state l ∈ {0,1,2, · · · ,d} and a transition, in
the process modelled by M2, from l to j.
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Then, rather than studying the chain M , we first investigate the chain M1. The
parameter of interest will be the expected value of the r.v. which counts the number
of transitions for the process modelled by M1 to reach the state 0. Indeed, when this
occurs, this means that the two MAs are at distance at most 1.

M1 is a regular Markov chain which admits a stationary distribution π =πi(0≤i≤d),
that is, a vector of values in [0,1] such that πA1 = π and ∑d

i=1 πi = 1. This yields to
a system which we can solve to obtain

∀ i ∈ [0,d], πi =

(d
i

)

n
.

Let Ti denote the time for the process M1 being at the state i to reach the state 0,
(Ti)1≤i≤d. The expected value of Ti verifies the following system:

{
E(T0) = 1

π0
= n

E(Ti+1)−E(Ti) ≤ 1
d−i n, ∀1 ≤ i < d .

Summing the left and the right sides, we obtain

E(Ti)−E(T0) ≤
(

∑i
j=0

1
d−j

)
n

≤
(

∑i
j=0

1
i−j

)
n

= Hin,

where for any i ≥ 1, Hi is the harmonic number. Hence,

E(Ti) ≤ Hin + n.

Yielding to
E(Ti) ∼ n log i.

Since i ≤ d, we obtain the fundamental result:

Theorem 2. With 2 MAs in the hypercube Hd = (V,E), if we denote by T the time
for the two MAs to obtain a rendezvous, then

E(T) = O(n loglogn).

This permits to obtain the general result:

Theorem 3. With k MAs in an hypercube Hd, if T denotes the time for all the k MAs
to merge in one agent, then

E(T) = O(kn loglogn).

Proof. To upper bound E(T), we use the Lemma 3. A probabilistic reasoning yields
to the fact that qi,i−1 ≥ q2,1, ∀ i ≥ 2, which allows us to obtain an upper bound for
E(T ′):

E(T ′) ≤ ∑
i=2

k
1

q2,1
,

using the result of Theorem 2, we obtain E(T) = O(kn loglogn). ��
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Remark 2. In the introduction we said that this problem models the election problem
in agents based system. This can also be used to solve a more general problem:
the election problem in distributed system. Indeed, it suffices that each vertex in
the graph generates a MA with the vertex identity and then the vertex which has
generated the MA which is eventually elected in the n agents is the elected vertex.
The complexity of the resulting algorithm is obtained by substituting n to k in the
formulae.

4 Conclusion and Perspectives

In our algorithms, we calculated the time it takes for the agents to meet in a network.
Starting with k agents, each one of them collect information from the nodes of the
network. By working in parallel to visit nodes and by gathering their information,
the global algorithm is more efficient than if it was executed by a single agent.

We calculated the complexities for different classes of graphs with two agents
and then we extended it to k agents. We start our problem with star topology which
takes the constant time O(1) for the two agents to meet. Extending it to k agents
gives the result of O(logk). In the case of a complete graph, the time it takes by
two agents is linear with n. Similarly for k agents, the calculation yields O(n logk).
Then we further studied the case of the hypercube; with two agents it gives the time
of O(n loglogn). In case of k agents, we get the time of O(kn loglogn). This shows
that it is better and more efficient than using one agent in the network.

This problem can be further extended to other kind of graphs such as d-regular
graphs. We are also working on implementing these algorithms on a software tool
to obtain the experimental results.
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Abstract Autonomous logistic processes aim at coping with logistic dynamics and
complexity by local decision making to gain flexibility and robustness. This paper
discusses resource-bounded logistics decision making using software agents and
task decomposition. Simulations show the feasibility of dynamic vehicle routing
and quality monitoring on embedded systems for the transport of perishable goods.

1 Introduction

Within the last years logistics has become a key success factor in globally distributed
production because of its cross-sectional function. But enhanced product life cycles,
rapid changes in company structures and information flows change the requirements
for logistic processes. On the one hand the rising complexity of inter-organizational
structures and also a relative shortage of logistic infrastructure lead to increasing
utilization of the existing logistic processes. On the other hand a specialization of
the ways of transportation and the carriers, which are connected to the transported
goods can be observed. These factors combined with changing customer market
conditions have considerable effects on planning and controlling logistic processes
in such a dynamic environment. A possible approach to face these challenges is the
dezentralization of logistic control and coordination by entities with the ability for
autonomous decision making—in other words: autonomous logistic processes.

Especially the management of supply chains for agricultural products has to cope
with multiple dynamic factors. Increasing and varying consumer expectations meet
hardly predictable harvest quality and amount, which in turn puts high demands on
supply chain management in the face of uncertainty (Scheer, 2006). Large inventor-
ies within the chain are generally to be avoided.

The quality of perishable products like fruits, meat, fish, flowers and pharma-
ceuticals is a dynamic factor by itself, depending on harvest/production conditions,
time and stress factors during transport and storage.
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In the future “quality oriented tracking and tracing system[s]” (Scheer, 2006) will
offer new approaches to cool chain management. Stock rotation could be based on
current quality instead of fixed ‘sell by’ dates. Warehouse planning will be organ-
ized by ‘First expires first out’ (FEFO) instead of ‘First in first out’ (Emond and
Nicometo, 2006). Cool chain management will not only reduce unnecessary buffers
in inventory but also in shelf life. The dynamic shelf life expresses the remaining
time span until the product quality falls below an acceptance limit. Individual items
with high reserves in shelf life will be sent exactly where they are needed, e.g.,
international deliveries or retail shops with lower turn over.

The main methodology used throughout our work is based on autonomous lo-
gistic processes modelled by software agents. Timm (Timm, 2006) defines four lev-
els of autonomy and investigates the possibilities of their respective realization in
software agents. Whereas “strong regulation” is associated with classical software
engineering the autonomy on levels one and two, “operational autonomy” and “tacti-
cal autonomy”, can be realized with known decision making methods especially the
Belief – Desire – Intention (BDI) approach (Rao and Georgeff, 1995). A concept for
realizing “strategic autonomy” within a software agent is sketched in (Timm, 2006).

In the context of resource-bounded computation another aspect has to be added
to the question of autonomy. An agent’s autonomy is limited by the computa-
tional resources that are available for its deliberation. In other words, while oper-
ational autonomy can be realized by a relatively simple model-based reflex agent
(Russell and Norvig, 2003, chap. 2) tactical autonomy already needs planning
and deliberation skills for which current resource-bounded environments are not
suitable.

Therefore this paper will show the tradeoff between computational needs of au-
tonomous logistic processes on the one hand and capabilities of current embedded
systems on the other hand. Furthermore we show the current state of a prototype
implementation using off-the-shelf embedded hardware to demonstrate the oppor-
tunities of intelligent local decision making for transportation of perishable goods.

2 Autonomous Decision Making in Transport Logistics

Experiences regarding perishable goods show that loss of quality depends on its
location inside the container and on the environment in general (Tanner and Amos,
2003a), without forgetting unexpected problems. Therefore a prediction of actual
quality losses in this dynamic environment is a hard problem. In order to enable real-
time reaction quality tracing must happen locally and individually in the container.

The intelligent container we have presented in (Jedermann et al., 2006) provides
a tracing system that consists of four components: wireless sensor network (WSN),
RFID system, CPU and communication system. The WSN provides information
about the environment, e.g., temperature and humidity. The RFID system is respon-
sible for the identification of goods. The next step is the extension of this tracing
system towards an autonomous decision making system, thus goods will be able to
change routing decisions of the carrier if necessary for their goal achievement.
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This monitoring and autonomous decision making system (MADMS) should
support the following requirements. The MADMS must trace the goods in an au-
tonomous way. It has to react to changes in the environment and the goods’ shelf
life. The MADMS should be able to communicate with a route planner and must be
able, considering these aspects, to make autonomous decisions to adapt the route to
the current shelf life state.

The MADMS can be modelled as a multiagent system, using the deliberative
agent technology, i.e., the BDI architecture. The BDI architecture is based on prac-
tical reasoning and consists of two processes: deliberation and means-ends reason-
ing. A BDI agent has information about its environment, its goals and ways to
achieve them (Wooldridge, 1999).

We consider one BDI agent that is responsible for the goods in a shipping con-
tainer. The agent’s desire is to deliver all goods without losses. The agent’s beliefs
are: the goods’ respective shelf-life, destination and delivery time as well as infor-
mation about the local environment provided by the WSN and other information
systems, e.g., the route planner. The intentions determine the agent’s planned ac-
tions to achieve its current goals.

A BDI agent is able to make autonomous decisions, for example if a truck can-
not connect with the route planner system and it does not have information about
the next destination. An embedded system has bounded resources, e.g., memory
or CPU, compared to desktop PCs. The challenge is the further development of
a MADMS for embedded systems using the BDI architecture, where the agents
must deliberate with only scarce resources.

3 Implementation in Embedded Systems

Quality-oriented tracking and tracing (t&t) for chilled transport and storage is pri-
marily based on permanent temperature supervision. Literature reports (Rodríguez-
Bernejo et al., 2006; Punt and Huysamer, 2005; Tanner and Amos, 2003b; Moureh
and Flick, 2004) and preliminary tests (Jedermann and Lang, 2007) revealed spa-
tial deviations of 5 °C or more over the length of a container or temperature zone
in trucks with separated compartments. Simulations with shelf life models showed
that these temperature differences could lead to variances in the remaining quality
of more than 50 % at the end of transport (Jedermann and Lang, 2007). In cool down
to deep freezer mode, deviations of up to 10 °C were still present after 5 hours.

Evaluation of sensor data by current t&t systems is centralized. But due to limited
communication bandwidth and the cost of mobile or satellite communication it is not
feasible to transfer the vast information created by spatial temperature supervision
to a remote server for evaluation. Therefore we shift part of the logistic decision
system into the means of transport. Equipped with an embedded processing unit,
the truck or container can act as an autonomous entity. In Sect. 4.1 we show by
example how an embedded unit can also handle parts of the route planning. As test
platform we selected a credit card sized ARM XScale processor module with a clock
rate of 400 MHz and 32 MBytes SDRAM memory (www.dilnetpc.com).
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3.1 Representation of Logistical Objects by Software Agents

In the context of our work the implementation paradigm for autonomous processes
is based on software agents. Agents communicate by asynchronous messages inde-
pendently of their current location to achieve their goals (Wooldridge and Jennings,
1995). Currently the most common environment to test and implement agents is the
Java Agent DEvelopment framework (JADE) (Bellifemine et al., 2001).

A special version of JADE, the Light Extensible Agent Platform (LEAP), was de-
veloped for devices with limited computing power and memory, e.g., mobile phones
(Moreno et al., 2007). The programming language Java is required by the agent
framework. Although Java is not a common language to operate microcontrollers,
it offers useful advantages for our setting like platform independency and the exe-
cution of dynamic code. New programming environments like the Jamaica Virtual
Machine (www.aicas.com) make it feasible to efficiently run complex Java pro-
grams on embedded systems (Siebert, 2002).

As example process we investigated the transfer of a software agent representing
the freight-specific supervision instructions. After the loading of a freight item to
a new means of transport is detected by a RFID reader, the vehicle sends a request
for the corresponding agent. After being transferred to the vehicle the agent is re-
started on the local platform provided by the truck or container. Finally a confirm-
ation message is sent to the previous location of the freight.

By optimizations of the agent framework the execution time for the above de-
scribed process has been reduced from 15 to 6 seconds (Jedermann and Lang, 2006).
Major bottlenecks were the translation of messages into the FIPA-ACL format and
JADE internal services.

3.2 Interpretation of Sensor Data and Quality Assessment

A wireless sensor system for spatial temperature supervision is provided by the
means of transport. The complexity of fruit ripening processes or quality decay of
other products can not be reduced to a simple temperature threshold checking. Based
on the Arrhenius law on reaction kinetics the freight supervision agent calculates the
current loss in shelf per time unit, depending on the measured temperature (Jeder-
mann et al., 2006). The feasibility of this concept for automated quality evaluation
by mobile freight agents was demonstrated by our reduced scale prototype of an
intelligent container (Jedermann et al., 2007).

4 Distributed Solution of Route Planning Problems

Planning for a logistic domain is a real-time problem with relaxed timing constraints
of hours or even days rather than seconds. Although deliberating can be done con-
currently to acting it is constrained by onboard computational resources, which may
be very limited regarding computing power and memory (see Sect. 3).
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Classical planning based on theorem proving dates back to the 1960’s. The
widely known STRIPS system was introduced in (Fikes and Nilsson, 1971). STRIPS-
like planners can cope with “fully observable, deterministic, finite, static, and dis-
crete” environments (Pollack, 1992). Even though numerous approaches exist that
address one or the other restriction, none of them can remove all of them.

Decision-theoretic approaches, especially Markov Decision Processes, add the
ability of handling uncertainty, observations, the concept of utility, and also partial
observability (Boutilier et al., 1999; Wagner et al., 2006). Several approaches and
systems have been proposed and implemented to address the problem of timing
constraints but still include major shortcomings. A discussion of these approaches
and a potential solution for the logistics domain can be found in (Lorenz et al.,
2007).

For evaluation purposes in this paper the planning problem is reduced to a simple
route planning algorithm which is guaranteed to find the optimal solution at the cost
of hyperexponential computation time.

4.1 Distributed Planning by Truck Agents

In order to illustrate how distributed problem solving could shift part of the route
planning into the local processing platform of the vehicle we use the following ex-
ample:

A truck is loaded with a number of perishable products that should be delivered to multiple
customers in different destinations. The products have different initial shelf lives, which are re-
duced by journey times. The task is to optimize the route in a way that product losses are avoided
due to zero shelf life at delivery. The sum of the remaining shelf lives at time of delivery should
be maximized. In an extended scenario unexpected shelf life losses by temperature changes force
re-planning of the route. A solution for this problem has to consider two sources of information:
First the current shelf life state of the loaded products; these data are directly available inside the
vehicle. And secondly information about travel distances and traffic situation. These data would be
provided by a remote traffic data base.

The above example describes a special case of a Traveling Salesman Problem.
To solve this kind of problem we apply a heuristic approach by splitting the route
search between remote traffic data base and local vehicle. This distributed problem
solving results in increased robustness and autonomy. A remote Route Planning
Agent (RPA) searches for routes with low total driving time to the delivery sites that
have not been visited so far.

The proposals are fetched by the Local Vehicle Agent (LVA), which selects one of
the possible routes based on an evaluation of the achievable grade of goal fulfilment,
given as the sum of remaining shelf lives at delivery and avoidance of zero shelf
life. After arriving at the next customer the LVA requests new route proposals, if
the current grade of goal fulfilment is not satisfactory or unexpected quality losses
make re-planning necessary.
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By this approach the delivery service can quickly react to sudden changes in
freight quality. Even if the RPA could not be reached due to communication failure,
the vehicle can continue its planning based on the proposals that are already known.

As an additional win this approach also secures information about shelf life and
especially about quality problems as internal state because the actual decision par-
ameters remain local to the vehicle.

4.2 Experimental Evaluation

An important requirement regarding the RPA is that the route proposals must be
substantially different from each other. If, e.g., only a list of the routes with shortest
driving distance is provided, these routes often resample each other and deprive the
LVA of the freedom it needs to find optimal paths in terms of shelf life.

The following approach was tested as example: For each step with N customers
still to be visited, the LVA requests a proposal for a short, but not necessarily the
shortest round trip. The truck could drive from its current position to one of the N
destinations as starting point for the round trip and continue in clockwise or counter
clockwise direction. The resulting 2 ∗N options are evaluated according to their
grade of goal achievement. After arriving at the first customer the procedure is
repeated by sending a new request to the RPA. This approach was compared to
a full optimization by a software simulation. For a fixed map of twelve destina-
tions, freight items with a shelf life set by random values had to be delivered to the
customers.

In two thirds of the simulation runs, the systems finds a route that delivers as
much items before expiration as theoretical possible (see Table 1–row A). The
higher flexibility of the system and lower planning effort entails a small reduction of
the remaining shelf life at delivery to 92% in average of the possible value. To avoid
package losses for the remaining third (see Table 1–row B) of experiments, further
improvements of the local planning process are necessary. Such a system should
detect cases in which the described simple heuristic is not sufficient and switch to
a more costly strategy, e.g., requesting additional route proposals.

Table 1 Summary of 600 simulation runs. The points give a measure for the remaining shelf life
at delivery. Late deliveries with zero shelf life were punished with −1000 points (row B)

Runs Local planning Optimal Ratio

A (no losses) 402 252,73 points 272,02 points 92,62% ± 7,37
B (with losses) 198 −813,64 points 218,93 points —
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5 Conclusion

In this paper we have shown that it is indeed possible to create autonomous lo-
gistic decision making systems based on state-of-the-art deliberation methods of
distributed artificial intelligence. By skilled division of planning tasks, as shown by
our software simulations, it is feasible to implement decision instances onto off-
the-shelf embedded hardware. These autonomous systems are capable of on-line
monitoring of certain parameters that a logistic service provider would not want to
reveal to third parties and base decision on these data by considering information
collected from third party providers.

The solution we propose is autonomous on a level we consider clearly above
operational. Whether it is jusitified to claim tactical autonomy has to be shown by
further experiments and refinement of the approach. To increase their capabilities
the implementation of the JADE agent platform should be extended to a deliberation
on a BDI basis.
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Abstract Today we see a rapid shift of traditional supply chains towards internet-
driven supply networks. Radio frequency (RF) based technologies such as RFID
and RF based sensors will support this change by combining the physical and vir-
tual world. While the cost for RF infrastructure faces a substantial decrease, the cost
of providing and updating product and supply chain relevant data will increase as
a consequence of the growing need for information. In many cases the positive con-
tribution of RF based information to this dynamic change will be hindered because
of doubtful return on investment (ROI) in internet-driven supply networks.
Based on three scenarios, the paper will show a new concept of billable RF based
information, which may be integrated into the concept of the “Internet-of-Things”
as it is known today.

1 Introduction

Nowadays logistics is affected by a rapid change of traditional supply chains towards
internet-driven supply networks. [1] While traditional supply chains are defined by
long-lasting 1-to-1 or n-to-1 relationships the newly formed supply networks are
more flexible and are characterized by n-to-n relationships. This trend is accompan-
ied by a similar development within information logistics. Information logistics may
be divided into an information flow that is linked to a physical product and the infor-
mation flow that moves independent of the product through the internet or dedicated
networks. Main data carriers in combination with the product are human readable
text and barcode, but currently we see more and more use of RFID in this context.
RFID-installations are still mostly limited to 1-to-1 or n-to-1 applications, which
are mostly pushed through small pilot projects or mandates. Still, we will see more
open n-to-n installations, if RFID becomes ubiquitous. Within the second infor-
mation flow which is not physically linked to the product, fax and paper still are
common but there has been a trend towards electronic data interchange (EDI). EDI
is used to exchange information across organizational boundaries based on informa-
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tion technology. The “Internet-of-Things” seems to be the next logical step towards
electronic data interchange in n-to-n relationships (Table 1).

The concept of “Internet-of-Things” will be explained in more detail later on. It
is based on the idea that every product is uniquely identifiable. Even though identifi-
cation can be achieved by multiple technologies, the “Internet-of-Things” is always
mentioned in relation with RFID. RFID is a highly potential technology, but simul-
taneous with a few abashments. The technology is on its way to supplement the
barcode technology and replace it in certain implementations for pure object iden-
tification. The term RFID itself may be misleading and should be replaced by RF
based identification, data storage and sensing to encompass the real potential of the
technology. Generally, there are two options of providing additional data beyond
pure identification. First, data can be stored in databases and forwarded through on-
line messaging infrastructure. The concepts of electronic data interchange (EDI) and
the “Internet-of-Things” are well known examples. Second, the memory space of the
transponder can be used as a storage device for additional relevant data, although
this strategy is not used very often. According to a study performed by a business
analyst (IDC), two thirds of all companies planning to implement or already using
RFID only focus on identification. This leaves a lot of the potential of RF based
technologies unused [2]. RF based data storage may be used as a cheap alternative
to cost intensive infrastructure for the electronic data interchange [3]. Still, the costs
of buying and maintaining the RF based data storage and exchange infrastructure
as well as the cost of providing high-quality and on-time data may add up to a con-
siderable sum. These costs have to be matched by productivity improvements or
revenue generation.

Even though we see a lot of interest in RFID, there are still only few productive
installations. The following table lists some of the current success factors, which
may also be described as RF readiness and distinguishes between todays and tomor-
rows demands. (Table 2)

Mandating may be possible in markets dominated by few large players. Typical
industries are retail, defense, automotive and aerospace. Other industries such as
the electronics market are far more distributed, thus mandating is rarely possible. In
these competitive environments contractual incentives or cost sharing are possible
solutions [4], but these approaches fail to scale in n-to-n relations. Besides mandat-
ing, RF installations will most likely be beneficial, if cost and benefit come together
or security outweighs the cost.

Traditional supply chains with long-lasting relationships seem to benefit most
from installing RF. The necessary investment will eventually pay off over time. As

Table 1 Shift to Digital n-to-n Information Logistics

Type of Information Analog
Digital Digital
1-to-1, n-to-1 n-to-n

Not physically linked to product Fax, paper EDI, XML “Internet-of-Things”

Physically linked to product Barcode
RF (-ID), closed

RF (-ID), open networks
supply chains
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Table 2 RF readiness today and tomorrow

RF readiness today RF readiness tomorrow

Cost benefit ratio Technology investors and bene-
ficiaries are the same (e.g. inter-
nal projects)

Technology investor and ben-
eficiaries are separate

RFID installation is mandatory RFID is not mandatory
(e.g. defense, retail)
Security outweighs cost (e.g.
pharma, homeland security)

Security is a commodity

Supply chain issues Traditional supply chains Flexible Supply networks
Long-lasting supplier customer
relationship

Temporary business
connections

Closed loops Open loops
Technical prerequisites Existing IT infrastructure (e.g.

ERP, SCM, PLM)
IT infrastructure needs to be
implemented

Existing messaging infrastruc-
ture (EDI, XML)

Messaging infrastructure
needs to be implemented

discussed before, these traditional supply chains will transform into flexible supply
networks, where the benefit of installing RF technologies will be harder to achieve.
A return on investment (ROI) may also be possible based on cost-sharing in small
networks. In open networks other means of balancing cost and benefits need to be
applied. The need for an information market allowing to trade information according
to supply and demand is eminent.

Most of the time when RF is used today, we see an already existing IT and mes-
saging infrastructure, where linking the real and the virtual world through RF is
a small step. If this infrastructure is not in place, further investments beyond RF
infrastructure are necessary, but the overall potential of implementing RF based
technologies is greater. “The degree to which Auto-ID technologies can enhance op-
erations depends on the sophistication of process automation solutions a company
already has in place.” [5] The mentioned technical prerequisites are one decisive
factor why RFID is mainly driven by large companies. Similar to the usage of EDI,
RFID still is a domain of big companies. A survey by the European Commission
showed that only 2–4% of micro and small enterprises are using EDI while 43% of
large companies utilize EDI. [6]

In order to gain better acceptance in the market, RF must still prove its benefit
to all relevant stakeholders for future RF readiness. New concepts of cost benefit
allocation are necessary to provide an incentive for the stakeholders that are not in
the position to benefit from RF based technologies today. This article will propose
a new concept of billing RF identification and additional RF related data. The pro-
posed concept is based on the EPC network architecture as it has been introduced
by the Auto-ID labs (Fig. 1).

The original EPC network architecture consisted of a collection of components,
including tags and readers, Savant, the Object Name Service (ONS) and the Phys-
ical Markup Language (PML). Since 2004 the concept of the network architecture
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Fig. 1 Revised EPC Network Architecture, based on: [7]

has changed towards defining interfaces that may be implemented by commercial
manufacturers. [7]

The first module within the “Internet-of-Things” is the transponder. The EPC
Class 1 Generation 2 transponder has gained considerable acceptance in the market
and is supported by most UHF reader manufacturers. The original concept is based
on having the electronic product code (EPC) as the only identifier scheme with GS1
as the only issuing agency. A more open concept based on multiple issuing agencies
as proposed by ISO/IEC 15459 would most likely benefit a lot of industries, where
changing the existing identification scheme to the EPC would be similar to the year
2000 problem.

Besides tags and readers, multiple middleware products are offered in the mar-
ket. The application level events (ALE) are supported by more and more middleware
providers to interface to applications and databases. ALE provide raw observation
reports from RF networks. These need to be combined with additional context in-
formation in order to generate events upon which applications such as ERP or WMS
systems can act. [7]

The EPC information service can serve as a repository, which stores low level
reports as well as higher level business content. It is designed as a query and update
interface to applications and binds multiple databases and information systems. The
ONS and the EPCIS discovery services have a coordination role and point to the
relevant EPCIS to access the requested information. [7]

Scalability is a key-issue to the success of the network which is supposed to be
used in large scale n-to-n relationships. It would be much more flexible than EDI,
but still leaves a lot of open questions including security and data semantics.
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2 Value of RF based information

As described above, pure identification data is enriched with data from databases
and applications. The costs to provide and update these data are often left out of the
scope of cost calculations. Instead the cost for tags, readers and antenna dominate
within publications and presentations.

Enriched RF related information represents a real value to the stakeholders who
can access and use this information to improve their knowledge. The definitions of
knowledge and information can be taken from language theory where three dimen-
sions are used to clarify the relationship between characters, messages and infor-
mation. On the syntactical level, relations between characters are examined. The
semantical level goes beyond that. Relations between characters and content are
defined, thus representing messages. The pragmatic level looks at the recipient of
the messages and characters and their relationship towards these data. Generally,
information is existent, if existing knowledge is improved. Messages transporting
already existing knowledge are defined as redundancy, not as information.

While there have been numerous studies on cost reduction through EDI and
RFID, there has been little research on generating extra revenue with RFID and
EDI. There are several reasons for this:

1. Information in B2B product sales is expected to be free of charge
2. The value of information in EDI-messages will most often be in the range of

cents or fractions of cents
3. There is no established payment infrastructure to collect and invoice a huge

amount of B2B EDI messages

Despite all these obstacles, this article will show that if it is possible to overcome
these problems, the diffusion of RFID and EDI usage would be accelerated.

3 Solution Model – The “Billing Integrated Internet-of-Things”

Product related information has always been part of business transactions. With the
growing automation of information sharing between business partners through elec-
tronic means such as EDI, the gap between virtual and real world has narrowed. The
value of information is eminent, even though we see a massive reluctance to pay for
product related information. There have been multiple concepts of enforcing the
usage of new technologies such as RFID across companies and industries. Mandat-
ing may be seen as the main force to spread new means of electronic information
sharing such as RF related technologies in markets dominated by large players such
as retail, aviation or automotive. Mandates from the Department of Defense, Metro
and Walmart are good examples of these strategies. But there are certain limits to
mandates in distributed markets without presence of powerful key-players.
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Cost and technology sharing is another well known method of enforcing new
technologies between business partners. Technology sharing may be supported by
technology itself. In case of RFID, a Chip Sharing Approach (CSA) was introduced
in 2003 [8]. The CSA is an enhancement to the data on tag (DOT) approach. Several
users throughout the supply chain may have their own individual storage area on an
RFID chip, which is secured by different authorization. Cost sharing models may be
seen as a first step to implement these new technologies in distributed markets, but
they fail to have the necessary scalability. Until today, cost and technology sharing
models are limited to scenarios with few players involved. The model fails to scale
in large environments. The third option to enforce new technologies would be an
open and market driven model where each usage of information across the supply
chain can be calculated and invoiced. Asymmetries concerning the distribution of
costs and benefits between information providers and information users may only
be overcome, if standard market rules can be applied. This would include the separ-
ation of product and information cost. The supply and demand side would need to
negotiate prices for information as well as for products.

The “Internet-of-Things” offers the necessary technology to query RF related
product information. If a billing functionality would be included, it would be pos-
sible to charge certain information queries. The necessary additional components
to the proposed “Billing Integrated Internet-of-Things” (BIIT) would be a billing
service, a subscriber identity module (SIM) and the billing awareness of the com-
ponents of the “Internet-of-Things” (Fig. 2).

Fig. 2 The “Billing Integrated Internet-of-Things” (BIIT)
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The billing service would be between the ONS and the EPCIS and could be inte-
grated with the EPCIS Discovery Services, thus providing information about where
the requested data is stored and at what price it can be accessed. It would ensure that
billing level events (BLE) are generated, if a query asks for billable information.
Billing level events could be standardized in order to forward billing events to other
billing systems or to the financial systems of companies. It could be based on the
concept of electronic bill presentment and payment. If the model proves to generate
sustainable revenue, the entry of billing specialists such as telecom providers will
be most likely. They would play an important role in aggregating micro payments
to regular electronic bills that can be processed by the companies’ ERP systems.

The subscriber identity module (SIM) is well known from mobile phones.
Through SIM-cards, users are bound to a certain telecom provider. A similar con-
cept could be introduced for RFID readers. The SIM-card could be obtained from
billing system operating companies. In contrast to SIM-cards in mobile phones,
there would not be a subscription to the network, because the existing internet con-
nection will be used. The SIM-card would assure the connection to the billing ser-
vice.

The readers, middleware and EPCIS would need to be enhanced to be “billing
aware”. This billing awareness could be very basic, e.g. pricing information would
need to be forwarded. But it would also be possible to integrate software agents in
order to allow autonomous price negotiations.

Today most electronic payment systems are focused on B2C markets. Thus,
credit card billing systems such as telebilling systems are mostly used. In our
model, we are focusing on information sharing between businesses. Therefore, elec-
tronic bill presentment and payment will be the preferred method. Still, the telecom
providers would be in a good position, to grab some of the market proposed above.

1-to-1 payments based on EDI would leverage existing infrastructure. If our
model proves to generate sustainable revenue, the entry of billing specialists such
as telecom providers will be most likely. They will play an important role in ag-
gregating micro payments to regular electronic bills that can be processed by the
companies’ ERP systems.

The concept of the BIIT would allow cost-sharing and profit generation across
supply networks as well as product live cycles. It would allow SMEs to benefit,
even if considerable investments are necessary. And it would allow service providers
to focus on RF based information trading and offer their services to information
providers as well as information users.

4 Business Scenarios

In order to explain our concept in more detail, we will show the relevance of our
proposed model on the basis of three typical RFID scenarios. In our first sce-
nario we have adopted a study by Accenture. [8] Accenture had a look at the
time savings provided by usage of RFID versus barcode throughout the distribu-
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tion value chain of DVD-players. While individual time savings did not exceed
188 seconds, the overall time savings within the value chain added up to 514 sec-
onds (Fig. 3).

It is easy to see that the real potential of RFID usage in this case is distributed
throughout the supply chain, whereas the cost of providing the necessary technol-
ogy burdens the manufacturer. If it would be possible to charge the beneficiaries
of the atomized identification through RFID, the dissemination of RFID would
surely be accelerated. Similar scenarios can be found in most supply chains. This
example showed just six process steps, but even supply chains with up to 50 process
steps and more are known. [10] Another supply chain example, where the bene-
fit of RF based information is distributed throughout a supply network, is bag-
gage handling. There have been multiple pilots for baggage handling throughout
the last years. While technical feasibility of RFID has been proven in most of
these pilots, the ROI is hard to find. One airline would need to pay for the RFID
tags, multiple airlines would be able to benefit, if the corresponding RF infras-
tructure is available. If the ROI for implementation and usage of RFID is calcu-
lated for a single airline with a good baggage performance, a negative ROI is pos-
sible. [11]

In a second scenario, we have a look at rental systems such as providers of re-
turnable transport items (RTI). Collecting real-time value is still an issue in this sce-
nario. The RTI providers would like to know exactly where their products are, who
is using them and how long they have been used in order to achieve a time based
pricing scheme. RFID could drastically improve visibility in this scenario and an
integrated billing system would be well accepted.

The third scenario where our model would prove beneficial would be post key-
player information handling. In markets dominated by large, influential players such
as retail, aerospace or automotive, we see a problem in data allocation beyond the
key-players interest. If for example logistic service providers, recyclers or service
companies would like to get accurate and standardized data in combination with
RFID, they have little to no influence on these key-players. If an infrastructure would
be available at low cost to supply a usage based information billing system, it could
be an easy incentive scheme for the OEM.

There will be a lot more scenarios where the concept of a “Billing Integrated
Internet-of-Things” would prove to be beneficial.

Fig. 3 Case for time savings within the Distribution Value Chain [8]
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5 Conclusion and future work

The move away from traditional supply chains towards internet-driven supply net-
works is accompanied by a similar movement within IT-based messaging. While
structured 1-to-1 fitted the traditional supply chains, the “Internet-of-Things” offers
a scalable approach towards product related information sharing. RF based tech-
nologies may be seen as the combining factor between virtual and real world, but
information collection, aggregation, processing and transmission does not come for
free. Benefit and cost are not symmetrically distributed along the supply chain,
though. Mandating has been successful in some industries, but fails in certain scen-
arios. Therefore, new scalable concepts of information selling and buying have to
be developed.

The proposed concept of a “Billing Integrated Internet-of-Things” offers a scal-
able solution approach towards billing RF related information. It would offer a pos-
sibility to reward investments into the necessary IT infrastructure. Especially SME
as well as service providers could benefit from this new approach.

Still there are some problems that need to be solved. Today’s billing systems are
mostly focussed on B2C scenarios. The usability in B2B scenarios still needs to
be proven. The approach “Internet-of-Things” would need to be extended to enable
a “billing awareness” of its components. Beyond the technical issue, a paradigm
shift towards paying for valuable information is needed. More research will be ne-
cessary to overcome these obstacles.
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Abstract We present a discrete event simulation model reproducing the adoption
of Radio Frequency Identification (RFID) technology for the optimal management
of common logistics processes of a Fast Moving Consumer Goods (FMCG) ware-
house. In this study, simulation is exploited as a powerful tool to reproduce both
the reengineered RFID logistics processes and the flows of Electronic Product Code
(EPC) data generated by such processes. Due to the newness of RFID adoption in
the logistics context and to the lack of real case applications that can be examined,
we believe that the model developed can be very useful both to understand the prac-
tical implications of the technology applied in such field, and to provide a “proof
of concept” to substantiate the adoption of RFID in the FMCG industry. Moreover,
through the simulation tool, we also address the issue of how the flows of EPC data
(Matrix) generated by RFID technology can be exploited to provide value-added
information for optimally managing the logistics processes.

1 Introduction

Recently, Radio Frequency Identification (RFID) technology is experiencing an in-
creasing diffusion for the optimization of many logistics systems (Auto-ID Center
2000, Prater et al. 2005). A main reason for RFID diffusion is the capability of
tags to provide more information about products than traditional barcodes (Jones
et al. 2004). Manufacturing site, production lot, expiry date, components type are
among information that can be stored into the tag chip. Such data are stored into the
tag chip in form of an Electronic Product Code (EPC), whose standards have been
developed by the Auto-ID Center, a partnership founded in 1999 by five leading re-
search universities and nearly 100 leading retailers, consumer products makers and
software companies (Niemeyer et al. 2003). Moreover, tags do not need line-of-sight
scanning to be read, since they act as passive tracking devices, broadcasting a radio
frequency when they pass within yards of a reader (Karkkainen 2003). RFID tags
also solve some of the inefficiencies associated with traditional barcodes, such as
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manually handling cases to read the codes (Boxall 2000), reducing time consump-
tion and avoiding data capture errors. In some cases, readability of barcodes can
also be problematic, due to dirt and bending, reducing accuracy and involving low
reading rate (Moore 1999, Ollivier 1995).

In this paper, we present a discrete event simulation model reproducing the adop-
tion of RFID technology for the optimal management of common logistics pro-
cesses of a Fast Moving Consumer Goods (FMCG) warehouse. Here, simulation
is exploited as a powerful tool to reproduce both the reengineered RFID logistics
processes and the flows of Matrix generated by such processes. Simulation mod-
els are nothing new in supply chain literature, where they have been exploited with
several different aims (see, for instance, (Wei and Krajewski 2000) and (Sivakumar
2001) for discrete simulation model, or (Homem-de-Mello et al. 1999) and (Tagaras
and Vlachos 2001) for continuous ones). Nonetheless, due to the newness of RFID
adoption in the logistics context and to the lack of real case applications that can be
examined, simulating RFID logistics processes can be very useful to understand the
practical implications of the technology applied in such field. Moreover, through the
simulation tool, we also address the issue of how the flows of Matrix generated by
RFID technology can be exploited to provide value-added information for optimally
managing the logistics processes.

The study presented stems from a research project, called “RFID Warehouse”
(RFIDWH), currently under development at the RFID Lab of the University of
Parma, aiming at assessing the technical feasibility of reengineered logistics pro-
cesses through RFID technology.

The remainder of the paper is organized as follows. In the next section, we briefly
describe the RFID Lab of the University of Parma, together with the RFIDWH re-
search project. Then, we detail the logistics processes examined, their reengineering
for RFID adoption and the simulation tool developed to analyse them. Business In-
telligence Modules (BIMs) developed to generate value-added information starting
from Matrix are described in Sect. 4. Concluding remarks and future research direc-
tions are finally presented.

2 RFID Lab at the University of Parma

RFID Lab spun off from past research projects carried out at the Department of In-
dustrial Engineering of the University of Parma, in the field of RFID-based systems
to manage the FMCG and food supply chain. Such projects, launched in 2002, have
examined the potentials of RFID for traceability, a mandatory EU requirement in the
food industry (Rizzi 2006) as well as its impact on FMCG supply chain processes.

Moreover, specific knowledge and capabilities have been devised from research
projects carried out in collaboration with corporations and governmental bodies,
such as GS1 Italy (Bottani and Rizzi 2008) and the Italian Ministry for Technologi-
cal Innovation. This know-how has been embodied into RFID Lab of the University
of Parma, a centre for research, training and technology transfer in the RFID area.



Reengineering and Simulation of an RFID Manufacturing System 213

The lab, founded and headed by Prof. Antonio Rizzi, opened in May 2006, and is
currently located in a 150 m2 area at the Department of Industrial Engineering of the
University of Parma. The lab is the first Italian facility to be cleared by the Italian
Ministry of Defense with a temporary site license to operate RFID equipments in
the UHF 865–868 MHz spectrum (RFID Journal 2006), according to ETSI 302 208
regulations (ETSI 2006).

RFID Lab also strives to become a national benchmark for technology transfer
in the RFID context. In this regards, about 20 technology providers collaborate in
RFID Lab activities, together with a steering committee, called “Board of Advisors”
(BoA), set up to lead the research activities of the RFID Lab. The board currently
encompasses 20 major Italian manufacturers, 3PLs and retailers of FMCG.

Research activities of the lab are very broad-based and reflect different inter-
ests in both theoretical and applied areas. Major topics concern Business Process
Reengineering (BPR) and the evaluation of RFID impact on logistics and supply
chain processes in the FMCG supply chain. RFIDWH is a main research project
launched in late 2006 at the lab. As mentioned, the general aim of the project is, on
the one hand, to evaluate the technical feasibility of reengineered logistics processes
of a representative FMCG warehouse through RFID technology, and, on the other
one, to quantitatively assess the improvements brought in by the technology in the
FMCG industry, which were analyzed in the above mentioned research. Accord-
ingly, RFIDWH project encompasses 4 subsequent work-packages (WP), namely:
(1) “Definition and engineering of RFID logistics processes”; (2) “Business Intel-
ligence Modules (BIMs) definition”; (3) “Software development”; and (4) “Simu-
lation”. In this paper, we mainly focus on describing the results of WP2 and WP4.
To this extent, the development of BIMs in WP2 represents a relevant achievement
of the project, since BIMs strictly related to the simulation of reengineered logistics
processes performed in WP4. As a matter of fact, BIMs are software tools which
process RFID data coming from the (simulated) field to generate value-added in-
formation that could be usefully exploited to optimize logistics processes. Hence,
properly structuring BIMs and the simulation model allows both reproducing RFID
logistics processes to assess their technical feasibility and addressing how Matrix
generated by RFID equipments can be exploited as value-added tools for the opti-
mal management of the warehouse.

3 Reengineering and simulation of logistics processes

The processes analysed and reengineered in WP1 were defined together with sev-
eral companies adhering to the RFID Lab BoA, and operating in the FMCG supply
chain; similarly, reengineered models were approved by the board.

Figure 1 provides the general scheme of the processes examined. Reengineered
logistics processes for RFID adoption are described in the following.

• Receiving: this process encompasses all activities related to physically accept-
ance of materials at the warehouse. It includes unloading products from the in-
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Fig. 1 General scheme of the warehouse processes

bound transportation mode, staging, verifying quantity, conditions and type of
the materials and related documents, documenting information and updating the
company’s Information System (IS).

• Labelling: such a process can be performed either at the end of the production
process or after receiving operations at the warehouse. Product cases are the input
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of the process, and should be positioned on conveyors and labelled with RFID
tags (whenever cases are not RFID tagged); then, the company’s IS should be up-
dated with information stored in the EPCcases, such as GTIN, LN or traceability
information. Checking for labelling errors could also be performed.

• Palletising: labelled cases, whose data have been stored into the company’s IS,
are first located on a sorter, which acts as a reader of EPC codes and sorts the
cases according to a defined palletizing scheme. Single-item (same item, differ-
ent lots on a pallet), single-lot (same item and same lot on a pallet) and mixed
pallets (different items) schemes are considered. As a result, each pallet is iden-
tified by a RFID tag, which, through the IS, is linked to information related to
input cases.

• Storage: activities involved in this process basically consist in picking up labelled
pallets from a temporary storage area, transporting them to the storage rack and
placing them in the proper location. This latter is identified by the companies
Warehouse Management System (WMS), based on a defined storage policy.

• Material handling: this process encompasses several different activities, whose
aim is to change the location of labelled cases or pallets within the warehouse.
Material handling operations can be are requested by the WMS as:

– replenishment: it consists in relocating materials from a storage location to an
order picking location and documenting this transfer;

– staging: in this operation, materials are physically moved from the packing
area to the shipping area based on a prescribed set of instructions related to
a particular outbound vehicle or delivery route often for shipment consoli-
dation purpose. Staging is performed after Retrieving or Packing & Marking
processes, and is required whenever shipping orders are received;

– material handling: it involves a generic movement of pallets/cases between
two different locations of the warehouse.

• Order selection: this activity involves selecting and picking the required quantity
of products, according to the shipping orders to be fulfilled, and to move them
to the packing area. Both single-item and mixed pallets may results from the
process. In the reengineered model, three picking policies are examined, namely:

– order picking: employees perform picking activities on cases according to
a specific customer order list. In this case, all items related to a given order
are picked;

– batch picking: picking is performed on a specific product, which is required
in different orders. Orders are pooled, and cases are picked and automatically
sorted according to the shipping orders received;

– retrieving: full pallets which match orders received are picked from the stor-
age area.

• Sorting: sorting follows the batch picking operation, and receives, as input, la-
belled cases resulting from picking activities, together with information related
to the number of cases picked and the required quantity in orders to be fulfilled.
Cases should thus be sorted based on orders received. Hence, as a results of the
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process, several set of cases are prepared in as many packing positions; through
the company’s IS, each set is linked to the related order.

• Packing & Marking: this activity encompasses checking, packing and labelling
one or more items of an order into a shipping unit (i.e. usually a pallet). Thus, pal-
lets are identified by EPCpallets, containing shipping destination data and add-
itional information that can be required.

• Shipping: materials are moved from the staging area and loaded into an outbound
vehicle; documents related to the movement are updated.

Each of the above reengineered models has been implemented into an appropriate
discrete event simulation tool. In reproducing the processes, particular attention has
been paid to satisfy physical and informative constraints of the warehouse. This has
allowed to faithfully reproduce the real logistics processes and to generate a wide
amount of consistent data, that could be used to test the correctness of the BIMs
developed. Such data have thus been exploited to compute the performance indexes
implemented in the BIMs.

To achieve the above aim, the following steps were followed in developing the
simulation model:

1. definition of scope and problem in exam;
2. development of a conceptual model;
3. validation of the conceptual model;
4. analysis of input data;
5. mathematical formulation of the model;
6. model calibration;
7. definition of the experimental campaign;
8. analysis of output data.

An overview of the simulation model, in its final form, is provided in Fig. 2. The
model was developed using commercial software Simul8TM Professional release 12
(Visual Thinking International Inc.).

Fig. 2 Overview of the simulation model
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4 Development of BIMs and results

Matrix resulting from the simulation runs become the input parameters of the BIMs,
which provide, as output, value-added information for the optimal management of
the warehouse processes.

To this extent, data are first organised into a properly designed database, consist-
ent with the OLAP (on-line analytical processing) cube theory; starting from these
data, three BIMs have been developed and implemented in MS ExcelTM. They are
described in the following.

• Flow Time Management (FTM): it provides quantitative indications about activ-
ities that increase products value and activities that add costs but do not add value
to products. As a result, the FTM module provides a chart describing the time
required to perform the processes, distinguishing between “value-added time”
and “non-value-added time”. An example is provided in Fig. 3.

• Key Performance Indicators (KPIs): KPIs provide a quantitative assessment of
processes performance; among others, such performance include time manage-
ment and productivity, assets and systems utilization, distance from defined target
values. Since the full list of performance indicators is too long to be fully reported
in the paper, we describe, as an example, KPIs related to the storage process. For
such process, the BIMs allow determining storage area utilization, flowtime and
average stock level. As can be seen from Fig. 4, the BIMs also track which SKUs
have been stored in each storage location in a defined time period.

• Track and Trace (T&T): this module provides value-added information that can
be used for the optimal management of tracking and tracing of either pallets
or cases. For instance, for each case in the warehouse T&T allows identifying
manufacturing lot, related pallets, processes performed on it, related time period

Fig. 3 Example of FTM chart
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Fig. 4 Example of KPI chart for the storage process

and employee; similarly, for shipped/received products, manufacturing lot, sup-
plier/customer, related order and shipping/receiving bay can be easily traced.
Figure 5 provides an example of traceability information that can be managed
through the T&T module.

Fig. 5 Example of T&T chart
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5 Future research directions and conclusions

In this study, we have shown how simulation can be exploited to test the applicability
of the RFID technology in common logistics processes of the FMCG supply chain.
To our knowledge, this is the first study attempting to investigate reengineered RFID
logistics processes and the flow of data generated by such processes. Our study has
two main outcomes. First, by reproducing real logistics processes, the simulation
model developed can provide a “proof of concept” of the technical and economical
feasibility of RFID implementation in the FMCG industry. Moreover, the BIMs
developed also show that Matrix can be properly processed to provide value-added
information that can be usefully exploited to optimize the warehouse processes.

Our study could be the starting point to develop a pilot project, where the same
processes analysed through the simulation tool could be in-field examined. In field
measurements could provide a direct assessment of potential savings for each pro-
cess and for each supply chain partner involved.
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Abstract Radio Frequency Identification (RFID) technology can be used to signif-
icantly improve the efficiency of business processes by providing the capability of
automatic identification and data capture. RFID system must implement functions
to posses the enormous event data generated quickly by RFID readers. The prolif-
eration of RFID tags and readers will require dedicated middleware solutions that
manage readers and process event data. In this paper, we describe our middleware
(called LIT Middleware) architecture with key features and also illustrate overall
functional components of the middleware software as well as the system frame-
work. Our component based middleware architecture provides extensibility, scala-
bility and abstraction, and is also compatible with EPCglobal standards.

1 Introduction

RFID technology uses radio-frequency waves to transfer data between readers and
movable tagged objects, thus it is possible to create a physically linked world in
which every object is numbered, identified, cataloged, and tracked. RFID is auto-
matic and fast, and does not require line of sight or contact between readers and
tagged objects.

RFID systems have recently begun to find greater use in industrial automation
and in supply chain management. In these domains RFID technology holds the
promise to eliminate many existing business problems by bridging the gap between
the virtual world of IT systems and the real world of products and logistical units.
Common benefits include more efficient material handling processes, elimination of
manual inventory counts, and the automatic detection of empty shelves and expired
products in retail stores [1]. However, not only the business community that can ben-
efit from the use of RFID tags, but also the consumer. The magic medicine cabinet
[10], the magic wardrobe, and the often-cited fridge are some of the applications in
which the consumer would benefit from these smart products.

The widespread adoption of RFID requires not only low cost tags and readers, but
also the appropriate networking infrastructure. To facilitate application development
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even further, RFID infrastructure can also feature another component that consumes
the events delivered by the middleware, combines the RFID data with application
logic, and generates application-level events.

The concept of a distributed networking infrastructure for RFID was initially
proposed by the Auto-ID Center, an industry sponsored research program to foster
RFID adoption, which coined the term Electronic Product Code (EPC) Network.
Sun Java System also provides RFID software architecture for enabling the EPC-
global Network [2]. Java System RFID Software consists of two major compo-
nents – The Java System RFID Event Manager and the Java System RFID Infor-
mation Server. Oracle sensor based services offers a complete sensor based comput-
ing infrastructure for capturing, managing and responding to RFID and other sensor
data implemented in the physical environment [3].

In this paper, we have analyzed those requirements the RFID middleware com-
ponent should meet in order to manage large deployments of heterogeneous readers
and the amount of data those readers capture. The main contribution of this paper is
designing software component for RFID middleware, which addresses both appli-
cation needs and the constraints of RFID technology. We called our middleware as
Logistics Information Technology (LIT) Middleware.

This paper is organized as follows. In Sect. 2, we review the EPCglobal network
architecture relevant to our work. In Sect. 3, we describe features of our middleware.
In Sect. 4, we illustrate implementation of LIT middleware with software architec-
ture. We conclude in Sect. 5 with avenues for further research.

2 Overview of EPC Network Architecture

The EPC Network, originally developed by the Auto-ID Center with its standards
now managed by EPCglobal Inc. (also named shortly EPCglobal) [5], was designed
to enable all objects in the world to be linked via the Internet. The EPC Network
is built upon many fundamental technologies and standards. Figure 1 shows the
structure of typical EPC Network [7] proposed by EPCglobal. In this paper, we
focus on Application Level Events (ALE) and EPC Information Services (EPCIS),
and consider both of them as RFID Middleware. In the rest of this section, we shortly
discuss ALE and EPCIS.

The EPC Network Architecture defines an interface through which clients may
obtain filtered and consolidated EPC data from a variety of sources. This interface
and functionality within the EPC Network Architecture are called ALE. The pro-
cessing done at ALE typically involves: (1) receiving EPCs from one or more data
sources such as readers; (2) accumulating data over intervals of time, filtering to
eliminate duplicate EPCs and EPCs that are not of interest, and counting and group-
ing EPCs to reduce the volume of data; and (3) reporting in various forms. The
role of the ALE interface within the EPC Network Architecture is to provide inde-
pendence among the infrastructure components that acquire the raw EPC data, the
architectural component(s) that filter and count EPC data, and the applications that
use the data [8].
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Fig. 1 RFID Middleware on
the EPC Network Architec-
ture

The EPCIS provides a uniform programmatic interface to allow various clients
to capture, secure and access EPC-related data, and the business transactions with
which that data is associated. The goal of EPCIS is to enable disparate applica-
tions to leverage EPC data via EPC-related data sharing, both within and across
enterprises. EPCIS Accessing Application is responsible for carrying out overall en-
terprise business process, such as warehouse management, shipping and receiving,
historical throughput analysis, and so forth, aided by EPC-related data. EPCIS Cap-
turing Application supervises the operation of the lower EPC elements, and provides
business context by coordinating with other sources of information involved in exe-
cuting a particular step of a business process [6].

3 Features of LIT Middleware

Our LIT Middleware considers the concept of ALE and EPCIS. In the rest of this
section, we have summarized the key features of our middleware on the basis of
ALE and EPCIS.

3.1 Features of ALE

High Performance and Scalability

RFID Middleware can have many applications, queries and readers. These criteria
increase query processing time and also network traffic. RFID middleware should
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have ability to handle many applications, queries and readers. Hence, we have im-
plemented Duplication Removal technique for eliminating duplicate data and ulti-
mately reducing network traffic. We also implemented Continuous Query Process
and State Based Execution for high performance.

Continuous Query Process RFID data is usually regarded as the streaming data
which are huge, because they are gathered continuously by many readers. RFID
middleware filters those data to process queries which applications request. The
EPCglobal proposed ALE specification which mention Event Cycle Specification
(ECSpec) and Event Cycle Report (ECReport) as the standard of interface for the
RFID middleware. ECSpec is a specification for filtering and collecting RFID tag
data and is treated as a Continuous Query (CQ) process during fixed time interval
repeatedly. ECReport is a specification for describing the results of ECSpec. Fig-
ure 2 shows the architecture of CQ processing. In CQ processing, first application
requests query through ECSpec to CQ Manager. CQ Manager builds query index
(representing query using spatial data structure that improves the speed of opera-
tion) on the basis of query request. Reader interface continuously receives EPC data
from RFID readers and evaluate queries using query index. Finally, send the result
to user or application through CQ Manager.

Duplication Removal Technique RFID Middleware receives EPC codes from
readers. As tag reads are flowed into the middleware, there are a lot of noises and
duplicate reads, so filtering operation is used to eliminate that redundant informa-
tion, called duplication removal technique. During request query, user or application
also mention time duration of each query. ALE treats this duration as Event Cycle.
During each Event Cycle RFID readers can read same tag many times. Duplication
removal technique removes those duplicate data.

State-based Execution In our continuous query processor, we use state-based
execution model instead of thread-based execution model [4]. When the number of
thread is large, the thread-based execution model incurs significant overhead due to
cache misses, lock contention, and switching. On the other hand, state-based exe-
cution model is a single scheduler thread that tracks system state and maintains the
execution queue. The execution queue is shared among a small number of worker

Fig. 2 Continuous Query Processing in LIT Middleware
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threads responsible for executing the queue entries. This state-based model avoids
the limitations of the thread-based model, enabling fine grained allocation of re-
sources according to application specific targets.

Abstraction and Extensibility

Reader Abstraction and Extensibility There are many vendors of RFID Readers.
Our system is independent from types of RFID Readers and vendors and also pro-
vides extensible architecture for new type of RFID reader. We used Common Reader
Management Interface to manage heterogeneous RFID reader and also used UNIX
device driver and Jini architecture concept, which can add new adapter at run time.
We also used logical reader mapping which provide independence from number and
arrangement of RFID readers.

Application Abstraction There are many types of applications those use RFID
middleware. Our system provides independence from different types of applica-
tion using Common Application Interface and Common Application Query. We
used common application interface provided by EPCglobal, which are Tag Memory
Specification API, ALE Reading API, ALE Writing API, ALE Logical Reader API
and Access Control API [8]. We also used common application query (ECSpec)
provided by EPCglobal and standard format (e.g., XML) and standard protocols
(HTTP, FILE and TCP).

3.2 Features of EPCIS

High Performance

The question of performance has always to be seen in relation to the questions of
response time. In case of only few requests or queries to be processed, too much
care about performance is not necessarily required. Having thousands of queries
to be processed (in a short period of time) requires a well designed system, being
able to bear the burden. We used CQ Index Technique to process enormous query
efficiently. For track and trace query, we have implemented Fixed Interval R-tree
[9]. Fixed Interval R-tree proposed new indexing, insert and split policy to process
queries efficiently. It used to trace trajectories as well as monitor present locations of
the tags. A tag trajectory is represented as a line by connecting two spatiotemporal
locations captured when the tag enters and leaves the vicinity of a reader.

Abstraction and Extensibility

Our system is persistent and compatible to store different types of EPCIS event and
also support commercial legacy database (Oracle, MSSQL, MYSQL etc.). Hence,
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Fig. 3 Data Source Access Component

we designed Data Source Access Component as shown in Fig. 3. It consists of Data
Source Access Interface and Data Provider. Using interface different components of
EPCIS can interact with legacy database. Using data provider, we can access various
types of data sources.

Different types of applications use EPCIS. EPCIS provide independence from
different types of applications and platforms by supporting standard query interface
(EPCIS query interface) proposed by EPCglobal [6]. It also uses standard data for-
mat (e.g., XML) and standard communication protocol (HTTP, TCP and WSDL).
EPCIS also provide extensible architecture. That is, it support new EPCIS event
(e.g., Sensor Event, e-Seal Event) by extending XSD and WSDL.

4 Design and Implementation of LIT Middleware

Figure 4 shows the ALE Software architecture. It consists of four layers: Applica-
tion Abstraction Layer, State-based Execution Layer, Continuous Query Layer and
Reader Abstraction Layer.

Application Abstraction Layer provides RFID data access via web-based ALE
API by using JAX-WS. Our application also uses different types of logger (TCP,
HTTP and FILE) to send result (ECReport) to subscriber. State-based Execution
Layer is overall controller of middleware. It consists of controller, scheduler, query
manager, reader manager and Thread Pool. Controller initiates different modules
and manages whole system. Scheduler is thread based class used to manage sched-
ule of middleware. Query manager stores and manages the query information.
Reader manager keeps information of logical and physical reader mapping and
makes the upper layer independent from the change of the physical reader configur-
ations. The primary role of Reader Abstraction Layer is to support seamless link be-
tween the middleware software and various types of RFID readers. This component
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Fig. 4 ALE Software Architecture

abstracts the tag read protocols, supports various types of reader devices and allows
users to configure, monitor and control all these devices. It supports XML-based
reader control methodology to control reader specific features. The functions of
Continuous Query Layer are collecting, filtering and removing duplicate EPC data.

Figure 5 shows the software architecture of EPCIS. It consists of three layers.
Query Service Layer consists of query control component and standard query inter-

Fig. 5 EPCIS Software Architecture
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Fig. 6 Management GUI of LIT Middle-
ware

Fig. 7 Client GUI of LIT Middleware

face that is independent on application program. Repository Layer consists of Query
Processing Layer (here we implemented CQ Technique and Fixed Interval R-Tree),
Data Access Layer (here we implemented Data Source Access Component) and
Database Layer (consists of Legacy DB). Capturing Service Layer consists of event
queue and capturing interface that gather information from ALE.

We have implemented our system using several software tools: JAVA (JDK 5.0),
Tomcat Web-server (version 6.0), and Smart UML (version 5.0.2). We have tested
our system using RFID devices from several vendors such as Alien and Intermec.
Figure 6 is the Management GUI of LIT Middleware, used to manage ECSpec and
logical reader. Figure 7 is the Client GUI of LIT Middleware, used to query in
EPCIS Repository.

5 Conclusions

In this paper, RFID-based system called ‘RFID Middleware’ is examined and re-
cently ratified EPCglobal de-facto standard interface for RFID middleware, ALE
and EPCIS are also discussed. Then, the RFID-based middleware system which is
compatible with the ALE and EPCIS standard is introduced with internal architec-
ture. The nature of RFID system, requiring distributed network architecture, drives
the requirements for common interface to let various applications have access to
RFID tag data in a standardized way and such requirements bear ALE and EPCIS
specification. In this paper, we have analyzed the features of our middleware which
is compatible with ALE and EPCIS specification, and also summarize its architec-
ture and functional operations. Future research includes requirements analysis, and
implementation of Middleware for RTLS and Sensor Network.
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Abstract Information about current quality state enables large improvements in the
dynamic planning for the logistics of fresh products. The main reason for quality
losses are temperature deviations. This article investigates how a prediction system
that delivers a shelf life prediction at each transhipment point could be integrated
into a semi-passive RFID label. Limiting factors for the possible predictions accur-
acy like model tolerances and the bound processing resources of low-power micro-
controllers will be evaluated.

1 Introduction

Fresh perishables are a great challenge for retailers. These products must move as
fast as possible in order to provide the best quality to the consumers. For some pro-
duce only few hours delayed in cooling or in the distribution chain can be sufficient
to prevent their marketability. Today, new knowledge and technologies can allow
better control of the distribution chain from field/processing to store.

For many retailers the best way to keep or gain market share is by presenting
an attractive produce section. A positive image of the produce department gives the
customers a better perception of the quality of the business. In the minds of many
customers, if the store provides a high quality fresh produce, it probably maintains
the same high quality for the other products in the store. The visible attributes of the
produce, that is the appearance of the produce is maybe the most important factor
that determines the market value of fresh fruit and vegetables. However, the price to
pay to keep the “image of freshness” is to have an inventory turnover of almost 50%
per day. This is the highest percentage in a retail store followed by the meat and
fish sections. One of the reasons is the perishable aspect of the produce. Most of the
time, conditions found in the store are far from the recommended temperature and
humidity needed to maintaining an optimal produce quality. Often, a short exposure
of 1 or 2 hours to inadequate conditions (i.e. too high or too low temperatures, too
dry or too moist) is enough to cause a dramatically drop in the visual quality of
a produce.
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Nunes et al. [1] reported that temperature is the characteristic of the distribu-
tion environment that has the greatest impact on the storage life and safety of fresh
perishables. Effective temperature management is in fact, the most important and
simplest procedure for delaying product deterioration [1]. For example, optimum
temperature storage retards aging of fruit and vegetables, softening, textural and
colour changes, as well as slowing undesirable metabolic changes, moisture loss,
and loss due to pathogen invasion. Temperature is also the factor that can be easily
and promptly controlled. Preservation of perishables quality and safety can be only
achieved when the product is maintained under its optimum temperature as soon as
possible after harvest or production.

Understanding more about the whole distribution chain is important. Knowing in
advance what it is going to happen is critical. Any systems that can communicate
additional information regarding shipment quality and safety aspects before it gets to
the distribution centre are essential from a quality assurance perspective. Currently,
most digital temperature loggers have to somehow be connected to a host device to
download data, and because of this, they have limited ‘real-time’ data interactivity,
and result in after-the-fact analysis for claims, quality analysis and related issues.
RFID temperature loggers add wireless communication to read the temperature log-
ger in real-time. The RFID tag, with associated hardware and software will add
the benefit of having a pallet/tag scanned on receipt, so that if an alert (alert trig-
ger programmable prior to shipping) is active, the receiver knows immediately (not
after-the-fact) that there is a potential problem with the shipment and can spend the
time required on specific shipments rather to use random inspections.

This new approach can enable retailers and suppliers to plan the movement of
perishable products more efficiently and thus reducing waste and providing better
quality products to consumers. A study done by Pelletier et al. [2] demonstrated
that knowing the full temperature history from the field to the distribution centre can
make a difference of as much as $48 000 of loss of revenue per trailer of strawberries
for a retailer. Further study done by Emond et al. [3] demonstrated that for fresh
strawberries the full visibility of the temperature of the shipment combined with
a shelf life prediction model can bring $13,076 in profit per trailer compared to
a potential lost of $2,303 with the actual process.

This full visibility combined with prediction models can allow retailers, food
service and restaurant chains to manage their inventories by First to expire – first
out (FEFO) rather than first in – first out (FIFO). Prediction shelf life models like
the ones developed by Nunes et al. [4] can integrate the quality attributes selected
by the users and predict which loads should be sent to specific stores or restaurants
in order to maximize inventories and quality.

2 Intelligent RFID as enabling technology

One technical challenge for the implementation of the described quality and tem-
perature tracking system is the management of the huge data amount. Especially the
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Fig. 1 Transport supervision by intelligent RFID

communication between reader and passive RFID device turned out to be a major
bottleneck. Reading full temperature charts from hundreds of RFID data loggers
at each transhipment point is hardly possible. On the other hand, for quality based
inventory and transport management it is rather sufficient to have an indicator for
current quality and pending losses than knowing the detailed temperature history.

The approach of the ‘intelligent RFID’ circumvents the communications bot-
tleneck and provides the necessary information for management by integration of
the shelf life model into the hardware of an RFID temperature logger. After being
configured by the producer (Step 1), the intelligent RFID measures the temperature
during transport and calculated the change in the product properties per time unit
(Step 2). When passing a reader gate at transhipment the RFID tag only transmits the
calculated quality state of the attached transport good (Step 3). A traffic light signals
whether the product is ‘ok’ (green) or needs additional checking (‘red’). The tem-
perature history of products in a crucial state can be read out by a handheld reader
(Step 4) for detailed analyses [5]. The process of transport supervision by intelligent
RFID is depicted in Fig. 1. An alternate approach that allows online access to tem-
perature and quality during transport on the costs of higher hardware expenses, the
intelligent container (www.intelligentcontainer.com) is described in [6].

3 Modelling approaches

Beside the technological basis, the precise modelling of shelf-life changes is the
other key challenge. One very common approach is to describe the quality decay
according to the law of Arrhenius for reaction kinetics. The change in shelf life or
loss per day is calculated as a function of temperature [6].

These shelf life or keeping quality models have the advantage that only three
model parameters have to be estimated by analysing experimental data. Tijskens [7]
showed that the sensitivity of some fruits against chilling injuries caused by too
low temperatures can be modelled by adding a second Arrhenius type function with
negative activation energy, resulting in five parameters in total.
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For many food products, a chain of chemical or enzymatic processes contribute
to a loss of quality. The approximation by one or two Arrhenius function does not
always deliver the required accuracy. For a precise prediction the time function of
several quality factors like colour, firmness, mould and vitamin C content, have to be
estimated. Because it is not possible to know in advance which of the curves will be
the most critical one, all of them have to be continuously calculated and monitored.

Descriptions of the underlying chemical reactions by a set of differential equa-
tions are only known for a minority of products, Bobelyn [8] for example describes
the colour loss of Mushrooms by a set of 3 or 6 equations.

In many cases only tables for different constant temperatures are available, listing
the change of physical properties over time. Examples can be found in [9] and [4].
To extract a set of differential equations from these measurements requires expert
chemical knowledge that is in general not available.

The suggested table-shift approach provides a prediction for dynamic tempera-
ture condition based on curves recorded at constant temperatures. The value of each
physical property for the next step is read out from the pre-measured table. If the
temperature changes, the focus in the table is shifted to the row that matches the cur-
rent quality inside the column for the new temperature. In the mathematical descrip-
tion the change per physical property is calculated as two-dimensional interpolation
over the parameters temperature and current property state.

4 Software simulation for the table-shift approach

This table-shift approach was verified by a MATLAB software simulation. The pre-
diction might be distorted by effects of unknown or hidden states that also affect the
speed of change. Full accuracy can only be guaranteed, if all underlying reactions
have the same relation to temperature or activation energy. In this case a change of
temperature can be expressed as a stretch of the time scale.

If the activation energies are close to each other, the table-shift approach will
give a good approximation. As example the table-shift model was compared with
a 3 differential equation sigmoid model for the browning of mushrooms described
by Bobelyn [8]. The reactions that contribute to the oxidation of the colour pig-
ment have activation energies of 74,600 and 65,500 J mol−1. In the first step a table
for colour change over time was created for four different temperatures by simula-
tion of the differential equations. Figure 2 shows the colour change for an arbitrary
temperature function calculated by the differential equations and by interpolation
of the tables. The effect of the differences in the activation energy turned out to be
minimal.

A more crucial problem are tolerances of the measured table values. Measure-
ments of physical properties like firmness or nutrition content have only a very
limited resolution. Taste and aroma are evaluated on a subjective scale. The effects
of a measurement resolution limited to 1% or 5% of the maximum value were also
tested by the MATLAB simulation in Fig. 2.
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Fig. 2 Matlab simulation of predicted colour loss by differential equation model and table shift
model with table resolution of 1% and 5% for an arbitrary temperature input. Colour index scaled
to 20 as initial value

To avoid misleading results, the accuracy of the table-shift model has to be veri-
fied for each product by simulation for a dynamic temperature curve. Possible devi-
ations caused by different harvest conditions should also be tested.

5 Implementation

Several developments can be found that point into the direction of a low-cost shelf
life tag. The Turbo-Tag data logger from Sealed Air/KSW Microtec (www.turbo-
tag.com) uses a semi-passive RFID tag equipped with an additional battery to record
up to 700 temperature values. A number of manufactures announced UHF RFID
temperature recorders with extended reading range.

Some data loggers already include shelf life estimation, but are restricted to Ar-
rhenius type models. The electronic time temperature integrator from CliniSense
[10] can be ordered in small quantities, but it does not offer RF communication.
The announced Freshtime tag from Infratab is still not available yet.

Wireless sensor networks (WSN) provide the second platform for a shelf life
monitoring device beside passive RFID. Ranges of 50 meters or more are reached by
active communication. The Tmote Sky from Moteiv (www.moteiv.com) is equipped
with a free programmable MSP430 ultra-low-power microcontroller running at
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8 MHz clock rate with 16 bit integer arithmetic and hardware multiplier. Drawbacks
are the higher price, energy consumption and resulting battery size.

Because currently only WSN offer additional on-board calculation facilities, first
tests of different model types were carried out on this platform. Our demonstra-
tion system measures the freight temperature and sends a calculated quality index
over a 2.4 GHz link to a PC. Three different model types can be uploaded to the sen-
sor notes: The first model calculated losses directly by two Arrhenius functions. The
second micro controller application is based on a pre-calculated look up table for the
loss per day as function of temperature as proposed in [11]. The tables were gener-
ated by evaluation of the same equations that were used in the first model. The table-
shift approach with two-dimensional interpolation was tested as third application.

5.1 Required resources

To transfer the model calculation to a semi-passive RFID tag, a new hardware de-
velopment will be necessary. As preliminary step for construction of an intelligent
RFID it should be carefully considered, which model types and level of accuracy
are feasible inside a credit card sized label in regard to limited processing power
and energy resources.

Quality modelling can be seen as add-on to existing data logger technology,
which provides required system components as RFID interface, sensor query, ac-
curate timer and data storage, powered by a paper thin battery. So the question is to
determine the additional costs for quality modelling.

To answer this question the required resources for the implementation on the
wireless sensor platform were analysed. The required energy per model step was
calculated based on the measured execution time of the modelling algorithm. The
necessary memory resources for the program in ROM as well as variables and con-
stant tables in RAM were extracted from the compiler log file. The results for the
both considered models are summarized in Table 1.

The required energy has to be compared against the battery capacity and the
stand-by current of the microcontroller.

The table-shift model consumes about 10 times more energy than the interpol-
ation of a one-dimensional look up table. But the consumption of the table-shift
model is still negligible compared to the capacity of small size batteries. If the shelf
life of quality state is updated every 15 minutes, 20 mJ are required per modelled

Table 1 Required resources per model step

Type of Resource
Calculation of Look up table for Table-Shift
Arrhenius equations Arrhenius model Approach

Processing time 1.02 ms 0.14 ms 1.2 ms
Program memory 868 bytes 408 bytes 1098 bytes
RAM memory 58 bytes 122 bytes 428 bytes
Energy 6 μJoule 0.8 μJoule 7 μJoule
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physical property and month. A typical button cell battery has a capacity between
300 J and 3000 J. The Zink oxide battery of the credit card sized turbo tag data
loggers has a capacity of 80 J.

Design issues for the RFID implementation

A more crucial issue is the stand-by current of the microcontroller. Although the
microcontroller does nothing 99.99% of the time, it still consumes energy for the
clock oscillator, wake-up circuit and RAM retention. The typical stand-by current
of the MSP430 of 1 μA at 2.2 V results in a consumption of 5.7 J per month.

From the point of required resources precise quality prediction including mod-
elling the temperature dependency of several physical properties will be feasible.
The challenge is rather to add integer arithmetic capabilities to a semi-passive RFID
tag without increasing the stand-by current to much.

6 Summary and outlook

Losses of perishable good can be avoided by managing transport and warehouse
planning based on the current quality state. To install this process two elements are
necessary: Accurate shelf life models and a way for efficiently measure the freight
conditions and deliver this information.

In most cases it is hard to develop a bio-chemical model to describe the change
of physical product properties as a function of temperature and time. The table-shift
approach provides a method for a direct calculation of the shelf life based on a set
of measured reference curves. The accuracy of this approach has to be validated
for new product types by comparison of simulated curves for dynamic temperature
conditions with measured data.

Intelligent RFID is the most promising concept to capture temperature and for-
ward quality information without trapping into communication bottlenecks. This
approach will probably not provide multi-factor quality parameters details like as
a main frame system but still can provide rapid information for immediate response
at any steps of the distribution chain. Although no hardware solution is currently
available, the measurements of the required resources demonstrate that it would be
possible to integrate the calculation of a shelf life model into an RFID temperature
logger. Limiting factors for the model accuracy are measurement tolerances of the
pre-recorded reference curves. Related experiments to connect a low-power micro-
controller with an UHF-RFID communication interface are currently carried out by
the IMSAS.
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Abstract This paper intends to show possible contributions of the concept of au-
tonomous cooperation (AC) to enable logistics management of International Supply
Networks (ISN) to improve dealing with external dynamics caused by environmen-
tal complexity and dynamics. The concept of AC as one possible approach to cope
with external dynamics of ISN will be analysed either from a theoretical and an
empirical point of view.

1 Risks of External Dynamics for the Robustness
of Complex International Supply Networks

The phenomenon of real-time economy could be described by timely convergence of
order, production and distribution of products and services (Tapscott 1999; Siegele
2002). It evolved from the requirement to fulfil consumers’ demands marked by
diversified preference structures to a shorter time between order and distribution
(Herzog et al. 2003). If an organisation wants to meet these demands it has to adapt
its structures and processes constantly in order to meet the real-time-changing con-
sumers’ requirements and thereby to ensure its existence and survival on the long run
(Hülsmann et al. 2006). A possible way to cope with characteristics of a real-time
economy might be to intensify business relationships in order to provide the organ-
isation with a sufficient amount of addressable resources, capabilities and ways of
distribution (Geoffrion and Powers, 1995). In turn, this implies an understanding of
companies which are interwoven in supply chain networks on global markets. They
are legally separate, however economically to a greater or lesser extent dependent on
each other (Sydow 2002). Hülsmann and Grapp characterized these global networks
of the world wide connected flow of management decisions, information and ma-
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terials as International Supply Networks (ISN) (Hülsmann and Grapp 2005). The
shown kind of diversity and changeability in customer demands and correspond-
ing variation in organisational structures are assumed to lead to higher complexity
and dynamics for the involved management (Hülsmann and Grapp 2005) that has
to deal with these phenomenon (Hülsmann and Berry 2004). According to Dörner
the existence of multiple interrelations between the elements of a system as well as
interrelations between the system’s elements and environmental elements, is a char-
acteristic attribute of a complex system (Dörner 2001, p. 60; Malik 2000, p. 186).
As ISN are characterised by multiple internal and external relations an ISN can be
understood as a complex system. Another factor that characterises a system is “dy-
namics” that describes the variation of a systems status over time (Kieser 1974).
For ISN-Management especially variations in the environment as to say external
dynamics of the system are a critical factor because of their number of relations to
their environment and the amount of changes in these relations. External complex-
ity and dynamics could also be reasoned by phenomena like hyper-linking, hyper-
competition and hyper-complexity (D’Aveni 1995, p. 46; Tapscott 1999; Siegele,
2002; Hülsmann and Berry 2004). Consequently, robustness in ISN might be endan-
gered by a higher amount of information resulting from complexity and dynamics.
Because the capacity to handle information is steady (e.g. due to rigidities of organ-
izational competences (Schreyögg et. al. 2003)) the proportion between the amount
of information and the capacity to handle information might deteriorate. That could
lead to instability of the system.

Organisational flexibility is needed to enable an organisation to respond to
changes in environmental conditions like technological progress (e.g. acquiring new
technologies for efficient logistic processes in ISN). It is maintained by opening the
borders of the system to absorb external complexity (Sanchez 1993). It is neces-
sary for sustaining the integration of the system in its environment. Organisational
stability is needed to compensate the absorbed complexity within the system. It is
realized by the closure of the respective system. This leads to a definition of the sys-
tem’s identity which is necessary for the internal integration of all system’s elements
(Luhmann 1973). For adaptivity and therefore to maintain the existence of the ISN
both processes (flexibilisation and stabilisation) are needed and have to be balanced
(Hülsmann and Grapp 2006; Hülsmann et al. 2006).

From the perspective of logistics the achievement of goals of logistics-manage-
ment e.g. time, quantity, quality, price etc. (Plowman 1964) is endangered if the
level of information availability decreases because a lack of information leads to sub
optimal decision-making (e.g. if not every possible offer can be taken into account
the products and services might be to expensive).

To enable an ISN to cope with complexity and dynamics and therefore to achieve
the goals of logistics-management the adaptivity of the system has to be ensured by
its ability to balance flexibility and stability (Hülsmann and Grapp 2006).

One management approach that is currently discussed to balance the adaptivity
in ISN is the concept of autonomous cooperation (e.g. Hülsmann and Grapp 2006).
The focus of the concept of autonomous cooperation is the autonomous evolution
of ordered structures in complex systems (Hülsmann and Wycisk 2005). Therefore,
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to apply autonomous cooperation in ISN might increase the ability of logistics man-
agement to cope with external risks

According to this, the research question of this paper will be: To what ex-
tend might the concept of autonomous cooperation contribute to the management
of external risks in ISN? To answer this research question the concept of au-
tonomous cooperation will be introduced and theoretically applied to strategic
logistics-management in ISN, in order to deduce theoretical findings about the abil-
ity of autonomous cooperation to contribute to the management of external dynam-
ics in ISN. The next research step comprises a simulation based empirical analysis
in order to proof the theoretical findings. Finally, conclusions will be drawn which
lead to implications for strategic logistics-management in ISN.

2 Autonomous Cooperation as an Approach
to Increase the Robustness of ISN

Autonomous cooperation is based on the concept of self-organisation and is cur-
rently discussed in different fields of research. The concept of self-organisation has
its scientific roots in multiple academic fields like physics, biology or chemistry
and belongs to the research field of complexity science in the broadest sense (Hüls-
mann and Wycisk 2005). The different concepts of self-organisation, for example
synergetics (Haken 1973), cybernetics (von Foerster 1960), chaos theory (Peitgen
and Richter 1986), autopoiesis (Maturana and Varela 1980), and dissipative struc-
tures (Prigogine and Glansdorff 1971) have been points of origin for the concept
of autonomous cooperation (Hülsmann et al. 2007). In the 70’s a basis for an en-
folding interdisciplinary theory could be established, due to the fact that the dif-
ferent concepts of self-organisation have a common background in complexity and
order (Hülsmann and Wycisk 2005). The aim of this interdisciplinary field of re-
search is to explain and identify how complex system create ordered structures au-
tonomously (Hülsmann and Wycisk 2005). To elucidate the correlations between
self-organisation and autonomous cooperation the concepts could be categorized in
the following way: Self-organisation as a part of management describes the way in
which complex systems autonomously create emergent order in structures and pro-
cesses (Bea and Göbel, 1999; Probst 1987). Autonomous cooperation has a more
narrow perspective than self-organisation. It describes processes of decentralized
decision making in heterachical structures. To create a common understanding of
autonomous cooperation for this research paper a general definition for autonomous
cooperation, which has been formed by Windt and Hülsmann, shall be used:

“Autonomous Control describes processes of decentralized decision-making in heterarch-
ical structures. It presumes interacting elements in non-deterministic systems, which pos-
sess the capability and possibility to render decisions. The objective of Autonomous Control
is the achievement of increased robustness and positive emergence of the total system due
to distributed and flexible coping with dynamics and complexity.” (Windt and Hülsmann
2007, p. 8).
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According to this definition main characteristics of autonomously cooperating
systems are for example autonomy, interaction and non-determinism. To answer the
question whether autonomous cooperation is able to contribute to strategic logistic-
management of ISN the different attributes can be analysed

A system or an individual is autonomous if it forms, guides and develops itself.
It is operationally closed, meaning that its decisions, relations and interactions are
not dependent on external instances (Probst 1987). As there is no system completely
operational closed it is spoken about relative autonomy of a system or an individual
in relation to certain criteria (Varela 1979, Malik 2000, Probst 1987). According to
theory, an organisation has to have a suitable degree of autonomy to be able to form
and develop itself on the one hand and to maintain its identity on the other hand.
Therefore a suitable degree of autonomy might preserve the ISN from information
overload because it is able to balance between stability and flexibility (e.g. the ability
of a load carrier to decide for itself what to transport).

The second attribute is interaction. Haken (1987, p. 132) states that open dy-
namic and complex systems develop a self-organized order through various inter-
actions of the systems individual elements. Due to this processes the system devel-
ops new qualitative characteristics through emergence (Haken 1993). The emergent
structures might contribute to the capacity for information handling because new
structures and processes are developed (e.g. new ways of decision-making by in-
telligent objects). If the capacity to handle external dynamics rises, the risk of sub
optimal decision-making due to information overload falls.

Non-determinism is another characteristic of autonomous cooperation. Non-
determinism implies that the behaviour of a system can not be predicted over
a longer period of time. With the characteristic of non-determinism, autonomous
cooperation aims at higher efficiency for dealing with complexity and uncertainty
within processes (Windt and Hülsmann 2007, p. 10). For the management of ISN
non-determinism might imply that the processing of information can be handled
more flexible. It enables the system to react to changes in the structure of ISN and
the resulting problems. For the ISN-Management this could mean that its capac-
ity to cope with complexity and dynamics is increasing. Therefore autonomous
cooperation might contribute to the robustness of an ISN because the capacity to
handle external dynamics might be increased.

3 Empirical Analysis

To measure the effects of autonomous cooperation on the robustness of ISN a simu-
lation and measurement system has been developed that enables to compare the
external risks in ISNs and SCs. In earlier work of the authors, a shop floor scenario
has been analysed (Hülsmann et al. 2006). A similar approach will be used to simu-
late the behaviour of an ISN. Figure 1 shows the different characteristics of ISNs
and SCs in order to show the different levels of complexity and resulting external
dynamics. The scenario shows a simple supply chain that consist of one source (e.g.
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Fig. 1 Different organisational level of complexity

information, resources, orders) and a multi-stage production process. On the other
hand, an ISN is depicted that in comparison to the SC consists of diverse sources
and interlinked and substitutable production stages. In this model, the supply chain
has the lowest level of complexity.

This model inherits the opportunity to evaluate the systems ability to cope with
different amounts of external dynamics using different levels of autonomous co-
operation. The orders enter the system at the sources and leave it finalised at the
drain. Each order has a specific processing plan i.e. a list of processing steps that
have to be undertaken to produce goods. In the model, the orders are not directed by
a centralised control entity but have the ability to render decisions on their next pro-
cessing step autonomously by using different concepts of autonomous cooperation.
Depending on the different autonomous control methods, the overall system shows
altered behaviour and dynamics.

In the following, the applied autonomous control methods will be described. The
first method called queue length estimator compares the actual buffer level at all
parallel processing units that are able to perform the next production step. There-
fore, the buffer content is not counted in number of parts but the parts are rated in
estimated processing time and the actual buffer levels are calculated as the sum of
the estimated processing time on the respective machine. When a part has to render
the decision about its next processing step it compares the current buffer level i.e.
the estimated waiting time until processing and chooses the buffer with the shortest
waiting time (Scholz-Reiter, et al., 2005). The pheromone method does not use
information about estimated waiting time, i.e. information about future events but
uses data from past events. This method is inspired by the behaviour of foraging
ants that leave a pheromone trail on their way to the food. Following ants use the
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pheromone trail with the highest concentration of pheromone to find the shortest
path to food. In the simulation this behaviour is imitated in a way that whenever
a good leaves a processing unit, i.e. after a processing step is accomplished, the
good leaves information about the duration of processing and waiting time at the
respective processing unit. The following parts use the data stored at the machine
to render the decision about the next production step. The parts compare the mean
throughput times from parts of the same type and choose the machine with the low-
est mean duration of waiting and processing. The amount of data sets that are stored
define the up-to-datedness of the information. This number of data sets can be used
to tune the pheromone method. The replacement of older data sets resembles to the
evaporation of the pheromone in reality (Scholz-Reiter, et al., 2006). The due date
method is a two-step method. When the parts leave a processing unit they use the
queue length estimator to choose the subsequent processing unit with the lowest
buffer level. The second step is performed by the processing units. The due dates of
the parts within the buffer are compared and the part with the most urgent due date
is chosen to be the next product to be processed (Scholz-Reiter et al. 2007).

The following simulation analyses the overall systems ability to cope with ris-
ing structural complexity and rising external dynamics using different autonomous
control methods. At each source the arrival rate is set as a periodically fluctuating
function. Therefore, the external dynamics rises with increasing complexity of the
ISN. The logistical goal achievement is measured using the key figure throughput
time for different levels of complexity and different autonomous control methods.

Figure 2 shows the results i.e. the mean throughput times for the three different
autonomous control methods in dependence of the systems complexity. The left side
corresponds to the supply chain consisting of three processing units. To the right of

Fig. 2 Logistical goal achievement for different organisational level of complexity and multiple
autonomous control methods
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the figure the systems complexity is increased by enlarging the amount of processing
units as well as the number of sources. Furthermore, the minimal throughput time,
which is rising with increasing complexity level, is shown. In the first part of the
figure, the throughput time declines for all three curves. This is caused by the fact
that parallel processing units can be used in situations of overload i.e. if the arrival
rate is higher than the capacity of the processing unit. In the second part it is shown
that the curves for the due date method and the queue length estimator show almost
the same results, the due date method shows a slightly worse performance because of
sequence reordering, while the pheromone method shows inferior goal achievement.
The first two curves are almost parallel to the minimal throughput time. This means
that a constant logistical goal achievement is achieved during rising complexity and
rising external dynamics. The pheromone method shows an inferior behaviour. In
this scenario, dynamics is too high and the boundary conditions change faster than
the pheromones are updated.

In a second simulation, external dynamics is varied to determine the system’s
robustness i.e. the system’s ability to cope with external dynamics without beeing
unstable and to become a locked-organisation. In this simulation the system is called
unstable if one of the systems parameters increases without restraint. To determine
this boundary of stability, the mean arrival rate at all sources has been increased and
the highest possible arrival rate before the system starts to be unstable is measured.

Figure 3 shows the results for the three different autonomous control methods. It
has been found that the pheromone method shows declining robustness with rising
complexity and dynamics while the other two control methods lead to increasing
robustness, with a faintly better robustness of the Queue length estimator. The reason
for this rising robustness is the higher amount of parallel processing units that are
available for the autonomous objects to use in case of overload.

Fig. 3 Robustness measured as the maximum mean arrival rate for different organisational level
of complexity and multiple autonomous control methods
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The due date method and the queue length estimator show a small difference
because only few changes in the sequence occurred and the mean values were not
highly affected.

Both simulations have shown that for this kind of scenario, representing differ-
ent levels of external dynamics, the queue length estimator is the appropriate au-
tonomous control method. Because of the fast changing dynamics, the pheromone
method has not been able to adapt to the changed boundary conditions. For the abil-
ity of autonomous cooperation to cope with rising external dynamics this means
that the adequate autonomous control method has to be chosen depending on the
scenarios parameters like complexity, dynamics and reliability of information. If
this selection is done properly autonomous cooperation is a possible approach to
cope with external dynamics.

4 Conclusions

The aim of this paper was to examine the contributions and limitations of au-
tonomous cooperation on the robustness of ISN especially for the management
of external dynamics. From a theoretical perspective it has been outlined, that au-
tonomous cooperation might enable an ISN to enhance its capacity of information
handling. For ISN-Management this can lead to a larger capacity to cope with ex-
ternal dynamic that results from changing organisational structures. This implicates
that the employment of methods of autonomous cooperation might increase the ro-
bustness of the organization. Empirically, it has been shown that autonomous co-
operation could be one alternative to cope with rising external risks in ISN but that it
depends on the organisational structure and the scenario which level of autonomous
cooperation is adequate. In the shown case, the queue length estimator has been the
best degree of autonomous cooperation to cope with rising complexity and dynam-
ics. For achieving progress in research other concepts of autonomous cooperation
could be analysed. For logistics-management practice in ISN the findings imply that
there are concepts of autonomous cooperation like the queue length estimator that
might increase the quantity of external dynamics the organisation can cope with but
that there is no general method of autonomous cooperation that can be applied in
every scenario.
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Abstract The industry has undergone significant changes in recent decades. Today,
it is no longer home-based and operates in a global market. The integration of de-
mand and supply has widened the strategic relevance of logistic networks, processes
and systems. This integration along global supply chains depends on trustful part-
nership, international and hence cross-cultural cooperation. The design, plan and
management of logistics are particularly complex because of the diversity of con-
texts, organisations and individuals involved. Therefore, suitable long-term learning
process should taken into account agents’ role and background, the context in which
it takes place as well as intra- and inter-organisational culture. In fact, enhancing
competitive advantage on the basis of both overlap and diversity of knowledge is an
important capability within today’s supply chains. On this foundation, the present
paper aims to address business scenario and logistic systems from a viewpoint that
approaches competitive advantage in terms of sustainability and effectiveness. Some
aspects impacting on dynamics in logistics will be circumscribed in agreement with
a holistic perspective embracing context, organisation and individual levels. A de-
scriptive model and further steps toward an approach based on a long-term learning
process will be then introduced.

1 Introduction

The manufacturing and service industry have changed in recent decades. A relevant
side of this evolutionary and dynamical process has been the pursuit for new and
attractive markets as well as the search for high quality and low cost sources of raw
materials, parts and products. Both fronts have ceaselessly boosted the globalisation
of commerce and production, and made material and information flows more dy-
namic – due to vibrant demand and supply – and structurally complex. Therefore,
the enhancement of processes and systems that fit and connect these fronts should
be aspired. Nevertheless, this connection must be consistent with firms’ strategy
which delineates how activities and processes are planned, coordinated and per-
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formed. Business strategy also deals with the allocation of finite resources (Porter
1996) which should be, in order to generate unique competitive advantage: valu-
able, in the sense that they exploit opportunities and/or neutralises threats in a firm’s
environment; rare among current and potential competition; imperfectly imitable –
either through specific historical conditions, causal ambiguity, or social complexity;
and without strategically substitutes (Barney 1991). Moreover, the adoption of busi-
ness strategies that meet the needs of the enterprise and its stakeholders today while
sustaining the resources that will be needed in the future (IISD 1992) is a concur-
rent business obligation. In fact, business networks have to be effective and, at the
same time, to sustain their economic, ecological and social resource base (Ehnert
et al. 2006).

The present paper aims to address business scenario and logistic systems from
a viewpoint that approaches competitive advantage in terms of sustainability and ef-
fectiveness. Some aspects impacting on dynamics in logistics will be circumscribed
in agreement with a holistic perspective embracing context, organisation and indi-
vidual levels. A descriptive model and further steps toward an approach based on
a long-term learning process will be then introduced.

2 Logistic Systems

The connection between markets and sources, demand and supply has increased
the strategic relevance of logistics. In this broad context, the strategic integration
of logistic systems’ diverse components is a requirement to achieve effectiveness
and sustainability in global supply chains. Customer expectations, the pressure of
competition on turbulent global markets and virtualisation of logistics companies
result in complex and dynamic logistics systems, structures and networks (Scholz-
Reiter et al. 2004). Moreover, logistic management includes the configuration and
coordination of structures and processes of logistic networks focused on strategic,
tactical and operational goals (Kopfer 2000).

In fact, the increasing dynamic and structural complexity within logistics net-
works – caused by changing conditions in the markets and the increasing importance
of customer orientation and individualisation – challenges logistic processes and
systems (Arndt and Müller-Christ 2005). Furthermore, contributing to such chal-
lenging scenario, activities, processes and structures of a number of organisations
are interwoven worldwide, where the management has to deal with multiple interre-
lations between actors situated in distinctive cultural, economic, political and social
environments (Hülsmann et al. 2006). On this scenario, people and companies’ sin-
gularities (e.g. social and cognitive aspects) may represent barriers or boosters and
therefore need to be better understood. In fact, collaboration and the environment in
which it takes place is a key area in which processes and systems meet head on with
people of all shapes, sizes, backgrounds and intellectual capability (EU 2006).

Each firm might be understood as a system derived and evolved from contextual,
organisational and individual influences (Fig. 1). For instance, agents in global sup-
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Fig. 1 Systemic perspective

ply chains have varied cultural background as well as values, decision making style,
mental models and cognitive perceptions.

In fact, people at various organisational levels, with diversified culture and back-
ground, are responsible for the design, plan, management and execution of logistic
activities and process. The variety of existing mental models, deeply ingrained as-
sumptions, generalizations that influence how people take actions (Senge 1990) is
closely related to cultural environment and background. So, the strategic integration
along global supply chains depends on trustful partnership, and is closely dependent
on international and hence cross-cultural cooperation.

Suitable long-term (i.e. double-loop) learning process should taken into account
agents’ role and background, the context in which it takes place as well as intra-
and inter-organisational culture. Dense, informal networks and strongly embedded
gatekeepers increased the effective flow of information and recombinant potential of
the organisation (Fleming 2001). Furthermore, internationalisation creates a need to
know how managers in different parts of the world make decisions and how differ-
ences in their socialization as well as business environments may affect both their
decision-making processes and the choice that they make (Martinsons and Davi-
son 2006).

Commenting current business scenario, Forrester (1998) vigorously argue that
attention must be placed on systems and structures design as well as on policy plan-
ning, instead of purely on managing contingencial day-to-day decision making. This
translates perfectly the holistic view fostered here. System thinking is an iterative
learning process in which a reductionist, narrow, short-run, static view of the world
is replaced with a holistic, broad, long-term, dynamic view, reinventing our policies
and institutions accordingly (Sterman 2006). On this basis, systems thinking can
help understand this system by revealing which underlying structures exist, how
complex problems are generated and which/how factors influence them over time
(Senge 1990) and space. To subsidise the following analysis, a logistic system and
its distinctive yet interlaced levels will be illustrated as an interactive system that ex-
tend themselves to the contextual level of a national economy (Forrester 1958; Peck
2006). Logistic systems (Fig. 2) could be represented as linked levels and inter-
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Fig. 2 Logistic system (adapted from Peck 2005)

dependent universe of actions, i.e. strategy, structures and policies design as well
as decision making. In fact, the discrete levels of analysis are inextricably attached
elements of the logistic system. Together they cover elements of a logistic system
and the context within they are embedded, though each level reflects quite different
perspectives (Peck 2005).

Specifically regarding to a logistic network, competitive advantage and a long-
term evolution can be created by developing knowledge that is embedded in the
cooperation context and thus hard to imitate (Hülsmann et al. 2005). In line with
paper’s aims, logistic systems integration in current fast-moving scenario as well as
the impact of diversity on competitive advantage will be tentatively circumscribed
through a descriptive model.

3 Logistic Systems’ Potential Absorptive Capacity

The goal of knowledge management is to support the agent in improving its de-
cisions in the presence of incomplete, imprecise, or debatable information as well
as the inherent uncertainty that results from the dynamic of the domain (Langer
et al. 2006). It is also important to note that knowledge management is restricted
by various sociological and technological boundaries (Langer et al. 2006). Usually
it is claimed that organisations need to develop cultures where their members are
encouraged to share knowledge in order to gain a strategic advantage. Neverthe-
less, the impact of contextual and organisational culture (Gray and Densten 2005)
in knowledge management is strategic and deserves further research.

The absorptive capacity construct represents the firm’s ability to acquire, assimi-
late, transform and exploit knowledge to create value through innovation (Cohen
and Levinthal 1990; Zahra and George 2002). The authors studied how knowledge
sharing and diversity across individuals affects the development of organisational
absorptive capacity, concluding that both overlap (to enable internal communica-
tion) and diversity (to potentialize the comprehension of outside information) of
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knowledge structures are beneficial and needed. The concept emphasises that suc-
cessful knowledge identification and acquisition require the receiver to possess suit-
able knowledge base and skills to assimilate new information.

Logistic systems integration in current fast-moving scenario will be circum-
scribed through a descriptive model based on the potential absorptive capacity con-
struct. Potential absorptive capacity (adapted from Zahra and George 2002) for lo-
gistic system’s (Fig. 3) refers specifically to system’s ability to recognize the value
of new information, assimilate and integrate it in order to be applied to commercial
ends. It is segmented in identification and obtainment (influenced by awareness),
and integration (double-loop/long-term learning).

External knowledge comprises a broad range of elements, mainly external data,
information, tacit and explicit knowledge as well as experience. Currently, it has on
one hand gained amplitude and scale; and, on the other hand, evolved in a struc-
turally complex and dynamic fashion. Internal and external activation triggers are
events that motivate and compel the system to respond. Moreover, individuals have
central role in influencing search patterns and awareness, activation of triggers as
well as knowledge integration.

Furthermore, innovation and the concomitant evolution of social and physical
technologies coordinated under evolving business plans (Beinhocker 2006) play
a central role in today’s economy and can be viewed as complex processes arising
out of systemic interaction between actors and stakeholders involved in the produc-
tion, diffusion and use of new and economically-useful knowledge (Nelson 1993).

Fig. 3 Logistic Systems’ Potential Absorptive Capacity – Descriptive model
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This approach sees innovation as an iterative matching of technical possibilities to
market opportunities, through both market and non-market interactions, feedbacks
and learning processes throughout research and development (R&D), production
and logistic networks, rather than as a one-way, linear flow from R&D to new prod-
ucts (Foxon et al. 2005). In fact, innovation in an interwoven world impregnated
with external knowledge, characterised by evolving and cyclical opportunities and
threats, is distinctly challenging.

On a congruent fashion, it has been empirically demonstrated that the element
of individual diversity is a decisive driver for innovation (Fleming 2004). In a case
study in a manufacture firm, Fleming (2001) approached innovation breakthrough as
recombinant and boundedly rational search process, involving many inventive trials,
mix and juxtapose of diverse technologies, professions and experience. Moreover
socio-psychological research (Nemeth 1986) demonstrated that exposure to a diver-
sity of opinions encourages divergent thinking and generates more creative solu-
tions. The recombinant search concept can also be applied to the creation of novelty
in other contexts (Nelson and Winter 1982) and/or marketplaces.

One of today’s most important sources of diversity, culture is a collective pro-
gramming of the mind which distinguishes one collectivity of people from another
(Hofstede 1991). Culture as shared meaning, understanding, values, belief systems,
or knowledge depends upon both community and diversity (Hatch 1997). Hofstede
(1984) argue that:

In fact, management deals with a reality that is man-made, people build organisations ac-
cording to their values, and societies are composed of institutions and organisations that
reflect the dominant values within their culture. Management within a society is very much
constrained by its cultural diversity and context, because it is not effective to coordinate the
actions of people without understanding their values, beliefs, social norms and expressions.

The existence of diverse perceptions of reality shaped by different context and
organisational cultures (Hülsmann et al. 2005) may be a reason for the existence of
cultural, inter-organisational learning barriers. Analogically, the interaction between
agents and stakeholders in the challenging logistic domain may represent an inter-
esting opportunity to address systems’ structures and policies. Finally, it is argued
that the proposed descriptive model would help to enhance the understanding about
the referred logistic system.

4 Preliminary Conclusions and Prospective Research

Through a holistic perspective embracing context, organisation and individual levels,
the present paper aimed to address business scenario, logistic systems and correlated
evolving competitive advantage. In fact, manufacturing and logistics within global
supply chains are facing new challenges and, to cope with them, they have to con-
sider and deal with influences coming from those levels. Furthermore, the strategic
and systemic integration of logistics diverse agents might influence systems’ com-
petitive advantage.
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On this broad context, a model was employed to describe the argued integra-
tion perspective. Logistic systems’ potential absorptive capacity represents one rele-
vant characteristic in current dynamic marketplaces where abundance of informa-
tion does not necessarily leads to strategic and valuable knowledge. It could be
also concluded that diversity (e.g. cultural) apart from the potential positive influ-
ence on awareness also brings new challenges to logistic systems with impacts on
complexity and dynamics. In fact, enhancing competitive advantage on the basis of
both overlap and diversity of knowledge is an important capability within today’s
supply chains. Finally, it is here acknowledged the empirical limitations of current
research, based mostly on exploratory literature review and on personal experiences
in cross-cultural environments.

Further research steps toward an approach based on a suitable long-term learning
process, aiming to enhance knowledge and information transferring between supply
chain partners in cross-cultural contexts, will be constituted by: (i) deepening of the
descriptive model in order to approach specific causal interrelations within logistic
systems; (ii) proposal of an evaluation framework to assess potential impacts on
sustainability, effectiveness and innovativeness; and (iii) development of a business
application prototype.
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Abstract Intelligent logistic objects with the ability of autonomous control are
a possibility to face new challenges in dynamic logistic systems. On the other hand
autonomy of logistic entities poses new questions to the underlying logistic system.
In this paper we will focus on the possibilities of reducing the objective and sub-
jective drawbacks of autonomy in logistics by an autonomous risk management for
the logistic entity. A technical solution based on intelligent agent technology will be
presented.

1 Introduction

Within the last years logistics has developed to a key success factor in globally dis-
tributed production because of its cross-sectional function. Enhanced product life
cycles, rapid changes in company structures and information flows alter the require-
ments for logistic processes. With the reduction of the vertical range of manufactur-
ing and the tendency to globally distributed production, logistics and the design of
logistic processes gain significance (Eschenbächer and Gühring, 1999). As a result
the importance of logistics grows and new concepts for planning and control of the
logistic processes are needed.

On the one hand the rising complexity of inter-organizational structures and also
a relative shortage of logistic infrastructure lead to increasing utilization of the
existing logistic processes. On the other hand a specialization and intermodalisa-
tion of the ways of transportation and respective carriers can be observed (Chang,
2006). These factors combined with changing customer market conditions have con-
siderable effects on planning and controlling of logistic processes in such a dynamic
environment.

The resulting dynamic and structural complexity of logistics networks makes it
very difficult to provide all information necessary for a central planning and control
instance in time during the planning phase and react on incoming information during
the phase of execution. A possible approach to face these challenges is the devel-

H.-D. Haasis et al., Dynamics in Logistics 259
DOI: 10.1007/978-3-540-76862-3, © Springer 2008



260 B. Bemeleit et al.

opment of autonomous logistic processes which have the ability and capabilities for
decentralised coordination and decision making.

The autonomous entities are self contained and follow an individually rational
goal. In the basic assumption they are individually rational decision-makers in the
sense of game theory, each aiming at maximizing their individual utility function.

In the remainder we will further investigate the issue of complexity and dynamics
in modern logistic systems and the possibilities that arise from introducing auton-
omy (Sect. 2). Section 3 will show that risk management on the level of individuals
in an autonomous logistic system can answer questions of dependability and trust
that could arise when making logistic entities autonomous. We will furthermore in-
vestigate the requirements for a technical system that can address those answers
in Sect. 4 and sketch it’s implementation in Sect. 5. An Outlook in Sect. 6 will
wrap up over results. An approach to face the challenges on existing and upcom-
ing problems in logistics is the concept of autonomous logistic processes repre-
sented by autonomous logistic objects. Autonomy in logistic processes is defined
by “Autonomous control in logistics systems is characterized by the ability of logis-
tic objects to process information, to render and to execute decisions on their own”
(Windt et al., 2007). The autonomous control of logistic processes can be realized
through decentralized control systems, which select alternatives autonomously or
logic based semi-autonomously and decide within a given framework of goals.

2 Complexity and Dynamic in Logistic Systems

Complexity can be understood as interaction between complicatedness and dynam-
ics (Schuh, 2005). Due to the fact that the described approaches of complexity only
refer to single aspects of complexity, as for instance the structure of a considered
system, they seem insufficient for an entire understanding of the term complexity
in the context of logistic systems, in particular production systems (Philipp et al.,
2007).

Different approaches aim at explaining the complexity of systems that also apply
to logistic systems. We subsume those under two main categories, the element- or re-
lation complexity approaches like Bar-Yam (Bar-Yam, 2003), who names (1) elem-
ents (and their number), (2) interactions (and their strength), (3) formation/operation
(and their time scales), (4) diversity/variability, (5) environment (and its demands),
and (6) activity(ies) (and its[their] objective[s]) as the characterizing properties of
a complex system, whereas Ottino (Ottino, 2004) as a representant of the class that
defines complexity by its property of emergence states: “A complex system is a sys-
tem with a large number of elements, building blocks or agents, [...] that [...] display
organisation without any external organizing principle being applied.”

The dynamics of a logistic system is characterised by its temporal behaviour.
A dynamic system is subject to permanent changes on micro and meso level how-
ever it can take a constant perceivable state on macro level. The number of possible
states resulting from events influencing the system and the interaction between the
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embedded entities of the system is a representative factor for measuring the dynamic
of the logistic system and is as important for tasks of planning and realising logistic
processes as the complexity of the logistic system.

Philipp et al. (Philipp et al., 2006) believe that it is essential to define different
categories of complexity and to refer them to each other to obtain a comprehensive
description of complexity. They divide complexity into three categories Organisa-
tional complexity, which resembles element- and relation complexity, Time-related
complexity, thus redefining dynamics as a form of complexity, and Systemic com-
plexity, which introduces the border between system and environment. The emer-
gence aspect of complexity is not present in this approach.

However, the complexity of a logistic system and its dynamic as well as the over-
all behaviour of the system still allow no conclusion regarding the sensitivity of the
system in relation to the malfunction of individual entities or their relations as well
as regarding non-deliberate or malevolent disturbances from outside the system.

Following Luhmanns theory that only complexity (of the system) can reduce
complexity (the system is exposed to) (Luhmann, 1984) we enable the (logistic)
system to deal with increased complexity in it’s environment by increasing the com-
plexity of the system itself and managing this complexity (by means of technology)
(Baecker, 1999). This approach is hereby advanced by the development of novel
information and communication technology (ICT).

Fast and ongoing development of modern ICT, e.g., telematics, mobile data trans-
fer, and transponder technology opens new possibilities for the development and
emergence of intelligent logistic systems which can fulfil the requirements of au-
tonomous logistic processes. However to maintain a controllable dynamic logistic
system, technological development must not only provide short-run autonomous
replacements for standard logistic operations but also take into account that intro-
ducing autonomy will impact the operational and strategic management of logistic
services.

Because the dynamic and structural complexity of logistics networks makes it
very difficult to provide all management information, which would be necessary
for a central planning and control instance the autonomy of the logistic entities is
a promising approach.

This autonomy can be realised by the development of adaptive logistic processes
including autonomous capabilities for the decentralised coordination of autonomous
logistic entities in a heterarchical structure. Autonomy describes processes of decen-
tralised decision making in heterarchical structures. Autonomy assumes that inter-
acting entities have the ability and possibility to decide autonomously in non deter-
ministic systems (Windt et al., 2007).

The autonomy permits and requires new control strategies and autonomous de-
centralised control systems for logistic processes. In this setting, aspects like flex-
ibility, adaptivity and reactivity to dynamically changing external influences while
maintaining goals are of central interest.

The integration of strategic and tactical planning combined with an amount of
actual data and possible communication between the systems entities enables the
system to act autonomously and maybe compensate a temporary or unlimited mal-
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function of an entity or a relation between two or more entities. A consequence of
the autonomous acting of the involved entities is a shift of the responsibility for
the realisation of the decisions from a central decision system—be it technical or
human—to the single logistic entity.

This has to be regarded by developing a management concept of autonomous
logistic objects and the complexity of the total system.

3 Control of a Dynamic System by Online Risk Management

The increased complexity of logistic systems is followed by a more complicated
planning and control of logistic systems and of the related processes in combination
with an increased sensitivity of the total system to disturbances and malfunctions.
The hazard of delayed delivery in transportation, latency in manufacturing and re-
duced adherence to delivery dates are results of complex system structures and in-
creased customer requirements. All these numerated disturbances and changed con-
ditions clarify that logistic systems and the related logistic processes are very fragile
and the contained hazards and chances have to be managed to ensure the success of
the logistic processes. These circumstances show that the development of a man-
agement system for risks is essential for a successful realization of autonomous
logistic objects.

Avoiding, reducing and partly compensating are selected strategies for risk by
a proactive autonomous risk management system relies on a a-priory identification
and analysis of events, which could be dangerous for the fulfillment of goals given
to an autonomous logistic object. Thereby the aim should be to model risks on an ab-
stract level and to integrate operational risk detection into the autonomous system.
Such a risk management system will be developed in our sub project.

The consequence of the proposed shift of responsibility from a central instance
to an autonomous logistic object is a fundamentally different situation in the face
of events or situations, which could endanger the success in terms of reaching the
goals of a logistic process.

In classic logistic systems a malfunction of the centralized deciding instance is
the main danger for the success of the whole of logistic processes involved. Other
problems are, that central systems are suitable to only a limited extent in react-
ing on changing local conditions and that a local lack of information affects the
total system. With the application of autonomous logistic objects this disadvan-
tage can be compensated but for an autonomous logistic object it has to be kept
in mind that there are additional risks. These risks result from the required com-
munication between the involved objects and that the interaction between them
which leads to non calculable states on local and global level. It is also import-
ant to consider that contradictory information generated from different objects is
another source of risk for the logistic processes in relation to their specific goals
and that an optimization on object level can compromise the goal of the total
system.
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Fig. 1 Risks induced by events

Direct disturbances of the processes caused by risks which exist impartial from
the logistic objects and risks which result from the interaction of the logistic pro-
cesses.

These flexible characteristics of disturbances can be categorized in 3 types of
risk: External risk, which is caused by an event, that exists independently from
the autonomous processes and may affect them, Internal risk, which is a result of
the interaction between autonomous processes, the reasoning within an autonomous
process and Information risk, which is related to the information which are available
but may be inconsistent, contradictory fuzzy, incomplete or unreliable. An overview
about the different characteristics of risk which could influence the logistic objects
is given in Fig. 1.

In order to managing different types of risk it is essential to understand the mean-
ing of risk for autonomous logistic objects and their environment. To handle exist-
ing and new risks for autonomous processes and autonomous objects a proactive
risk management has to be established as a part of the whole system, because it
helps to develop logistic processes which are robust and insusceptible to existing
and occurring risks: A risk management system supports the autonomous objects in
decision making and realizing these decisions considering the risk which is related
to the whole logistic processes. For this reason the development of a proactive risk
management system can be considered as a relevant success factor for autonomous
logistic processes.

4 Risk Management of Autonomous Objects

Goal fulfillment is the defining characteristics of a risk concept for autonomous lo-
gistic entities. In the logistics domain this goal might be to reach a given destination
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in shortest possible time, at lowest cost or with lowest possible fuel consumption.
The autonomous entities aim to maximize its local utility will usually subsume pri-
mary goal fulfillment but aspects like system continuance or contribution to a global
utility of the enterprise the entity belongs to induce different risks. The autonomous
system therefore needs to acquire and maintain an internal model of its environment
and the processes therein. Using a “foretelling” mechanism can than enable the as-
sessment of situations that will be occurring. Such a mechanism has of course to be
of technical nature and thus needs to calculate future states of the world based on
probabilities.

In a technical autonomous system one can either employ classical—brainstorm-
ing based—methods of risk assessment in advance (the “design time”) or find a com-
puter implementable method to assess risks. The former is simply a matter of com-
pleteness of the design process. The disadvantage of design-time assessment is obvi-
ously that new situations in which risks occur cannot be handled by the autonomous
system. In conventional control tasks a human operator will be responsible and able
to intervene. In the autonomous decision-making case this task is delegated to the
system itself. Therefore enabling autonomous risk assessment is the only remaining
alternative.

Thus for a risk management within an autonomous logistic entity we need five
technically implementable components. (1) An internal local model of the environ-
ment, which will contain static elements that are common to all entities and inher-
ently subjective parts originating from local perception and communication with
other entities. To fulfill a given goal it will (2) need to make plans using the know-
ledge it has and (3) generate hypotheses about future states of the environment. The
subjective part of the knowledge needs (4) a mechanism to assign a certainty value
to each item and evaluate its contribution to hypotheses, triggering the acquisition
of additional information as necessary. Finally it will need to (5) evaluate plans it
made and predicted states of the environment for their potential of risk.

5 Technical Risk Aware Decision-Making

In conventional research on multiagent systems, it is claimed, that the local inter-
action of autonomous systems (microscopic behavior) should lead to an optimized
behavior on the global level (macroscopic behavior) (Langer et al., 2005). However
current agent architectures are not designed to model this complex decision-making
process which requires agents to process knowledge about internal structures and
organizations, show awareness of other agents and communicate or even cooperate
with them, and perceive changes in their environment.

An important challenge for this project is to augment the agent’s deliberation
cycle with the ability to identify and assess the underlying risks that are associated
with the options that determine the next course of action. If necessary, the agent
must be able to augment its knowledge base with missing or updated knowledge,
for example, from other agents, to be able to properly assess and evaluate the feas-
ible options. In (Langer et al., 2005) we proposed a framework for an enhanced
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agent deliberation process. This framework is being developed as a common ba-
sis for risk- and knowledge-management in agent decision-making (Langer et al.,
2006). Generally speaking, we use risk management to identify and assess the risks
associated with one or more options.

The first step is the identification of potential risks associated with each option.
Each identified risk must be evaluated to assess the magnitude of the risk and its
probability of occurrence. In the ideal case, the agent has sufficient knowledge to
arrive at a meaningful risk assessment. Upon completion, the result of the assess-
ment is returned to the deliberation process which uses the information to aid in the
selection of the best possible option.

Risk is thereby represented as a set of patterns with an attached “severeness”
attribute, which are matched against the current or a predicted state of the world.
For example assume the agent knows from a weather forecast, that it might rain
within an hour. Together with the knowledge that it carries a paper roll this world
state wold match a risk pattern, which states, that water harms paper with a severity
of 0.8—where 1 would mean certain total loss.

Due to incomplete or uncertain knowledge, risk management may be unable to
decide on risk, e.g., the weather report might be ten hours old. This triggers know-
ledge management to acquire the missing information or detailed information on the
current situation. Knowledge acquisition may retrieve knowledge from other agents
or directly from external sources/sensors. In our example a local weather service
may offer up-to-date reports on an hourly basis. The agent could then decide to alter
its plan from using the direct route across open space to a roofed but much longer
way. The tradeof between the risk of loosing the load and choosing the longer, hence
more expensive route will make the differnce of success or failure.

6 Conclusion

In the present paper we related different aspects of complexity and dynamics in
modern logistic systems to the possibilities that arise from introducing autonomy.
We showed that autonomous processes, that can serve as a building block for man-
aging the growing dynamics and complexity, will need a mechanism for dealing
with risks.

The concept of risk, as it is known from economics and project management as
well as plant and machinery safety, has been re-introduced to fit for assessment and
management by an autonomous process, implemented as an autonomous software
agent. Risk management on the individual level in an autonomous agent has been
introduced.

This risk management system supports the autonomous logistic objects in deci-
sion making and realizing these decisions considering the risk which is related to
the whole logistic processes.

Acknowledgements This research was supported by the German Research Foundation (DFG) as
part of the Collaborative Research Centre 637 “Autonomous Logistic Processes”.



266 B. Bemeleit et al.

References

Baecker D (1999) Organisation als System, suhrkamp taschenbuch wissenschaft, vol 1434.
Suhrkamp, Frankfurt/M

Bar-Yam Y (2003) Dynamics of Complex Systems (Studies in Nonlinearity). Westwing Press
Chang TS (2006) An international intermodal routing. In: Operations and Technology Manage-

ment 2: Complexity Management in Supply Chains, Erich Schmidt Verlag, Berlin, pp 87–103
Eschenbächer J, Gühring T (1999) Prozeßbenchmarking in der Materialversorgung. In: Logistik

Management, Springer, Berlin, pp 31–40
Langer H, Gehrke JD, Hammer J, Lorenz M, Timm IJ, Herzog O (2005) A frame-

work for distributed knowledge management in autonomous logistic processes. Inter-
national Journal of Knowledge-Based & Intelligent Engineering Systems 10(4):277–290,
http://www.tzi.de/ mlo/download/kes84.pdf

Langer H, Gehrke JD, Herzog O (2006) Distributed knowledge management in dynamic environ-
ments. In: Hülsmann M, Windt K (eds) Understanding Autonomous Cooperation & Control in
Logistics, Springer, Berlin, chap B4, pp 215–230

Luhmann N (1984) Soziale Systeme. Grundriss einer allgemeinen Theorie. Suhrkamp, Frank-
furt/M

Ottino JM (2004) Complex systems. AIChE Journal 49(2):292–299 DOI 10.1002/aic.690490202
Philipp T, Böse F, Windt K (2006) Autonomously controlled processes characterisation of complex

production systems. In: Cunha P, Maropoulos P (eds) Proceedings of 3rd CIRP Conference in
Digital Enterprise Technology, Setubal, Portugal

Philipp T, de Beer C, Windt K, Scholz-Reiter B (2007) Evaluation of autonomous logistic processes
analysis of the influence of structural complexity. In: Hülsmann M, Windt K (eds) Understand-
ing Autonomous Cooperation & Control in Logistics The Impact on Management, Information
and Communication and Material Flow, Springer, Berlin, to appear

Schuh G (2005) Produktkomplexität managen. Carl Hanser Verlag, München
Windt K, Böse F, Philipp T (2007) Autonomy in logistics – identification, characterisation and

application. International Journal of Computer Integrated Manufacturing Forthcoming



Knowledge Management
and Service Models in Logistics



Knowledge Management in Intermodal
Logistics Networks

Hans-Dietrich Haasis

University of Bremen and ISL – Institute of Shipping Economics and Logistics, Universitätsallee
GW1A, 28359 Bremen, Germany, e-mail: haasis@isl.org

Abstract Product differentiation in transport and logistics mainly can be realized
by quality improvements of related services. In this context, amongst others, de-
mands for intermodal solutions arise due to organisational and infra-structural in-
duced bottlenecks in mobility. Therefore knowledge management approaches rank
among the best design options of a modern and innovative management in these
companies. This is also emphasized by results of the initiative “Fit for the know-
ledge competition” of the German Ministry of Economics and Technology. Using
intermodal logistics networks as an example, in this paper it will be demonstrated
and outlined on how knowledge management yield benefits, and which trends can
be expected in line with the application of knowledge management tools in this
dynamically characterized decision environment.

1 Intermodal logistics networks

Realizing the vision of sustainable economics on an international level, logistics can
take over a leading force. Already today, sustainable supply chains can be designed,
at least for selected needs (Haasis 2004). For this, amongst others, intermodal logis-
tics networks play an essential role.

As an example, the extension of the EU results in new freight transportation,
increased cargo quantities and changed cargo qualities. Therewith it comes to new
cooperative solutions and new allocations of responsibilities in value adding logis-
tics networks and to new intermodal logistics products.

As known, freight related intermodal logistics networks are defined as inte-
grated transportation systems consisting of two or more modes. Modes on inter-
modal networks are connected through terminal facilities, which allow freight to
shift from one mode to another during a trip from an origin location to a destination.
These networks have to handle network complexity – for example expressed by the
amount of interrelated process decisions and the number of interfaces within the
network –, time challenges, and individuality in customer requirements, bottlenecks
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in resources and capacities, safety and security directives (Chandra and Kamrani
2004; Haasis 2005; Haasis and Szafera 2005).

Moreover, both the economic and the flexible arrangement of cooperative sys-
tems within logistics networks, taking into account all main supply chain partners
and their various development options, play the leading role especially for inter-
national cooperations in logistics (Baumgarten 2004). By this, the fair interaction
between production, logistics and services is essential. Hence, supply chain design
and controlling has to be extended. In line with this, innovation factors like com-
munication, systems integration, logistics product planning and skills are of vital
importance (Haasis 2006).

Thus, logistics today and even more in the future is concerned with an interface-
related systems design. For example, interfaces arise between enterprises, busi-
ness processes, information technologies, decision makers, transport technologies
and regulations. Of course, net effects and net externalities have to be analysed
and evaluated taking into account a combined view on macro-logistics and micro-
logistics. All these are arguments for the realization of a knowledge management
approach for the design and the operation of intermodal logistics networks on a na-
tional and an international level.

2 Challenges in Knowledge Management

In view of an increasing dynamic environment, characterized by customer oriented
ambitious demand behaviour and the creation of partly worldwide cooperative solu-
tions, dealing with knowledge results in essential competitive advantages. The use of
the so-called production factor “knowledge” will be decisive for the fluently mesh-
ing of business processes and the innovative consolidation or better strengthening of
the own position in the international competition. Innovative enterprises recognize
the challenges to achieve competitive advantages not only by technical innovations
but also by improving the creation, the documentation, the qualification, and the
utilization of knowledge in line with the assignment of human resources within the
process chain.

The business processes related to integrated logistical service products are much
more complex and knowledge intensive than traditional single services. This re-
quires the implementation of new management systems and the use of know-ledge
management techniques not only within production companies but also within logis-
tics service providers. Business-related knowledge management represents a struc-
tured procedure for dealing with the production factor “knowledge”. Knowledge
management techniques show a high potential especially for the use in small and
medium sized companies (BMWi and KPMG 2001). By this, know-ledge manage-
ment can serve as engine for strengthening the innovation power, the cooperation
capability, and the process flexibility of logistics orientated small and medium sized
companies. The implementation and the use of knowledge management hold the
potential for the development of sustainable competitive advantages (Haasis 2001).
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Also for the optimisation of cross-border transports in international logistics be-
sides technical innovations above all organisational innovations as well as the will-
ingness and the ability for cooperation are required. Future-oriented concepts with
a logistics product portfolio meeting customer requirements have to use synergetic
effects along the whole supply chain as well as to balance in a holistic way pros and
cons of the partners. Conflicts of interest require flexible solutions as well as a mini-
misation of transaction costs for all partners involved. Thereby knowledge is more
than data and information. This knowledge has to be identified, developed, qualified,
distributed, used and conserved. Cross-linking in a specified decision situation only
can develop knowledge, and that by an organisational learning of individuals and
teams. These tasks constitute the modules of a modern knowledge management in
enterprises (Ilskenmeier 2001; Nonaka and Takeuchi 1997; Probst et al. 1997; Wilke
1998).

Since shipping companies and in general international supply chain activities
are shaped by a dynamic and information intensive environment, for compan-
ies involved knowledge management is essential. The improvement of the col-
laboration between partners and decision makers along the international supply
chain, e.g. shipping companies, ship-owners, terminal operators, port operators,
forwarders, retailers, and production companies, requires knowledge-based solu-
tions. The increasing defragmentation of the supply chain and the extension of the
global production and service networks lead to more and more partners within
the network. In parallel the reaction times necessary for success in competition
decrease. Due to this, both a business approach for knowledge management as
well as a transfer of knows along the mainly intermodal logistics network is
necessary.

Moreover production and logistics locations, qualified for cooperation in line
with the realization of knowledge regions, have to be positioned as international
partners in logistics networks. As an example, international port cooperations as
well as cooperations between logistics centres can be mentioned. This implies, that
innovative companies in knowledge regions will realize compatible measures, which
strengthen their potentials, their efficiency, their attractiveness and their productiv-
ity. Besides customer orientation after all cooperation and knowledge management
will develop logistics in the next years.

Especially the competitiveness of small and medium sized enterprises will be
formed by their capability to initiate, to design and to operate cooperations both in
a region and in a supply chain. In line with this, cooperations not only are restricted
on suppliers and customers, but also on other partners, stakeholders and, from case
to case, competitors (Haasis and Fischer 2007). Due to their regional integration and
their regional engagement for them a regional cooperation management like “think
global, act local” is essential. This interplay of forces also is expressed within the
European policy of regions.

Especially the cross functional and companies trespassing transfer of know-ledge
moves in the management focus. The fair collaboration asks for a solid informa-
tion transparency and mutual trust. A sustainable knowledge management along the
whole intermodal logistics process chain only can realize this.
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For a related implementation of knowledge management first of all an identi-
fication of relevant sources of knowledge and information is required, for the en-
terprise and for the supply chain. For example, this can be realized and operated
by selected Internet portal solutions and so-called knowledge maps. Within a next
step towards a living knowledge management in intermodal logistics networks the
organisation of knowledge transfer and qualification between the partners in the
companies and in the cooperation network is essential. From a technical point of
view this can be supported by information platforms. However, the transfer always
has to be flanked by personnel measures, e.g. coaching, mentoring, inter-divisional
teams, self-improvement, training measures, and temporally restricted exchanges of
staff members. Furthermore the conservation and updating of know-ledge as well as
a continuously realized controlling are of vital importance for the success of know-
ledge management activities.

3 Selected aspects of applied knowledge management
in intermodal logistics

In line with the realization of process-related logistics chains and intermodal net-
works barriers may occur when organizing the necessary collaboration between
different decision makers and supply chain partners. As an example, operation re-
quirements of the shippers have to be confronted with capacity related transportation
restrictions. Nevertheless, an efficient sequencing of tasks along the intermodal lo-
gistics chain enhances in defined decision situations the necessity to use distributed
and interdisciplinary knowledge. The implementation opportunities in many cases
lie within the practical knowledge of the decision makers. Hence, for an efficient
design and operation of intermodal logistics organisational, personnel and technical
requirements and options have to be balanced.

The complexity of knowledge problems in view of intermodal logistics networks
can be characterized as follows:

• Personnel problems:

– Less state of knowledge on supply chain relations
– Missing exchange of informations
– No documentation of practical knowledge of key actors
– No reward system motivating to think on new solutions
– Problems in handling and use of information masses

• Organisational problems:

– No solid business processes for the transfer of information and knowledge
– Missing understanding of the sphere of action of the other decision makers in

the chain
– Barriers in line with the implementation of electronic business solutions
– Insufficient process accompanying information logistics
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• Technical problems

– Problems of interfaces in a heterogeneous IT-infrastructure
– Time consuming consolidation of informations

These general knowledge problems can be demonstrated especially in line with two
typical sceneries:

• Knowledge documentation and conservation due to exchange
of staff members

The exchange of staff members can result in various problems for knowledge con-
servation and for knowledge qualification of a team, a division and of course a com-
pany. However the problems are in general quite different, e.g. according to the
possibility of fresh engagements or a cancellation of the position. In the ideal case
the position should be staffed with tandems, the old member and the new member in
parallel. By this, the old member can transfer his experience and knowledge to the
new member. At least vacant positions should be avoided. Besides this, methods and
tools of knowledge documentation can be applied, e.g. address lists, documented
manuals, project reports, knowledge maps.

• Improvement of cooperation within the supply chain

For the configuration and operation of an intermodal supply chain an interface-
orientated management of the overall process chain is necessary. Capabilities, cap-
acities and skills have to be allocated. The objective is to improve the performance of
the whole supply chain instead of only one part. The provision and the use of knowl-
edge management can result in a more economic and reliable sequencing of tasks
in and between companies. Due to complementary or conflicting objectives of the
partners in the intermodal logistics chain an interdisciplinary and system-oriented
approach is needed, i.e. system integration.

Obviously, the collaboration of decision makers along the logistics chain re-
quires a knowledge-based path. Hence, a business oriented knowledge management
is just as necessary as a transfer of know how between decision makers. More in-
formation on knowledge management, its tools and benchmarks can be found on
www.wissenmanagen.net. This is the official platform of the initiative “Fit for the
knowledge competition” of the German Ministry of Economics and Technology.
Benefits of applying knowledge management are amongst others an increase in flex-
ibility, in reliability of logistics services, and in a joint innovative learning.

In line with the design and operation of international intermodal logistics chains
more and more the improvement of cooperations imply the realization of logistics
regions as knowledge regions. These knowledge regions allow to compose indi-
vidual logistics functions and to bundle effects in transportation and services, for
example in view on the organisation of hinterland relations. A knowledge region
means a better regional communication and knowledge management. The region
as a whole offers his capabilities and skills as an increasingly powerful partner in
international logistics networks. Knowledge management is used to improve the per-
sonnel, process-oriented, informational, and technological interfaces between the
network partners (Haasis 2005).
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4 Conclusions

Intermodal solutions in freight transportation more and more play an important role
as innovative paths for increasing operations and transportation efficiency. Mainly,
demands for intermodality arise due to organisational and infra-structural induced
bottlenecks in mobility. Besides technical aspects the integrative approach has to
take into account amongst others the comprehension of the different views of related
decision makers and their objectives as well as the linkage of corporate decision
ranges. By this, the dynamic and structural complexity of these logistics networks
imply design and control principles which make complexity controllable by means
of intelligence.

The complexity is mainly influenced by the dynamic environment, the related
configuration of interfaces and the number of partners in the network. The collabor-
ation of partners or decision makers along the process chain calls for a knowledge-
based path. Hence, a business-oriented knowledge management is just as necessary
as a transfer of know how between decision makers. Therefore, a customer ori-
ented supply means an excellent control and design of interfaces as well as know-
ledge based governing of the underlying complexity in the logic of processes and
structure.

On an international level also intercultural affected decision processes have to
be taken into consideration (Cui et al. 2004). This imply the supply availability
of transport infrastructure and quality as well as the skill potentials of the enlisted
participants in line with governing of complexity in combination with flexibility
advantages. A regional culture of business innovations and social learning supports
this trend in logistics and supply chain development (Haasis 2001).

In line with this, benefits of applying knowledge management in intermodal lo-
gistics are for example an increase in process efficiency, in flexibility, in reliability
of logistics services, in a joint innovative learning and in a related product mar-
keting. All these benefits result in a stronger position in international competition.
The joint interdisciplinary study and use of knowledge management measures in the
corresponding logistics network is mainly based on a dialogue, on communication
and on cooperation. Finally, the knowledge management approach assists to come
to a common understanding of sustainability in innovative international intermodal
logistics.
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Abstract In a food supply chain, companies exchange information and products
to create value. The competitive advantage of the company relies on that of the
entire chain. This paper addresses knowledge management in a food supply chain
especially the promotion of knowledge sharing and transfer. This is a substantial
issue when, for example, a company comes to leave the supply chain voluntarily
or disappears because of natural or man-made catastrophes. In this case, the ques-
tion remains whether the substituting organization can acquire the tacit knowledge
needed to fulfill its mission. Consequently, the operation of the supply chain be-
comes an acute issue too. The paper proposes a methodology based on organiza-
tional and interorganizational learning and develops a learning laboratory that fa-
cilitates knowledge sharing and transfer. This lab supports (a) knowledge sharing
through the mental map’s knowledge elicitation of every company’s leader, and (b)
knowledge transfer via dedicated learning-based environments.

1 Introduction

A food supply chain is constituted of a number of organizations responsible for the
production and distribution of vegetable and/or animal-based products. Bourlakis
and Weightman (2004) defined the food supply chain as controlled processes com-
bining knowledge, skills and technology in addition to a wide range of other discip-
lines. Products are supplied by farmers and delivered to potential customers. The
orientation on customers and the underlying social responsibility lead to a change
in the supply chain by the development of strategic management. Partly, this is
achieved by globalization which offers the opportunity to develop new businesses
and improve the satisfaction of customer demand. Moreover, globalization promotes
the applications of information technology, and hence; it supports the movement of
products, and the dissemination of product information through the food supply
chain (Bourlakis and Weightman 2004). However, globalization can also compli-
cate the performance of a food supply chain when competitiveness is increased and
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international reallocation of suppliers and consumers is altered. An informational
channel between the different sectors of the food supply chain (suppliers, farmers,
manufacturers, clients) is needed in order to share and create knowledge. This fa-
cilitates the collaboration within the food supply chain. Indeed, success depends on
a program of mutual benefits based on trust, communication, production continuity;
and time and visibility to make changes (Seyed-Mahmoud 2004).

High levels of information exchange and knowledge transfer represent a common
characteristic of lead companies such as Wal-Mart and Rewe. In the food retail
industry, the Wal-Mart model is usually applied. This model is dependent on the
continuous replenishment of inventories. Accordingly, Wal-Mart shares information
with customers and manufacturers electronically, and therefore, it can replenish the
inventories in its stores (Seyed-Mahmoud 2004). This electronic data interchange
(EDI) system not only performs an easy, quick as well as responsible supply of
shelves in supermarkets but also improves the traceability of food with the resulting
cost reduction in the food safety program (Wijnands and Ondersteijn 2006). Rewe
and other independent retail dealers began a project about the application of radio-
frequency identification (RFID) along the meat supply chain. The project aims to
examine and optimize information transparence about the handling, transport and
storage conditions. This will enhance the traceability and security throughout the
food supply chain.

After a review of knowledge management processes, the paper describes how
a food company can share and transfer knowledge about its operations in the sup-
ply chain (with suppliers, farmers, etc.) based on the foundations of organizational
behavior. As an approach, both organizational and interorganizational learning are
used in order to create and facilitate knowledge in a food supply chain. Organ-
izational and interorganizational learning suffer from defensive routines and “people
barriers” featured by diverse fears and aversion to knowledge sharing (Argyris 1985;
Barson et al. 2000). Therefore, it is valuable to have an effective strategy to learning
and use dedicated tools such as the learning laboratory discussed in this paper.

2 Knowledge Management Processes

Knowledge management can be described as practices used by companies to iden-
tify, create, share, transfer and turn knowledge into a competitive advantage. Daven-
port et al. (1998) deemed knowledge to be information combined with experience,
context, interpretation and reflection. Thus, knowledge exploitation plays an impor-
tant role within each organization and between organizations integrating the supply
chain, especially in the business relations between suppliers and customers. How-
ever, extending internal knowledge management programs to external sources is
a demanding task because of some typical barriers. Barson et al. (2000) classified
these barriers in four categories: technology barriers, e.g., available technology and
legacy systems; organisation barriers, e.g., distance, poor targeting of knowledge,
costs of managing knowledge transfers, protection of proprietary knowledge; people
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barriers, e.g., internal resistance, self interest and lack of trust; and finally cross-
category barriers which are featured by technology, organisation and/or people, e.g.,
existing resources, the need for rewards and culture.

A short description of the processes forming knowledge management is pre-
sented to clarify the most important components within this concept. Some of them
are consequential in the development of the learning laboratory. Alavi and Leid-
ner (2001) identified knowledge management as a salient factor in the accrual of
a company’s competitiveness and proposed the following processes:

• Knowledge creation: explicit through systematic language, scientific formula;
and tacit, i.e. ideals, values, emotions, etc. (Nonaka 1991). Both are strongly
interconnected and cannot be easily differentiated

• Knowledge storing: the capacity to retrieve knowledge
• Knowledge transfer: identification, assimilation and exploitation of knowledge
• Knowledge application: use of knowledge in order to increase or maintain the

competitive advantage

These processes take place in today’s globalized world which is replete with infor-
mation. Companies exchange information resulting in a potential for knowledge
sharing. It is essential that companies recognize and promote it because know-
ledge sharing prevents reinventing the wheel (Bender and Fish 2000), crates shared
understanding (Nickerson and Zenger 2004); reduces uncertainty (Thusma 1978),
and turns individual learning into organizational learning (Nonaka 1994). Berends
(2005) distinguished between direct and indirect contributions of knowledge shar-
ing. The former has an immediate effect on problem solving with either (a) a con-
tribution to the solution of a problem, (b) a change in the problem statement; or
(c) activation of new actions. The latter possesses a long-term plus-value, in that; it
helps the development of background knowledge.

3 Organizational Approach to Knowledge Management

Lasting learning involves double-loop learning (Argyris 1985) which questions the
underlying goals, assumptions and programs of the organization’s shared mental
model instead of just adjusting its behavior to achieve a desired outcome as it is the
case of single-loop learning. Double-loop learning provides the organization with
a shared, tacit learned behavior that survives the people who leave it in a voluntary
or forced manner. Organizational learning offers knowledge elicitation methods that
facilitate double-loop learning. Examples of these methods are the left-hand col-
umn method (LHC), originally introduced by Argyris & Schoen (1974) and the
ladder of inference portrayed in Senge et al. (1994). Both methods allow knowl-
edge sharing since they unearth that tacit knowledge held in mental models and ren-
der it visible and explicit. Learning-based environments (management flight sim-
ulators, microworlds, etc.) are learning processes, tools or environments that help
activate double-loop learning. These tools can transfer individual learning to orga-
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nizational learning since the knowledge source is the individual who interacts with
the computer model to find out sustainable strategies which will be later applied to
the organization (knowledge recipient). The combination of (a) knowledge elicita-
tion and (b) learning-based environment yields a dedicated framework for learning,
often called a learning laboratory. It is an effective environment to share knowledge
through mental model elicitation and to transfer knowledge using learning-based
environments.

3.1 Learning Lab

First of all, it is important that technology evolves rapidly in the supply chain in
order to safeguard that every company has little domination over the others. From
one side, the concentration of power is detained by supermarkets in the food supply
chain. The retailers apply sometimes pressure on farmers with respect to the buying
price, thus, farmers find themselves obliged to sell their products at a price close
to the cost of production. From the other side, technology is of standard use to
preserve fresh and quality products. Second of all, the member companies should
be willing to learn and perhaps have already a history in organizational learning. The
initiation of a learning effort is pertinent only when the participating food companies
have a true interest in learning. The learning lab sustains knowledge sharing and
transfer by the use of the left-hand column method and learning-based environment
respectively. The learning laboratory is offered within a workshop and it is led by
a facilitator. Its duration depends on the material studied by the participants and the
pace of the steps. Overall, the workshop is feasible in three hours.

Knowledge Sharing

One representative member of each company in the supply chain experienced
knowledge sharing through the left-hand column (LHC) method. Naturally, a skilled
facilitator is required to achieve a rewarding interactional environment. Further-
more, for the prevention of conflict outbursts during the elicitation of decision
makers’ mental maps, a systematic record of discords is thought to help avoid the
cause of the conflict in the subsequent sessions of the learning lab. For learning in
groups suffers from defensive routines. Hence, the LHC method detailed in the next
section takes a fictive story between two decision makers X and Y as prevention
against interpersonal conflicts. The elicitation method adopted follows the method-
ology described by Argyris and Schoen (1974) summarized in Fig. 1. Y commented
on the poor performance of X with regard to the inventory control of food products:

“Your orders were too much fluctuating.
Your ordering policy was immoderate.
The forecast of customer demand you gave me was exaggerated.
As a result, the whole inventories oscillate.
You provoked dramatic inventory costs.”
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Fig. 1 Procedure for LHC (adapted from Argyris and Schoen 1974)

The team read these comments (of Y towards X) and based on that, it decided
whether (1) Y had been effective in communicating with X about those issues and
(2) gave Y recommendations in respect to the comments on or reproaches to X.
In order to test whether the participants observed the advice provided to Y, they
were asked to write, according to the format of the left-hand column method, their
concerns about Y’s behavior and imagine the perspective responses of Y in a con-
versation with this decision maker (Fig. 2).

Fig. 2 Left-hand column in a fictive conversation with Y (Argyris 1985)
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The method shows if the team members generate the same problems, issues, and
comments as Y. Moreover, it enables them to discover if their theory-in-use (what
they actually do as demonstrated by the left-hand column) converges to or diverges
from their espoused theories (what they say they would do such as the advice given
to Y). The facilitator should look at the responses of the participants and point out if
they are making use of Model I and help them develop Model II for the next step of
knowledge transfer (see Argyris 1985 for more details on Model I and II). Negative
or control attitudes, determining the inconsistencies of the participants as depicted
by the left-hand column method, should be stressed.

Knowledge Transfer

The individuals underwent knowledge transfer by running the supply net game
(Scholz-Reiter et al. 2006). This simulation game is designed to be played in a team
of four persons. Players control the four inventories included in their respective fac-
tories, and place orders for the replenishment of the stocks. While regulating their in-
ventories, players should pay attention not to let them drop too much because of the
out-of-stock penalty of AC1.0 per item per minute. Meanwhile, they should impede
the build up of stocks because of theAC0.5 cost for each product on hold. The game’s
objective is the minimization of the total inventory costs. Debriefing sessions are
planned to evaluate the thoughts of the subjects and discuss the dynamics of the sys-
tem, feedback loops, and behavioral patterns of variables such as customers’ orders.

This structural setting not only favors organizational learning but also advances
interorganizational learning. In other words, learning takes place between the team
members of the food supply chain. When players quit the session for whatever rea-
son, it is still possible to retrieve what they experienced since they transferred and
shared their knowledge with the rest of the team. Hence, the player who replaces
the one who left will immediately benefit from the knowledge of the latter through
the team. In this way, people relate to one another’s experiences in the food supply
chain.

4 Conclusion

Sharing and transferring knowledge in the food supply chain increases the com-
petitive advantage of the whole chain and guarantees the continuity of its oper-
ations. The globalized world with the associated technological innovations affords
a prospective environment for the development of knowledge management. In spite
of some commonplace barriers such as the lack of trust capable of generating delays
in practice, the moral and social responsibility of retailers in the food supply chain
empowers them to play a significant role for gradually accelerating the change pro-
cesses, and hence, eliminating the aformentioned barriers. Therefore, it is important
that retailers recognize their major role and learn to share knowledge efficiently.
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The methodology elaborated around the learning laboratory showed how to share
and transfer knowledge in a food supply chain. This approach can be utilized in the
case of the networked or extended supply chain. First, knowledge is shared through
the knowledge elicitation of the team’s mental models. Second, knowledge is trans-
ferred via a learning-based environment such as a gaming simulation tool. Few
knowledge management initiatives have addressed extended supply chains. This is
why the paper certainly bridges a gap by its contribution to this research arena.
Even though this methodology focuses on the food industry, it can be applied to
other industries, with a few adjustments, to deal with the real problem at issue.
Knowledge elicitation via the left-hand column method should always be part of
the learning laboratory. This lab represents an effective strategy to knowledge shar-
ing and transfer in food supply chains considered as vulnerable to team rotation or
change in today’s highly dynamic environments. All in all, the methodology pro-
posed is highly flexible and can be practically applied. Finally, the novel adaptation
of the left-hand column method as introduced, with the reliance on a fictive group,
is thought to lessen the barriers to knowledge sharing in food supply chains.

The learning lab was successfully employed for the instance of a production net-
work manufacturing items whose demand is quite variable and oscillating within
the network. This phenomenon is referred to as the bullwhip effect in a linear sup-
ply chain. The participants of the workshps were asked to remedy for this situation
when replenishing the inventories of their manufacturing units by minimizing the
inventory costs of either the products available in stocks or those backlogged. Pre-
liminary experimental results show that the best performing team is one that experi-
enced a mental model elicitation (Scholz-Reiter and Delhoum 2007). Consequently,
the learning lab is assumed to have influenced this team to achieve this quite positive
outcome.
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Service Models for a Small-sized Logistics
Service Provider – A Case Study from Finland
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Abstract Manufacturing companies today are cutting operational costs consider-
ably in Europe. Many globally operating companies have moved their production
to lower labour cost countries, like China or India. However, some companies have
decided to stay in Europe, but they then must focus on cost reduction. One solution
for decreasing operational costs is outsourcing. This paper is a case example from
the Finnish manufacturing industry, where a small sized manufacturing company
decided to focus on its core competencies. Core competencies were product devel-
opment and production, but not the logistics process. The case company decided to
outsource its logistics process. The challenge being, where to find a small sized lo-
gistics service provider that would be interested in the needs of the case company?
The case company’s requirements for services included in-bound, in-house and out-
bound logistics. In our project, the other case company was the service provider.
This paper describes the service provider’s service offerings development process.
During that project, VTT Technical Research Centre of Finland, was with the aid of
the service provider, developing new logistics service offerings for industry needs.

1 Introduction

Logistics outsourcing has lately been an emerging business not only in Finland,
but also on a global level. Logistics Service Providers (LSP) supply a wide range
of services from express deliveries to warehousing and supply chain solutions. This
kind of service provider utilisation has been common in the electronics industry now
for over a decade (e.g. Jarimo and Hemilä, 2005; Sink and Langley, 1997). Global
electronics manufacturers use LSPs to operate the logistic hubs, where all material
flows from suppliers are integrated and the LSP directs the materials straight to
the production line, but also manages the out-bound flow from production to the
customers (Hemilä and Jarimo, 2005).

Recent studies have indicated that customers are requiring more value-adding
services from logistics service providers, and not only warehousing and transporta-
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tion (Naula et al. 2006; Stone 2006). Globalisation has driven companies to utilise
globally-operating service providers that are able to provide the required value-
added services (Naula et al. 2006). Rising requirements for services have driven
LSPs to standardise their service offerings. Many globally-acting LPS have stand-
ardised their services all over the world, so every kind of tailor-made logistics ser-
vice is likely to be expensive. Sink and Langley (1997) prove that the scope of
service offerings may range from a relatively limited set of services to a compre-
hensive, fully integrated set of logistics activities.

Berglund et al. (1999) have presented a framework for the segmentation of logis-
tics service providers, and there are two main categories for LSPs:

1. LSPs that offer a specific service, for example the distribution of spare parts
2. LSPs that cover a complete range of services and offer their customers a logistics

solution

Service providers focus on a few standard services, maybe add some features to at-
tract extra customers and use scale economies to increase profits. Solution providers
focus on a few industries, take over complete, well-defined processes and customise
their services (Berglund et al. 1999). There are two main categories for LSPs,
ones that carry out traditional transportation and warehousing activities only, ver-
sus providers that offer additional activities, such as value-added services (Berglund
et al. 1999). In Fig. 1, these two categories are indicated as basic logistics and value-
added logistics (Berglund et al. 1999).

The demand for logistics services in the manufacturing industry is rising on
a global level, but the challenge is the same for locally operating manufacturers.

Fig. 1 Framework for segmenting service providers (Berglund et al. 1999)
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Fig. 2 Logistics service buying process (Sink and Langley, 1997)

We have noticed that many customer companies are willing to buy logistics services
rather from smaller providers and not as global services.

Finnish manufacturing companies operating only in national market today are
decreasing their operational costs, so one solution could be outsourcing. Logistics
is seen to be one function suited to outsourcing, especially when there is a need to
focus on the core competencies of the company (Sink and Langley, 1997).

Then a new challenge arises: where can they find a service provider for flexible
services according to their needs? LSP are mostly large-sized global companies,
which have standard outsourcing solutions. SMEs have faced difficulties in creat-
ing business relationships with large LSPs. The problem is that SME manufacturers
are like peanuts to global LSPs, so LSPs are not interested in wasting energy on
these small customers. Holter et al. (2007) have analysed the purchasing of logistics
services in SMEs. The purchase of logistics services is central to an SME’s oper-
ational needs, but very difficult for them to organise (Holter et al. 2007). Due to
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their size and lack of “purchasing power” SMEs may be treated as “order takers”
by LSPs rather than being “order makers” who tend to have some control over the
purchasing process parameters (Holter et al. 2007).

Sink and Langley (1997) have also analysed the logistics purchasing and they
have developed a conceptual model for the logistics service buying process (Fig. 2).
In our project, the manufacturing company managed their outsourcing process as
Sink and Langley defined on their conceptual model.

The development phase of new logistics services in our project was carried
out during Steps 4 and 5 of Sink and Langley’s (1997) conceptual model. In our
project, the service provider developed their services during the implementation
phase (Step 4). We had a loop from step 5 to step 4, where through continuous
improvement they implemented new services for use.

2 Service development steps

The starting point of service development was process analysis: what kind of intern-
al processes the LSP had. The service process included nine steps:

1. Delivery request
2. Transport service (optional)
3. Material receiving and shelving
4. Material stocking
5. Material picking
6. Pre-assembly (optional)
7. Delivery to customer’s site
8. Packing and delivery
9. Distribution

The service process begins with the delivery request or an order made by the
customer or in some case the LSP. Then material is delivered from the supplier to the
customer or to the LSP-operated warehouse. Transport could be arranged by the LSP
as an optional process phase, but it could be managed by the transporting company.
Then materials should be received and shelved, also information should be added to
the warehouse system. Process phase four is stocking where there is usually nothing

Fig. 3 Internal process for Logistics Service Provider
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to do, but there could also be some follow-up of conditions (temperature, pressure,
etc.). Material picking is performed when the LSP receives the information from
the customer about the required items. Pre-assembly (phase 6) is also optional, it
is dependent on the customer. Phase seven is delivery of the items to the place the
customer wants them. After phase seven, the customer has its own manufacturing
process which is followed by the LPS managing the packaging and delivery of the
final products. The final process phase is distribution to the markets.

The internal process was the basis for service development. The challenge was
how to make service offerings to the customer from service process phases.

3 Services for small sized LSP

The customer analysis was carried out after an internal process analysis of the LSP.
According to the customer analysis results, we developed the new service offerings.
The customer value chain included four phases, from the logistics point of view:
1) In-bound logistics; 2) In-house logistics; 3) Out-bound logistics; and 4) Planning
and management. These four phases included many processes that the customer
could outsource to the LSP.

The in-bound phase of the customer process includes in-bound and return logis-
tics. There the LSP services are material receiving, acceptance, quality control and
shelving. Another major service is the VMI (Vendor Managed Inventory) service,
where the LSP is responsible for all material management straight to the customer’s
production line. In that case, the supplier supplies through the VMI model to the
LSP-operated warehouse. Return logistics is the last of three in-bound services. Re-
turn logistics on the in-bound side means the return of disqualified, non-marketable
or broken items back to supplier.

The in-house part is concerned mainly with manufacturing logistics. Our defin-
itions of the customer’s in-house processes are: procurement, manufacturing, final
product sales and delivery. The LSP service offerings are then: procurement service,
manufacturing logistics, sales promotion services and return logistics.

The out-bound part is simply out-bound logistics and return logistics, from the
customer’s point of view. The services for out-bound are then: maintenance/service
logistics, delivery/distribution and return logistics.

The fourth main process in the customer value chain was planning and manage-
ment. That process covers the other three processes. LSPs could offer services for
the customer’s planning and management. We identified that those services could
include information logistics and knowledge services. Information logistics could
be data about warehouse levels, lead-times, delivery accuracy, etc., which could be
shared with suppliers and customers. The knowledge services could then be, for ex-
ample, consultation about how to improve the logistic process through outsourcing.

Figure 4 shows our framework for the customer logistics process and how LSP
service offerings meet the customer’s needs at every process phase.
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Fig. 4 Model for LSP services for the Customer’s value chain

The service offerings were developed and implemented during our project. Still
continuous improvement and other changes, particularly in cases of new customers,
must continue.

4 Conclusions

We have noticed that there is a huge need for an industrial logistics service, partic-
ularly focused on small- and medium-sized manufacturers. There are not so many
“total outsourcing” service providers in Finland, particularly not ones which could
manage all of the logistics processes. This paper presented one example of service
development.

For small- and medium-sized manufacturing companies, the logistics manage-
ment could require a lot of resources, which could be utilised better during the man-
ufacturing process. In Finland, manufacturing labour is a hard to find these days.
As a result, SMEs are willing to focus on manufacturing, use labour effectively dur-
ing the production process and outsource all logistics operations. It is then hard to
find such a service provider providing in-bound, in-house and out-bound logistics.
Anther important issue in outsourcing is the measurement of costs. As our case com-
pany managed the logistics process earlier by themselves, the costs were made up
of the manufacturing costs. The LSP could manage logistics much more effectively,
which also offers a cost advantage for the customer. Operational costs could then
be analysed better and also business performance could be measured. Measurement
has a direct effect on business management.
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The logistics service providing business is currently consolidating, big player
are becoming even bigger. Still there are some small companies coming to the LSP
markets, and those companies are the most innovative and flexible and are usually
more focused on the needs of small- and medium-sized customers. There is still
room for the new entries to the markets, and it is good to have local competitors for
global players. There are many reasons why LSP markets are growing, but the need
to control costs and improve services are the main drivers. For small sized LSPs, the
cost advantage is realised through economies of scale.

The big challenge in outsourcing is information technology utilisation. There is
a need for effective information flow, but it is quite expensive to create a transparent
information flow through suppliers to the LSPs and to the customer.
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Abstract This paper introduces various planning activities in container terminals.
And their functions, planning horizons, and required resources are described. This
paper also proposes a new framework for various planning activities in container
terminals. The new framework considers capacities of various resources related to
each planning activity, simultaneously. The resources include not only the storage
space but also the handling equipment. For considering the handling capacity ex-
plicitly, a concept of the resource profile for each planning activity is proposed. It
is shown how the resource profile can be utilized for checking the feasibility of an
operational plan in container terminals.

1 Introduction

Port container terminals are located in shores and places where containers are trans-
shipped from one transportation mode to another. Their main function is to provide
transfer facilities for containers between vessels and land transportation modes such
as trucks and trains.

Operations in container terminals can be classified into the ship operation, during
which containers are discharged from and loaded onto a vessel, and the receiving
and delivery operation during which containers are transferred from and to external
trucks. During the operations, the assignment of resources to tasks and the schedul-
ing of these tasks are done and thus decision-making methods for the assignment
have been major planning issues in container terminals.

Many papers reviewed the planning problems for operations in container termin-
als (Ramani 1996; Meersmans and Dekker 2001; Vis and de Koster 2003; Steenken
et al. 2004; Murty et al. 2005; Günther and Kim 2006; Crainic and Kim 2007). This
study provides a new template for various planning activities in container terminals.
This template is a general procedure that can be applied to various planning prob-
lems in container terminals. First, we identify planning problems and describe de-
cision variables for each problem. Second, we investigate the input parameters and

H.-D. Haasis et al., Dynamics in Logistics 295
DOI: 10.1007/978-3-540-76862-3, © Springer 2008



296 S.H. Won, K.H. Kim

the decision process for the decision activity. Note that the input parameter has to
include all related resources for each decision activity. We also define the length of
each planning time bucket and the planning horizon for the decision activity. Third,
we suggest a method to construct the resource profile for each planning activity.

Section 2 provides a framework for a planning procedure in container terminals.
Section 3 discusses resource profiles and their usages for various operational plans.
Finally, Sect. 4 presents a conclusion.

2 The framework for a planning procedure

Container terminals are carrying out various handling operations by utilizing such
facilities as a quay or berth, quay cranes (QCs), a storage yard (SY), yard cranes
(YCs), straddle carriers (SCs), and yard trucks (TRs). Efficiency of the operations
depends on the capacities of the resources and how to utilize the capacities of the
resources.

The capacities of these recourses are represented as follows. The capacities of
berths are the product of one dimensional space (usually length) and time. The cap-
acities of QCs, TRs, and YCs are measured in QC times, TR times, and YC times,
respectively. If all QCs have the same productivity, we can evaluate the capacity of
QCs by multiplying the number of QCs by their available time. In a similar way,
the capacities of the other resources can be evaluated. Table 1 represents the units
of each resource.

Every planning activity for operations in container terminals requires related re-
sources. The amount of resources required by an activity can be estimated as fol-
lows. Berthing a vessel requires the resource of the berth by the amount of the
length of the vessel multiplied by the occupation time. Unloading or loading con-
tainers consumes the resource of QCs by the amount of the number of containers
multiplied by the standard handling time per container. The workloads of the un-
loading and the loading operation on TRs can be evaluated by multiplying the num-
ber of containers with the average transportation time per container including empty
travels. The workloads of unloading and loading operations on YCs are calculated
by multiplying the number of containers with the standard handling time per con-
tainer. The workload on TAs is added by the expected future occupation of TAs

Table 1 Resources and their units

Resources Units

Berth (H) Length of the berth × Time
QC (C) Number of QCs × Time
TR (R) Number of TRs × Time
YC (Y) Number of YCs × Time
TA (A) Number of TRs passing the TA × Time
SY (S) Number of slots (in TEU) × Time
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by TRs. The storage spaces of the SY are consumed by the reservation before the
storage of containers and the actual occupation by the containers.

Every planning process must consider the availability of the related resources.
Fig. 1 shows several key planning processes and their related resources to be
checked.

The berth planning is a decision on the berthing location and time for the
ship. A certain zone of the berth is assigned to a ship for loading and unloading
containers for a certain period of time. QC work scheduling (split) is a decision
on the service sequence of bays in a ship by each QC and the time schedule
for the services. Several QCs are usually assigned to one ship. Yard planning is
a decision on the storing locations for containers during unloading operation, re-
ceiving operation, and remarshalling operation. Unload scheduling is a decision
on the work sequence and time for the containers which are discharged from
the ship to the storage location in the SY. Load scheduling is a decision on the
work sequence and time for the containers that are loaded from the SY into the
stowage location in the ship. Remarshal planning is a decision on the changed
storing position (from one storage block to another) and time of the containers
in the SY.

Decisions to be made by each planning process are summarized in Table 2. The
first line of each planning process represents the activity or the activity unit on which
a decision will be made. The second line represents the reference moment of the
activity based on which the time-phased additional amount of resource consumption
resulting from the decision will be estimated. The third line shows contents of the
decision to be made by the corresponding planning process.

When the same resource is used in different decisions, the aggregation level
for the resource may be different among different types of decisions. The capac-
ity of berths is represented by the total length of them multiplied by the length

Fig. 1 Various operational plans and their related resources
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Table 2 Contents of the decision for various operational plans

Berth planning (B)

Activity to be planned Berthing of each vessel
Reference moment of the activity The beginning of the berthing
Contents of the decision to be made Berthing position and time of each vessel

QC work scheduling (Q)

Activity to be planned Loading or unloading task on deck or in hold of
a bay by a QC

Reference moment of the activity The beginning of each task
Contents of the decision to be made A schedule for a QC to discharge and load contain-

ers on a vessel

Yard planning (P)

Activity to be planned Receiving outbound containers of a group for
a vessel or unloading of inbound containers by
a QC for a vessel for a period

Reference moment of the activity The start of arrivals of outbound containers at the
gate or the unloading of inbound containers from
the vessel

Contents of the decision to be made Storage positions for receiving or unloading con-
tainers

Remarshal planning (M)

Activity to be planned Moving a set of containers from one block to an-
other for a period

Reference moment of the activity The start of the moving
Contents of the decision to be made The containers to be moved and their source and

destination positions for a period

of a period. The capacities of entire QCs, TRs, and YCs are represented by the
number of available pieces of equipment multiplied by the length of available time
for a period. The capacity of TAs is represented by the total number of TRs that
can pass the TA for a period. The capacity of the entire SY is represented by
the total number of available slots multiplied by the length of a period. More-
over, the capacities of QCs, YCs, TAs, and the SY can be divided into a more
detail level.

3 Resource profiles for various activities

We consider six types of resources (berths, QCs, TRs, YCs, TAs, and the SY).
There are three types of routings for container flows (inbound, outbound, and
transshipment flows). The operation time of the resources are the berthing time,
the handling time by QCs, the transportation time by TRs, the handling time
by YCs, the transfer time in the TAs, and the storage time in the SY, respect-
ively.
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For describing the resource profiles, the following notations are used:

Indices

r The index for the type of resources where r = H (berth), C (QC), R (TR),
Y (YC), A (TA), and S (SY).

t The index for periods where t = 1, 2, . . . , m.
a The index for activities where a = 1, 2, . . . , n.

Problem data

ct
r The entire capacity of resource r at period t. An activity can be scheduled

only when the total workloads on the resources required for the activity do
not exceed the capacities of the resources.

r t
r The remaining capacity of resource r at period t. This can be evaluated by the

capacity of a resource minus the total workload on the resource.
st

ar The amount of resource r which must be consumed with the time offset of t for
carrying out activity a. In berth planning, for example, if a vessel is decided
to berth at a quay at period p (considering this as activity a), the resource r at
period (p + t) will be consumed by the amount ofst

ar. This is the data of the
resource profile.

Sets

Par The set of time offsets in which resource r is consumed by activity a.
B The set of activities related to berth plans. Each activity corresponds to a de-

cision on the berthing of a vessel.
Q The set of activities related to QC work schedules. Each activity corresponds

to a decision on the work for a vessel by a QC.
P The set of activities related to yard plans.

In the following, resource profiles for the berth planning are illustrated. The berth
planning determines the berthing position and time of a vessel. Table 3 shows the

Table 3 The definition of the berth planning problem

Input parameters Calling schedule of vessels
Favorable berthing location of each vessel
Length of each vessel
Draft required for each vessel
Number of unloading and loading containers of each vessel
Resource profiles

Decision variables Berthing position of each vessel
Berth time of each vessel

Objectives To minimize the delays in the departure of vessels
To minimize the travel distances between shore and yard for all
containers of vessels

Constraints Depth of water for berths
Due time for the departure of vessels
Availability of resources
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input parameters, the decision variables, the objectives, and the constraints for the
berth planning. For constructing a berth plan, the calling schedule, the favorable
berthing location, the lengths of vessels, the required draft of each vessel, and the
required unloading and loading time of each vessel are necessary. For a berth plan to
be a good one, vessels must berth at the most favorable positions – which will reduce
the container delivery time between the marshaling yard and QCs – and also must
be able to depart the port before their committed due times, which is an important
service criterion of the berth planning process.

The requirements of resources depend on the number of unloading and loading
containers and are evaluated by using the load profiles of the resources for the berth
planning. The requirements of each resource can be time-phased with respect to the
berth time of the vessel. The decision variables of the berth planning consist of the
berthing position and the berth time of each vessel.

By adding the schedule of a vessel to the berth plan, related resources will be
required as shown in Figs. 2 a) and b). Figures 2 a) and b) show the resource profile
for outbound flows and inbound flows, respectively.

The resource profile can be evaluated as follows: s0
BH indicates the amount of

berths required for a berth plan B. It can be evaluated by using (the length of the

Fig. 2 Resource profile for berthing of a vessel; a) Resource Profile for outbound containers;
b) Resource profile for inbound containers
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vessel plus the allowance between adjacent vessels) × (the berthing duration of
the vessel). s0

BC can be evaluated by using {(the time for a QC to transfer an out-
bound container to a slot of the vessel) × (the percentage of loading containers
among all containers for the vessel) + (the time for a QC to transfer an inbound
container to a TR) × (the percentage of unloading containers among all contain-
ers for the vessel)}. The transfer operation by QCs can be done while the vessel
stays at the berth. The standard time, which includes not only the pure operation
time but also the unavoidable delay and the personal and fatigue allowance, must
be used.

Because TRs are required for the loading and the unloading operations, s0
BR can

be evaluated in the similar way as s0
BC. st

BY for t < 0 can be evaluated by using
(the time for a YC to receive an outbound container from an external truck) × (the
percentage of containers, among all the outbound containers, arriving at the SY on
the tth day before loading). st

BY for t > 0 can be evaluated by using (the time for
a YC to transfer an inbound container to an external truck) × (the percentage of
containers, among all the inbound containers, leaving the terminal on the tth day
after unloading). st

BY for t = 0 can be evaluated by using {(the time for a YC to
transfer an outbound container to a TR) × (the percentage of loading containers
among all containers for the vessel) + (the time for a YC to receive an inbound con-
tainer from a TR) × (the percentage of unloading containers among all containers
for the vessel)}. st

BS for t ≤ 0 can be evaluated by using (the cumulative percentage
of containers, among all the outbound containers, having arrived at the SY until the
tth day before loading) × (the length of a period). st

BS for t ≥ 0 can be evaluated
by {(1 – the cumulative percentage of containers, among all the inbound contain-
ers, having left the terminal until the (t−1)th day after unloading) × (the length of
a period)}.

As an example, we illustrate howst
BY for t < 0 can be evaluated in the following.

In order to evaluatest
BY for t < 0, we have to find two things, the time for a YC to

receive an outbound container from an external truck and the percentage of con-
tainers, among all the outbound containers, arriving at the SY on the tth day before
loading. Lee and Kim (2007) proposed formulas for estimating the cycle time of
various types of yard crane in container terminals. They also analytically formulate
expectations and variances of the cycle time for the receiving, loading, unloading,
and delivery operations. We can use their results to estimate handling times for re-
ceiving operations of a YC. Table 4 represents an example of st

BY , for t < 0. The
expected handling time for a receiving operation of a YC used in the example is
1.521 minutes.

Table 4 An example of st
BY , for t < 0

t −6 −5 −4 −3 −2 −1

Percentage of containers 2% 5% 6% 10% 12% 65%
st

BY 0.030 0.076 0.091 0.152 0.183 0.989
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Table 5 Data used for calculating the resource profile in the berth planning

The length of the vessel plus the allowance between adjacent vessels 300 meters
The berthing duration of the vessel 18 hrs or 1,080 mins
The number of loading containers for the vessel 540
The number of unloading containers for the vessel 560
The time for a QC to transfer an outbound container to a slot of the vessel 1.9 mins
The time for a QC to transfer an inbound container to a TR 1.9 mins
The turnaround time for a TR to travel between shore and yard 10 mins
The time for a YC to receive an outbound container from an external truck 1.521 mins
The time for a YC to transfer an inbound container to an external truck 2.242 mins
The time for a YC to transfer an outbound container to a TR 1.134 mins
The time for a YC to receive an inbound container from a TR 1.114 mins
The storage duration of the container for a period 24 hrs or 1,440 mins

Table 6 Percentage of containers left the terminal on the nth day after unloading

n 1 2 3 4 5 6

Percentage 34% 22% 15% 14% 11% 4%

Table 7 A resource profile for berthing of a vessel (st
Br) (unit: minute)

t −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
r

H - - - - - - 324,000 - - - - - -
C - - - - - - 1.9 - - - - - -
R - - - - - - 10 - - - - - -
Y 0.030 0.076 0.091 0.152 0.183 0.989 1.124 0.762 0.493 0.336 0.314 0.247 0.090
S 28.8 100.8 187.2 331.2 504 1,440 1,440 1,440 950.4 633.6 417.6 216 57.6

Table 5 summarizes data used for calculating the resource profile. Tables 4 and 6
show the percentage of containers arrived at the SY on the days before loading and
the percentage of containers left the terminal on the days after unloading, respec-
tively. Table 7 illustrates the resource profile for berthing of a vessel.

4 Conclusion

This paper proposes a new framework for various planning activities in container
terminals. In previous planning processes, handling capacities have not been con-
sidered explicitly. Instead, they have been considered as constraints or rules for
decision-making. This paper showed how the handling capacity can be considered
explicitly during the planning process. For that purpose, a concept of the resource
profile for each planning activity is proposed. The resource profile for the berth
planning was illustrated.
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Abstract New security requirements for international container trade are forcing
changes in global supply chain processes. Simultaneously, shippers look to ad-
vanced technology to enhance security and efficiency of their container logistics.
Customs inspections at international borders, especially in maritime ports, are one
of the biggest inefficiency factors, leading to delays and additional logistics costs.
An electronic seal as an important part of a multi-layered security system has the
ability to enhance the security as well as to improve the efficiency of container logis-
tics. The paper is focused on the problem of reducing customs inspections variation
at the ports, and evaluating investments in electronic seals. As a number of world se-
curity initiatives require implementing electronic seals on containers, the paper tries
to measure the influence of different types of eSeals on the performance of container
logistics and with special consideration of customs inspections in the ports.

1 Introduction

After the terrorist incident in 2001 the cost associated with the closing of U.S. ports
for a few days surpassed $1 trillion [6]. Consequently the maritime industry needed
to solve thousands of problems connected with new high security requirements that
impact the efficiency of ever-increasing “just-in-time” container movements. Com-
panies that use maritime transportation as a part of “just-in-time” logistic process
become more vulnerable to changes and disruptions in their supply chains. The key
point affecting the efficiency of “end-to-end” shipping, especially in maritime busi-
ness, is customs inspections of containers in the ports. Processes of container trans-
portation are vulnerable to security threats and uncertainties concerned with them.
The biggest problem points for shippers in international container supply chains are
uncertainties and lead time in customs and in transit and visibility of their cargo en
route from the point of origin to the destination point. Existing capabilities to re-
duce the customs lead time for container processes and increase visibility in supply
chains are still quite limited.

H.-D. Haasis et al., Dynamics in Logistics 305
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As a result of increased security requirements on international supply chains,
technology can be an important bridge between efficiency and security of supply
chain process. Electronic seal technology has such potential. ESeals serve both
commercial and security interests by tracking commercial container shipments from
their point of origin, while en route, through customs, and to their final destination.
Companies, that voluntary take part in security programmes and are certified by
U.S. Customs and Boarder Protection (CBP) can expect reduced container inspec-
tions and related importing costs. The set of requirements for participation includes
application with a written copy of the company’s supply chain security plan, that
approved by CBP and then the intensive process of business validation. In add-
ition, firms that implement additional security measures such as “smart” containers
equipped with electronic seals may apply for “third-tier” status, the highest level
of security validation. Third-tier companies will benefit from use of “green lane”
advantage for containers, meaning that their containers will clear customs without
undergoing inspection [2].

Besides fewer delays at border controls, the implementation of high-level secur-
ity in container supply chain processes produces positive effects on efficiency on
the whole process such as reducing logistics costs, decreasing inventory stocks and
increasing customer service levels.

Thereby, the article addresses the following research questions:

1. How can shippers benefit from investments in electronic seals?
2. What monetary benefit results from avoiding customs inspections in the ports?
3. What type of electronic seal is the most profitable over a 5-year investment

period?

2 Container Electronic Seals

Electronic Seals (eSeals) present a very simple and at the same time very strong
defence against different weaknesses in container safety of containers in worldwide
trade. By implementing various types of eSeals it is possible to enhance container
security as well as improve efficiency of container logistics processes throughout
the whole supply chain.

According to current ISO 18185 [4] definition an eSeal is a “Read-only, non-
reusable freight container seal conforming to the high security seal defined in
ISO/PAS 17712 [5] and conforming to ISO 18185 or revision thereof that electron-
ically evidences tampering or intrusion through the container door”. At the current
time there are no global standards for frequencies and technical specification for
electronic seals. The International Standards Organization’s (ISO) Technical Com-
mittee 104 is trying to specify data protection technology, and as a result, ISO
18185-4 Gen 1 was released in August 31, 2005. However, the ISO 18185-4 Gen 1
did not satisfy requirements for the data protection and device authentication for
eSeals.
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In this paper we introduce potential opportunities of eSeals to enhance the ef-
ficiency of lead times of containers going through customs inspection processes at
a port. An eSeal provides not just physical security but also can contain a set of use-
ful information such as seal number, container number, user data, security, battery
and environment statuses and some different data useful for supply chain manage-
ment. An electronic seal has the great advantage of maintaining visibility en route
and allows for real-time event reports using satellite or cellular communications.
With high-end capability it becomes more attractive for security and business appli-
cations.

Finally, the adaptation of eSeals is connected with additional expenses for con-
tainer business providers and for government in particular. The problems of invest-
ments in such security devices on containers are evaluated in the paper.

3 Cost-Effective Investments and Returns on ESeals

Heightened container security requirements, especially for import operations, in-
fluence the container customs inspection process in ports. Extensive inspections
become a bottleneck for container supply chains that slow it down and decrease
operational performance. Tightened security control traditionally means increasing
the inspection rate for container content rather than enhancing the effectiveness of
it [3]. The effect of increased random sampling checks of containers leads to ex-
tended dwell time of containers in a port through the increasing number of contain-
ers waiting for inspection and additional logistic costs.

The greatest part of world container volume is repetitive: the same shippers make
the same shipments for the same consignees with a large number of containers.
These routine container flows are quite easy to “secure” and can be placed under
less precise customs scrutiny [1]. Participation in the C-TPAT program and third-
tier status will give companies an opportunity to avoid the additional expenses on
containers waiting for inspection, to save costs of manual customs inspections itself
and to accelerate the container turnover through the whole supply chain. Electronic
seals, as a necessary part of “green lane” advantage, lead to additional investments
in “secure” container logistic processes.

We present the evaluation of cost-benefit influence of three different eSeals on
efficiency of container supply chain by using the “green lane” opportunity. Cost-
Benefit Analysis (CBA) allows us to weigh the total expected costs against the total
expected benefits of one or more alternatives in order to choose the best or most
profitable option. The process involves monetary calculations of expected expenses
versus expected returns on investments.

The cost-benefit calculations of eSeals investments involve, at first, using time
value formulas for Present Value (PV) and Net Present Value (NPV) calculations as
well as Profitability Index (PI); and secondly, formulas based on record appraisals
like Payback Period (PP) and Return on Investments (ROI).
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To estimate additional logistic expenses caused by investments in electronic seals
we compare in this paper three types of seals:

1. “Container Security Device” (CSD), containing seal ID number, container ID
number, additional sensors to indicate environmental status of container con-
tent, alarm function to inform in real-time and satellite communication via
GPS/INMARSAT systems. With the ability to provide real-time global visibility
for container supply chain, CSD has the highest level of costs for its use. We as-
sume that one CSD costs 4,000AC [7] and the possible rent is equal to 10% from
the original price, i.e. 400 AC per trip. We assume additional operating costs for
container sealing (2.5 AC per trip) and costs for information transaction (3 AC per
trip), when the minimum number of transactions is equal to 6.

2. Reusable or permanent active RFID eSeals also include a seal ID number, a con-
tainer ID number; can initiate alarm calls and record time/date of container tam-
pering. The current problem of RFID seals is that, for its implementation, they
need worldwide RFID reading infrastructure. The question of who will invest to
build a global RFID net is still under discussion among many parties involved
in container logistics. We assume that one permanent eSeal costs 500 AC [7] and
the possible rent is equal to 10% from the original price, i.e. 50 AC per trip. We
assume both additional operating costs for container sealing (1 AC per trip) and
costs for information transaction (3 AC per trip). The minimum number of trans-
actions is equal to 6.

3. Read-only, non-reusable eSeal defined in ISO 18185. This type of electronic
seals contains only a seal ID number and is attractively priced in comparison to
the two previous eSeals. The most common technology for such eSeal is passive
RFID, which requires an appropriate reading device and software. We assume
that one-used eSeal costs 5 AC per trip. We assume as well that operating costs
for container sealing is 5 AC per trip and costs for information transaction is 3
AC per trip, the minimum number of transactions is equal to 6.

We assume that necessary global reading infrastructure already exists for RFID
transponders or will be a part of investments from the government. The RFID read-
ing infrastructure is the most extensive share of all investments in eSeals and the
issue of its responsibility is still open. The annual repair costs for eSeals are as-
sumed as 1% from original price.

We assume that 1,000 containers move through the ports and each container
makes 10 trips per year.

We consider two scenarios for containers shipping through the ports:

1. Scenario without eSeals. When containers enter the port of loading A, as shown
in Fig. 1, two alternatives of physical container flows exist: the container goes
directly to the waiting area to be loaded on the ship, or it is moved to the customs
checking territory to be manually inspected by customs. The latter alternative
brings additional costs for container logistics as well as extends container dwell
time at the port, which in turn creates additional expense. We assume that the
volume of such expenses is equal to 1% of lost sales. We assume inspection
costs to be 100 AC per container. The realistic rate of customs inspections is
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Fig. 1 1st Scenario for container processing through the ports under customs inspections

2% of total number of containers. We assume as well that inspections cause
additional storage costs for a container at a port. It is assumed that storage costs
1 AC per day. The number of storage days due to inspection control is 7 days
in the port of loading and 4 days in the port of discharge. Following inspection
container a will be loaded on a ship and directed to a port of discharge B. We
consider 3 possible variants of physical inspections: first, a container is checked
once at the port of loading; second, a container is inspected once at the port of
discharge, and; third, a container is checked once at the port of loading and once
at the port of discharge. Customs inspections are random checks, so no shipper
can be fully confident that his containers will not be opened to scrutiny.

2. Scenario with eSeals. The second scenario describes the perspective of using
“green lane” advantage for “secure” containers equipped with eSeals. A con-
tainer moves from port A to port B without any stops for physical inspection,
(see Fig. 2). We assume that it brings one benefit for shippers like the possi-
bility to increase container turnover at least by 1%.We consider two acceptable
situations: in the first case, customs checks randomly 0.5% of total number of
shipped containers for the first 2 years following implementation of eSeals; in
the second case, “green lane” advantage is fully available to use from the first
year of eSeals implementation for “secure” containers.

The 1st scenario presumes that no investment costs (IC) are realized in logis-
tic processes. The authors look only at the change in logistic expenses from the
point of view of customs inspections and investments in electronic seals. Thus the
assumption is that all other logistic costs for container transportation through the
ports do not change. Consequently, from this scenario we can first calculate the cus-
toms costs in the cases when the inspection takes place at one or at two ports for
the same container, and secondly a possible loss in 1% of annual sales of container
cargo (estimated value of 1 container is equal 5,000 AC ).

Fig. 2 2nd Scenario for container processing through the ports without customs inspections
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In the 2nd scenario to calculate investments in eSeals we distinguish two vari-
ants of eSeal use: renting or buying them. The project time period is 5 years. We
assume an increase in container turnover by 1% after the implementation of eSeals
in container logistic process as one of others possible benefits. Its monetary effect
is assumed as 1% annual growing in sales of carrying by container merchandise.

Our investigation distinguishes investment projects when CSD or reusable eS-
eal are rented by shipper for each container trip each year (I and II projects) and
considers the situation where eSeals are purchased once (III-V projects) for whole
project period:

1. “Rent CSD”
2. “Rent reusable eSeal”
3. “Buy CSD”
4. “Buy disposable eSeal”
5. “Buy reusable eSeal”

Table 1 presents projected positive and negative cash flows for the investment
projects and customs scenarios. From the above-mentioned table we can see the dif-
ference between projects with customs control (A, B and AB) and potential invest-
ment projects (I–V). The last column summarizes negative CFs for projects with 2%
customs inspections and positive incomes in the cases of investments in project I,
II, IV and V.

Thus, the analysis of annual incomes denotes possible efficiencies from eSeals
versus customs inspections expenses.

Nevertheless, it is required to further analyze every potential investment project
to consider the rent prices on eSeals, costs to buy each type of eSeal and additional
operational expenses that incur with their use, e.g. transaction costs, sealing and

Table 1 Potential Cash Flows

Scenarios/ CF [106 AC Total CFs
Projects 1 year 2 year 3 year 4 year 5 year [106 AC ]

A −0.52 −0.52 −0.52 −0.52 −0.52 −2.6
B −0.52 −0.52 −0.52 −0.52 −0.52 −2.6
AB −0.542 −0.542 −0.542 −0.542 −0.542 −2.71
I 0.494651 0.494651 0.51 0.51 0.51 2.51

0.52 0.52 0.52 0.52 0.52 2.492

II 0.494651 0.494651 0.51 0.51 0.51 2.5251

0.52 0.52 0.52 0.52 0.52 2.492

III −0.110351 −0.110351 −0.1051 −0.1051 −0.1051 −0.5251

−0.1052 −0.1052 −0.1052 −0.1052 −0.1052 −0.53572

IV 0.259651 0.259651 0.2651 0.2651 0.2651 1.3251

0.2652 0.2652 0.2652 0.2652 0.2652 1.31432

V 0.259651 0.259651 0.2651 0.2651 0.2651 1.301

0.262 0.262 0.262 0.262 0.262 1.31432

1 Customs check randomly 0.5% of containers 2 years after implementation of eSeals;
2 “Green lane” advantages are from the first year.
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Table 2 Parameters of the investment values for different types of eSeals

Projects IC NPV PP PI ROI
[106 AC ] [106 AC ] [years] [%] [%]

I. “Rent CSD” 20.00 −18.111 40.401 0.091 0.021

−18.102 40.002 0.092 0.032

II. “Rent reusable eSeal” 2.50 −0.611 5.001 0.751 0.201

−0.602 5.002 0.762 0.202

III. “Buy CSD” 4.00 −4.411 −38.11 −0.101 −0.031

−4.392 −38.11 −0.102 −0.032

IV. “Buy disposable eSeal” 0.25 0.751 0.901 3.981 1.051

0.752 0.902 4.022 1.062

V. “Buy reusable eSeal” 0.50 0.501 1.901 1.991 0.531

0.482 1.912 1.972 0.522

1 Customs check randomly 0.5% of containers 2 years after implementation of eSeals;
2 “Green lane” advantages are from the first year.

repair costs. We computed the values of NPV, PI, PP and ROI parameters for each
project of potential investment by using Excel.

The analysis of the obtained results (Table 2) noted that variants II, IV and V
are acceptable for realization over a reasonable 5-year project period. Project IV is
the most profitable. It has the greatest NPV value and the highest ROI. The pay-
back period is also the lowest for project IV. At the same time, reusable eSeals have
a lower NPV and PP than project IV for the variant when a shipper buys the seals
(Project V). It shows that this project is also acceptable for future investment. Fur-
thermore, considering that the NPV of single-use seals is not much larger then that
of reusable eSeals, these two variants of investment should be analyzed as alterna-
tive projects taking into account investments in reading infrastructure, development
of device prices in the future and the benefits for potential eSeal users.

Project III has all negative parameters as seen from the Table 2. So we can con-
clude that, with current prices of CSD, to buy and exploit them the shipper has to
get more monetary benefits. These benefits should be included in the investment
analysis to get more realistic results.

4 Conclusions

In the paper we have analyzed two scenarios for container shipping through the
ports. The scenario without eSeals presents the current inspection costs for contain-
ers. For the scenario with eSeals we have analyzed how effective investments in
container “security” by means of eSeals will be. The direct impact of “secure” con-
tainer trade comes from avoiding customs inspections. Already this advantage can
bring monetary benefits for shippers in less then one year. Considering the obtained
results the paper shows the positive tendency in influence of investing in security
devices on efficiency of container business.
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Our further research is required more detailed investing analysis for reusable
RFID eSeals. They provide more possibilities to be used in logistic purposes and
to get new benefits for improving container shipping processes. We also plan to
analyze the advantages of investing in CSD due to more visibility benefits for the
container supply chains.
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Abstract Shipping containers handle most of today’s intercontinental transport of
packaged goods. Managing them in terms of planning and scheduling is a challeng-
ing task due to the complexity and dynamics of the involved processes. Hence, re-
cent developments show an increasing trend towards autonomous control with soft-
ware agents acting on behalf of the logistic objects. Despite of the high degree of au-
tonomy it is still necessary to cooperate in order to achieve certain goals. This paper
argues in favour of conceptual, spatial, and temporal properties on which shipping
containers can form groups in order to jointly achieve certain goals. A distributed
clustering method based on concept, location, and time is introduced. Subsequently,
a case study demonstrates its applicability to a problem in the shipping container
domain.

1 Introduction

Shipping containers play an important role in intercontinental transport. They have
been established since 1956 when Malcom Purcell McLean started applying inter-
modal transport on a large scale (Levinson, 2006). The first containers in Germany
were unloaded in Bremen in 1966 (Schwerdtfeger et al., 1991). Today, shipping
containers handle most of the intercontinental transport of packaged goods (Gün-
ther and Kim, 2005).

Planning and scheduling the route of a container from its source to its sink is
a complex task. This is due to the high number of containers in service as well as
the task of finding an optimal utilisation of the available transport and storage fa-
cilities. Furthermore, containers are sometimes delayed or even lost. This prevents
static planning and leads to highly dynamic processes. Centralised approaches, such
as (Dantzig, 1951), exhibit only a limited degree of efficiency in addressing this is-
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sue. By contrast, there is an increasing trend towards autonomous logistics. In this
paradigm logistic objects are represented by autonomous software agents which act
on their behalf in a multiagent system (Weiss, 1999). In terms of shipping contain-
ers this massively reduces the complexity since only the parameters of each single
container have to be taken into consideration. Furthermore, replanning (e. g., due to
delays) can be done locally without rescheduling the whole network.

According to the above discussion it is desirable to achieve a high degree of
autonomy in order to cope with the underlying complexity and dynamics. Never-
theless, it still makes sense to cooperate in achieving certain goals (Wooldridge and
Jennings, 1999). For instance, transporting containers by train is much cheaper than
transporting them by truck. This, however, is only true if several containers choose
to share the same train. By contrast, it is not profitable to employ a train in order to
transport a single container. As another example, it is preferable to receive contain-
ers comprising the same content in the same warehouse. This allows distribution
centres to be centrally supplied; the probability for empty space on the employed
trucks is reduced. Regarding autonomous logistics containers have to coordinate
and group themselves accordingly to their content.

Forming clusters is a possibility for shipping containers to succeed in these goals.
Previous clustering methods like k-means (MacQueen, 1967) are not applicable for
this task as they conflict the autonomy by their centralised perspective on the data
to be clustered. Approaches from the wireless sensor network domain (Akyildiz
et al., 2002; Al-Karaki and Kamal, 2004) seem to be more promising as they work
in a distributed way. However, they are generally limited to quantitative spatial dis-
tances. The problems outlined above can therefore not be covered as they require to
take semantic knowledge into consideration. In particular, conceptual, spatial, and
temporal aspects can be deduced as clustering criteria from the above examples.

The remainder is structured as follows: Section 2 introduces the clustering cri-
teria identified for cooperating containers and gives a formal definition. Subse-
quently, a case study with an example application is presented in Sect. 3. Finally,
Sect. 4 discusses the work presented.

2 Criteria for Cooperation

The abstract model for cooperation (Wooldridge and Jennings, 1999) divides co-
operative problem solving into four steps: recognition of potential for cooperation,
team formation, plan formation, and team action. The focus of this paper is a con-
crete approach for the second step, i.e., forming a distinct team that can reach a cer-
tain goal. In order to address this task it is necessary to compare the properties of
the respective containers. In particular, the presented approach takes concept, lo-
cation, and time constraints into account. These properties are considered relevant
to containers that may take advantage of forming clusters. Having conducted the
team formation step the formed cluster is supposed to be adequate for realising the
desired goal.
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2.1 Conceptual and Spatial Constraints

The knowledge concerning the content of shipping containers is represented by an
ontological approach based on description logics (Baader et al., 2003). Descrip-
tion logic is a decidable fragment of first-order logic. The modelling consists of
concepts representing sets of objects and roles as relationships between these ob-
jects. Figure 1 shows an example ontology that consists of three major parts: article,
property, and location. The first part arranges the transported goods by their type
into a taxonomical hierarchy. The taxonomy allows the recognition of more general
classes of goods; for instance, it can be concluded that T-shirts are textiles. A sec-
ond part of the ontology comprises properties that goods may have. By introducing
further roles it is possible to model that, say, fruits are perishable or jewellery is valu-
able. In contrast to the type of goods, which generally never changes, the properties
may change (although rather seldom). As an example, goods might be damaged
during transport. Furthermore, the location of goods can be integrated as an onto-
logical concept, which is the third part. Thus, further restrictions can be realised,
e.g., a class comprising all containers with valuable jewellery that are currently at
a container terminal. Changes in this part of the description are most likely as goods
are transported between different locations.

As discussed above, the ontological descriptions of logistic objects change over
time. The time-span in which an ontological concept holds can be characterised with
the help of the following definition of temporal intervals:

Definition 1 (Temporal Interval). A temporal interval τ is defined by a start point
ts and an end point te, where ts < te:

τ = (ts, te); ts, te ∈ N, ts < te .

Based on this definition, the ontological concept of a container agent during a given
time-span can be defined as a subclass of the universal concept �:

Definition 2 (Agent Concept). Let α be an agent. The ontological concept of α
during τ is represented by

c(α,τ) �� .

Fig. 1 An example ontology for goods with three major parts: article, property, and location. The
lines connecting concepts indicate taxonomical relations
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2.2 Agent Clusters

In order to achieve a common goal, container agents are capable of clustering. The
lifetime of the whole cluster can thereby exceed the membership of a single agent.
Furthermore, each agent can leave a cluster and rejoin later. Therefore, the member-
ship of an agent cannot be characterised by a single temporal interval. By contrast,
a set of intervals has to be applied (which might also be empty):

Definition 3 (Cluster Membership). Let α be an agent, let γ be a cluster. The
membership of α in γ is defined by a set of temporal intervals:

m(α,γ) = {τ1, . . . ,τn},n ∈ N .

Before joining a cluster, a container has to determine its similarity to the cluster.
This procedure is a special case of the so-called matchmaking problem (Shvaiko and
Euzenat, 2005). It denotes the decision whether advertisements offered by business
entities or agents match requests issued by other agents. An approach proposed
by (Li and Horrocks, 2004) addresses this task by considering the formal semantics
of ontology-based knowledge representation techniques. They propose five different
degrees of match between two concepts c1 and c2: exact c1 ≡ c2, plug-in c1 � c2,
subsume c1 � c2, intersection ¬(c1 � c2 �⊥), and disjoint c1 � c2 �⊥.

Like agents, clusters are also characterised by concepts that hold within given
temporal intervals. During its membership, the concept of each agent is supposed to
be subsumed by the cluster concept:

Definition 4 (Cluster Concept). Let γ be a cluster. The ontological concept of γ
during τ is represented by

∀α∈γ ∀τi∈int(τ,m(α ,γ)) c(α,τi) � c(γ,τ) �� .

Apart from subsumption, Definition 4 also uses the auxiliary function int, that com-
putes for a given set of temporal intervals their intersection with a reference inter-
val. This ensures that the concept of the cluster members is only compared for those
times that are covered by τ:

int(τ,{τ1, . . . ,τn}) = {(τ ∩ τi) | i ∈ {1, . . . ,n}∧ (τ ∩ τi) �= /0} . (1)

Besides matching containers and clusters, the approach can also be applied in
order to find appropriate warehouses. As an example, it can be deduced from the
ontology that a cluster of containers carrying damaged T-shirts can be received in
a warehouse that is capable of receiving damaged textiles.

2.3 Temporal Constraints

As discussed in the previous section, the concept (including location) of container
agents plays an important role during cluster formation. So far, the application of
time has been limited to checking whether agents meet a cluster concept during
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a given temporal interval. Besides, some applications also demand certain temporal
relationships between the agents within a cluster. Figure 2 illustrates three shipping
container examples. First, if containers plan to be transported by the same truck, one
after another, their temporal intervals have to be disconnected (i.e., without overlap).
Second, if one container conducts the planning for the whole group, its membership
has to subsume the memberships of all other agents. Finally, if containers plan to
share a train, their expected dates of arrival at the station should correspond, i. e.,
the respective intervals must share a common end.

A classical approach for temporal reasoning is formed by Allen’s qualitative re-
lational system (Allen, 1983) (qualitative in the sense that it abstracts quantitative
data to a semantically defined representation) which is depicted in Fig. 3:

Definition 5 (Temporal Relation). Let τi, τj be temporal intervals. The position τiτj

of τj w. r. t. τi is then characterised as

τiτj ∈ {<,>,m,mi,o,oi,s,si,d,di, f,fi,=} .

However, these 13 relations characterise pairs of temporal intervals. Hence, this
paper proposes a generalised approach of predicates about arbitrary sets of temporal
intervals in order to meet the above requirements.

In order to reason about temporal intervals within a cluster, it is first necessary to
obtain all these intervals. This is achieved by the following auxiliary function:

allIntervals(γ) =
⋃

α∈γ
m(α,γ) . (2)

Since the above set is not necessarily sorted (accordingly to start and end points), it
is transferred into an ordered list by a further auxiliary function:

orderedIntervals(γ) = 〈τ1, . . . ,τn〉,τi ∈ allIntervals(γ),

∀τi=(tsi ,tei )

{
tei ≤ tei+1 iff tsi = tsi+1

tsi < tsi+1 else.
(3)

Fig. 2 Three examples for relations between sets of temporal intervals within an agent cluster and
the respective temporal matrices

Fig. 3 The 13 relations that have been proposed by Allen (Allen, 1983) in order to characterise the
qualitative relationship between two temporal intervals
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Based on these auxiliary functions, it is then possible to define the matrix Mγ that
comprises the relations for all pairs of temporal intervals of a cluster:

Definition 6 (Temporal Matrix). Let γ be an agent cluster. The matrix

Mγ = 〈τ1, . . . ,τn〉× 〈τ1, . . . ,τn〉,τi ∈ orderedIntervals(γ)

characterises the relations τiτj between all temporal intervals in γ with τiτj being the
entry in row τi and column τj.

Figure 2 gives these matrices for the depicted configurations. Restrictions like those
discussed in the introductory paragraph of this section can be defined as predicates
on the temporal matrices. For instance, in the first example the only relations that
are allowed to occur in the whole matrix are {<,>}. Thereby, the matrix’ main
diagonal is excluded as it relates each interval to itself, which always results in =.
For the second example, it has to be ensured that there exists one row comprising at
most the relations {s,d, f, =}. In order to determine the third example it is sufficient
to examine pairs of subsequent intervals (which is a diagonal of the matrix). The
occurring relations are restricted to {f,=}. The general definition for these three
types of predicates is as follows:

Definition 7 (Temporal Matrix Restriction). Let γ be an agent cluster. Restrictions
on its temporal matrix Mγ can be described by a set ρ of temporal relations and one
of the following predicates:

wholeMatrix(Mγ ,ρ) = ∀i ∀j (τiτj ∈ Mγ ∧ i �= j) → τiτj ∈ ρ
matrixRow(Mγ ,ρ) = ∃i ∀j (τiτj ∈ Mγ ∧ i �= j) → τiτj ∈ ρ

matrixDiagonal(Mγ ,ρ) = ∀i τiτi+1 ∈ Mγ → τiτi+1 ∈ ρ .

3 Case Study

In order to test the clustering approach it is implemented within the Java-based
agent-framework JADE (Bellifemine et al., 2007). The clustering is thereby con-
ducted as follows: as soon as a container joins the network it queries a catalogue ser-
vice for existing clusters. Subsequently, it communicates its properties to all cluster-
heads. Clusters matching the properties of the container send positive answers. If the
requesting agent receives a positive answer it joins the respective cluster. Otherwise,
the agent chooses to register as a cluster-head itself.

As a case study the approach is applied to data of about 2,400 containers which
were in operation during three months in 2006. The goal is to demonstrate that the
approach overcomes the limitations of other approaches regarding distribution and
semantic knowledge. Furthermore, its applicability to real-world problems has to
be examined. As an example application similar containers located anywhere are
expected to form clusters in order to be jointly received in a common warehouse
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Fig. 4 The number of clusters (left) and agent conversations (centre) and the computation time
(right) in relation to the number of containers

(see Sect. 1). The lifetimes of the agents are thereby expected to be overlap pairwise
without a gap in between.

The containers join the network distributed over this time-span. A manual data
inspection reveals that there exist 215 clusters; so this is the expected outcome of the
experiment. Since each of the n containers contacts all m clusters at most once it is
expected that the asymptotic development of agent conversations and computation
time is O(nm) = O(n2).

The average results of 50 test runs are given in Fig. 4. The number of clusters
in relation to the total number of containers is depicted on the left hand side. The
exact shape of the curve strongly depends on the underlying data. As a result it
can, however, be discovered that the final number of clusters is 215 for all test runs,
i. e., the algorithm is capable of solving the addressed problem. The total number of
conversations (Fig. 4 centre) is 341,285, which is below the expected complexity.
That is because not all clusters exist right from the start. Nevertheless, as expected
the plotted part of the curve indicates an increase that is faster than linear. This
observation also corresponds with the computation time that is depicted on the right
hand side of Fig. 4. On a computer with Windows XP and an Intel Centrino Duo
processor with 2.16 GHz the total time for clustering is only 284 seconds.

4 Discussion

In autonomous logistics, it is a challenging task for the participating logistic ob-
jects to cooperate in achieving their goals. The framework introduced allows simi-
lar agents representing autonomous shipping containers to form clusters by concept,
location, and time. The conceptual, spatial, and temporal properties are thereby rep-
resented as semantic knowledge and qualitative relations. The case study conducted
demonstrates the applicability to problems in the shipping container domain. The
method presented does not make special assumptions on the represented objects.
Hence, it is not limited to containers and can also be applied in order to realise
clustering of other logistic objects (e. g., autonomous packages). As concept, loca-
tion, and time are general properties, it is also possible to apply the approach in
multiagent systems that model domains not related to logistics.
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Abstract Most of the actual sea freight is transported in ISO standard containers
today. The number of containers shipped per year has been increasing continuously
over the last years and is expected to further grow, see e.g. [1]. Dealing with these
increasing numbers and the data generated along their way is a great challenge for
today’s logistic and IT systems. We believe that these problems can best be faced
through encapsulation and decentralization. Our goal is to increase the automation
within the port by using emerging technologies to enable a distributed container
handling approach with proactive containers. These smart containers monitor their
environment, provide status information and interact with others. All these capabil-
ities should be used to control the process flow of the container’s handling.
Our research vision is focussed on the port. We are aware that additional require-
ments arise, for example from supply chain event monitoring, but nevertheless be-
lieve this to be an acceptable constraint.
We assume a smart container that is capable of wirelessly registering itself, when
entering the port. The further processing of the container can then be controlled by
the container itself through its state. The container would know its contents (pack
list) along with its routing. Additionally the container would be equipped with sen-
sors to monitor its interior and exterior environment, and change its state proactively.
Technologically we want to use the ZigBee and LEACH routing protocol to build
up the network and develop a software platform as a service-oriented architecture
based on the UPC UA Architecture and using OSGi as the framework.

1 Introduction

Currently various information systems exist that are involved in a container’s hand-
ling, for example port information management systems (e.g. BHT or Dakosy), cus-
toms information systems (e.g. ATLAS), dangerous goods information systems or
carrier’s systems. All these have to have different information and views on the state
of each container.
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Our vision implies both challenges for the sensor network technology and the
information processing entities. There are also many challenges in integration
through the paradigm shift towards decentralisation. Chiefly those, arising from
the need to assure the interoperability of software systems and processes. While
the container communication today is generally unidirectional and focused on cen-
tralised systems, the proposed communication will be bidirectional and will have
to make use of encapsulation through decentralisation. A direct integration is not
feasible because of the many different stakeholders and their varying informa-
tion needs. It would also prevent bidirectional communication as the container
would not know who and how to talk to in the current ports software infrastruc-
ture. For example a reefer container with temperature sensors could ask for as-
sistance in case of failure, or ask for a change in routing if its contents would
otherwise perish. The information would also enable a better monitoring of dan-
gerous cargo and potential safety threats by any container. Because the contain-
ers amongst themselves would establish an ad hoc network, they could also share
sensor data or communication infrastructure and react on changes of their neigh-
bours. Through these autonomous state changes, and the possibility to commu-
nicate them, the container can directly influence its handling. Furthermore au-
tomatic creation of manifests would become possible, leading to a considerable
advantage in time and expenses for both port operators and carriers. We plan
to develop a platform as an abstraction layer that allows the bidirectional inter-
action between the container network and the various software systems in the
port through standardized means. This platform will provide a SOA, using web
services, that facilitates the communication with independent containers and ana-
lysis on groups of containers – and enable containers to use web services provided
by the software systems. The container would only need to know the role of the
stakeholder he would like to communicate with (e.g. carrier, terminal operator),
the platform would then relay to the correct system in the current ports software
infrastructure.

2 Problem

We assume two major problems in the area of container handling within the port
area. First of all there are various information systems integrated in the process.
These information systems are very heterogeneous. There are systems for the port
management, systems for the ship management and stakeholder information sys-
tems. All these systems need to have different information and states of the con-
tainers for their special usage, and nowadays the interoperability of these systems is
small.

Beside the heterogeneity of these systems the collection of data is only little auto-
mated. The little automation of data collecting leads to cost intensive data collecting
processes and only low data quality. Nevertheless new regulatory frameworks, com-
ing from the United States or the European Union in the nearer future, make it
necessary to collect even more data.
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3 Solution ideas

To face these challenges we identify three topics. First of all the automation of data
collection must be increased. Nevertheless an overflow of information generated
from the data must be avoided. Therefore well known concepts, like Planning, Data
Mining or Decision Support, might be useful. Furthermore the communication with
the goods which should be established has to be a semantic enriched standardised
communication, by using concepts like Web Services and Ontology.

4 Technical aspects

A networked microsystem node consists of a small computer with wireless commu-
nication and integrated peripheral devices such as sensors. We would also see each
node equipped with an (ISO 10374) RFID transponder and reader to scan container
contents. We identify three major challenges regarding these sensor nodes; the es-
tablishment of ad hoc networks of containers, the location of containers within such
a network, and especially the composition and utilisation of emergent properties of
the network. We want to establish an ad hoc network based on the LEACH (Low En-
ergy Adaptive Clustering Hierarchy) [2] routing protocol, using 802.15.4 (ZigBee
base) on the physical layer allowing for a medium range of 500m. Location services
would be facilitated through signal propagation delays – thus enabling a continuous
location in the port with a maximum offset of 2m at 100m reach. We furthermore
plan to build prototypic sensor nodes that allow the usage of embedded OSGi to en-
able dynamic loading of software components. This will enable each node to react
not only on its own perception but also on the perception of those nodes surrounding
it, by loading different behaviours based on the state of the network.

For implementing a smart container approach various technologies are available
to be aligned. In addition to the already mentioned communication standards the
idea of smart containers needs platform operation and sensor integration concepts.
Some of them are presented below.

OSGi defines a framework and predefined services structures in 5 layers. The
framework forms the core of the OSGi Service Platform Specifications [3]. It pro-
vides a general-purpose, secure, and managed Java framework that supports the
deployment of extensible and downloadable applications known as bundles.

The Security Layer is based on Java 2 security but adds a number of constraints
and fills in some of the blanks that standard Java leaves open. Actual Services are
the application specific components.

OPC Unified Architecture is the most recent OPC specification from the OPC
Foundation and differs significantly from its predecessors [4]. The OPC UA archi-
tecture is a Service-Oriented Architecture (SOA) and is based on different logical
levels.

All of the Base Services defined by OPC are abstract method descriptions which
are protocol independent and found the basis for the whole OPC UA functionality.
The transport layer puts these methods into a protocol, which means it serializes/de-
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Fig. 1 The OPC UA Architecture [5]

serializes the data and transmits it over the network. Currently there are two proto-
cols specified for this purpose. One is a binary, towards high performance optimized
TCP protocol, the second is Webservice-based. The OPC information model isn’t
just a hierarchy based on folders, items and properties anymore, but a so-called Full
Mesh Network based on nodes instead. These nodes can additionally transmit all
varieties of Meta information. The easiest comparison of a node would be an ob-
ject, as known in object oriented programming (OOP). It can own attributes for read
access (DA, HAD), methods which can be called (Commands) and triggered events
which can be transmitted (AE, DA DataChange). The nodes are used for process
data as well as all other types of meta data. The used OPC namespace also contains
the type model used for description of all possible data types. Based on the above,
other organizations e.g. like EDDL are specifying their own information source.
Client software has the ability to verify which of the so-called Profiles a server
supports. This is necessary to obtain information if a server only supports the DA
functionality or additionally the AE, HAD, etc. functions. Additionally, information
can be obtained whether a server supports e.g. the EDDL profile and therefore the
client knows that there are also EDDL-specific device descriptions available.

For the usage of these standards an adoption into the logistics domain is required.
An open issue is the definition of the semantics of container operation. Here an
ontological approach is proposed by the authors.

5 Communicational aspects

To establish a standardized way for the communication between the different sys-
tems we developed an Ontology. Ontologies meet several demands in computer sci-
ence. Based on description logics, they offer a rich set of constructs for defining
a shared understanding of the entities and their relationships of a certain domain,
modelled as classes and their relationships [6]. The modelled world can be checked
for consistency so that a sound definition of the entities of a real-world subset can
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be established [7]. Using this definition, it is possible to establish communication
between the actors of the domain using instances of the classes. Each class repre-
sents certain entities of the real world and can be persisted, e.g. through an XML [8]
representation. Those representations are then used by the actors to interchange in-
formation. This approach offers two main advantages: On the one hand, every actor
has complete freedom in the design of his hardware and software. He only needs to
offer and accept his communication needs via the agreed ontology.

On the other hand, every participant can be ensured that no communication prob-
lems on the semantics of the messages occur. The latter is ensured through a mutual
understanding of the modelled semantics by all stakeholders during the development
process.

There are several process models for the development of an ontology (see [9] for
a comparison). Without going into further detail there must be a shared understand-
ing by the stakeholders of the entities relevant in the scenario and a correct modeling
of those entities through the modeling techniques provided by an adequate ontology
representation language, e.g. OWL [10]. Using our previous example one can iden-
tify four main stakeholders: Containers, ships, shippers, and terminal operators. We
will show an extract of an ontology that contains relevant classes for all stakehold-
ers. The use case that is covered by the scenario is a reefer container which’s content
heated up to a critical temperature and calls for assistance by a local service team.
Additionally the shipper gets informed that the cargo might be spoiled before it ar-
rives at the intended location so that a rerouting might be considered in order to get
the cargo sold earlier on its originally intended way. As already mentioned we will
not present a complete ontology for the given scenario but rather show a use case
driven beginning of developing an ontology.

Figure 2 shows an extract of the proposed ontology of the autonomous container
handling scenario suitable for the use case described above.

Fig. 2 Ontology for proposed scenario (simple types in rectangles, only edges describing inherit-
ance are depicted)
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A ‘reefer container’ is a specialization of an ordinary ‘container’ that has an un-
critical temperature span. ‘Containers’ belong to ‘Shippers’. Carriers have several
‘Ships’ underway that consist of a set of ‘Containers’. Each ‘Ship’ has a ‘Schedule’
that consists of a set of ‘WayPoints’ sortable through their ‘Times’ that are associated
with them. The ‘WayPoints’, additionally to their ‘Times’, also have a ‘Location’
that is defined through (e.g. GPS-) ‘Coordinates’. Each ‘Container’ can reach those
‘WayPoints’ where also the ‘TerminalOperators’ are located at. Those ‘Terminal-
Operators’ offer ‘Services’ such as ‘ClimateControlServices’ that can be requested
by the ‘Containers’ through the highlighted connections in the ontology.

The presented ontology shown in Fig. 2 is not described formally correct but
shows the interrelationships of the entities relevant in the proposed scenario. The
container having a malfunctioning climate control would ask the terminal operator
for assistance by requesting a list of all instances of the ‘ClimateControlService’
class, choosing one of them (probably after inviting several offers) and finally ask-
ing for assistance. It then informs its shipper of the possible delay who can, if he
thinks that it is necessary, reassign the ‘Container’ to another ‘Ship’ with another
‘Schedule’ so that the cargo might get sold elsewhere.

6 Modern Information processing

As the process of information gathering can be completely automated, it can be ex-
pected that the amount of collected data grows significantly. But on the other hand
the number of participating information systems and their abilities will not grow
that fast. The new challenge rises from the availability of information. It was to be
clarified which information is needed in which system and in what granularity. The
amount of data will not only grow by the emerging technologies for data collection
but also as a consequence of the growing number of container transports in the next
years [1]. The number of containers an operator has to supervise will grow while the
information available will grow for each container. In consequence not only the data
collection has to be automated, it is necessary that the information processing has to
be automated as well. This automated information processing is subject of research
in the domain of autonomous computing. The current port information systems were
developed for centralized computing running on mainframe computers. These sys-
tems are not capable of processing all generated information, for two reasons. First
the collected data have to be transported to the computing entity processing this data,
so communication will become a bottleneck. Second is the relation of the increased
computing power of the mainframe systems actual software works on and the num-
ber of data and in consequence the computing power needed to process this data,
so performance will become a bottleneck. To handle this challenge the information
processing and hence decision taking has to be decentralized. Information process-
ing has to be done locally to avoid the aforementioned computing and communica-
tion bottleneck. Normal container processing should be handled by the autonomous
systems without operator interaction. In case of unforeseen events that make new
decision taking necessary the autonomous systems should generate a suggestion.
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This support by autonomous working entities could make it possible that operators
can handle their work even if the number of containers and collected data will grow.

To implement this vision the technical aspects and the semantic enriched com-
munication are supporting steps that have to be done, if intelligent information pro-
cessing shall be applied successfully. Intelligent information processing can com-
prise techniques from the domains of automated inference, planning (predictive and
even more reactive), data mining and machine learning. The more scientific term for
the discussed autonomous systems is actually agent.

To detail our vision we will give an example for the routing of containers. In this
example we assume that a malfunctioning reefer container at a port is waiting for its
transhipment that can not keep its goods at the needed temperature. Using the port
communication infrastructure it can

1. Ask the local administrator to send a repairman.
2. Inform interested entities like the terminal operator, the carrier and the owner

of the goods within. As it may take time until the cooling is fixed the transport
of the container might get delayed or miss the next vessel. This can lead to
a situation that the goods might be unusable when the goods arrive at the port of
destination. The container can detect that situation, as it knows about the state of
its contained goods and the approximate time needed to its port of destination.
If it detects such a situation it can propose different alternative solutions.

3. It can propose to change the destination, to sell the contained goods earlier. Then
it might become necessary that other containers have to be replanned to fulfill
the original order.

4. It can propose the change of alternate routing or ask for the transport of goods
by another medium, e.g. by plane.

The carrier operator can be informed that a transport exists that needs more atten-
tion and can evaluate these suggestions. Therefore using additional information or
experience he can make a decision on actual and precise data using local aggregated
information and projections. With this decision support he can take the decision and
inform the container. The detailing and realization of this decision can then be done
by the container, again.

In essence the current centralized information systems evolve into decision sup-
port systems, where the actual state is presented to operators that can formulate
goal states for certain transports. The realization of the goal state, the planning and
control to reach these states is in the scope of the smart containers.

7 Related work

The research work being done by the SFB 637 in Bremen is similar to our work [11].
But while we are focusing on the port as our research area the SFB sets its focus on
the whole transport chain. Beside this we are first of all interested in propagating the
state of the containers and manage their way through the port area, as a bottleneck
within the transportation chain, more efficiently.
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8 Future work

At the moment the technological parts, like the sensor nodes, are being developed
prototypically. The conceptual parts are being defined and all components were built
up as a model to test the usability of the components.

As a next step a testbed and a reference implementation of the aforementioned
architecture must be created. This testbed will be more realistic than the developed
test model. In the testbed all components (the hardware as well as the software) will
work together as realistic as possible so a prove of concept can be done. Further
work on the development of a prototype capable of working in a real world environ-
ment has to be done in cooperation with partners to evaluate the behaviour in a real
world surrounding.
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Abstract Logistics has to deal with dynamics and uncertainties. In order to cope
with such problems we introduce a communication-based approach built on dis-
tributed autonomous systems. In this work graph transformation with autonomous
units is used as a rule-based instantiation of multi-agent systems to model logistic
systems. The approach will be presented using a scenario taken from transport logis-
tics. Here loads which have to be transported are queued in order of their arrival but
scheduled for further transportation according to their own constraints. In the paper
we propose a negotiation between loads and the respective truck based on payment
of transportation rates.

1 Introduction

Logistics is a field characterized by mainly two types of dynamics. First, the or-
ganized supply with goods and information demands for controlled material and
information flows. In addition, these flows are from the operational point of view
dynamic changes. To manage this kind of dynamics is the paramount challenge of
logistics. Second, the whole setting is equipped with uncertainties and risks. Not
all circumstances can be planed in advance; not all information needed is accessi-
ble, correct, or consistent at the point of scheduling. Occurring changes in the pre-
requisites can force to restart the whole scheduling process repeatedly. Especially
this type of dynamics is hard to cope with using the classical approaches. However,
these difficulties exist in real world scenarios and being able to react to them can
result in a great competitive advantage.

The Bremen Collaborative Research Centre CRC 637 “Autonomous Cooperating
Logistic Processes – A Paradigm Shift and its Limitations” tries to overcome these
kinds of problems by avoiding a strictly centralistic view and by passing control
capabilities to the logistic objects in order to make them smarter.

In this work, a communication-based approach will be introduced that incorpor-
ates autonomous units as a formal framework for modeling autonomous behaviors.
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A scenario taken from the transport logistics will demonstrate the usefulness of the
chosen approach: Unit loads arriving at consolidation points for further transporta-
tion are queued (see, e.g., (Cooper 1981) for an introduction to queueing theory)
according to their arrival time in a first come, first served manner but are scheduled
according to their own constraints. Often the order of arrivals is rather arbitrary and
does not reflect the real priorities of the transports to be accomplished. In addition,
transport orders can arrive at any time, so early scheduling cannot react accordingly.
Additionally, due to limited resources, the simultaneous transport of unit loads can
be impossible and can force loads to pause. Imagine a queue of 100 unit loads where
only one load at position 98 is having a hard time constraint to be met. Wouldn’t it
be fair to give this unit load the chance to be served first? In this case the load would
have to pay a higher transportation rate while the remaining loads’ disadvantages
can afterwards be compensated monetarily.

In this work, a negotiation- and market-based approach is chosen to reorganize
the processing of the queue in a decentralized way. For the sake of simplicity, this
approach does not take into account the transhipment times.

2 Autonomous Units

For the structuring of the logistic system, we consider autonomous units as a basic
entity having all means for modeling autonomous behavior of distributed entities.
Autonomous units are a generalization of the concept of transformation units as
studied in (Kreowski and Kuske 1999) and (Kreowski et al. 1997). They are a rule-
based instantiation of the idea of multi-agent systems (see, e.g. (Weiss 1999)) as
first introduced in (Knirsch and Kreowski 2000). A first discussion on the relation
of these concepts can be found in (Timm et al. 2007).

An autonomous unit consists of a goal g (formulated in a proper logic or lan-
guage), a set of identifiers U naming used autonomous units (that are imported in
order to use their capabilities), a set P of rules (also called productions) specify-
ing the operational capabilities, and some control condition c, which restricts the
possible orders of actions.

The goal g describes the unit’s intent. An autonomous unit acts in a specific en-
vironment, which it may change by applying a suitable rule from its productions P.
It may also use help from other units in U. A unit is considered autonomous in the
sense that the next action is rather based on a non-deterministic selection of a rule
or of an imported unit than on control from outside the unit. A simple unit would
always randomly decide on the next action. The control condition c provides the
means for realizing a more sophisticated form of autonomy. A control condition
may be very restrictive and thus eliminating the non-determinism completely or it
may leave some room for non-deterministic choice.

An autonomous unit is typically chosen to represent an autonomous entity of
the overall system to model. For this reason, a community of autonomous units is
defined as a system comprising an overall goal Goal, an initial environment Init
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(both formulated in a proper logic or language), and the set Aut of the autonomous
units that belong to the community.

Since the underlying rule-based concept of autonomous units is graph transfor-
mation (see e.g. (Rozenberg 1997)), the productions are graph transformation rules
and the environment is specified as a graph. The changes of the environment happen
in a well-defined way as application of graph transformation rules on the environ-
ment graph, yielding a rigorous formal operational semantics not only for a single
autonomous unit but also for the community as a whole. The sequential semantics
as discussed in (Hölscher et al. 2006b) is used if exactly one unit is performing an
action at any given point of time. The parallel semantics, where a number of actions
take place in parallel at the same time is investigated in (Kreowski and Kuske 2006).
The concurrent semantics (see (Hölscher et al. 2007) for a short introduction) is used
if there are no chronological relations between the acting units except for causal de-
pendencies. In the context of this work, we consider the sequential semantics, i.e.
the respective units act one at a time in sequential order.

3 Communication-based Dynamic Scheduling

3.1 Transport Networks

The sample scenario in this work is based on a simplified transport network. We
assume a number of consolidation points in German cities and unit loads (ULDs)
to be transported by trucks along road connections from one consolidation point to
another one. The main relations of each truck are fixed, i.e. the routing has been
arranged in advance as a regular service with timetables for each truck. Based on
the knowledge of these timetables, the routes of the ULDs have also been planned
in advance. What remains to be scheduled in our scenario is which of the waiting
ULDs are actually transported by the respective truck. We propose a negotiation
between the truck and the ULDs based on the payment of transportation rates.

In this scenario, trucks and ULDs are realized as autonomous units, called truck
unit and load unit, respectively. Thus, the underlying environment comprises the
consolidation points and their connections. This is modeled as a graph in a straight-
forward way. Now each truck unit and each load unit becomes part of the envir-
onment as a special truck resp. load node. Both kinds of autonomous units utilize
tour nodes for a representation of their planned tours (as introduced in (Hölscher
et al. 2006a). A truck tour is divided into tour sections, which are represented by
tour nodes that are connected to the source and target consolidation points of the
respective section. These tour nodes are labeled with the estimated time of depart-
ure, estimated time of arrival and the capacity for that tour section. A planned load
unit tour is represented by tour nodes in a similar way, except for the labels. Load
unit tour nodes are labeled with the weight of the ULD and a desired time of arrival
(which is ‘n.def’ in the case that it does not matter when the ULD arrives). Figure 1
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Fig. 1 Excerpt of a sample
transport network

shows an excerpt of a sample environment, with a truck that has started in Hamburg
at noon and drives via Bremen to Dortmund, estimated to arrive at 5pm. There is no
capacity left on the first tour section, since the truck transports the load unit lu1 and
others (which are not depicted for clarity). The capacity on the second tour section is
eight, since it is not yet negotiated which load units are transported on that section.
The load unit lu1 with a weight 2 has planned a tour from Hamburg to Dortmund
via Bremen, with no fixed arrival time. It is currently being transported from Ham-
burg to Bremen for a transportation rate of 4 (represented by an accordingly labeled
edge between the corresponding tour nodes). Another load unit lu4 with a weight
of five has planned a tour from Bremen to Dortmund with an arrival time not later
than 6pm.

3.2 Sample Negotiation

Now consider the following concrete situation. A truck with a load capacity of eight
has recently started its journey from Hamburg to Dortmund via Bremen, transport-
ing different ULDs. One of these is lu1, which has a weight of two and is scheduled
for further transport to Dortmund, while all the others are unloaded in Bremen. Add-
itionally three load units lu2, lu3, and lu4 with the respective weights 4, 2, and 5, are
queued for pickup in Bremen for transportation to Dortmund (here the position in
the waiting queue is represented by the indices, in the environment the queue is
represented by corresponding queue edges between the load unit nodes). ULDs are
queued in the order of their arrival at the consolidation point, resp. the arrival of
the corresponding transport order, preferring those ULDs that are already loaded on
a truck.

Now each load unit may make an offer for transportation to the desired truck
unit. The standard transportation rate in our simplified scenario is calculated to be
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the weight of the load unit multiplied by the transport time for the tour section in
hours given by the timetable (so lu2 would offer a rate of 4 ∗ 2 = 8). The offer is
inserted into the environment by a graph transformation rule, which inserts an edge
from the respective tour node of the load unit to the corresponding tour node of the
truck unit, labeled with the actual offer and a question mark. These offers have to be
made until the truck arrives at the consolidation point where the ULDs are queued.
The graph in the left-hand side of Fig. 2 shows an excerpt of the sample environment
after all load units that desire transportation from Bremen to Dortmund have made
their offers.

When the truck arrives at the consolidation point in Bremen, the corresponding
truck unit scans the offers of the load units respecting the queue order. In the con-
crete example, it will accept the ULDs lu1, lu2, and lu3, which will pay the overall
rate of 16 and moreover result in a full truckload. Technically this is achieved by
a truck rule, which considers the offer of every load unit in the order in which they
are queued. This rule is applicable, if the weight of a load unit is below or equal to
the remaining capacity of the tour section under consideration (skipping every load
unit with a weight that exceeds the currently remaining capacity for the tour sec-
tion). When applied, the rule replaces the edge labeled with the offer by a reversely
directed edge labeled with the same offer and an exclamation mark. If the rule is not
applicable anymore then there is not sufficient capacity left for additional load units.
The rejection of offers for those load units is handled by a truck rule, which replaces
all remaining offer edges with reversely directed edges labeled with the same offer
and ‘#’. This is depicted in the graph of the right-hand side of Fig. 2.

In the next step each load unit answers to the accepted or rejected offer. If a unit
accepts the truck’s decision it labels the corresponding edge with an additional
‘OK’. If it does not accept the decision of the truck, it labels the corresponding edge
with an additional ‘Not OK’. In our example, lu4 would not accept the decision, as
it has to be transported by the considered truck in order to arrive in Dortmund on
time. The left-hand side of Fig. 3 shows the situation in the environment after each
load unit has commented on the decision of the truck unit.

The truck unit may now fix the transportation schedule if all edges are labeled
with ‘OK’. If an edge is labeled as ‘Not OK’, then the truck unit may calculate a new

Fig. 2 Offers of load units and the truck unit
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Fig. 3 Comments of the load units and new offer of the truck unit

rate for the transportation of the corresponding load unit based on the potential re-
jection of other load units. The necessary amount to pay is calculated by the truck
as the missing amount compared to the full truckload plus one for every previously
accepted load unit that now has to be rejected. This additional amount is then paid
to the now rejected load units, so that they gain a small advantage for further negoti-
ations. In the concrete example, the transportation of lu4 with a weight of five would
only be possible by likewise rejecting lu2 and lu3, resulting in an overall payment
loss of two and the usually desired full truckload. In the given scenario, there is no
chance to transport lu4 and to get a full truckload. The necessary amount to pay
for lu4 is now calculated by the truck in the following way. In order to transport lu4,
the load unit lu2 definitely has to be rejected due to its weight. Because the load
unit lu1 is considered first in the queue (since it is already loaded onto the truck),
the load unit lu3 will also be rejected. This yields enough capacity in the truck to
transport lu4. The payment rate of lu1 is 4, a full truckload would amount to an over-
all transportation rate of 16 (the capacity of 8 multiplied by 2 hours). Therefore, the
load unit lu4 will have to pay a rate of 12 for compensating the difference compared
to the full truckload, and additionally one for every previously accepted and now
rejected load unit, in this case 2. Therefore, the overall sum in this example would
be 14. The much higher cost of 14 compared to 10 can be justified by the fact, that
this load unit has a higher urgency and is waiting for a much shorter time (as can be
seen by its position in the waiting queue). Technically the rule of the truck unit han-
dling this situation would replace the label of the corresponding edge with the calcu-
lated amount and a question mark (the direction of the edge makes it distinguishable
from a load unit’s offer). It would also mark the potential load units to reject with
a loop labeled ‘toReject’. The right-hand side of Fig. 3 depicts this situation.

If the load unit accepts the suggested payment, it can apply a rule which adds
‘OK’ to it. This in turn makes a rule of the truck unit applicable, which replaces the
corresponding question mark by an exclamation mark. It also marks the previously
flagged load units as rejected by replacing ‘!OK’ with ‘#’ in their corresponding
edge labels and removing the loop edges labeled ‘toReject’. The situation of the
concrete scenario is depicted in the left-hand side of Fig. 4.
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Fig. 4 Accepting a recalculated offer and finishing the negotiation

Now every rejected load unit again comments on the new decision by adding
‘OK’ or ‘Not OK’ to the corresponding edge labels. In the case of the concrete
scenario, lu2 and lu3 would accept the truck’s new decision, because they have no
fixed arrival time and thus can wait for a later truck. In this case, the negotiation is
considered finished which is handled by a rule of the truck unit. The application of
this rule labels the edges connecting the truck tour node and the tour nodes of the
transported load units with the negotiated transport rate and additionally ‘transport’.
The edges connecting the truck unit’s tour node and the tour nodes of the rejected
load units’ tour nodes are removed. The right-hand side of Fig. 4 shows this situa-
tion.

However, if a previously accepted and now rejected load unit would disagree
with the new situation, it would again add ‘Not OK’ to the respective edge label.
Then the truck would in turn recalculate the now necessary amount to overrule the
current proposition. This recalculation is done as before plus one for every negoti-
ation round in order to avoid repeated transportation rates. An endless negotiation
is not possible due to the fact, that the transportation rates are increasing with every
negotiation round and every load unit has only a fixed amount at its disposal (and is
of course not allowed to accept a transport rate which exceeds its own budget). An
alternative could be the restriction of a maximum number of offer and accept/reject
steps.

4 Conclusion

In this paper, we presented an approach to the intelligent scheduling of transports
using communicating autonomous units. All logistic entities are represented by au-
tonomous units having their own goals, their own capabilities, and their own control
devices. It turned out that compared to traditional scheduling a sophisticated support
of decentralized decision-making can significantly contribute to the performance of
the overall system.

Autonomous units are a formal framework still under development. One aim is
to use the formal framework to prove properties of the system and its components
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in general. An interesting aspect to prove in the context of the mentioned situations
is the fact that every load unit will be transported to its final destination in time
(provided that the overall constraints like capacities and timetables permit this).

Future work will regard extensions of the rather simple negotiation presented
in this paper. Aspects like customer retention, transhipment costs, and competition
between different logistic companies have to be considered for the negotiation to be-
come more realistic. The possible effects on stability aspects, as investigated in e.g.
(Scholz-Reiter et al. 2005), have to be considered. Alternative queueing techniques,
as proposed in e.g. (Scholz-Reiter et al. 2006) should also be investigated.

A simulation tool that realizes executable autonomous units is currently being
implemented. Once this tool is available, different negotiation concepts will be
simulated and compared.

Although we presented a merely theoretical modeling concept, the prerequisites
for a practical realization are already met (see, e.g., (Jedermann et al. 2006)).
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Abstract We consider a deployment problem from transportation logistics that re-
quires a repeated update of an existing transportation plan. The system load varies
significantly and unpredictable over time. In order to consider modifications of
the decision premises we propose to adjust reactively the used decision model for
a transport planning problem. Since the transportation plan update instances are rep-
resented in terms of an optimization problem we try to adapt the objective function
as well as the constraint set in order to inject up-to-date problem knowledge into the
formal problem representation. Furthermore, we provide a comprehensive report
and comparison about the numerical results observed in simulation experiments and
describe the different impacts of adapting the objective function and the constraint
set of the model.

1 Introduction

This article is about different strategies to adapt automatically a decision model to
a changed problem situation. By means of an example from transportation logistics,
we assess two strategies for implementing recent knowledge about a volatile deci-
sion problem into an optimisation model representing the problem at hand: Adapta-
tion of the constraint set and adjustment of the objective function.

Section 2 introduces the considered decision problem. Section 3 describes the
proposed model adaptation strategies. Section 4 describes the experimental setup
and reports the achieved numerical results.

2 Vehicle Scheduling Problem

The problem we are investigating in this contribution generalises the common ve-
hicle routing problem with time windows (Solomon, 1987) in three aspects.

H.-D. Haasis et al., Dynamics in Logistics 341
DOI: 10.1007/978-3-540-76862-3, © Springer 2008



342 J. Schönberger, H. Kopfer

a) Soft Time Windows. Lateness at a customer site is possible but causes penalty
costs. Although a particular request is allowed to be late, the portion ptarget of the ft
requests completed in [t−; t] and expected to be completed in [t; t+] must be in
time. Let f comp

t be the number of the requests completed timely within the last t−
time units and let f expec

t be the number of punctually scheduled requests within the
next t+ time units, then pt := (f comp

t + f expec
t )/(ft) ≥ ptarget has to be achieved.

b) Subcontracting. Logistics service providers (LSP) are paid for the reliable
fulfilment of selected requests. An LSP receives a certain amount of payment for
this service and ensures that the request is fulfilled within the specified time win-
dow. A subcontracted request remain unconsidered while constructing the routes for
the own vehicles. If a request has been subcontracted then this decision cannot be
revised later on.

c) Uncertain Demand. Only a subset of all requests is known to the planning
authority at the time when the decision concerning subcontracting is made and the
routes for the own vehicles are generated. The planning authority decides about
subcontracting or self-fulfilment of a request as soon as it becomes known.

Decision model. A transportation plan describes how the known requests are
fulfilled. Subsequently arriving requests are accepted and handled by updating the
existing transportation plan. A sequence of transportation plans TP0, TP1, TP2, . . .
is generated reactively at the ex ante unknown update times t0, t1, t2, . . . and each
single transportation plan is executed until it is updated. It is aimed at keeping the
costs for the execution of the additional requests as low as possible but, on the other
hand, to provide a sufficiently high reliability within the request fulfilment.

A single request r attains consecutively different states. Initially, r is known but
not yet scheduled (F). Then, r is assigned to an own vehicle (I) or subcontracted (E).
If the operation at the corresponding customer site has already been started but not
yet been finished the state (S) is assigned to r. The set R+(ti) is composed of addi-
tional requests released at time ti. Requests completed after the last transportation
plan update at time ti−1 are stored in the set RC(ti−1, ti). The new request stock R(ti)
is determined by R(ti) := R(ti−1)∪R+(ti)\RC(ti−1, ti) and the set RX(ti) contains all
currently available requests belonging to the state X ∈ {F,E, I,S}.

The transportation plan update problem at time ti is as follows. Let V denote set
of all own vehicles, Pv(ti) the set of all routes executable for vehicle v and let P(ti)
denote the union of the sets Pv(ti)(v ∈ V). If the request r is served in path p then the
binary parameter arp is set to 1, otherwise it is set to 0. A request r, already known
at time ti−1 that is not subcontracted in TPi−1 is served by vehicle v(r) according to
TPi−1. The travel costs associated with route p are denoted as C1(p) and C2(p) refers
to the penalties associated with p. Finally, C3(r) gives the subcontracting costs of
request r.

We deploy two families of binary decision variables. Let xpv = 1 if and only if
path p ∈ P(ti) is selected for vehicle v ∈ V and let yr = 1 if and only if request r is
subcontracted.

∑
p∈P(ti)

∑
v∈V

(
C1(p)+ C2(p)

)
xpv + ∑

r∈R(ti)
C3(r)yr → min (1)
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∑
p∈Pv(ti)

xpv = 1 ∀v ∈ V (2)

xpv = 0 ∀p /∈ Pv(ti),v ∈ V (3)

yr + ∑
p∈P(ti)

∑
v∈V

arpxpv = 1 ∀r ∈ R(ti) (4)

yr = 1 r ∈ RE(ti) (5)

∑
p∈Pv(r)

arpxpv(r) = 1 ∀r ∈ RS(ti) (6)

The overall costs for TPi are minimised (1). One route is selected for each ve-
hicle (2) and the selected path p is realisable by vehicle v (3). Each single request
known at time ti is served by a selected vehicle or given away to an LSP (4) but
a once subcontracted request cannot be re-inserted into the paths of the own vehi-
cles (5). An (S)-labelled request cannot be re-assigned to another vehicle or LSP (6).

Test cases. The construction of artificial test cases from the Solomon instances
(Solomon, 1987) is described by Schönberger and Kopfer (2007). In these scenarios,
demand peaks that represent significant changes in the decision situations interrupt
balanced streams of incoming requests. Two fulfilment modes are available for each
request: self-fulfilment and subcontracting. The costs for the first mode are nor-
malized to 1 monetary unit for each travelled distance unit. For each subcontracted
distance unit α monetary units have to be paid to the LSP. Each single request r
causes overall costs of Fr := C3(r) monetary units calculated by multiplying the
distance between the LSP depot and the customer site location of r with α .

3 Online Decision Strategies

We use the Memetic Algorithm (MA) scheduling framework introduced in Schön-
berger (2005) for the repeated update of the transportation plans. Whenever new
requests are released then the MA is re-called in order to produce an updated trans-
portation plan. This approach is a realisation of the generic online optimisation con-
cept (Krumke, 2001). Is referred to as NONE because neither the search space nor
the objective function are adapted to current situations.

Search Space Adaptation. The severeness of the consecutively solved optimiza-
tion models changes due to the variation of the system load. In order to consider load
modifications, we enforce the subcontraction if the currently observed punctuality
pt falls below the desired least punctuality ptarget.

A continuous piece-wise linear control function h that is equal to 1 if pt ≤ ptarget−
0.05,0 if pt ≥ ptarget + 0.05 and that falls proportionally from 1 down to 0 if pt

increases from ptarget − 0.05 up to ptarget + 0.05 is used in order to determine the
intensity of the enforcement of the fulfillment mode “subcontraction”. Therefore,
at first we select randomly the portion h(pt) of R+(t) and the fulfillment mode of
the selected requests (collected in Rpre(t)) is pre-select as “subcontraction”. It is
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not allowed to change the selected mode anymore so that we have to replace the
constraint (5) by the new constraint (7).

yr = 1 r ∈ RE(ti)∪Rpre(ti) (7)

Since the constraint (7) is adapted with respect to the current punctuality, this
online decision strategy is referred to as Constraint Set Adaptation (CSAD).

Search Direction Adaptation. An adaptation of the cost coefficient in the ob-
jective function (1) leads to a re-valuation of the costs. This adjustment corresponds
to the adaptation of the search direction of the used solver. In order to enable such
a search direction adaptation (SDAD), the objective function (1) is replaced by the
function (8) and the coefficient fi is set to f0 = 1 and fi = 1 + αh(ptt).

∑
p∈P(ti)

∑
v∈V

fi
(
C1(p)+ C2(p)

)
xpv + ∑

r∈R(ti)
C3(r)yr → min (8)

As long as the punctuality is sufficiently large (pti ≥ ptarget + 0.05) both fulfil-
ment modes are weighted only by the original costs. As soon as the punctuality de-
creases fi increases and if pti has reached an unsatisfactory level (pti ≥ ptarget−0.05),
then fi = 1 + α , which means that in (8) the costs for subcontraction are weighted
less than the self-entry costs. After the coefficient has been adjusted, the updated
model is solved and is used for the generation of a transportation plan update.

4 Numerical Experiments

Experimental setup. We deploy a piece-wise linear penalty function, which is 0 for
delays shorter than 10 time units and which increases proportionally up to a maximal
value of 25 money units for delays longer than 100 time units. The target punctuality
is set to ptarget = 0.8.

We perform experiments for different tariff levels α ∈{1,1.25,1.5,1.75,2,and3}
(α = 1 represents a fair and comparable LSP tariff which leads to the same costs
as in the case of self-fulfillment). Requests are taken from the Solomon instances
R103, R104, R107, R108. Each of the |{R103, R104, R107, R108}| · |{1, 1.25, 1.5,
1.75, 2,3 }|· |{NONE, CSAD, SDAD}|= 72 scenarios is simulated three times lead-
ing to overall 216 performed simulation experiments. Here, we report the average
results observed for each scenario. For analysing the impacts of the objective func-
tion adaptation and the constraint set adaptation with respect to the tariff level α
and the decision policy ε ∈ {NONE,CSAD,SDAD}, we first calculate pt’s maxi-
mal decrease δ (ε,α) := mint≥1500(pt(ε,α)/p1000(ε,α)) after the demand peak’s
start.

Let Tbelow
ε,α denote the first time in which p target is not achieved and Theal

ε,α refers
to the time in which ptarget is finally re-achieved. We define π(ε,α) := (Theal

ε,α −
Tbelow

ε,α )/(4000) as the percentage of low quality situations (pt < ptarget) within the
observation interval [1000,5000].



Autonomously Controlled Adaptation of Formal Decision Models 345

Beside the effects on the process reliability, we have recorded the resulting pro-
cess costs. Let Cε,α (t) denote the cumulated overall costs realized up to time t. In
order to quantify the impacts of tariff level rising, we calculate the relative growth
c(ε,α) := (Cε,α (5000))/(Cε,1(5000))− 1 caused by increasing freight tariffs. To
compare the impacts of the cost criteria in the mode decision, we calculate the cost
increase r(ε,α) := c(ε,α)/c(NONE, α)− 1 caused by switching from NONE to
CSAD and SDAD. Similarly, we calculate the relative growth of the travel costs
cint(ε,α), of the subcontracting costs cext(ε,α) as well as of the penalty costs
cpen(ε,α). The contribution of the travel costs to the overall costs is defined as
mint(ε,α) := Cint

ε,α (5000)/Cε,α(5000) (the portion mext(ε,α) of the subcontract-
ing costs as well as the portion mpen(ε,α) of the penalties are determined in the
same way).

Simulation Results. Independently from the used strategy ε , the reliability de-
creases if the freight level α is increased. A severe decrease of δ (ε,α) is observed
for increasing α . The application of CSAD as well as SDAD leads to values of
δ (ε,α) above 91 %. However, SDAD seems to be able to keep δ (ε,α) on a slightly
higher level than CSAD (Table 1).

The percentage of situations with a punctuality below ptarget increases if the tariff
level is lifted by the tariff level increase but the application of a model adaptation
defers the occurrence to higher tariff levels (Table 2).

The increase in the service level is mainly based by an extension of the LSP
incorporation. The results in Table 3 show that the application of CSAD as well as
SDAD leads to an increase of σ(ε,α).

CSAD and SDAD overrule the cost criteria in the mode selection for α>1 so that
additional costs occur. Table 4 shows that SDAD leads to significantly less addi-
tional costs (10.9%) than the application of CSAD (49.8%). However, the severe-
ness of the cost increase after an increase of the freight tariff level is quite different
in the three strategies (Table 5).

Table 1 Minimal punctuality δ (ε ,α)

ε α
1 1.25 1.5 1.75 2 3

NONE 98.0% 97.0% 93.6% 80.7% 81.5% 72.0%
CSAD 92.9% 96.4% 93.6% 93.5% 93.3% 91.1%
SDAD 99.0% 97.0% 95.6% 96.1% 93.1% 92.2%

Table 2 Percentage π(ε ,α) of replanning situations with a punctuality below ptarget

ε α
1 1.25 1.5 1.75 2 3

NONE – 5.0% 15.0% 42.5% 42.5% 47.5%
CSAD – – 5.6% 8.3% 13.9% 19.4%
SDAD – – – – 5.0% 7.5%
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Table 3 Maximal quote of subcontracted requests σ (ε ,α)

ε α
1 1.25 1.5 1.75 2 3

NONE 18.8% 13.5% 9.6% 10.9% 5.7% 9.3%
CSAD 21.2% 17.1% 20.0% 20.2% 20.3% 20.9%
SDAD 21.9% 17.1% 16.0% 15.2% 15.5% 16.5%

The overall costs are split into three cost drivers: travel costs (int), subcontract-
ing costs (ext) and penalties (pen) as shown in Table 6. Independently from the
applied adaptation strategy, the highest cost increase is caused by additional penalty
costs. The second highest cost driver is the travel costs. However, the highest dis-
crepancies are observed for the subcontracting costs. In the NONE experiment,
the pure cost-based decision strategy disqualifies the subcontracting mode as more
as the tariff level is increased. At the end (α = 3), the external costs have been
reduced by 91.4 %. If the search direction is adapted in the SDAD experiment

Table 4 Cost increase r(ε ,α) after switching from NONE to CSAD or SDAD

ε α
1 1.25 1.5 1.75 2 3

CSAD 2.8% 11.4% 17.3% 23.1% 25.5% 49.8%
SDAD 4.6% 8.2% 7.5% 6.8% 5.9% 10.9%

Table 5 Increase c(ε ,α) of the cumulated overall costs

ε α
1 1.25 1.5 1.75 2 3

NONE 0.0% 4.9% 13.6% 20.4% 27.6% 43.0%
CSAD 0.0% 13.8% 29.6% 44.3% 55.7% 108.5%
SDAD 0.0% 8.6% 16.7% 23.0% 29.2% 51.7%

Table 6 Cost increase

ε α
1 1.25 1.5 1.75 2 3

NONE cint(ε ,α) 0.0% 70.0% 119.5% 148.7% 167.1% 206.4%
cext(ε ,α) 0.0% –45.1% –67.0% –77.6% –80.8% –91.4%
cpen(ε ,α) 0.0% 93.3% 141.4% 182.6% 237.3% 430.0%

CSAD cint(ε ,α) 0.0% 50.3% 87.8% 115.9% 132.6% 154.1%
cext(ε ,α) 0.0% –10.7% –8.5% –1.7% 6.7% 78.3%
cpen(ε ,α) 0.0% 78.1% 113.7% 129.2% 140.4% 182.9%

SDAD cint(ε ,α) 0.0% 39.0% 66.1% 90.5% 106.8% 137.1%
cext(ε ,α) 0.0% –7.8% –9.9% –13.1% –12.3% 5.8%
cpen(ε ,α) 0.0% 56.7% 92.4% 119.2% 137.9% 182.1%
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then the subcontracting cost increase is rather small but if the constraint set is
adapted then the promotion of this fulfilment mode leads to additional subcontract-
ing costs of 78.3 %. As long as the freight tariffs are comparable (α = 1,1.25),
the LSP costs contribute mostly to the overall costs independently from the ap-
plied strategy ε . For higher freight tariffs, travel costs of the own vehicles be-
come the most important cost driver in the NONE-experiment but if the decision
model is adapted then LSP charges as well as travel costs contribute similarly to
the overall costs although CSAD leads to a higher contribution of LSP charges (Ta-
ble 7).

In order to understand the different costs, we have analysed the recorded con-
trol function values h(t) in the CSAD as well as in the SDAD experiment. Figure 1
shows the intervention intensities for CSAD (dashed bold line) and SDAD (continu-
ous bold line). Although the CSAD control function produces a lower average value

Table 7 Split of costs

ε α
1 1.25 1.5 1.75 2 3

NONE mint(ε ,α) 39.8% 64.5% 76.9% 82.2% 83.3% 85.2%
mext(ε ,α) 57.2% 29.9% 16.6% 10.6% 8.6% 3.4%
mpen(ε ,α) 3.1% 5.6% 6.5% 7.2% 8.1% 11.4%

CSAD mint(ε ,α) 36.0% 47.6% 52.1% 53.9% 53.8% 43.9%
mext(ε ,α) 61.2% 48.1% 43.2% 41.7% 41.9% 52.3%
mpen(ε ,α) 2.8% 4.4% 4.6% 4.4% 4.3% 3.8%

SDAD mint(ε ,α) 32.3% 41.3% 45.9% 50.0% 51.7% 50.5%
mext(ε ,α) 65.7% 55.8% 50.7% 46.4% 44.6% 45.8%
mpen(ε ,α) 2.0% 2.9% 3.3% 3.6% 3.7% 3.7%

Fig. 1 Control function values and self entry quotes observed in the α = 3 experiment
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than the SDAD control function, the amplitude of the CSAD control function oscil-
lation is quite larger than the amplitude of the SDAD control function oscillation.
This might be a reason, why CSAD leads to more intensive subcontracting usages
with a lower number of requests served by own vehicles.

With respect to the costs, SDAD dominates CSAD (cf. Tables 4 and 5), however,
CSAD is able to enforce the subcontracting of requests to a larger extend (cf. Ta-
ble 3). This might be an idea to combine SDAD and CSAD into a common strategy
that uses SDAD mechanisms to heal small punctuality deficiencies and that employs
CSAD capabilities to correct severe punctuality decreases.

5 Conclusions

We have analysed an evolving decision problem from transportation logistics. In
order to implement ex ante unknown problem knowledge into the formal model
decision, we have proposed extensions to the general online optimization frame-
work that allow the contextual formulation of the instances in an online optimization
problem. Within comprehensive numerical experiments, we have proven the general
applicability of the adaptation strategies and a comparison has been carried out. Fu-
ture research will address the combination of the so far separately used adaptation
strategies.
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Abstract Due to the growing complexity of logistic processes, “Autonomous Co-
operating Logistic Processes” are considered as a way to handle this complexity
growth (Scholz-Reiter et al. 2004). In this concept, knowledge and decisions are dis-
tributed among the participants of the logistic process. Vehicles and goods become
intelligent, interactive, and capable of deciding about how to achieve their aims.
Logistic components may have common aims, e.g., several goods that are at the
same location and have the same destination. In such a case, it can be sensible to
form communities of those components and determine a community leader that acts
on behalf of all members. It is expected that thereby, the required communication
among the logistic components can be optimized.
This paper identifies challenges in the area of communication that arise from the
distributed decision process and the interacting components. An approach to form
clusters among the goods is proposed to address these challenges.

1 Introduction

The increasing complexity in logistic processes together with rising dynamics has
resulted in embedding new technologies or paradigms in the logistic domain. Au-
tonomous Cooperation (AC) is one of the growing paradigms that has witnessed
tremendous upsurge in recent years for handling this dynamism and complexity.
This paradigm shift is facilitated by the availability of a wide range of informa-
tion and communication technologies that can be utilised to devolve decision mak-
ing down to the level of a vehicle and indeed the individual item in the logistic
chain [1],[2]. The implementation of AC aims at a flexible self-organizing system
structure that is able to cope with the dynamics and complexity while maintaining
a stable status [3]. Thus, logistic entities can be defined as items that have the ability
to interact and communicate with other entities in the logistic network. Software
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agent technology is said to provide the means of creating autonomous, intelligent
and social software entities capable of supporting autonomous decision making by
sharing and interacting with each other. The distribution of planning and decision-
making to autonomous components is a widely accepted promising solution to han-
dle complex problems [4]. The motivation comes from the fact that the agent-based
systems reflect the distributed nature and are able to deal with the dynamics of exe-
cution and planning on the real-time settings [5]. In case of large networks with
large number of logistic entities it may result in substantially large communica-
tion. So the key challenge is the reduction in the amount of communication to bring
about autonomous cooperation in a logistic network. So an approach of clustering
the packages first and then routing to finally reach their destination has been intro-
duced in this paper and a result on amount of communication traffic is presented
with analytical formulations.

2 Routing and Clustering Approach

In case of transport logistics, AC means that the vehicles and goods are able to act
independently according to their objective such as vehicles try to achieve aims such
as cost efficiency while the goods aim to find a fast path to their destination. As
the goods need to be transported by vehicles, there is an interdependence between
the goods’ and the vehicles’ decisions. In order to deal with this interdependence,
the “Distributed Logistic Routing Protocol” (DLRP) was proposed in [6]. In this
protocol, information retrieval is done using route request and route reply messages.
In large networks, the route request and route reply messages cause a significant
amount of communication traffic. If goods with similar aims can be combined into
a community with one “speaker”, a reduction of this traffic is expected.

Logistic entities are represented by software agents, and the solution proposed to
reduce the communication traffic is the approach of clustering these logistics entities
(software agents). The objective is to cluster the logistic entities which have com-
mon goals like packages having the same destination, type of packages etc shown
in Fig. 1. Organizing logistical entities into clusters can reduce the communication
overhead associated with each of the individual entities and provide scalable solu-
tions. The data associated with the package agent (like the destination ID) can be
used as a reference to form clusters by performing intra-communication (commu-
nication within packages of same destination) and inter-communication (commu-
nication between various cluster-heads). Once the cluster is formed, a cluster-head
can be selected to act on behalf of the cluster members instead of the individual en-
tity communicating with each other. Thus, the cluster-head will be the information
pool which can negotiate with other entities, for example vehicles. Hence, once the
vehicle gets the knowledge of a particular cluster via a cluster-head, it can decide
which route is appropriate to reach the destination.
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Fig. 1 Transportation Logistics: Clustering of Logistic Entities

This paper addresses the measure of communication traffic analytically with the
approach of clustering and routing of logistic entities. Clustering has been a research
topic in various fields of communication networks like sensor networks, ad-hoc net-
works where all deal with the problem of energy saving (battery life) by reduc-
ing communication [7]. The underlying problem in all domains is the same; given
a number of objects, a cluster should be created, such that items in the same cluster
are more similar to each other than they are to items in other clusters. Since mo-
bile agents are autonomous and intelligent they can be used for creating dynamic
and adaptive clusters in a logistical network. So the algorithms applied in the pre-
viously mentioned fields can be mapped to logistic networks. For mapping of these
algorithms from communication networks, it is necessary to identify where these
networks are similar and where they are different.

Clustering can be applied at various levels in a logistical network. Clustering of
the packages can be done based on common destinations or type of objects like
food, clothing etc. Clustering can also be done by the cities depending on the route
taken by the vehicle, or the vehicles itself based on the material they are carrying or
destination to where they are travelling via a certain route.

3 Scenario Description

In this paper, a semi-autonomous scenario is assumed first concentrating on the
cluster formation and then routing of the logistic entities. The packages are clus-
tered based on their common destinations. Once the clusters of packages are formed
and the cluster-heads nominated (selection of cluster-heads based on different crite-
ria like large lifetime, delivery date etc.), the cluster-heads will initiate the routing
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procedure instead of the individual packages. The amount of communication traffic
for the routing procedure with and without-clustering of the packages is measured
and compared analytically based on the number of messages exchanged.

3.1 Messages Sent during Clustering

In the clustering procedure, the logistical entities involved are the package agents,
the associated vertex (Distribution Centre), and the cluster-heads (after the selec-
tion procedure). The messages exchanged between the packages, vertices and the
cluster-heads are presented in the Fig. 2. In the initial stage, we assume that, once
the package (agent) arrives at its associated vertex, it sends a registration request
(RegReq) and gets back a registration acknowledgement (RegAck). The associated
vertex on sending acknowledgement looks out for the cluster which has the same
destination as for the presently arrived package. Once it finds that the newly ar-
rived package has no clusters based on this destination, it forms a new cluster based
on that destination and selects the present package as the cluster-head sending it
a message (CHAnn). In case it has a cluster with the same destination, its sends the
cluster-head information (CHInfo) of that cluster to the package so that it can regis-
ter itself with that cluster (CRegReq). In addition, the cluster-head will send back
the acknowledgement (CRegAck). The message cluster completion (CComplete) is
considered in this scenario based on the cluster size assumed.

Fig. 2 Messages for Clustering

4 Communication Traffic for Clustering

The total amount of communication traffic for clustering taking into account some
assumptions of the message exchange, the number of packages, the number of des-
tinations, the number of clusters and cluster size are presented below.
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4.1 Representation and Assumption

Number of packages stored in a DC = N packs
Number of destinations = N dests
Number of Clusters = N Clusters
Cluster size = Cl size
Total number of Register Request (RegReq) = N packs
Total number of Register Acknowledge (RegAck) = N packs

Cluster-head Announcement/Information:
Total number of Cluster-head Announcements (CH Ann) = N dests
Total number of Cluster-head Information (CH Info) = N packs – N dests

Clustering Process:
Total number of Cluster Register Request (CRegReq) = N packs – N dests
Total number of Cluster Register Acknowledge (CRegAck) = N packs – N dests

Total Clustering Volume = 5 ∗N packs−2 ∗N clusters
where N clusters = N dests∗ �N packs/(N dests∗Cl size)�

4.2 Messages Sent during Routing

During the routing process in DLRP, the entity (package or vehicle) that performs
the routing generates a high amount of data traffic. As there are usually more
packages than vehicles and clustering should be applied to the packages, only the
package routing is covered in the following. The routing process is illustrated by
the Fig. 3.

Fig. 3 Messages for Routing
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The routing starts with two queries to the associated vertex and the corresponding
responses. These queries inform the package about some initial parameters such as
destination, associated vertex etc that it needs for the routing. Then the package
sends a route request (RREQ, exactly one) to its associated vertex, which in turn
adds some data to the request and forwards it to all neighbour vertices, thus it is
multiplied by the vertex’s branching factor, which states how many neighbours are
available as recipients of the forwarded route request. This is continued until the
request reaches the destination or its hop limit. A route reply (RREP) is then sent
back for each request that reaches the destination.

Assuming an average branching factor b and an average route length of l hops,
the amount of route replies is bl−1, while the total number of route requests sent in

the network is
l−1
∑

i=0
bi.

After having received the route replies, the package decides the route and an-
nounces it to the affected vertices, which leads to other l route announcements
(RANN) per route, so if the package announces n alternative routes, the total number
of route announcements is nl.

For a small logistic network with a branching factor of 3 and packages choos-
ing 3 alternative routes, an average route length of 4 would correspond to 40 route
requests and 27 route replies for a single routing process, as depicted in Fig. 5. If
for a network the average route length is just one more i.e. 5 then this would lead to
huge increase in routing traffic (121 route requests and 81 route replies).

In the case where each package routes individually, each package generates this
amount of messages. In contrast, if the routing is only done by one cluster head
instead, only the cluster head generates the messages. Therefore, clustering brings

Fig. 4 Communication traffic vs. Number of packages
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Fig. 5 Communication traffic vs. Route length

a reduction of routing messages by a factor of Cl size when compared to the non-
clustered case.

The assumptions with respect to number of packages, number of vehicles is pre-
sented in the Table 1.

Table 1 Parameters for Clustering and Routing

Parameters Representation Value

Number of Packages N packs
Min 50
Max 500

Number of Destinations N dests 5

Route Length l
Min 3
Max 7

Branching Factor b
Min 1
Max 8

Number of alternate routes n 3

Cluster size Cl size
Min 2
Max 20

5 Results

The results depicted in Figs. 4, 5 and 6 give the total amount of communication
traffic taking into account clustering and routing messages for varying number of
packages, route length, and branching factor, respectively. The set of curves are
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Fig. 6 Communication traffic vs. Branching factor

presented for the parameters such as Without clustering, varying Cluster size, and
No cluster size limit. As seen in Fig. 4 the communication traffic goes on increasing
linearly with increasing number of packages and is of maximum value in the case
Without Clustering, while the communication volume decreases gradually with the
increase in the cluster size. Figure 5 depicts the results for varying route length,
and it is observed that the communication traffic has its maximum value in case of
Without clustering and the result is similar for the case of varying branching factor
as presented in Fig. 6. This implies that as the route length and branching factor
increases the amount of communication traffic increases substantially but not as
high as compared to the increase in the number of packages.

Hence, it can be concluded that clustering of the entities helps in reducing the
communication volume depending on the size of the clusters. The larger the cluster
size, the less the communication between the logistical entities will be as only one
of the members needs to communicate on behalf of all others whereas there will
be a slight increase in the communication within the cluster members to form the
clusters.

6 Summary and Outlook

In this paper, the communication-related challenges of autonomous cooperating lo-
gistic processes were briefly introduced, and a cluster-based approach to reduce
the communication volume was proposed. Some results are presented with respect
to the communication volume with varying number of packages, route length, and
branching factor. This approach will be investigated by simulation in the near future,
expecting a significant improvement in communication efficiency.
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Application of Small Gain Type Theorems
in Logistics of Autonomous Processes

Sergey Dashkovskiy, Björn Rüffer, Fabian Wirth
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Abstract In this paper we consider stability of logistic networks. We give a stability
criterion for a general situation and show how it can be applied in special cases. For
this purpose two examples are considered.

1 Introduction

The control of one processing machine or a small plant of several machines can be
performed by one (central) control unite. A control can be designed in such a way
that a production process is stable in the sense that the number of parts waiting
in the buffer of the machine to be processed remains bounded. In case of a plant
we can speak of the number of orders to be complete. Such number describes the
state of a system. In case of large systems a centralized control becomes unflexi-
ble and may be even impossible. One of the possible solutions is the introduction
of autonomous control (Scholz-Reiter et al., 2007a), i.e., to allow single parts or
machines to make decisions. Modelling of some simple scenarios with autonomous
control by means of differential equations have been given in (Dachkovski et al.,
2005), (Scholz-Reiter et al., 2007b). Due to globalization many enterprizes begin to
influence each other, to cooperate or merge together. Large logistic networks appear
in this way. The question arises, under which conditions such networks are stable.
Since the behavior of logistic processes is often nonlinear a suitable stability notion
is the input-to-state stability (ISS) defined below. In this paper we will give a stabil-
ity criterion for such logistic processes modelled by differential equations. Complex
logistic processes are often described and modelled with help of graphs. A nodes of
a graph may represent a processing machine or a plant in case of production logis-
tics as well as a traffic junctions or a warehouse in case of transport logistics. The
edges of the graph describe the connections or relations between the nodes. The sta-
bility property is very important for the design of logistic networks. This property
ensures that the state of the whole system remains bounded for bounded external
inputs. There are several stability criteria of a small gain type in the literature in
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the last decade (Jiang et al., 1994), (Jiang et al., 1996), (Dashkovskiy et al., 2007a).
Here we going to show how such theorems can be applied for the investigation of
stability properties of logistic networks with autonomous control. For this purpose
we consider two examples to show the essence and the method of usage of the small
gain criteria. Some simulation results will be also presented.

2 Motivating example

Let us consider a network of car production. The first node Σ1 receives the orders of
customers. Depending on the customer wishes the order is then forwarded to a plant
Σ4 where the car will be completed or the preparatory steps in Σ2 and/or Σ3 are
needed. The car is then supplied to one of the distribution centers Σ5 or Σ6. The
corresponding graph of the network is given in Fig. 1. The state of a plant is often
model by differential equations (Armbruster et al., 2006), (Helbing et al., 2004). Let
the following system on describe the evolution of states of the nodes.

ẋ1 = u− ax1 + b
√

x1

1 + x2 + x3
(1)

ẋ2 =
1
3

ax1 + b
√

x1

1 + x2 + x3
+

1
2

min{b3,c3x3}−min{b2,c2x2} (2)

ẋ3 =
1
3

ax1 + b
√

x1

1 + x2 + x3
+

1
2

min{b2,c2x2}−min{b3,c3x3} (3)

ẋ4 =
1
3

ax1 + b
√

x1

1 + x2 + x3
+

1
2

min{b2,c2x2}+ min{b3,c3x3}−min{b4,c4x4} (4)

ẋ5 =
1
2

min{b4,c4x4}− c5x5 (5)

ẋ6 =
1
2

min{b4,c4x4}− c6x6 (6)

Fig. 1 Graph structure of the
logistic network



Application of Small Gain Type Theorems 361

One can check that each subsystem is ISS using ISS Lyapunov functions Vi(xi) = xi,
see (Dashkovskiy et al., 2006) and (Dashkovskiy et al., 2007b), where the gains are
also found. However the interconnection of these systems is not always stable. The
small gain condition can be applied for these systems. It imposes certain restrictions
on the constants a,bi,ci in the equations. See (Dashkovskiy et al., 2007b) for details.
A numerical procedure was developed there to check the small gain condition lo-
cally. The procedure was applied for the stability investigation of the system (1–6).
The motivation for influx and outflux terms is similar as in the example with two
nodes, which we consider in detail in the next section.

3 Feedback loop as a two nodes network

We consider two stations processing parts coming from outside to the first station
and forwarded to the second one after being processed there. After the processing
on the second station the parts leave the network. The arrival process of parts is de-
scribed in terms of the time varying arrival rate function u = u(t) which can be con-
sidered as a result of another autonomous process. There are queues of length x1(t)
and x2(t) in front of each station. The stations are considered to be self-controlled,
i.e., able to increase or decrease their processing rates depending on certain circum-
stances, as for example current arrival rate, own queue length or the queue length
of the neighbor. Such a system can be modelled with help of differential equations.
Let be b1 = b1(t,u,x1,x2) and b2 = b2(t,u,x1,x2) the processing rate of the corres-
ponding station. Then the current state of the system, i.e., the queue lengths, is then
given as the solution of the following differential equations

ẋ1 = u−b1, (7)

ẋ2 = b1 −b2. (8)

For our limited purpose it is enough to consider such a feedback loop. However it
can be considered as a part of a more complex network.

3.1 Interpretations

Here we give some possible interpretations of the scenario. Consider a container
ship being offloaded at a container terminal. The autonomous containers on the ship
arrive to the offloading facility (the first station) in a certain rate u determined by
their internal rules. The offloading facility consists of several cranes, each of them
has several operating regimes. For example if the queue is short not all of them
need to be active. If the queue becomes longer they are able to switch themselves
to a faster regime. A desired processing rate can be achieved in this way. After
offloading a container arrives to the customs clearance (the second station) and waits
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there to be processed. Since the space for this second queue is limited the offloading
facility takes into account the length of the second queue and its processing rate can
be taken in the form

b1 =
ax1 + b

√
x1

1 + x2
, (9)

where a and b are positive constants. For vanishing x2, i.e., for empty queue at cus-
toms, the processing rate is essentially proportional to x1 if x1 � 1 and to

√
x1 if

x1 � 1. With growth of the second queue x2 this processing rate is reduced by the
factor (1 + x2). The customs has several gates for container clearance with varying
number of service personal. It uses only one gate if its queue is short and opens fur-
ther gates when the queue grows. Let the processing rate of customs be proportional
to the length of its own queue, i.e.,

b2 = cx2, (10)

with a positive constant c. In this case the system (7–8) becomes

ẋ1 = u− ax1 + b
√

x1

1 + x2
(11)

ẋ2 =
ax1 + b

√
x1

1 + x2
− cx2 . (12)

3.2 State equation and stability of the queues

The state equations (11–12) describe the evolution of the queues in dependence
of the inflow u and the initial conditions. We assume that each subsystem is ISS.
This means that there exists an ISS-Lyapunov function V1 for each of them, i.e.,
for some ψ11,ψ12,ψ21,ψ22,γ of class K∞,χ1,χ2 of class K and α1,α2 positive-
definite functions it holds

ψ1i(|x1|) ≤ Vi(x1) ≤ ψ2i(|x1|), ∀x1 ∈ R
n, i = 1,2, (13)

|x1| ≥ max{χ1(|x2|),γ(u)} ⇒ dV1

dx1
(x1)
(

u− ax1 +
√

x1

1 + x2

)
≤−α1(|x1|) (14)

|x2| ≥ χ2(|x1|) ⇒ dV2

dx2
(x2)
(ax1 +

√
x1

1 + x2
− cx2

)
≤−α2(|x2|) (15)

Remark 1. Note than the solution of (11) is nonnegative for any initial condition
x1(0) = x0

1 ≥ 0. This follows from u ≥ 0 and any time when x1 reaches zero ẋ1 =
u ≥ 0 holds true. In the same way the solution of (12) is also nonnegative for any
initial condition x2(0) = x0

2 ≥ 0. This is in agrement with the notion of queue length,
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which cannot be negative. Hence in the following we will write x1 and x2 instead of
|x1| and |x2| respectively.

The small gain theorem in this case reads as follows

Theorem 1. Let V1 and V2 satisfy (13)–(15) and assume that

χ1 ◦ χ2(s) < s, (16)

then the interconnection (11)–(12) is ISS with an ISS-Lyapunov function given by

V(x1,x2) = max{σ(V1(x1)),V2(x2)}, (17)

where σ is a smooth class K∞ function with

χ2 < σ < χ−1
1 .

We consider V1(x1) = |x1| and V2(x2) = |x2|. These functions are not smooth in
zero, however one can change both in an arbitrary small neighborhood of zero to be
smooth. We will not go onto this technical details and will work with them as with
smooth functions. For nonnegative arguments we have then

dV1(x1)
dx1

=
dV2(x2)

dx2
= 1.

Let γ (u) := u2/c2
u and χ1(x2) := x2

2/c2
1, then from x1 > χ1(x2) and x1 > γ (u) follows

u < γ −1(x1) = cu
√

x1 and x2 < χ−1
1 (x1) = c1

√
x1, i.e.,

u− ax1 + b
√

x1

1 + x2
< γ−1(x1)− ax1 + b

√
x1

1 + χ−1
1 (x1)

=
cu
√

x1 + cu
√

x1c1
√

x1 −ax1 −b
√

x1

1 + c1
√

x1

= − (a− cuc1)x1 +(b− cu)
√

x1

1 + c1
√

x1

and
(a−cuc1)x1+(b−cu)

√
x1

1+c1
√

x1
=: α1(x1) is a positive-definite function if a > cuc1 and

b > cu. This shows that (13) and (14) holds true, i.e., V1 is an ISS-Lyapunov function
and the Eq. (11) is ISS. Now consider Eq. (12) and let χ2(x2) :=

√
x2/

√
c2, then

from x2 > χ2(x1) follows x1 < χ−1(x2) = c2x2
2 and

ax1 + b
√

x1

1 + x2
− cx2 <

ac2x2
2 + b

√
c2x2 − cx2 − cx2

2

1 + x2

= − (c−ac2)x2
2 +(c−b

√
c2)x2

1 + x2
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Fig. 2 Input u and the queues x1,x2

where (c−ac2)x2
2+(c−b

√
c2)x2

1+x2
=: α2(x2) is a positive-definite function if c > ac2 and

c > b
√

c2. Now we see that the small gain condition reads as

χ1 ◦ χ2(s) < s ⇔ c2c2
1 > 1

and the network is stable if for the given parameters a,b,c of the system there exist
positive cu,c1,c2 such that cu < b, c1 < a/cu, c2 < c/a,

√
c2 < c/b and c2c2

1 > 1.
We can always take c2 < min{c/a,c2/a2}, c1 > 1/

√
c2 and cu < min{b,a/c1}.

Hence this network is input to state stable. The simulated solution of (11-12)
with the input u(t) = 1.5 + sin(t) + sin(5t)/2 and the initial conditions x1(0) =
10,x2(0) = 10 is presented on the Fig. 2. We see that the solution remains bounded
in this case.

4 Conclusions

The most important for the logistics is the knowledge of the long term behavior of
the state of a system. Hence stability of a logistic networks is an important property
which guarantees that the state remains bounded. A general criterion for the input-
to-state stability was proposed. We have discussed how it can be applied in some
special cases. In general it yields some restriction on the parameters of a system and
can be checked numerically.
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Appendix: Definitions and known results

Let a logistic network be given. Consider equation describing dynamics of the state xi ∈ R
Ni of the

i-th node depending on the input ui ∈ R
Mi and states of other nodes xj, j �= i

ẋi = fi(x1, . . .,xn,ui), i = 1, . . .,n (18)

with fi : R∑j Nj+Mi → R
Ni , i = 1, . . . ,n. The system of these equations can be written in the form

ẋ = f (x,u), (19)

xT = (xT
1 , . . .,xT

n ) ∈ R
N , N = ∑n

i=1 Ni, uT = (uT
1 , . . .,uT

n ), f (x,u)T = ( f1(x,u1)T , . . ., fn(x,un)T ).
Let R+ denote the interval [0,∞) and R

n
+ be the positive orthant in R

n. For any a,b ∈ R
n
+ let

a < b and a ≤ b mean ai < bi and ai ≤ bi for all i = 1, . . .,n respectively. Recall the definition of
comparison functions.
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Definition 1. (i) A function γ : R+ → R+ is said to be of class K if it is continuous, increasing and
γ(0) = 0. It is of class K∞ if, in addition, it is unbounded. (ii) A function β : R+ ×R+ → R+ is
said to be of class KL if, for each fixed t, the function β (·, t) is of class K and, for each fixed s, the
function β (s, ·) is non-increasing and tends to zero at infinity.

The concept of input-to-state stability (ISS) has been first introduced in (Sontag, 1989).

Definition 2. System (19) is input-to-state stable, if there exists a γ ∈ K∞, and a β ∈ KL, such
that for all ξ ∈ R

n
+, u ∈ L∞

‖x(t,ξ ,u)‖ ≤ β (‖ξ‖, t)+ γ(‖u‖∞) ∀ t ≤ 0, (20)

in this case γ is called gain.

It is known that ISS defined in this way is equivalent to the existence of an ISS-Lyapunov function.

Definition 3. A smooth function V : R
N → R+ is an ISS-Lyapunov function of (19) if there exist

ψ1,ψ2 ∈ K∞, χ ∈ K∞, and a positive definite function α such that

ψ1(|x|) ≤ V(x) ≤ ψ2(|x|), ∀x ∈ R
N , (21)

V(x) ≥ χ(|u|) =⇒ ∇V(x) · f (x,u) ≤−α(V(x)), (22)

for all ξ ∈ R
n
+, u ∈ L∞. Function χ in then called Lyapunov-gain.

Subsystem (18) is ISS, provided there exist γij,γi ∈ K∞, and a βi ∈KL, such that for all ξi ∈ R
n
+,

ui ∈ L∞,∀ t ≥ 0,

‖xi(t,ξi,xj : j �= i,ui)‖ ≤ max{βi(‖ξi‖, t),max
j �=i

γij(‖xj‖∞), γi(‖ui‖∞)} (23)

If all n subsystems are ISS then these estimates give rise to a gain matrix

Γ = (γij)n
i,j=1, with γij ∈ K∞ or γij ≡ 0, (24)

where we use the convention γii ≡ 0 for i = 1, . . . ,n. The gain matrix Γ defines a monotone operator
Γ : R

n
+ →R

n
+ by Γ (s)i := maxj γij(sj) for s ∈R

n
+. The global small gain condition assuring the ISS

property for an interconnection of ISS subsystems was derived in (Dashkovskiy et al., 2005). An
alternative proof has been given in (Dashkovskiy et al., 2007a). We quote the following result from
these papers.

Theorem 2 (global small-gain theorem for networks). Consider system (19) and suppose that
each subsystem (18) is ISS, i.e., condition (23) holds for all ξi ∈ R

n
+, ui ∈ L∞, i = 1, . . .,n. Let Γ

be given by (24). If there exists an α ∈ K∞, such that

(Γ ◦ D)(s) �≥ s, ∀s ∈ R
n
+ \{0} , (25)

with D = diagn(id+α) then the system (19) is ISS from u to x.
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Abstract Recent business environments of keen competition require companies to
communicate frequently with each other. This makes a company deal with more
complex processes. Business Process Management (BPM) system plays an import-
ant role for the management of such complex processes. Recently, it moves their
focus onto multi-organizational collaboration, and a platform independent archi-
tecture for the communication is required. Web services are platform-independent
and service-oriented architectures for easy communication among heterogeneous
systems. In this paper, we propose a new method of integrating BPM and web ser-
vices to manage multi-organizational processes. A standard, Business Process Ex-
ecution Language (BPEL) plays a key role in our approach. We consider several
scenarios for integrating web service and BPM using the BPEL when a company
performs a complex process with other partners. We also provide technical issues
of the integrated system. A BPM system is implemented to present the result of our
research. Our approach enables each business partner to carry out business collabor-
ation seamlessly.

1 Introduction

In recent business environments, business processes get increasingly complex, and
the competition among companies gets keener. Companies in such environments
adopt various kinds of information systems such as ERP (Enterprise Resource Man-
agement), CRM (Customer Relationship Management), and SCM (Supply Chain
Management). Though the systems are able to resolve immediate problem, intro-
duction of the heterogeneous systems generates a new problem of disharmony. The
problem forms a severe obstacle for a company to interact with other companies
in collaborative environments. The necessity of collaboration has doubled with im-
provement of network technology, and interoperation of heterogeneous systems be-
comes one of the most critical issues in the area of information system. As internet
based information systems are more developed, new paradigms such as e-Business,
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electronic commerce, and collaborative commerce are emerging. Since they bring
about frequent interaction among companies, the ‘integration’ is a key word for
effective communications.

For the interoperability among enterprise information systems, XML (eXtensible
Markup Language) technology is considered the practical solution. XML is not only
a standard of internet documentation but also a standard means of data exchange
and communication among systems. XML-based interoperation among different
companies is extending its areas, and gives rise to XML-based standard framework
such as ebXML and RosettaNet. Web services, which have been hailed as a new
standard for distributed computing, are also based on XML. They provide service-
oriented architectures which enable universal interoperability. BPEL4WS (Business
Process Execution Language for Web Services) [1], which is a standard for process
modeling language of web services, provides an executable process model by com-
posing a set of existing services.

In this paper, we provide methods of integrating multi-organizational workflows
by using BPEL4WS. The method enables collaborative commerce in an e-business
environment by integrating Business Process Management (BPM) and web services.
We develop a BPM system support the method, which shows effectiveness of our
approach.

2 Backgrounds

2.1 Workflow interoperability

Interoperability among different information systems is considered an important
issue in an environment of keen competence and high speed. Although the necessity
of collaboration is increasing, heterogeneity of information systems adapted can be
a kind of restriction for the interoperability. When interoperation with rare interven-
tion of persons is needed, it is common for multiple companies to carry out a global
process. A workflow is a computer-readable representation of a business process,
which can be useful for the interoperability in such an environment. Some research
has dealt with workflow interoperability among different companies and most of
them focus on software architecture [7],[8]. For better interoperability, an agree-
ment on process definition and exchange is required and we, in this paper, provide
the method.

WfMC (Workflow Management coalition), which is an international standard
organization on workflow, defines workflow interoperability as the ability of two or
more workflow management systems to communicate and interoperate in order to
coordinate and execute workflow process instances across those systems [9]. WfMC
also provides definition of an interface that specifies a set of API’s and methods of
message exchange. An interoperable architecture between different workflows by
WfMC is presented in Fig. 1. Each company deals with its own inner process. At
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Fig. 1 Architecture of workflow interoperability

the same time, it participates in a higher level process. That is, a number of inner
processes compose an inter-organizational process.

2.2 XML and interoperability

We use XML technology as a message exchanging format. XML is recently getting
attention as a new standard of data exchange since it can be used independent of
computing platforms. XML is able to not only overcome SGML’s excessive com-

Table 1 XML based interoperability standards

Standard Brief description

Wf-XML Wf-XML is WfMC’s message encoding standard specification based on XML.
The specification is described on the basis of workflow system architecture
called Workflow Reference Model (WRM), and does not provide binding
SOAP and WSDL.

WSFL IBM’s WSFL specifies two types of Web services composition. One is an ex-
ecutable business process known as flowModel, and the other is business col-
laboration known as globalModel. WSFL is interoperable with SOAP, UDDI,
and WSDL.

XLANG Microsoft’s XLANG is a business process modeling language for BizTalk, and
support Enterprise Application Integration (EAI). It provides BizTalk Orches-
tration and BizTalk Orchestration Designer which are a workflow engine and
XLANG based visual process modeling tool respectively.

BPEL4WS BPEL4WS is a merge of WSFL and XLANG for Web services’ orchestration
and workflow composition.

ebXML BPSS BPSS of eBusiness Transition Working Group defines workflow conversation
and orchestration

WSCI WSCI by a consortium of Sun, BEA, Intalio and SAP is an XML based inter-
face description language, which specifies message flows by Web services.

WSCL W3C’s WSCL is proposed by Hewlett-Packard, which defines abstract inter-
face, XML document exchange, and sequence of documents of Web services.

PIPs RosettaNet’s Partner Interface Process (PIP) defines business processes among
trade partners using XML-based communications.
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plexity and HTML’s restriction of expressive power but also construct a document
effectively. Due to the merits, XML is used to acquire interoperability among heter-
ogeneous information systems going far beyond merely to browse data. We can
conclude that XML is the only and the most optimal solution for workflow inter-
operability.

The usage of XML in exchanging data can be viewed in two ways. The first one
is standard e-commerce frameworks such as ebXML and RessetaNet. The frame-
works define standard specifications related to processes of establishing partnership
between different organizations and carrying out their business collaboratively. Data
exchange during the process is entirely based on XML. The other is web service.
Web services provide interface that enables interaction based on the XML related
standards such as XML, SOAP (Simple Object Access Protocol), WSDL (Web Ser-
vice Description Language), and UDDI (Universal Description, Discovery and In-
tegration).

Up to date, interoperability standards using XML are introduced increasingly,
and major ones are summarized in Table 1.

3 Web service and BPEL4WS

3.1 Web service

Web services, in a broad concept, are services provided on the Web. Since this broad
concept even include simple browsing, it cannot be considered proper concept in
this paper. Web services, in this paper, are communication frameworks where ap-
plications are serviced via internet based on XML technologies. Web services settle
down as a new paradigm of information system because of it merits such as auto-
matic search and discovery, existence of process description standards, XML based
protocol, and plentiful support of vendors. Internet users accessing the Web using
diverse channels require receiving services beyond simple search. Internet banking,
shopping, and dealing in stocks are typical services that can be provided on the Web.

3.2 Process-oriented web service integration and BPEL4WS

Integration of information systems is a problem that has been presented since the ad-
vent of interests on interaction among companies. One of conspicuous trends is the
adoption of process-driven application integration, which is developed from data-
driven integration. Companies participating in an e-Business with their own inner
process collaboratively pursue seamless execution of a global process. In this sense,
a standard language that describes a complex process by composition of web ser-
vices is required. Such standards are BPEL4WS and WSCI. In this paper, we con-
sider inter organizational workflow based the BPEL4WS.

BPEL4WS is proposed to describe a business process based on Web service. It
is suggested by BEA Systems, IBM, and Microsoft in August, 2002 to increase
the utilization of Web services. A process specified by BPEL4WS uses only Web
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service interface to import and export its functions. It incorporates and extends the
functions of both IBM’s WSFL and Microsoft’s XLANG, which is expected to re-
place the two.

A business process description language, BPEL4WS with the help of Web ser-
vice communication protocols, WS-Coordination, WS-Transaction enables reliable
integration of inter organizational workflows and business tractions.

4 Workflow integration using BPEL4WS

4.1 Using BPEL4WS as a process definition language

Since BPEL4WS basically supports an executable mode of business processes, we
can say that it provides modeling semantics required to describe enterprise business
processes. The first and simplest way of utilizing BPEL4WS is to use it as a process
definition language. Wohed shows that BPEL4WS is able to model a wide variety of
workflow patterns [9]. In Table 2, several process definition languages are compared
with BPEL4WS in their expressive power. We can conclude that BPEL4WS has as

Table 2 Comparison of BPEL4WS with process definition languages [10]

Pattern BPEL XLANG WSFL Staffw. MQS.

Sequence + + + + +
Parallel Split + + + + +
Synchronization + + + + +
Exclusive Choice + + + + +
Simple Merge + + + + +
Multiple Choice + − + − +
Synchronizing Merge + − + − +
Multi Merge − − − − −
Discriminator − − − − −
Arbitrary Cycles − − − +
Implicit Termination + − + + +
MI without Synchronization + + + +
MI with a Priori Design Time Knowledge + + + + +
MI with a Priori Run Time Knowledge − − − − −
MI without a Priori Run Time Knowledge − − − − −
Deferred Choice + + − − −
Interleaved Parallel Routing +/− − − − −
Milestone − − − − −
Cancel Activity + + + + −
Cancel Case + + + − −
Request/Reply + + + − −
One−way + + + − −
Synchronous Polling + + + − −
Message Passing + + + − −
Publish/Subscribe − − − − −
Broadcasting − − − − −
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Fig. 2a,b Example BPEL4WS model for a process
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much expressive power as commercial definition languages, and thus it is enough
to use the standard as a process definition. Figure 2 presents an example BPEL4WS
model of a workflow process example. After a user designs a process like Fig. 2a),
our system generates BPEL4WS codes shown in Fig. 2b)

4.2 Using BPEL4WS as a process exchange format

BPEL4WS can be utilized as a standard format of business process exchange. One
of problems raised by traditional methods of integrating business processes is het-
erogeneity of adopted systems. Each system has its own computing platform and
defines its business processes in a different way. Consequently, it has been difficult
to exchange, share and execute inter-enterprise processes.

Since BPEL4WS, which is based on XML, describes business processes platform
independently, it can be a method of exchanging business processes. In order for
a workflow system to support the process exchange, it needs to develop and install
a transformation tool that can export its own processes into BPEL4WS.

To use BPEL4WS for business process exchanging, we propose architecture of
inter-organizational business interaction in Fig. 3. In the figure, two companies carry
out a common process and each of the two is in charge of parts of the process. They
use their own BPM system to automate inner workflow process. During one of the
two execute its process; if it needs to hand over a process model, the model has to be
transformed to another format. The model is exported in the format of BPEL4WS
language.

Fig. 3 Process exchange using BPEL4WS
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4.3 Workflow as Web service

According to WfMC’s standard, a workflow means computerized presentation
of a business process that can be automated. On the other hand, Web services
aims at providing new services by composition of automated enterprise services.
It is not extraordinary that business processes executed in a company are con-
sidered services by outer companies. Then, outer companies use APIs predefined
and provided by the company. Therefore, workflow processes in a company can
be serviced as Web services based on the workflow interoperability standards.
Figure 4 shows the architecture of workflow interfaces proposed by WfMC. To
make workflow processes into Web services, the interface 4 in the above needs to
be used.

Fig. 4 Workflow components [5]

4.4 Workflow as Web services’ coordinator

Recent BPM is an extended concept of workflow, and support collaborative pro-
cesses helping SCM (Supply Chain Management). A collaborative process is com-
posed of several nested sub-processes, and the execution of the process needs to be
managed as whole [2],[3],[4]. Thus, each company executes its process, and at the
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same time, the nested process can be considered nested in a global process. Sub-
processes can be served via Web services. Then the execution of the global process
requires some coordinator in charge of executing. We utilize BPM as the coord-
inator, which should be independent of platforms adopted by companies. For BPM
to manage global processes, it has to describe processes in the manners enabling
flexible integration of heterogeneous systems. BPM system using BPEL4WS can
be a good coordinator of Web services.

5 System implementation: uEngine

In this paper, we propose an approach to integrate multi-organizational workflows
based on BPEL4WS. We show that the approach can achieve the goal of the inte-
gration using BPEL4WS based on the four scenarios described in Sect. 3. In Fig. 5,
architecture of uEngine [6], which is a BPM system to support the scenarios and
integrate inter-organizational workflows, is presented.

Our system provides GUI tool for process definition, by which users can model
process and transform to BPEL4WS models. The transformed process model can
be exported to a partner, and BPEL4WS is used as process exchange format. The
system allows Web services to be registered as workflow activities, and orchestrate
the execution of the Web services. On the other hand, it also allows inner processes
to be served as Web services.

Fig. 5 Architecture of uEngine
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Fig. 6 a), b) Screen capture of uEngine

In Fig. 6, a) is a screen capture of an example process model, where a Web service
is modeled as a workflow activity, and b) shows the transformed BPEL4WS for the
model of a).

6 Conclusions

In this paper, we provide four ways that enable to integrate inter-organizational
workflows using BPEL4WS, a standard process execution language. First way is
to use BPEL4WS as a process definition language. Second, while each workflow
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in a global process has its own process definition language, BPEL4WS is utilized
as exchanging standard format. Third, a workflow process described in a format of
BPEL4WS is served as a Web service. Finally, BPM system plays a role of coord-
inator of Web services, and manages the execution of a global process consisting of
Web services. We expect that the proposed approach contribute to solve a problem of
interoperability among heterogeneous information systems. Companies participat-
ing in a global collaborative process can carry out their tasks with easy interactions.
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Abstract Due to a global competition today’s business world changed dramatically
whereas the ongoing trend towards global enterprise networks has lead to increasing
customer expectations regarding the performance of logistics systems which have to
be simultaneously reliable, robust and cost-effective. One the one hand reliability,
robustness and cost-efficiency mainly depend on the availability of suitable ICT-
solutions as well as their proper integration into the business processes. As a con-
sequence various systems were developed in the past and are currently in use. On
the other hand the seamless access to the data kept by all these different systems
is a key issue in order to meet the requirements of logistics systems of today and
tomorrow. In this context data integration represents a major challenge which is still
unsolved.
This paper describes a proposal for a service-oriented approach towards the seam-
less integration of logistics data which aims at combining existing systems and
standards and thus overcoming today’s data and information barriers. By accept-
ing existing standards and interfaces this requires innovative approaches addressing
the semantic description of data, their transparent transformation between different
representations as well as a common interface which can be provided to the various
systems which are currently applied in the field of logistics.

1 Motivation

The evolution of today’s business towards enterprise networks requires logistics sys-
tems which are simultaneously reliable, robust and cost-effective. In order to fulfil
these needs the application of new technologies (e.g. RFID) is an absolute must.
Latest initiatives in this field go beyond that by evaluating and developing a new
paradigm of autonomous, cooperating logistics processes (http://www.sfb637.uni-
bremen.de). Alongside the increased integration of ICT into logistics processes the
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seamless access to accompanying logistics data became a major issue. A general
problem in this field results from the existence of various data sources and accom-
panying data management and support systems as well as a diversity of underlying
standards and protocols.

For competitive reasons, there is usually no interest in supporting a general inter-
face for data access from the perspective of solution providers. Additionally, as end
users, logistics service providers are interested in keeping their data safe, secure and
protected in order to eliminate the potential risk that their data can be accessed, inter-
preted and applied by their competitors to improve their process performance. Thus
the huge variety of data sources is treated in an isolated manner and the potential
for a further improvement of logistics processes remains unused.

As shown in Fig. 1 significant effort was and still is spent in order to achieve at
least a coupling between systems of certain business partners by bridging the tech-
nological islands through specific ICT solutions. However most of these solutions
will become obsolete sooner or later due to the ongoing development of the is-
lands which is reflected by a continuously decreasing sea level as well as the highly
dynamic partnerships within today’s enterprise networks. Instead of developing so-
lutions for 1:1 relationships a general solution must be found which allows a unique
access to all relevant logistics data while accepting the diversity of existing systems
and standards.

In addition to the physical access to data such an approach has to address their se-
mantics towards a general, system-independent and seamless integration of logistics
data in order to allow the interpretation and exchange of data between the various
systems of the different partners involved in logistics.

A real integration therefore requires a general approach in order to describe data
semantics as well as transformation approaches which do the conversion of data into
a format the recipient will understand.

Fig. 1 Bridging Islands (based on Hannus 1996)
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2 Challenge

The requirements set by complex logistics systems towards the integration of data
regarding the individual entities within them prove immensely challenging. In order
to implement complex behaviour with regards to autonomous control, dynamism,
reactivity and mobility, these entities, including objects such as cargo, transit equip-
ment and transportation systems but also software systems such as disposition, En-
terprise Resource Planning (ERP) or Warehouse Management Systems (WMS) re-
quire the development of innovative concepts for the description of and access to
data.

The availability of context and environmental data regarding logistic entities
is especially relevant to the field of autonomous control. Here, real-time, local
decision-making takes the place of central planning and control. It is thus imperative
for the individual logistic entity to be able to access, understand, process and thus
integrate context data stemming from a host of diverse, mobile and sometimes unre-
liable data sources, such as RFID readers, sensor networks, embedded systems, etc.
This scenario sets the problem at hand apart from traditional data integration ques-
tions which generally deal with static, predictable and reliable data sources such as
enterprise or database systems.

In this context, heterogeneous environments such as those found in complex lo-
gistics systems demand a unique perspective be taken upon the representation and
meaning of data. Here, the heterogeneity and distribution of the syntactic and se-
mantic representations and descriptions of the individual entities within such sys-

Fig. 2 Levels of Required
Data Integration
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tems pose the greatest challenge. However, in order for such a complex logistics
system to operate, the individual system components need to be able to access and
understand data regarding arbitrary entities in a predictable and reliable manner,
regardless of the formal, structural and physical properties of the underlying, indi-
vidual systems.

Figure 2 summarises the challenge towards data integration for complex logis-
tic systems, especially those facilitating autonomous control. The data integration
approach must be capable of bridging the semantic and syntactic gaps in the digit-
al representation of arbitrary logistics entities caused by the storage of data across
distributed heterogeneous data sources and system specific data structures. Further-
more, it must take into account the restrictions and requirements imposed by the
necessity for communication across different transport and communication proto-
cols in complex logistics systems.

3 State of the Art

Currently, a plethora of systems, data representation models and exchange formats
are in use in logistics systems in industry. The logistics system landscape is di-
verse and complex. Solutions such as Global Connect, UPS Online Tools, PAS and
EasySped are employed by logistics service providers and are each based on spe-
cific proprietary data models. The same can be said for the ERP systems in use in the
field of logistics, which themselves strive to implement the flexibility to represent
processes covering a wide range of sectors.

The main standardising factors to be found in this landscape are predominantly
common data exchange formats such as specific EDIFACT subsets (Ballnus, 2000)
such as FORTRAS or the interface languages of popular ERP systems. Furthermore,
XML-based formats play an increasing role due to their ability to represent data in
a platform independent, structured way (Yergau et al., 2004).

For example, the EPC (Electronic Product Code) Network offers the EPCIS
(Electronic Product Code Information Services) specification, which concentrates
on defining an interface to views upon item-specific product data within supply
chains. EPCIS can successfully be employed to model lifecycle dynamics and other
related areas, and can readily be extended in scope, syntax and semantics by means
of “user vocabularies”. However, the strong focus on item-specific tracking and trac-
ing remains dominant in the scope of application of the EPCIS standard.

The Integrated Project PROMISE (Product Lifecycle Management and Informa-
tion Tracking Using Smart Embedded Systems) is currently developing a standard-
ised approach to exchange instance-specific product information in an XML mes-
saging format, PMI (Promise Messaging Interface). As the name implies, this format
focuses on providing access to product information and concentrates on adequately
representing the product lifecycle. Whilst significant areas of lifecycle management
do overlap with those of logistics, PMI doesn’t explicitly support item-specific lo-
gistics information exchange.
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Solutions such as Seeburger Business Integration Server do indeed provide the
technology to integrate heterogeneous enterprise systems across all stakeholders of
a supply chain. However, the challenges of data integration in complex logistics
systems go beyond the focus of such solutions, which mainly concentrate on the op-
timisation of trade relationships by integrating large-scale enterprise systems such
as CRM, SCM and ERP. For one, the type of item-specific granularity with regards
to logistics entities are outside of the scope of such solutions, for another, the in-
tegration of real-time, dynamic data sources such as sensor network or embedded
systems are generally not part of this class of integration server.

4 Approach to Data Integration

The diversity of systems involved in complex logistic processes defines challenging
requirements towards an approach to data integration in this field. The variety of dif-
ferent applications, data sources, exchange formats and transport protocols demand
a high level of flexibility and scalability.

To address these challenges, the literature in the field of traditional data integra-
tion needs to be studied bearing in mind the specific requirements complex logistics
systems exhibit. Here, a number of different, traditional solutions to data integration
may be taken into account, foremost amongst these tightly coupled, loosely coupled
and object-oriented approaches (Wache 2003). Whilst a tightly coupled approach
can quickly be dismissed on grounds of its inflexibility, loosely coupled and object-
oriented approaches cannot be adopted without critical analysis.

An object oriented approach generally provides good mechanisms for avoiding
integration conflicts. However, when considering this approach, one must take into
account that a single canonical model is required to describe the entire data model,
which clearly restricts its flexibility and scalability. Each time a new stakeholder or
data source enters the logistics system, the model needs to be extended. Depending
on the dynamics of the logistics system, this may or may not be a disqualifying
factor with regards to this approach. As the fluctuation of data sources, stake holders
and systems in a complex logistics system with any degree of autonomous control
can be assumed to be high, an object-oriented approach to data integration is likely
to be unsuitable.

A loosely coupled approach requires detailed knowledge of each of the heteroge-
neous data sources to be able to be successfully employed. With regards to complex
logistics systems, further analysis is required to determine whether this is feasible
or not. The possibility of requiring highly flexible, and thus possibly not always pre-
determinable, context data, for example from sensor networks, may prove to be an
argument against this approach.

Besides the aforementioned traditional approaches to data integration, a number
of predominantly semantic approaches remain to be taken into account. Here, the
main concepts constituting architecture of such data integration systems are media-
tors (Ullmann 1997). In this approach, both syntactic and semantic descriptions of
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the data to be integrated are applied. The semantic mediator is capable of extracting
knowledge regarding the data structures of the underlying data sources and subse-
quently transforming, decomposing and recomposing data requests according to that
knowledge. The mediator relies on semantic descriptions of the data sources. In the
case of item-specific product information management, this implies a wholly seman-
tic modelling of product information and data across the distributed, heterogeneous
sources, for which a number of approaches, such as ontologies, may be chosen.
Here, extensive research is required to determine whether such semantic product
models are feasible and adequate to address the requirements of item-specific prod-
uct data management. However, the application of the semantic mediator to the
problem area currently offers the most promising solution candidate—the follow-
ing paragraphs attempt to sketch a technical solution to the problem on that basis.

Figure 3 introduces a possible solution architecture combining mediator technol-
ogy with a service-oriented design pattern. The goal of this architecture is to provide
a standard interface towards freely definable logical views of the data describing lo-
gistics entities which may be stored in arbitrary data repositories, including mobile,
dynamic sources such as sensor networks, embedded systems etc.

The core of the suggestion is the provision of transparent mechanisms for the
transformation between different standards and data structures. This is represented
in Fig. 3 below in the upper section by “data transformation and integration”, which
can technically be realised by means of a suitable implementation of the mediator
concept. To the left and right of that component, the semantic descriptions of the
data sources are shown along with the necessary transformation rules by means of

Fig. 3 Suggested Approach
to Data Integration
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which the mediator is able to understand and decompose queries, forward them to
the data sources in question and recompose a logical view of the returned data. Ob-
viously, the nature of complex logistics systems demands a close analysis of system
requirements with regards to the synchronisation of data access and maintenance of
data persistence across the highly varied and dynamic data sources involved.

Access to both the logical views by the querying entities as well as to the in-
dividual data sources by the mediator is proposed by means of a service-oriented
architecture. An architecture is described as service-oriented (SOA) when it uses
loosely coupled software services to provide functionality (Stojanovic et al., 2004).
Here, logic is not packaged as individual programmes, but is distributed across an
amount of independent services. The actual implementation details of these services
by their provider are completely transparent to the consumer. Currently, the most
popular implementations of SOA are carried out using Web Services (Thoben et
al 2003) which are built using the combination of the XML standards SOAP (Sim-
ple Object Access Protocol, cf. Gudgin et al, 2003), WSDL (Web Service Definition
Language, cf. Christensen et al, 2001) und UDDI (Universal Description, Discovery
and Integration, cf. Clement et al, 2004). These standards, in combination with the
Hypertext Transfer Protocol (http), provide a system independent approach to the
discovery, identification, provision and consumption of services according to SOA.
However, a SOA may also be built using other technology such as CORBA (Com-
mon Object Request Broker Architecture), DCOM (Distributed Component Object
Model) or Enterprise Java Beans (Blanke et al, 2004).

5 Approach and Methodology

Figure 4 shows a matrix of methods and processes, the objectives to be reached
by employing them, the standards and norms that can be utilised to support the
methods and concrete tools that can be used. Three methods and processes have
been identified which represent major areas of work towards the realisation of the
suggested approach to data integration—the evolutionary development of the overall
system, the application of ontologies for the semantic descriptions of data sources,
and finally, methods and processes of software engineering to drive forward the
technical implementation of the system.

The overall approach to the development of the proposed solution should be one
of an iterative nature. Several standardised development processes support this type
of approach, foremost among these being the IBM Rational Unified Process (RUP).
RUP is not a single concrete prescriptive process, but rather an adaptable process
framework, from which the appropriate elements of the process can be selected.
Several de-facto standard software tools exist to support project management in this
context, one example of which is Microsoft Project.

Technologies and methods for semantic descriptions play a major role in the
development of the proposed data integration approach. On the one hand, they can
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Fig. 4 Matrix of Methods, Processes, Standards and Tools to be Employed

be applied to service-oriented architectures, with the aim of modelling them and
the individual services from a semantic perspective. According to (de Bruijn 2005),
Web Services, for example, can be modelled by the Web Ontology Language (OWL)
based Web Service Modelling Ontology (WSMO) in combination with the Web
Service Modelling Language (WSML).

The second major area in which ontologies can be applied in the context of this
work is the semantic description of the individual data sources as well as to describe
transformation rules. A number of formal languages are available for the defini-
tion of ontologies adequate for these purposes. The majority of these are based on
mark-up languages such as XML. DAML+OIL (Darpa Agent Markup Language
+ Ontology Inference Layer, cf. Harmelen et al. 2001) is an agent mark-up lan-
guage for the semantic description of ontologies, which is based on XML and RDF
(Resource Description Framework). The further development of DAML+OIL was
taken up by the Web Ontology Language (OWL), which is the specification of a for-
mal language for the description of terms and domains. OWL was developed to be
machine-readable, that is, that software, such as agents, is able to understand the se-
mantic descriptions formalised in OWL (Smith et al 2004). These properties make
OWL a logical candidate for use in the development of the semantic descriptions
of data sources in the proposed approach to data integration for complex logistics
systems.



An Approach for the Integration of Data Within Complex Logistics Systems 389

6 Conclusion

Currently today’s logistics systems neither exploit their full potential nor do they
fulfil the requirements of tomorrows dynamic logistics systems. Although powerful
technologies and ICT-systems are available only local optima regarding efficiency,
robustness etc. can be reached. The lack of relevant logistics data and information
must be seen as the main reason for this situation. Business decisions are taken
based on more or less local data and information. This lack of relevant data and
information can be overcome by an approach for seamless data integration. It grants
access to relevant data and information covering the whole value chain and therefore
supports an intelligent decision making.

While this would mean a significant improvement of today’s logistics systems it
has to be considered as an absolute must for future organisational approaches like
autonomously cooperating logistics environments.

Due to the diversity of existing ICT-solutions in the field of logistics a suitable
data integration approach requires a unique access to different data sources while
furthermore dealing with various still changing and evolving data formats and stand-
ards. Thus there is a need for a common interface which is generic enough as well
as for structural knowledge supporting the identification and interpretation of data
within the variety of different sources. The combination of a service oriented inter-
face for data access with an intelligent mediator-based approach for the interpret-
ation and transformation of logistics data as it is proposed here offers the flexibility
which is required in the context of logistics systems.
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Abstract Supply Chain Event Management (SCEM) is an emerging topic in both
business practice and academia. It receives increasing attention as more compa-
nies implement SCEM-systems. However, despite its practical relevance, no gen-
eral definition of SCEM exists in literature or within companies until today. Also,
so far SCEM has not been operationalized for quantitative studies. Thus, the goal
of this paper is to contribute to an understanding of SCEM by defining a measure-
ment instrument to measure the level of SCEM-adoption in companies. This has
been approached on the one hand by pursuing a literature review of both practi-
tioners and academic literature and on the other hand by conducting case studies in
companies using SCEM-systems. First, a common definition of SCEM is generated
from a combination of findings from literature and expert interviews, and second,
a measurement instrument for SCEM-adoption is developed. Implications include
advice on how to test the SCEM-adoption measurement instrument statistically in
order to asses its ability to measure SCEM-adoption with high validity.

1 Introduction

During the last two decades, the logistics function has experienced an increased
demand for high-quality logistics while logistics costs were to decrease simultan-
eously. This circumstance forced companies to drive down costs by reducing or
even eliminating time- and stock buffers within the supply chain or sourcing out
activities. This resulted in an increasingly segmented chain of value creation. The
consequence of an increasingly segmented chain of value creation is a high degree
of interorganizational integration with numerous intersections between companies
involved.

When a value chain is very segmented and time- as well as stock buffers are low,
these circumstances lead to an increasing probability of unexpected events and at
the same time to a larger scope of these events. The success of the supply chain
partners heavily depends on their ability to quickly detect disturbances within the
supply chain and introduce counteractions (2003).
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Within the context of these developments, the concept of Supply Chain Man-
agement (SCEM) has received increased attention. While usual approaches focus
on the optimization of intraorganizational processes, SCEM takes an interorganiza-
tional perspective and aims at increasing end-customer benefit as well as the benefit
of the companies involved (Cooper et al. 1997). SCEM aims at building a bridge be-
tween medium- and long term planning and the operative execution of these plans
(Wieser and Lauterbach 2001). This is done by increasing visibility along the sup-
ply chain which is supposed to enable the timely detection of disturbances within
material-, goods-, and information-flows of a company and counteract proactively
in order to fulfill plans on time (Nissen 2002).

Despite its relevance, no general definition of SCEM exists in literature or within
companies until today. Also, so far SCEM has not been operationalized for quan-
titative studies. Thus, the goal of this paper is to contribute to an understanding of
SCEM by defining a measurement instrument for SCEM-adoption in companies.
This is approached by first developing a common definition of SCEM and then
proposing an instrument to measure SCEM-adoption by a company.

2 Methodology

Statistical analysis follows a rather standardized approach in management research
(Bollen 1989; Homburg and Giering 1996). In general, first the measurement model
is developed and then the structural model is tested. This can either be done sim-
ultaneously with full-information estimation models or in a two-step approach rec-
ommended by Anderson and Gerbing (1988). The authors name four main advan-
tages of using the two-step approach. First, the two-step approach enables a test of
significance for all pattern coefficients. Second, within the two-step approach, the
fit of any structural model possibly being build with the available items is assessed.
Third, the measurement model and the structural model can be tested independently.
And fourth, the two-step approach enables formal comparisons between the model
of interest and other likely alternatives. Consequently, we follow the two-step ap-
proach within this research. In this paper, we describe the initiation of the first step,
namely the development of the measurement instrument.

According to Bollen (1989), the measurement process begins with a concept.
A concept can be defined as an “idea that unites phenomena under a single term”.
In order to represent concepts in a measurement model, a construct based on the
concept developed needs to be established. The aim of this paper is to develop a valid
measurement instrument for the concept “SCEM-adoption”.

In order to develop a measurement instrument, according to Homburg and Gier-
ing (1996) the first step is to develop a broad conceptualization of the phenomenon
under investigation. The aim is to perform a broad qualitative analysis in order
to approach the concept from various directions and shed light upon its different
facets. It includes the evaluation of existing literature and relevant documents, expert
interviews, focus groups and the critical incident technique (Homburg and Giering
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1996). The result of this first step is a rough conceptualization of the concept and an
initial amount of indicators ready to be refined by quantitative analysis.

The quality of a measurement instrument is determined by analyzing its validity
(Homburg and Giering 1996). Validity is the basis for any empirical research since
it ensures that what “. . . we conclude from a research study can be shared with con-
fidence” (Mentzer and Flint 1997, p. 65). In order to ensure validity of results once
a measurement instrument is used for causal analysis, the measurement instrument
needs to fulfill certain validity criteria (Dunn et al. 1994), to which construct validity
is central. In order to ensure construct validity, its sub-dimensions content validity,
substantive validity, unidimensionality, reliability, convergent validity, discriminant
validity, and predictive validity need to be assessed.

2.1 Development of a measurement instrument for SCEM-adoption

We followed the approach described above to measurement instrument develop-
ment. Thus, we first started with a literature review of existing SCEM definitions,
objectives, and applications.

Second, in order to further investigate these primary notions from literature,
case studies in twelve SCEM-adopting companies were pursued. The expert inter-
views conducted in this context were supported by a semi-structured interview
guide (Fontana et al. 1994) and were structured to cover all areas of interest. The
interview-guide was not changed to ensure comparability to the utmost extent.

Third, after the initial items were developed, we presented them to a round-table
of academics for verification and further sophistication.

Fourth, we discussed the measurement instrument developed with a round-table
of ten business practitioners responsible for SECM in their organization using the
critical incident technique. This led to a further refinement of the items.

Ultimately, we derived the measurement instrument for SCEM-adoption by com-
bining the results from the literature review, the exploratory case study research, the
academic round table and the workshop with SCEM-business practitioners.

A review of supply chain event management definitions

To initially approach SCEM, we have reviewed the academic literature on SCEM-
definitions. Otto (2003, p 1) declares that: “SCEM attempts to identify, as early as
possible, the [...] deviations between the plan and its execution across the multitude
of processes and actors in the supply chain to trigger corrective actions according
to predefined rules.” Christopher and Lee (2004, p 391) find that: “The idea be-
hind event management is that partners in a supply chain collaborate to identify
the critical nodes and links through which material flows across the network. At
these nodes and links, control limits are agreed within which fluctuations in lev-
els of activities are acceptable [...]. If for whatever reason the level of activity goes
outside the control limit, then an alert is automatically generated to enable cor-
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rective action to be taken.” According to the academic point of view, the focus of
SCEM is on an increase in interorganizational visibility of logistics processes by
providing timely event-related information. This increased visibility allows to dis-
cover disturbances within material-, product-, and information flows in advance and
counteract proactively in order to fulfill plans on time (Nissen 2002; AberdeenGroup
2006; Zimmermann et al. 2006). Generally, supply chain event management can be
understood as providing a connection between the medium and long term planning
and the operative execution of these plans (Wieser and Lauterbach 2001; Heusler
et al. 2006).

In business literature, supply chain event management has also received atten-
tion. IDS Sheer (2007) defines supply chain event management as a tool with which
companies can: “. . . control events and processes over the entire logistics chain
and in doing so create an adaptive logistics network for a real time enterprise. In
case of plan deviations predefined decision rules automatically activate the dispatch
of messages or system-reactions. This methodology enables implementation of the
comprehensive supply chain idea in practice . . . ” SAP (2001, p 1) constitutes that
by supply chain event management companies can “. . . perform supply chain event
management, watching over the processes, inventories, and other ‘events’ that take
place across the supply chain. They manage information over heterogeneous sys-
tems and multiple tiers, at every stage of the supply chain process; detect, evaluate,
and solve problems in real time; and create a community of businesses that can col-
laborate in a responsive, adaptable supply chain.” Despite these numerous notions,
until today no standardized definition for Supply Chain Event Management (SCEM)
exists (Teuteburg and Schreber 2003).

Additionally, in order to gain an understanding of definitions of SCEM currently
used in companies, we analyzed the results from the twelve case studies in SCEM-
adopting companies as well as the round-table discussion with ten SCEM-business
experts. Summarizing these sources it can be concluded that in companies there
is often only a common understanding but no standardized, explicit definition of
SCEM. Furthermore, the understanding of SCEM depends on the role and position
within the supply chain (industry, services, trade) and correlates with the anticipated
objectives of SCEM to improve transparency of the supply chain and differentiate
towards the customer. Also, the management component within the understanding
of SCEM is at present rather weakly developed in companies. Controlling processes
is most prevalent, while the controlled processes can contain far more than supply
activities.

Definition of SCEM
Generating a definition for SCEM from theory and practice implies combining the
elements discovered in both fields. The first common element in academic litera-
ture, business literature and business practice is the objective of SCEM to increase
visibility along the supply chain and the according reaction of the SCEM-system
towards critical deviations from plans (SAP 2001; Nissen 2002; Otto 2003; Christo-
pher and Lee 2004; AberdeenGroup 2006; Heusler et al. 2006; Zimmermann et
al. 2006; IDSSheer 2007). While the academic literature concentrates more on the
proactive character of the SCEM-idea (Bodendorf and Zimmermann 2005; Heusler
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et al. 2006) and stresses the planning activity possible with SCEM, practically ori-
ented literature focuses more on controlling processes along the supply chain (SAP
2001; IDSSheer 2007).

Consequently, the following definition of SCEM has been developed from a mer-
ger between theory and practice reviewed above and is used throughout this paper:
Supply Chain Event Management (SCEM) is a concept to establish maximum trans-
parency in supply chains by planning and actively controlling inter- and intra-
organizational material, information and financial flows, allowing to react as early
as possible to relevant deviations with predefined escalation procedures.

Characteristics of an SCEM-System

The most important context factor in SCEM-adoption is the strategic meaning of
supply chain visibility within a company. As the meaning of an improved visibility
along the supply chain increases, the strategic meaning of SCEM increases accord-
ingly. Vice versa, with an increase in strategic meaning of supply chain visibility,
also the adoption level of SCEM is likely to accelerate.

The adoption level of SCEM can generally be evaluated by determining the im-
plemented key elements and functionalities of an SCEM-system. This adoption level
can be basic, only including unit tracking elements, or more advanced, such as in
the adoption of true supply chain disruption management or most advanced com-
prising supply chain optimization. Commonly, by increasing the adoption level of
an SCEM-system, companies cannot only manage their supply chains better, but
also optimize them.

The literature review and the case studies revealed that the SCEM-adoption level
can overall be described along five different dimensions which are deducted from
the fact that SCEM builds upon tracking and tracing applications and additionally
incorporates an active, event-related supply chain management component (Bretzke
et al. 2002; Heusler et al. 2006).

Adoption width
We start by assessing the elements of SCEM which refer to active supply chain man-
agement. Supply chain management means the inter- and intraorganizational inte-
gration of material, goods and information flows across numerous stages of value
creation.

Nissen (2002) points out, that the intraorganizational visibility of logistics pro-
cesses is central to SCEM. Thus, first of all, the supported business processes which
depend on the companies industry and its position in the supply chain are a dimen-
sion of SCEM-adoption.

According to the case studies pursued, the spectrum of processes captured
reaches from supply, over internal logistical processes to order fulfillment, and
distribution. In general all business processes could be supported with an SCEM-
system but a focus on a few core-processes is recommended. Most of the case-study
companies were concentrating on capturing logistical processes like transport, ter-
minal operations, and warehousing with their SCEM-systems. Thus, in order to
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asses the adoption level of SCEM, the amount and kinds of processes controlled
by the system along the supply chain is a valuable indicator. We will name this as-
pect the adoption-width of SCEM. On an item-level, we formulated the following
questions in order to find out which processes in companies are controlled by an
SCEM-system:

Table 1 Adoption width

Dimension Itemsa Likert-Scale Inspired by

Adoption width 1–7 Pfohl (2004a,b), Supply
Chain Council (2007),
Case studies

The following business pro-
cesses are captured by our
SCEM-system
...transport/storage/handling/
order fulfillment

a The Items were originally developed in German, this translation is not necessarily valid

Adoption depth
Second, since SCEM is a concept based upon the general idea of supply chain man-
agement, the extension of the system towards the whole supply chain is a relevant
indicator for SCEM-adoption. Comparing an SCEM-system to an ERP-system leads
to the notion that an ERP system focuses mainly on the linkage between a focal com-
pany, first tier suppliers on the one hand and customers on the other hand. SCEM in
turn ideally links all supply chain partners, possibly until the furthest tier supplier.
Most of the SCEM systems available today have been developed by adding event
management capabilities (e.g. rules for event handling) to existing centralized ERP
systems (Zimmermann and Paschke 2003). This implies that SCEM differs from
ERP with respect to depth of implementation. From the case studies could be found
that some companies do not only monitor their own processes but the processes of
their suppliers and service providers as well. Besides the monitoring of processes
of external organizations, the distribution of SCEM-generated information to ex-
ternal organizations is a differentiating characteristic as well. Commonly, logistics
service providers and customers will be provided with SCEM-information. How-
ever, it can be summarized that the more supply chain partners are involved in the
SCEM-system, the deeper its adoption has progressed. In order to reflect this we
developed the following items measuring SCEM-adoption depth:

Table 2 Adoption depth

Dimension Itemsa Likert-Scale Inspired by

Adoption width 1–7 Olhager & Sedin
(2003), Case studiesAll divisions/suppliers/service

providers/customers we intend
to connect to our SCEM-systems
have been connected to them

a The items were originally developed in German, this translation is not necessarily valid
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Management elements
Third, considering the information within supply chains provided by tracking and
tracing (T&T) applications it is reported that these systems often lead to an infor-
mation overload, since they do not differentiate between (relevant) deviations from
plans and regular “events”. Additionally, the data provided often is of too low quality
and actuality. In contrast, the SCEM system works as a filter providing the process
owner with selective information only if differing significantly from normality. The
system “activates” data by actively and selectively sending information to the deci-
sion maker and as such changing demand towards supply. This enables a reduction
of information to the necessary level. With other words, SCEM enables manage-
ment by exception (Bretzke et al. 2002; Heusler et al. 2006). However, T&T sys-
tems are not obsolete but can serve as input (delivery of data) to the SCEM system.
Nevertheless, an SCEM systems needs to have more capabilities than current T&T
systems. An SCEM system extends the functionality of T&T systems and as such
is able to diminish its weaknesses. In addition to providing data more selectively
to the process owner than T&T systems do, an SECM-system includes a planning
and management function which goes beyond notifying decision makers of events,
since it generate input into planning and execution systems (Heusler et al. 2006).

From the case studies we learned that first the relevant processes of a company
are mapped, and then specific measurement capabilities (e.g. RFID, temperature
surveillance) have to be installed which enable the company to track the current
status of the planned processes. This functionality is the fundament of all SCEM-
systems and thus is implemented by each company within the case-study sam-
ple. The monitoring-function refers to the SCEM-system capability to monitor real
workflows in order to be able to detect relevant deviations from plans. Most of
the case-study companies do not use a continuous monitoring e.g. via GPS. They
are more likely to rely on a discrete monitoring of specific events, since continu-
ous measurement always is associated with higher costs and increasing complexity.
The notifying-function refers to an active and automated information provision of
the system. If an event or alert involves the necessity for management action, the
systems notify employees from the lowest-possible level in order to relieve upper
management from time-consuming trouble-shooting. This functionality is offered
by every company’s SCEM-systems in the case-study sample. However, different
degrees of sophistication of those notifying-functions can be identified. Some com-
panies use simple single-staged email-escalation to either a predefined set of re-
sponsible employees or email notification to a group of employees of which the
responsibility is not further differentiated. Other companies use multi-stage escal-
ation schemes. Those systems firstly sent out emails (or SMS etc.) to a predefined
set of responsible persons. If these persons do not initiate a reaction within a prede-
fined time-frame, other (superior) employees are informed. None of the companies
in the whole sample uses any kind of simulation tool, which could support man-
agers by the evaluation of possible process-alternatives. SCEM-systems often fail
to provide such a function due to the enormous data-complexity, which would be
required to provide meaningful and valid alternatives (e.g. a system would need to
beequipped with all shipping schedules from a given port A to a given port B). Fi-
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nally, none of the SCEM-systems adopted by companies in the case-study sample
automatically pursues alternative actions. Thus, always human decision-making is
necessary. Consequently, the SCEM-control-function is not adopted by anyone of
the companies within the case-study sample.

Summarizing the above discussion, SCEM is a concept which goes beyond the
mere monitor function of most T&T applications by including the conceptual elem-
ents (event-related) notification, simulation, control and measurement. In order to
measure this dimension of an SCEM-system, we developed the following items
representing the SCEM-adoption level with respect to the management elements
adopted:

Table 3 Management elements

Dimension Itemsa Likert-Scale Inspired by

Management 1–7 Bretzke
(2002),
Heusler et al.
(2006),
Knickle and
Kemmeter
(2002), Case
studies

elements
Monitor Our SCEM-systems automatically generates

an aimed throughput for incoming orders
The planned workflow is equipped with
. . . Aimed times/. . . Aimed places/. . . Aimed
conditions
. . . Criteria to detect relevant deviations
The SCEM-systems support us in controlling
. . . Aimed times/. . . Aimed places/. . . Aimed
conditions

Notify Deviations of the real workflow from the
planned workflow are automatically identified
If real workflows deviate beyond tolerance
from planned workflows, alerts are send au-
tomatically to the responsible unit

Simulate The SCEM-systems support us in simulat-
ing corrective actions if the planned workflow
cannot be pursued anymore
The SCEM-systems automatically propose al-
ternative actions in case of relevant deviations
from plans
The SCEM-systems control if there is a reac-
tion to a warning

Control The SCEM-systems automatically pursue al-
ternative actions if the real workflow deviates
relevantly from the planned workflow
The SCEM-systems escalate their alerts inde-
pendently to another predefined responsible if
no reaction is taken to such an alert within
a defined period of time
We regularly analyze our real workflow with
the help of our SCEM-systems in order to
identify potential improvements
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Table 3 (continued)

Dimension Itemsa Likert-Scale Inspired by

Measure The results of the real workflow are regularly
used in order to optimize the SCEM-system
(hardware and configuration)
We regularly use the results of the real work-
flow in order to picture our business processes
more realistically

a The items were originally developed in German, this translation is not necessarily valid

Degree of aggregation and degree of differentiation
Fourth and fifth, referring to the fact that SCEM is based upon old tracking and
tracing applications (Heusler et al. 2006), the units of the objects controlled by the
SCEM-system as well as the aspects concerning the condition of the SCEM-objects
controlled are indicators for SCEM-adoption (Stefansson and Tilanus 2000).

Also within the case studies, these two dimensions can be identified. The SCEM-
objects controlled by the SCEM-systems range from relatively small pieces like
packages to containers and whole shipments. The objects can be either tangible
such as containers, pallets and boxes or intangible like contracts, orders and bills.
No matter if the SCEM-object is tangible or not, they are differentiated in terms
of their degree of aggregation. The term “aggregation” refers to the number of
dividable units, which are monitored as a whole. For example packages might be
not dividable anymore whereas a container can comprise several pallets which are
bear a specific number of packages. The second SCEM-measurement characteris-
tics identified within the case studies is the degree of differentiation. This is related
to the scope of status information, which includes data about timeliness, physical
condition (e.g. temperature), and completeness. The more status information is col-
lected by the SCEM-system, the more transparent is the supply chain process in
terms of the process condition.

In order to represent these two aspects of SCEM-adoption, we developed the
following items to measure the elements degree of aggregation and degree of differ-
entiation:

Table 4 Degree of aggregation & Degree of differentiation

Dimension Itemsa Likert-Scale Inspired by

Degree of aggregation We entirely control with our
SCEM-system the following
SCEM-objects:

Olhager and
Sedin; Case
studies

... customer orders (for LDLs =
transport orders)
... order positions
... production orders
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Table 4 (continued)

Dimension Itemsa Likert-Scale Inspired by

... transport orders

... transport positions (transport
objects/packaging pieces)
... loading equipment (containers,
pallets, boxes etc.)
...orders from suppliers/orders to
service providers (for LDLs e.g.
storage SPs)

Degree of differentiation With our SCEM-system we con-
trol the ...

Bretzke et al.
(2002),
Heusler et al.
(2006),
Knickle and
Kemmeter
(2002), Case
studies

...on-schedule clearing of SCEM
objects
...correct location of SCEM ob-
jects
...intactness of SCEM objects
...completeness of SCEM objects
... physical condition of loading
equipment
... on-schedule reaction towards
reported alerts of the system

a The items were originally developed in German, this translation is not necessarily valid

The above discussion leaves us with five dimensions comprising the measure-
ment instrument for SCEM-adoption:

• Adoption width, namely the question concerning which of the financial, material
and information flows are controlled by the SCEM-system

• Adoption depth, referring to the degree of extension of the system towards the
whole supply chain

• Management elements, namely which elements of the functions monitor, notify,
simulate and control are implemented

• Degree of aggregation, measuring which units of the SCEM-objects are con-
trolled and the

• Degree of differentiation, determining which aspects concerning the condition of
the SCEM-objects are controlled.

3 Implications

In this paper we have developed the measurement instrument SCEM-adoption. Fol-
lowing the methodology described above, we propose to now test it statistically in
order to asses its ability to in deed represent the concept SCEM-adoption. This is
done by ensuring construct validity by assessing its sub-dimensions content validity,
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substantive validity, unidimensionality, reliability, convergent validity, dis-criminant
validity, and predictive validity.

Content validity
Content validity and substantive validity are subjective components of construct
validity which need to be ensured qualitatively. Content validity refers to the ques-
tion whether a construct is adequately represented in its various dimensions by the
items developed (Straub et al. 2003). In order to prepare the quantitative analysis of
a measurement instrument, content validity of the constructs needs to be ensured.
Content validity implies substantive validity, since the first one refers to the correl-
ation between the construct and its items and the second one to the relation between
individual items and the construct (Garver and Mentzer 1999). However, there is no
rigorous way to measure content validity or substantive validity (Dunn et al. 1994;
Garver and Mentzer 1999). The only way to ensure content and sub-stantive validity
is to base the measurement instrument upon thorough literature research and case
studies and use at least three latent variables per manifest variable. This has been
done in the research at hand.

Unidimensionality
Unidimensionality requires a single construct underlying a combination of items
(Anderson et al. 1987; Kumar and Dillon 1990; Steenkamp and van Trijp 1991).
Recent research suggests that confirmatory factor analysis is a valid test for unidi-
mensionality (Anderson et al. 1987; Anderson and Gerbing 1988, Iacobucci 2001).
In order to assess the fit between the estimated model and the data, overall meas-
urement model fit is evaluated by performing the chi-square-test (X2), the Tucker-
Lewis-Index (TLI), the Goodness if Fit Index (GFI), the adjusted Goodness of Fit
Index (AGFI) and the Root Mean Squared Error of Approximation (RMSEA).

Concerning the X2-test, it is suggested to accept models whose ratio between
the chi-square and the degrees of freedom (X2/df-ratio) is below 3 (Wheaton et
al. 1977). For the TLI, an acceptable threshold is .80, while .90 or more is recom-
mended (Baumgartner and Homburg 1996; Hulland et al. 1996). The CFI should be
greater than .80 for an acceptable fit and .90 or greater for a preferred fit (Baum-
gartner and Homburg 1996; Hulland et al. 1996). The GFI and the AGFI should be
above .90 for acceptable model fit (Medsker et al. 1994; Baumgartner and Homburg
1996). Finally, the RMSEA should be below .05 for good, below .08 reasonable and
below .10 acceptable fit (Medsker et al. 1994; Baumgartner and Homburg 1996;
Hulland et al. 1996; MacCallum et al. 1996).

In addition to evaluating overall model fit, also components of the measurement
model need to be evaluated upon unidimensionality by assessing standardized resid-
uals, modification indices and parameter estimates (Jöreskog and Sörbom 1993).

Reliability
Reliability is to ensure that measures which should be related to each other within
the same construct indeed are related (Straub et al. 2003). Reliability builds upon
the assumption of unidimensionality, which necessitates to ensure the last before
assessing the latter (Churchill and Peter 1984; Anderson et al. 1987).
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Scale reliability demonstrates the internal consistency of a scale when measuring
a construct (Peter 1979). It used to be assessed mainly by Cronbach’s Alpha. How-
ever, more recent approaches which overcome the weaknesses of Cronbach’s Alpha
(see e.g. Bollen 1989) are to assess composite reliability and variance extracted.
Generally, both Cronbach’s Alpha and composite reliability should be above .70
for a reliable scale (Nunally 1978). Variance extracted, which measures the total
amount of variance within the respective indicators accounted for by the construct,
should be above .50 for a reliable construct (Bagozzi and Yi 1988).

Convergent validity
Convergent validity is given if items are significantly correlated with measures from
the same scale, especially as compared to other measures (Straub et al. 2003). It can
be assessed by ensuring that the latent variables load significantly on the manifest
variables (Dunn et al. 1994). Thus, convergent validity is an aspect of unidimen-
sionality and as such is tested alike the latter.

Discriminant validity
Discriminant validity ensures the existence of a construct by determining which
manifest variables do measure a latent variable uniquely (Straub et al. 2003). In
order to test for discriminant validity it needs to be ensured that correlations between
the construct are below 1. Further tests include the Fornell and Larcker’s (1981) pro-
cedure and to compare the measurement with a theoretical model (Jöreskog 1971).

Predictive validity
Predictive validity assesses whether the construct of interest predicts or covariates
with constructs which it is to predict or vary with (Dunn et al. 1994). Thus, predict-
ive validity can be tested by determining whether the measurement model encloses
the constructs of interest and the constructs it is to predict.

Finally, within measure development, a basic distinction needs to be made be-
tween formative versus reflective indicators. Since we assume the construct SCEM-
adoption to be unobservable, but giving rise to the observable indicators adoption
width, adoption depth, management elements, degree of aggregation and degree of
differentiation defined above, we consider SCEM-adoption a reflective construct
(Diamantopoulos and Siguaw 2006).

4 Outlook

The next step within the development of the measurement instrument SCEM-
adoption involves a quantitative pre-test. This enables to test the measurement in-
strument developed according to the various dimensions of validity described above.
After the pre-test, the measurement instrument can be used for causal analysis.
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Developing a Security Event Management
System for Intermodal Transport

Rainer Müller
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Abstract Bremen, Federal State of Germany, is planning to set up a headquarter for
GMES - Global Monitoring of Environment and Security. One goal of the Institute
of Shipping Economics and Logistics (ISL) is to develop services for GMES to im-
prove the security in intermodal container transport with emphasis on the maritime
sector.
ISL is developing a Security Event Management System which takes care of all
security related events in the intermodal chain. The security system registers the
schedule and transport information of a container and assigns a corridor for its
transport.
During the transport the system receives events which will be used for computing
a security risk factor for each container, by considering restrictions like position
with respect to the assigned corridor, duration of standstill and others. According to
the value of the security risk factor the user will be informed using web services,
EDI or email.

1 Introduction

Nowadays, road transport is by far the preferred transport mode for passenger and
freight transport (European Commission 2001). As an example, in 2005, about 80%
of all transported goods were transported on the road in Germany (Bundesminis-
terium für Verkehr 2005). Road transport benefits from the road network which can
be used to transport goods almost everywhere. Thus, regarding organisation and
performance, road transport is much more simple than e.g. rail transport. In road
transport, the goods can be delivered directly on-site at the receiver’s premises. In
contrast to this, as only few consignors or receivers own a private railway siding, rail
transport implies pre-carriage from the consignor to the starting railway station and
post-carriage from the destination railway station to the receiver of the goods, which
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are performed by truck. This example already shows the additional effort regarding
organisation and coordination which is necessary in rail transport. Furthermore, the
transfer of the load from one transport mode to another causes delays and additional
costs, which additionally affect the competitiveness in a negative way.

On the other hand, road transport is clearly connected to disadvantages. Through-
out Europe, efforts are made in order to improve the road infrastructure. Despite this
fact, the road network is congested frequently. As there is a rising demand of trans-
port, the congestion of motorways and roads will even increase in the future.

Looking at short distances, there is no alternative to road transport by truck.
Apart from that, looking at medium and long distances, it is desirable to implement
intermodal concepts combining truck, rail, and barge in order to relieve motorways
and roads. Thus, effective intermodal networks have to be implemented. The higher
expenses concerning organisation and coordination implied by intermodal transport
with respect to road transport must be compensated by appropriate measures in order
to achieve competitiveness.

As far as security is concerned, the optimisation of container transportation relies
primarily on a system of trust, where sealed container moves unimpeded through
the supply chain, noted in (APL Logistics 2003). Most of the containers will be
transported by vessel which are endangered for terrorists acts.

This paper describes a project of ISL to develop a demonstrator to increase the
security of supply chains of container transport to decrease the risk for vessels and
for hinterland transportation.

First the result of a former project of ISL will be introduced, which had the
goal to develop a Logistics Event Manager which has a lot of similarities to the
new Security Event Manager. Afterwards the new concept of this software and the
needed security related events will be described.

After introducing several ways how to generate those events and their restric-
tions, the calculation of a security factor will be described.

2 The SCEM approach

The Supply Chain Event Management (SCEM) methodology for planning and
monitoring supply chains is well known in the production industry. The intermodal
transport of a container is accompanied by so-called events, which divide into two
categories: On the one hand there are expected events such as loading and unload-
ing messages. These and the sequence of their occurrence are clearly defined and
can easily be monitored. The second class are events which occur unexpectedly and
which may allude to problems such as delay messages or a notice indicating a tech-
nical defect.

While traditional systems for planning, tracking and tracing are passive, i.e. the
user gets updated information only if he looks into the systems, the idea of SCEM
systems is to play an active role. To this end, the planned logistics chains (e.g. in
door-to-door transports) with expected events at expected times will be defined and
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matched against incoming event messages. Depending on the configuration, certain
triggers will be fired

• either if expected events do not happen
• or other events occur which were not expected.

The SCEM system will compare the expected events with the actual events and de-
cide on appropriate actions, e.g. inform the user, here the manager of the intermodal
transport chain, in case (and only in case) of problems. The chain manager is en-
abled to react in time on exceptions. Problems can be coped with soon after their
occurrence and before they cause a severe impact to the transport process. Thus, an
optimisation of the transport chains will become feasible.

Status events can be obtained via EDI (e.g. discharge messages from container
terminals), via mobile devices (e.g. handheld computers using GPRS communica-
tion) or using web interfaces. Another method to obtain automated events is the
introduction of RFID technology.

In the course of the R&D project MaTIB (Management of transports and inci-
dents in rail traffic) (MaTIB) funded by the German Federal Ministry of Research
and Education, a concept and software tool have been developed to support this ap-
proach. Events, decision rules, and corresponding actions can be defined; links to
operational systems ensure that the planning data are always up to date. It is a goal
within the MaTIB project to implement a system which is able to receive and pro-
cess these events automatically respectively to react on the absence of events. In
case of deviations with respect to the planned transport process, the manager of the
transport chain will be informed such that he can intervene as soon as possible, for
example by re-scheduling a delayed container to a later train.

3 Logistics Event Manager

As already mentioned, the intermodal transport of a container is accompanied by
so-called events, which fall into two categories: On the one hand there are expected
events such as loading and unloading messages. These and the sequence of their
occurrence are clearly defined and can easily be monitored. On the other hand there
are events which occur unexpectedly and which may allude to problems such as
delay messages or a notice indicating a technical defect.

Nowadays there are Track & Trace systems where a controller is able to get
informed about the current events of a shipped container. The disadvantages of such
systems are:

• The user gets updated information only on request based on manual interactions
• Users have to contact several sources (e.g. terminals, shipping lines, railways) to

get information about the complete chain
• A controller who is responsible for a huge amount of containers has to manually

review all these data although he is just interested in transports where something
is going wrong.
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A better solution instead of those passive Track & Trace systems are SCEM (Sup-
ply Chain Event Management) systems, which are well known in the production
industry.

ISL has developed such a SCEM system for logistic purposes to evaluate how
SCEM concepts can be used for intermodal container transports covering several
sub-transports performed by different transport modes (e.g. imports using ocean
shipping to one of the big North Sea ports, rail transport into the hinterland, final
distribution to the receiver by truck).

This SCEM system, called Logistics Event Manger, compares the expected
events with the current events and decides on appropriate pre-configured actions,
e.g. to inform the user in case (and only in case) of problems. Problems can be
coped with soon after their occurrence and before they cause a severe impact to the
transport process. Thus, an optimisation of the transport chains will become feasible.

For each event there are decision rules which examine its occurrence on time,
delay or total absence. Depending on the result of these examinations, the SCEM
system is able to initiate appropriate actions in a flexible way. It can send emails or
SMS which can notify their receivers about the occurrence of a specific event. In
addition, the user’s computer system can be affected such that containers originally
associated to a cancelled voyage are marked so they can easily be re-scheduled to
another voyage.

4 Security Event Manager

The Institute of Shipping Economics and Logistics (ISL) is now about to use the
SCEM concept for security purposes as well. Of course there are logistic events
which could be also interesting for security issues, e.g. a delayed arrival of the con-
tainer at a terminal could also be a fact of a disruption. But most events which are
important for security of a transport are not bound directly to logistic processes.

The main idea is to adapt the SCEM concept to security related events. First of all
there was an analysis which security related information and events are interesting
for an intermodal container supply chain.

4.1 Security related data and events

For a security system we have to differ between static information and events which
occur dynamically.

Static information which are interesting for a security system are:

• Value of goods: The higher the value the higher is the risk of theft.
• Type of cargo: dangerous goods could be used for acts of terrorism.
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• Destination: There are locations which are more interesting for terrorism acts like
others, e.g. terminals.

• Companies: The kind of involved companies during the transportation has a great
impact on the security, e.g. if they are screened and certified. The more compan-
ies are involved in a intermodal transportation the higher the risk of theft or ter-
rorism acts.

Beside this static data there are events occuring during a transport and could be
messaged by different systems and persons.

4.2 Automatic messaging of events

By using smart units or smart containers events could be messaged automatically.
These devices are able to detect breaking the door by light and contact sensors.
Furthermore by using shock, fire, smoke and temperature sensors they can notify
changes inside the container which could be a disruption. Some units are able to
send a message by GSM/GPRS to a security system.

Some of those devices are also using RFID technology to track the containers
position at important locations. There are also smart units and smart containers
which are equipped with an GPS Module which could be used for permanent posi-
tion tracking.

Due the high initial and maintenance costs of this devices it seems to be useful
only for containers with high-value goods or dangerous cargo.

Instead of such expensive units which are applied on each container, ISL has
developed a low-price solution which can be used on the vehicle, like train, truck
or barge. A standard mobile phone and a GPS receiver (or future Galileo) is used
to track the container while it is transported by the equipped carrier. A small Java
application on the mobile phone is receiving the GPS position by the GPS receiver
and sends it by using web services to a server. Users are able to track the current
position in a Google Maps application.

The current position of the container can be used for generating events, which is
one functionality of the Logistics Event Manager and will also implemented in the
new Security Event Manager.

In the Logistics Event Manager an event will be generated, when a transported
container enter or leaves a defined area, e.g. a terminal. The user is able to define
the position and the radius of locations (like terminals or also motorway junctions)
as well as the type of event which should be fired by entering or leaving the defined
circle.

A server is receiving the GPS position and calculating if the transported container
has entered or left a designed location and fires the defined event (see Fig. 1). The
Logistic Event Manager receives the event and decide by using the rule tree to send
an e-mail or to use EDI to inform the user. The system is also able to inform the user
about standstills of the transport.
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Fig. 1 Generating events by entering an area

This functionality will be also used in the Security Event Manager to generate
security related events.

On the one hand the user of the system could assign a detailed description of the
container’s route, which will be used as a security corridor. By comparing the cur-
rent position and the security corridor the system will be able to identify a deviation
and to create a event if necessary, e.g. a truck is leaving the motorway before it was
planned (see Fig. 2).

Beside the comparison of the current position and the planned security corridor
the algorithm also has to evaluate the probability of a possible threat. This prob-
ability is lower if, e.g. the driver of the truck is leaving the motorway in the case of
a congestion. There are several countries where TMC (Traffic Message Channel) is
available and can be used for retrieving information about congestions. The Secur-
ity Event Manager should be able to use this information to calculate the chance of
a threat.

On the other hand the system will be able to recognize standstills when the carrier
is not changing its position for a longer time. There are several restrictions concern-
ing such standstills:

• A standstill somewhere in a forest is more dangerous than on a motorway service
area

• The longer the time the higher is the chance of a disruption
• A standstill during the night could be more dangerous than in the daytime

Fig. 2 Detecting events by
GPS
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The system also has to take care of events which has occurred in the past, because
e.g. the chance of a disruption is high if the container has left the assigned security
corridor one hour ago and it is not moving anymore.

4.3 Generating events manually

It is handy to generate events in an automatically manner, but there are events which
could only be detected by humans. Furthermore not every container will be equipped
with a smart unit.

By using software and hardware clients, especially mobile clients, workers could
send messages to the Security Event Manager which has to evaluate if an event
should be created. Security related events could be:

• Changed goods, which could be detected by opening the container during a cus-
toms check

• False, missing or broken seal
• The carrier, chassis or driver is a different one than the planned one
• High security level of a terminal (in cause of ISPS)
• Nervousness of the driver

4.4 Security factor

The Security Event Manager has to calculate a security factor assessing the current
threat level of a transport. This factor will last from 0 to 100, where 100 means the
highest threat level.

The band of the factor will be divided into three categories: OK, low risk and
high risk; which could be used for visualisation purposes.

Following the SCEM idea the security factor itself will be used for generating
messages, e.g. Mail or EDI messages, to inform the user proactive.

The calculation of the security factor will base mainly upon the security relevant
data (e.g. dangerous cargo, value of goods) and the occurred events.

The user will have the option to declare a container transport to be endangered it-
self, as a result of circumstances, e.g. a very important container. This would change
the threshold in the algorithm which will increase the security factor accordingly.

The algorithm will not use any rule tree, because there are too many variables
which lead to huge and complex rule trees. Instead of using a precise algorithm, ISL
is about to use Fuzzy Logic to calculate a approximate value.

Fig. 3 Security factor and
categories
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5 Conclusions

It was shown that a Supply Chain Event Management (SCEM) system can support
the workflow in intermodal container transport and essentially assist the chain man-
ager. A SCEM system was built using the tool Visual Rules for the modelling of the
complex decision rule structure. The system receives events which occur during the
transport and examine them concerning punctuality, delay, or absence. Dependent
on the results, appropriate actions are performed notifying the transport chain man-
ager about problems by email or SMS or directly affecting other computer systems.
Within the MaTIB project, a SCEM system will be set up for a specific railway ser-
vice in the north of Germany. Results of the test operation will be available in 2007.

Security Event Management is a good application for SCEM, but it is necessary
to identify the ways how to generate the security related events.

Using synergies of the Logistics Event Manger and identifying the security re-
lated events can help to create a new application to increase the security of inter-
modal transport.

Instead of a small number of logistic events there are a lot of security related
events having several restrictions. These complex restrictions are not manageable
by an algorithm based on a rule tree. Therefore, the application of a Fuzzy Logic
concept instead offers the opportunity to solve this issue.
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Autonomous Control of a Shop Floor
Based on Bee’s Foraging Behaviour
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Abstract This paper focuses on the application of a bee-like autonomous control
method to a matrix-like shop floor model with setup times. Autonomous control
means decentralized coordination of intelligent logistic objects in a dynamically
changing environment. By the aid of a continuous flow simulation the system’s per-
formance will be analyzed in regard to the application effect on throughput times
and inventory levels.

1 Introduction

The ability to cope with increasing internal and external dynamics and complexity
grows more and more to the crucial factor of company’s going concern. Shorter
delivery times in connection with increased schedule performance in the field of
multi-stage delivery chains are only few new market conditions present companies
have to deal with. These changes require continuous improvement of production
responsiveness and call for more flexibility of production and logistic systems.

Apparently present production planning and control systems are unable to cope
with this kind of complex dynamics [1]. This leads to the introduction of au-
tonomous control strategies. In accordance to the definition of autonomous con-
trol [2], this term can be understood as the decentralized coordination of intelligent
logistic objects and their autonomous routing through a production system. For the
application it is necessary to develop local decision rules that allow the autonomous
decision making while the global objectives are reached through interaction and
emergent behaviour [3, 4].

Different autonomous control strategies have been developed for different scen-
arios with varying processing times, with and without the consideration of setup-
times. The queue length estimator [5, 6] is based on local information of buffer
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levels and the resulting expected waiting times. In addition a pheromone-like con-
trol approach was introduced, which uses data from past events and is inspired by
ant’s foraging behaviour [7]. This paper aims on the introduction of a further bio-
logically inspired, but non-pheromone-based strategy that utilizes the mechanisms
of bee’s foraging behaviour and communication to design new rules to improve the
ability of production systems to deal with increasing dynamics.

2 Autonomy in production logistics

The core of the concept of autonomous control is the development of decentralized
and heterarchical control methods to react contemporary and efficient to changes
in the complex and dynamical environment. The decision making process is trans-
ferred to the single logistic objects (e.g. machines, parts etc.) that control themselves
autonomously by the application of recent information and communication tech-
nologies such as radio frequency identification (RFID), sensor networks or wire-
less communication networks. These technologies can be understood as enablers
for intelligent products and parts to process information, to render decisions and to
communicate with other logistic objects [8].

The goal of application of autonomous control strategies is the achievement of
increased robustness and positive emergence of the total system by allocated accom-
plishment of dynamics and complexity of non-deterministic systems by higher flex-
ibility and autonomy of decision making. To develop and analyze such autonomous
control strategies Scholz-Reiter et al. [9] introduced a matrix-like shop floor scen-
ario, which is modified to proof the capability of the bee-like approach to deal with
problems like setup times and unexpected disturbances. The scenario is modelled
with the System Dynamics methodology in a continuous flow model as this al-
lows implementing feedback loops according to current data during the simulation
easily.

3 Shop floor scenario

The considered shop floor consists of m parallel production lines with each n ma-
chine Mij. Each machine has an input-buffer Bij in front of it. K different products
can be produced within this system (cf. Fig. 1).

At the source the raw materials for each product type enter the system. We as-
sume that the different product lines are more suitable for certain products: in other
words each machine at each stage has different processing times for each product;
and each product type has a preferred line For simplicity the priority rule for the
different products is set to first-come-first-served (FCFS).The production lines are
coupled at every stage. That means every line is able to process every kind of prod-
uct and the parts can switch to a different line at each production stage. They can
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Fig. 1 Schematic illustration of the mxn shop floor scenario

decide autonomously to change their basic process plan and to use a parallel ma-
chine instead in times of overload.

4 Autonomous control based on bee’s foraging behaviour

Nature often acts as model for the development of new ways to deal with uncertain-
ties in the production environment. Colonies of insects like ants and bees show an
impressive behaviour, which has been classed as Swarm-Intelligence [10]. The in-
dividuals follow simple rules that allow solving complex problems beyond the cap-
ability of the single group members. These colonies are characterized by adaptive-
ness, robustness and self-organization [11]. It has been suggested that these adaptive
properties can lend themselves to distributed optimization problems i.e. in the field
of telecommunication, transportation and manufacturing.

Searching for new ideas for autonomous shop floor control the bee’s foraging be-
haviour can act as a proper model. There are several interesting control mechanisms
based on simple rules that can be transferred to these specific problems.

4.1 Choosing the best feeding place in a honey bee colony

A colony of honey bees usually has different food sources to choose from. Bees that
are aware of a food source can either advertise the source by performing a ‘waggle
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dance’, they can continue to forage at the food source without recruiting nest mates,
or they can abandon and go back to a pool of unemployed bees [11]. If the bee
decides to start dancing it conveys information about the known food source to the
‘onlooking’ bees, i.e. its general direction, distance, and quality [12].

It has been experimentally shown that if a colony is offered two identical food
sources with the same distance from the hive, the bees exploit the sources equally.
Nevertheless, if one source is better the bees are able to exploit or switch to it,
even if it was discovered later. The probability of recruiting an onlooker bee for
a particular flower patch is directly proportional to the number of dances per-
formed for that source. The length of those dances in turn is proportional to
source quality [13, 14]. Thus more bees will be recruited to better food sources
usually.

Each homecoming collecting bee evaluates the food source by means of the ratio
of energy consumption to the energy conveyed to the hive in form of sugar concen-
tration. The better the individual evaluation of the food source quality is the more
dance runs the bee will perform. Experiments have shown that onlooker bees watch
only one single dance while meeting a dancing bee by chance. Usually the onlook-
ers leave the dancing bee before it completes its waggle dance. Thus the more runs
the dance has the longer it takes and the more unemployed bees can watch it. And,
the more collecting bees are attracted the more dances are accomplished. A positive
feedback loop emerges [15]. However, if the environment changes this food source
can be displaced. Thus the decisions making is reversible [13, 14, 15].

4.2 Transfer of best feeding place choice to the best machining
program problem

Searching for new approaches for production planning and control parallels occur
between the decision making process of finding the best feeding place and finding
the best way through a production line. In the same way the bees have to decide,
which flower patch to travel to, in an autonomous production the part itself has to
decide, which machine to go to in the next processing step.

One can imagine that even if a machine offers a very good processing time, the
transportation time and waiting time should also be included into the decision mak-
ing process. The throughput time varies dynamically over the time i.e. in conse-
quence of different machining performance for different products, setup times and
queue lengths.

The equation for the source quality can be found at Seeley [14, 16]. This ratio
is the basis for the decision how many runs the next waggle dance will have. It
expresses the ratio of the gain of a food source in Joule reduced by the costs and
divided by the costs in Joule

source quality =
gain [J]− costs [J]

costs [J]
. (1)
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Transferring this mechanism to the machine scenario this means that a part leav-
ing the machine after its processing has to decide about the duration of a signal given
back to the following part. The signal strength is set to the value of 1 according to
the one single bee performing a dance. According to the bee mechanism a part’s
choice of the next machine is depending on the sum of signals performed by the
preceding parts (depending on the number of signals and the length of the signals).
In the production scenario the evaluation equation expresses the ratio of the value
added at one device reduced by the costs (caused by time spent for processing, trans-
portation and waiting for each machine and product type) divided by these costs in
monetary units [MU]

machine quality =
value added [MU]− costs [MU]

costs [MU]
. (2)

For the application to the simulation model the machine quality MQmnk(t) of
each machine n on each production stage m and product type k is generated by the
reduction of value added VAmk to the part k on production stage m [MU] by the
throughput time TPTmnk(t) of a certain product type in a machine n on stage m [TU]
multiplied by the cost rate R in monetary units per time unit divided by these costs
as a time dependent function:

MQmnk(t) =
VAmk −TPTmnk(t)∗R

TPTmnk(t)∗R
. (3)

5 Simulation Results

5.1 Scenario without setup times

The simulation model is reduced to 3× 3 machines producing 3 different products
in order to handle the complexity. To model a highly dynamic market situation the
demand for the different products is set as an oscillating curve with situations of over
and under load. Therefore the arrival functions is for all product types sinusoidal
with an amplitude a1 = 0.25 and identical except for a phase shift of 1/3 period.
Every 2:24 h a new part of every type arrives to the system. The processing times
for the products are cyclic: 2 h, 2.5 h and 3 h respectively for the first, second and
third best machine respectively. After a phase of another 30 days to avoid transient
effects the second month is chosen to analyze the throughput time and input buffer
level behaviour.

Figure 2 shows the buffer levels of the three machines on the first production
stage. The buffer levels of the first production step are only considered because
the following stages act qualitatively in the same way but with an influx, which is
smoothed by the processing times of the machines. The left side shows the sys-
tem’s behaviour in the case of conventional control. Conventional control means
centralized pre-planned policy that schedules the parts to the line with the lowest
processing time.
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Fig. 2 Input buffer level behaviour comparison for a conventionally controlled and an autonomous
controlled production scenario

Because of the identical arrival functions (except for the phase shift) the time
series of the buffer levels have the same shape. The buffer levels illustrate the os-
cillations of the given sinusoidal arrival functions. Within one simulation period we
can observe the three maxima IBmax at 5.41 pieces and the mean buffer level IBa

of 3.07 pieces with a standard deviation IBstd of 1.02 pieces. One can observe that
the curve shapes and key figures are identical for the autonomous control approach
without a machine break down (top).

To analyze the robustness of the bee concept a 12-hours machine breakdown
was modelled. The comparison in the lower part of Fig. 2 shows that while the
conventionally controlled system piles up the parts in the respective buffer until
the machine starts to work again, the autonomous controlled system allocates the
workload more efficient. The maximum buffer level is dramatically reduced from
18.19 pieces to 11.65 pieces. Thus the standard deviation of input buffer levels is
decreased to nearly two thirds of the former value, from 2.95 pieces to 1.85 pieces
and the mean buffer level is reduced from 4.51 pieces to 4.09 pieces.

The effects on the buffer levels are reflected by the throughput time behaviour.
The mean throughput time TPTa is increased compared to the systems without
disturbances from 4.02 h to 4.59 h for the conventionally controlled system and
only 4.40 h in the autonomous system. The maximum throughput time TPTmax

reaches 5.48 hours for the conventionally control and 5.07 h for autonomous con-
trol compared to 4.30 h in case of no disturbance. However, the most interesting
key figure may be the standard deviation of throughput time TPTstd. For the con-
ventionally controlled system it is increased to 0.78 h compared to 0.30 h without
a machine breakdown while the autonomous controlled system is only increased
to 0.60 h.
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5.2 Scenario with setup times

To design a more realistic scenario the meaning of setup times are added. For this
purpose we assume that each machine n at each stage m has the same processing
time of 2:00 h for each product. A setup time is added if the product type changes
(Table 1). Thus, the machines’ priority rule for the choice of one part out of the
buffer has to be adjusted to this new situation. As a simple approach a priority rule
based on the queue length estimator is chosen [5, 6]. This rule leads to the complete
depletion of a certain type of parts in the buffer before a change to another product
type is accomplished.

The core of the idea is the communication of the actual setup status to the parts
entering the production system. These parts take the additional information into
account for their decision making process, which buffer to go to.

Although there is nothing comparable in a beehive system to setup times in a ma-
chine system, it is possible to do justice to the meaning of setup times in the existing
idea. In the previous section the signal strength was set to 1. By changing the signal
strength to a higher value for the duration of only one time step a special advertise-
ment can be given only to the direct successor part.

Table 2 shows that the enhanced control method improves all key figures for the
input buffer levels and the throughput time. The simulation study has shown that the
positive effects on the value are higher the more dynamical changes of the varying
workloads are. Table 2 shows the results for a sinusoidal workload with an amplitude
of a2 = 0.3 and a3 = 0.5: The standard deviation of throughput time TPTstd is

Table 1 Setup times for product changes on the different machines

Setup times [min]
machine Mm1 machine Mm2 machine Mm3

product type x → y

A→ B 30 10 60
A→ C 60 30 10
B→ A 10 60 30
B→ C 60 30 10
C→ A 10 60 30
C→ B 30 10 60

Table 2 Comparison of input buffer levels and throughput time key figures for different workloads
and without and with transfer of setup status information

amplitude 0.3 0.5
Setup status advertisement (yes/no) no yes no yes

INPUT
BUFFER

IBa 5.88 5.74 6.89 6.44
IBstd 1.78 1.02 1.76 1.50
IBmax 11.87 9.07 13.38 11.45

THROUGH-
PUT TIME

TPTa 6.68 6.18 7.37 6.91
TPTstd 0.46 0.20 0.38 0.25
TPTmax 7.83 6.79 8.50 7.43
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decreased for more than the half amount for amplitude a2 (from 0.46 h to 0.20 h) and
for one third for amplitude a3 (from 0.38 h to 0.25 h). In both cases the maximum
buffer level IBmax can be reduced for approx. 2 pieces from 11.87 to 9.07 pieces and
from 13.38 to 11.45 pieces. Moreover the mean buffer level IBa is reduced from
5.88 to 5.74 for a2 and from 6.89 to 6.44 pieces for a3.

6 Conclusion

It was shown that a non-pheromone-based autonomous control strategy can be ap-
plied successfully to shop floor scenarios with set-up times. In comparison with
a conventionally controlled line production the autonomous controlled system based
on the bee’s foraging behaviour shows promising results. The simulation proves that
new control method can cope with unexpected disturbances like machine break-
downs much better than a conventionally controlled system. Key figures represent-
ing the production logistic objectives like throughput time and buffer levels are
improved significantly. Furthermore the additional implementation of setup times
pointed out the quality of the new control method, especially in dealing with situ-
ations of highly dynamical environment, is not only possible but even improves the
results of the proposed idea.
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Abstract The process algebra CSP provides a well-established formalism for the
modelling, analysis, and verification of concurrent systems. Besides being a specifi-
cation language, CSP provides a valuable set of proof principles. We show in tutorial
style, how these proof principles are made available in our tool CSP-Prover. Overall,
CSP-Prover turns out to be an off-the-shelf proof tool ready for use in applications.

1 Introduction

The process algebra CSP (Hoare, 1985; Roscoe, 1998) provides a well-established,
theoretically thoroughly studied, and in industry often applied formalism for the
modelling and verification of concurrent systems. CSP has been successfully applied
in areas as varied as distributed databases, parallel algorithms, train control systems
(Buth and Schrönen, 1999), fault-tolerant systems (Buth et al., 1998), and security
protocols (Ryan et al., 2001).

Within the spectrum of models of concurrency, semantically CSP is based on the
so-called Hoare-Languages. In the classification of (Sassone et al., 1996), these are
of type ‘behaviour’ (during a system’s execution, a state can only appear once),
‘interleaving’ (parallel execution is expressed via non-determinism), and ‘linear
time’ (CSP abstracts from the point of branching in non-deterministic choices). For
such models of concurrency, CSP provides a rich variety of equivalences and refine-
ments.

Fixing one syntax, CSP offers different semantical models, each of which is dedi-
cated to special verification tasks. The traces model T , e.g., covers safety proper-
ties. Lifeness properties can be studied in more elaborate models. Deadlock ana-
lysis, e.g., is best carried out in the stable-failures model F , the failures-divergences
model N allows for lifelock analysis, the stable-revivals model R (Roscoe, 2005a)
has recently been designed to study responsiveness. The analysis of fairness proper-
ties requires models based on infinite traces, see (Roscoe, 1998, 2005b) for further
details.

The literature on process algebra, see, e.g., (Bergstra et al., 2001), has suggested
a variety of proof principles for process algebra in general, which, naturally, are also
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available in the context of CSP. These proof principles provide a valuable tool set
in order to analyze, validate and verify concurrent systems. To a certain extend, the
success of process algebra in general, and especially of CSP, is based on these very
principles. The overall purpose of these techniques is to lift semantical proofs to
proofs on the syntactic level: Process algebra is famous for its rich set of algebraic
laws, which allow for the manipulation of specifications on the syntactic level.

CSP-Prover (Isobe and Roggenbach, 2007, 2005; Isobe et al., 2005; Isobe and
Roggenbach, 2006) is an interactive proof tool for CSP based on the theorem prover
Isabelle/HOL (Nipkow et al., 2002). With its theorem proving approach CSP-Prover
complements the established model checker FDR (Limited, 2007) as a proof tool
for CSP. CSP-Prover is generic in the various CSP models. Currently, CSP-Prover
fully supports the traces model T and the stable-failures model F . Implementa-
tions of the failures-divergences model N and the stable-revivals model R are well
under way.

In this paper we review proof principles of process algebra and show how they
can be applied in CSP-Prover. It turns out that CSP-Prover provides a suitable plat-
form to study and apply proof principles of CSP. However, sometimes subtle but
important changes are required in order to obtain an ‘automatized’ version of an
established proof technique, which so-far was carried out manually only.

The various CSP models are defined in terms of denotational semantics. Conse-
quently, all syntactic proof principles such as algebraic laws, fixed point induction,
or the existence and uniqueness of normal forms have to be proven to be correct with
respect to a given denotational semantics. CSP-Prover provides an encoding of these
denotational semantics as well as of a wide range of already proven to be correct
syntactic proof principles. For the stable-failures model F the implemented prin-
ciples actually are complete (Isobe and Roggenbach, 2006). Overall, CSP-Prover
can be used as an off-the-shelf proof tool, which easily can be extended by domain
specific theorems.

Tools similar to CSP-Prover have been suggested by Tej/Wolff (Tej and Wolff,
1997; Tej, 2003) and Dutertre/Schneider (Dutertre and Schneider, 1997; Schneider,
2002). Here, CSP-Prover continues and extends the work by Tej/Wolf. Their tool
HOL-CSP is focused on the failure-divergences model N . While CSP-Prover works
with a deep encoding of the language, HOL-CSP provides a shallow encoding of
CSP in Isabelle/HOL. Consequently, in HOL-CSP proofs principles related to the
CSP syntax are not easy to realise. Schneider/Dutertre base their tool on the theorem
prover PVS. Their work is tailored to the verification of security protocols. Their
prover implements a restricted version of traces model T .

The paper is organized as follows: First we give an overview on the process
algebra CSP as it is available in CSP-Prover. Then we show how to prove and how
to apply algebraic laws in CSP-Prover. Section 4 discusses recursively described
systems, for which fixed-point induction provides a powerful and often adequate
syntactical proof principle. Finally, we discuss deadlock analysis: In the context of
CSP, deadlock-freedom is often proved by means of abstraction. An alternative is to
look into specialized theorems that cover deadlock-free networks.
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2 The process algebra CSP in CSP-Prover

Figure 1 shows the basic CSP processes available in CSP-Prover. These processes
are defined relatively to an alphabet of actions Σ and a set of process names. A pro-
cess can be a (parametrized) process name or one of the primitive processes Skip,
Stop, and Div. Actions can prefix a process. The choice between processes can
be external or internal. Both choice operators are also available in a generalized
version: the prefix choice operator allows the environment to choose between ac-
tions in a subset A of the alphabet Σ ; in the replicated internal choice, the process
chooses an index s from a set S of selectors, where this set of selectors S is ei-
ther a set of natural numbers or a set of subsets of the alphabet Σ . The further
progress of a process can depend on a condition. Various parallel operators are avail-
able, differing in their synchronization condition: with interleaving the processes
run independent of each other; synchronous parallel forces the processes to run in
lock-step; the general parallel operator synchronizes the processes in the subset X
of the alphabet Σ . There is hiding and renaming. Finally, it is possible to restrict
a process to its first n actions. Replicated internal choice is described in (Isobe and
Roggenbach, 2006), otherwise see (Roscoe, 1998) for a detailed discussion of these
operators.

In the setting of CSP-Prover, basic processes are terms of the type

(’a,’b) proc

where ’a is an Isabelle type variable to be instantiated with the type of process
names, and, similarly, ’b is an Isabelle type variable to be instantiated with the

P ::= p(x1, . . .,xn) %% (parametrized) process name
| Skip %% successfully terminating process
| Stop %% deadlock process
| Div %% divergence
| a → P %% action prefix
| P � P %% external choice
| P � P %% internal choice
| ?x : A → P(x) %% prefix choice
| !s : S•P(s) %% replicated internal choice
| if b thenPelseP %% conditional
| P ||| P %% interleaving
| P ‖ P %% synchronous parallel
| P |[X ]|P %% generalized parallel
| P o

9 P %% sequential composition
| P \ X %% hiding
| P[[r]] %% relational renaming
| P ↓ n %% depth restriction

Fig. 1 Syntax of basic CSP processes in CSP-Prover
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alphabet of actions. For example, the basic processes a → Skip and ?x : {a,b} →
P(x) can be typed-checked in Isabelle by declaring them as a term:

term "a -> SKIP"
term "? x:{a,b} -> P(x)"

Isabelle gives both terms the type (’a,’b) proc.
A CSP specification consists of a set of equations of the form

p(x1, . . . ,xk) = P

where p(x1, . . . ,xk) is a process name with parameters x1, . . . ,xk and P is a basic
process. A typical example is the following CSP specification of a buffer with cap-
acity one:

Empty = left?x → Full(x)
Full(x) = right!x → Empty .

Such a system of equations can be seen as a mapping from process names to basic
processes. This is the way, how CSP-Prover encodes these equations, see Fig. 2. Our
CSP specification myBuffer is declared as a function of type

myNames => (myNames, myAlphabet) proc

(line 8), the equations are encoded using the Isabelle command primrec (line 10
& line 11). The operator $ is a type constructor which converts process names into
basic processes.

Note that the specification in Fig. 2 describes a generic buffer. The type data
is not further specified and can be instantiated with respect to the particular needs
of an application. Semantically, data stands for an arbitrary set of values. Observe
further that the equation in line 11 takes a variable x of type data as a parameter.
This means that in the case that data is instantiated with an infinite set, the buffer
specification essentially consists of infinitely many equations. CSP-Prover provides
the means to analyze both generic CSP specifications as well as CSP specifications
consisting of infinitely many equations.

The CSP-Prover User Guide, available at (Isobe and Roggenbach, 2007) dis-
cusses the full concrete syntax available.

1 (* data *)
2 typedecl data
3 datatype myAlphabet = left data | right data
4 datatype myNames = Empty | Full data
5
6 (* process *)
7 consts
8 myBuffer :: "myNames => (myNames, myAlphabet) proc"
9 primrec

10 "myBuffer (Empty) = left ? x -> $(Full x)"
11 "myBuffer (Full x) = right ! x -> $(Empty)"

Fig. 2 A script for the process Buffer in CSP-Prover
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3 Algebraic Laws

Algebraic laws are at the core of process algebra. They form the basic building block
for all advanced techniques of process algebraic reasoning over concurrent systems.
In this section we show how to prove algebraic laws and how to apply them in
CSP-Prover.

In the context of CSP, algebraic laws come in two flavours, namely as laws on
equality and as laws on refinement. Here, we consider laws on equality only. Laws
on refinement can be treated in the same way as laws on equality. This has its reason
in the following equivalence, which in general holds in the various CSP models:

P � Q ⇔ P = P � Q .

I.e., refinement can be expressed in terms of equality. In this sense, refinement can
be considered as syntactic sugar, although in practice refinement surely is a notion
of its own right. For this reason, CSP-Prover also offers specific proof procedures
for refinement.

The manual verification of process algebraic laws with respect to a given non-
algebraic semantics is an important but error prone and complex task. Errors found
in algebraic laws years after their publication demonstrates the need for mechanised
theorem proving. The latest example in the CSP context is the correction of two
step laws, which, published in 1998, were shown to be incorrect in 2006, see (Isobe
and Roggenbach, 2006). With the exception of the stable failures model F , for
most CSP models it is an open question if they have a complete axiomatic seman-
tics. Thus, the proof practice might require the proof of new, yet not considered
algebraic laws. Section 3.1 presents – in the stable failures model F – a typical
proof of a process algebraic law in CSP-Prover and explains the basic techniques
involved.

Many tasks in analyzing concurrent systems with process algebra can be car-
ried out solely by applying algebraic laws. CSP-Prover offers a rich collection
of such laws, which have already proven to be correct. In Sect. 3.2, we demon-
strate – this time in the traces model T – how CSP-Prover allows one to alge-
braically reason about systems in a natural and intuitive way. It turns out that af-
ter structuring the proof into reasonably small subproblems, CSP-Prover’s tactics
can automatically discharge the arising proof obligations. Due to the sheer num-
ber – about 80 laws are required to completely capture the stable failures model
(Isobe and Roggenbach, 2006) – as well as of the complexity of these algebraic
laws – the �−step law studied in Sect. 3.1 below is of ‘medium’ complexity only –
CSP and, we believe, process algebra in general require an automated reasoning
approach.

Comparing the complexity of the two proof approaches demonstrated, namely
first carrying out a proof on the denotational semantics of CSP and then arguing on
a system using process algebraic laws only, the proof on the syntactic level turns out
to be much simpler although it deals with the more involved equation.
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3.1 Correctness proofs of algebraic laws

As an example of a semantical proof we consider the law ‘�−step’ concerning the
external choice operator:

(?x : A → P(x)) � (?x : B → Q(x)) = ?x : (A ∪B) →
(if (x ∈ A ∩B) then P(x) � Q(x)else if (x ∈ A) then P(x) else Q(x)).

This law studies the behaviour of a process, which is obtained by combining the
two processes (?x : A → P(x)) and (?x : B → Q(x)) with the external choice oper-
ator. The rhs of �−step captures which actions are possible in the first step, and –
depending on this first step – how the combined process behaves further. First, the
combined process makes all actions x ∈ (A ∪B) available to the environment. Af-
ter the environment has chosen which x the combined process should perform, the
behaviour of the combined process depends on the set to which this x belongs: if x
is in the intersection of A and B, then the environment has actually made no choice
between the two possible branches, and the originally external choice becomes an
internal choice between P(x) and Q(x); if x belongs to A but not to B, then P(x) is
executed; if x belongs to B but not to A, then Q(x) is executed. In CSP, laws such as
�−step are known as ‘step laws’. These step laws capture essential algebraic prop-
erties of the various operators: There is a step law for every CSP operator; the step
laws hold in all (main) CSP models.

In the following, we will use CSP-Prover to prove that �−step holds in the stable
failures model F . The denotational semantics of F maps process expressions via
functions traces and failures to pairs

(T,F), where T ⊆ Σ∗� and F ⊆ Σ∗� ×P(Σ�).

Here, Σ is the alphabet of actions from the syntax definition of CSP 1.
To prove the law �−step, we need to show: for all choices of Σ , for all choices

of A ⊆ Σ and B ⊆ Σ , and for all interpretations of the basic processes P(x) and Q(x)
in the semantic domain of F we have:

traces(Ext(A,P,B,Q)) = traces(Step(A,P,B,Q)) (#1)
failures(Ext(A,P,B,Q)) = failures(Step(A,P,B,Q)) (#2)

where Ext(A,P,B,Q) (Step(A,P,B,Q)) denotes the lhs (rhs) of the equation �−step. In the
following, we consider the proof of (#2) only:

In a manual proof, we first have to compute the sets failures(Ext(A,P,B,Q)) and
failures(Step(A,P,B,Q)) by applying the semantic clauses of the model F. After some
simplifications we obtain:

failures(Ext(A,P,B,Q)) =
{(〈〉,X) | A ∩X = /0}∪{(〈〉,X) | B∩X = /0}∪
{(〈a〉� t,X) | a ∈ A ∧ (t,X) ∈ failures(P(a))}∪
{(〈a〉� t,X) | a ∈ B ∧ (t,X) ∈ failures(Q(a))} (#3)

1 Σ� = Σ ∪{�}, Σ ∗� = Σ ∗ ∪Σ ∗ � 〈�〉, where � is a special symbol denoting successful termin-
ation, see (Roscoe, 1998) for a detailed discussion of F .
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1 lemma cspF Ext choice step:
2 "(? x:A -> P(x)) [+] (? x:B -> Q(x)) =F[M,M]
3 ? x:(A Un B) -> (IF (x : A Int B) THEN P(x) |˜| Q(x)
4 ELSE IF (x : A) THEN P(x) ELSE Q(x))"
5 apply (simp add: cspF cspT semantics)
6 apply (simp add: cspT Ext choice step)
7 apply (rule order antisym, auto)
8 (* ⊆ *)
9 apply (simp add: in traces in failures)

10 apply (auto)
11 (* ⊇ *)
12 apply (simp add: in traces in failures)
13 apply (elim disjE conjE exE, force+)
14 apply (case tac "a : B", simp all add: in failures)
15 apply (case tac "a : A", simp all add: in failures)
16 done

Fig. 3 A proof script for step law of the external choice

failures(Step(A,P,B,Q)) =
{(〈〉,X) | (A ∪B)∩X = /0}∪
{(〈a〉� t,X) | a ∈ A ∪B ∧

if (a ∈ A ∩B) then (t,X) ∈ failures(P(a))∪ failures(Q(a))
else if (a ∈ A) then (t,X) ∈ failures(P(a))
else (t,X) ∈ failures(Q(a))} (#4)

Using standard arguments on sets, one can show that the sets (#3) and (#4) are
indeed equal and that therefore the step law �−step holds in F .

In contrast to this approach, Fig. 3 shows a proof-script in CSP-Prover for this
step-law. First, we state �−step to be our proof goal (line 1). The command in line
5 splits the main goal into two subgoals corresponding to the Eqs. (#1) and (#2)
above. The first subgoal (#1) is discharged at the line 6. Here, we use the lemma
cspT_Ext_choice_step which belongs to the traces model T . Now we deal
with the second subgoal, the Eq. (#2). We prove this equality of sets by two subset
relations, which we obtain as new subgoals at the line 7:

∀(t,X) ∈ failures(Ext(A,P,B,Q)). (t,X) ∈ failures(Step(A,P,B,Q)) (#5)
∀(t,X) ∈ failures(Step(A,P,B,Q)). (t,X) ∈ failures(Ext(A,P,B,Q)) . (#6)

The subgoal (#5) is proved in the lines 9 and 10, the subgoal (#6) is proved in
lines 12–15. For both subgoals, the sets of failures2 of the both processes, i.e. (#3)
and (#4), are automatically derived in CSP-Prover, see the lines 9 and 12. This is
a powerful technique. Deriving the denotations of processes according to the se-
mantical clauses of a CSP model is a tedious but error prone and complex task –
note that the sets (#3) and (#4) are simplified versions of the sets derived from the
semantical clauses. The commands in line 10 and in the lines 13–15 finally check
that (#3) and (#4) are equal.

2 The model F requires the trace sets in order to derive the failures of the external choice between
processes.
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3.2 Proofs based on algebraic laws

Given a set of algebraic laws such as �−step, how can we use these laws in CSP-
Prover in order to reason about a CSP specification? Let us consider an example
out of the context of testing from formal specifications, see (Kahsai et al., 2007).
Given the CSP specification of a system, and given a test in the form of a sequence
of actions, shall we expect an implementation of this specification, the so-called
system under test, to engage in this sequence of actions? More concrete, let the
system be a simple calculator which reads values x and y from a keyboard and then
shows on its display the sum x + y of these values:

Calculator = ?x : Button → ?y : Button → Display!(x + y)→ Skip .

Consider as a test the process which represents the sequence of pressing the button
for zero, pressing the button for one, and then expecting the display to show a one:

Test = Button!0 → Button!1 → Display!1 → Stop .

In order to prove that Test is a sequence that any correct implementation of Calcula-
tor has to execute, we need to discharge several proof obligations, see (Kahsai et al.,
2007) for the details. Here, we consider just one of the equations that need to be
established in this context:

(((Calculator ‖ Test) [[MyRenaming]]) |[{a}]|Count3) \ {a} =T OK → Stop .

Here, MyRenaming = {(x,a) | x ∈ Σ} and Count3 = a → a → a → OK → Stop.
This equation can be shown to be correct using the following lemmas:

1. Calculator ‖ Test =T Test (* parallel one *)
The Calculator and the Test agree on the three actions prescribed by Test.

2. Test[[MyRenaming]] =T a → a → a → STOP (* renaming *)
All these actions are renamed into a.

3. a → a → a → STOP |[{a} ]|Count3 =T Count3 (* parallel two *)
Count3 verifies that there are three agreed actions and communicates OK.

4. Count3 \ {a} =T OK → Stop (* hiding *)
After hiding all the a’s, the action OK remains the only one visible.

Figure 4 shows how this proof idea can be formalized in CSP-Prover, where we
assume – for the moment – that the above equations have already been proven. The

1 theorem
2 "(((Calculator||Test)[[MyRenaming]])|[{a}]|Count3)-{a}=TOk->STOP"
3 apply(tactic { * cspT simp with tac "parallel one" 1 * } )
4 apply(tactic { * cspT simp with tac "renaming" 1 * } )
5 apply(tactic { * cspT simp with tac "parallel two" 1 * } )
6 apply(tactic { * cspT simp with tac "hiding" 1 * } )
7 done

Fig. 4 Discharging a proof obligation from formal testing
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1 lemma hide a: "(a -> P) - {a} =T P - {a}"
2 apply (tactic { * cspT hsf tac 1* } )+
3 done
4
5 lemma hide OK: "(OK -> P) - {a} =T OK -> (P - {a} )"
6 apply (tactic { * cspT hsf tac 1 * } )
7 done
8
9 lemma hide STOP: "STOP - {a} =T STOP"

10 apply (tactic { * cspT hsf tac 1 * } )
11 done
12
13 lemma hiding: "(a -> a -> a -> OK -> STOP) - {a} =T OK -> STOP"
14 apply(tactic { * cspT simp with tac "hide a" 1 * } )+
15 apply(tactic { * cspT simp with tac "hide OK" 1 * } )
16 apply(auto)
17 apply(tactic { * cspT simp with tac "hide STOP" 1 * } )
18 done

Fig. 5 Some typical lemmas

tactic cspT simp with tac takes care of the rewriting process. This tactic has
as parameters the name of the lemma to be applied, e.g., “parallel one”, and
the number of the proof goal to which the lemma shall be applied – in our case
always the first goal. Using the four lemmas stated above, the proof script rewrites
the lhs of the original equation till it is syntactically identical to the rhs, at which
point the equation trivially holds. Note how this proof script corresponds directly to
the natural line of argument shown above.

It remains to prove the four lemmas used in our theorem. These four lemmas can
be proven following a systematic approach, which we demonstrate for the hiding
lemma, see Fig. 5. CSP-Prover’s tactic cspT hsf tac is usually able to prove
simple equations. Adding a + to a proof command triggers its repeated execution
till it fails. In order to prove the hiding lemma, we consider three basic cases: the
communication is a, the communication is OK, and hiding is to be applied on the
process Stop. Note that in hide a we use the process name P as a variable, which
later can be instantiated with an arbitrary process.

For the situation that the available tactics fail to prove an equation CSP-Prover
also offers proof commands that allow the user to take more detailed control of
the rewriting process: Equations can be decomposed into their left and right hand
side; equations can be glued together again; basic processes can be decomposed into
their parts; specific algebraic laws can be chosen for the rewriting process. These
techniques allows the user to choose exactly the point at which an algebraic law
shall be applied.

4 Fixed point analysis

In general, CSP specifications are recursive definitions. Take for instance the CSP

specification
X = (a → X) � X
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which shall define the behaviour of a process X. Possible interpretations of X are,
for instance, the processes Qa and Qab: 3

Qa = (a → Qa)
Qab = (a → Qab) � (b → Qab)

Thus, the two standard questions on recursively defined objects apply to CSP speci-
fications: Does there exist a solution? If there exists a solution, is this solution
uniquely determined? In the context of analysing systems, also a third question
arises: What proof principles can be applied to the solution?

For CSP, these questions are answered either in terms of order theoretic tech-
niques based upon Tarski’s fixed point theorem or in terms of metric techniques
based upon Banach’s fixed point theorem. The following tabular summarizes the
structures available for the main CSP models, see (Roscoe, 1998, 2005a):

Model order theoretic structure metric structure

T complete lattice complete metric space

N
for finite alphabet Σ :

complete metric space
complete partial order

F complete lattice complete metric space
R complete lattice no published results

With Tarski’s fixed point theorem one can show the existence of a solution, how-
ever, there can be several ones. Depending on the model under consideration, CSP

selects the smallest (respectively the largest) fixed point under the chosen order-
ing relation and achieves in this way uniqueness. In contrast to this, Banach’s fixed
point theorem yields the existence of a unique solution. Consequently, only order-
theoretic reasoning can be applied to the specification above. The metric approach
fails.

The applicability of Tarski’s and Banach’s fixed point theorem depends on the se-
mantical properties of the given CSP specification. For Tarski’s theorem, on the se-
mantical level all functions are required to be continuous with respect to the chosen
ordering relation. In most CSP models, all the standard CSP operators and their com-
position yield continuous functions. Banach’s theorem, however, requires the func-
tions on the semantical level to be contracting. Here, the process algebraic litera-
ture has introduced the concept of ‘guardedness’ of a process expression. In CSP,
a guarded process expression yields a contracting function on the semantical level.
Thus, both semantical requirements, namely continuity and contractiveness, can be
captured on a purely syntactical level. The process expression (a → X) � X fails to
be guarded, the expressions a → Qa and (a → Qab) � (b → Qab) are guarded.

3 Replacing X on the rhs by Qa yields with help of the idempotence law P � P = P: (a → Qa) �

Qa = (a → Qa) � (a →Qa) = a →Qa = Qa. For Qab we obtain: (a →Qab) � Qab = (a →Qab) �

(a → Qab) � (b → Qab) = (a → Qab) � (b → Qab) = Qab.
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Concerning the analysis of recursively defined objects, fixed-point-induction
offers a powerful proof method. In order to prove, e.g., in the traces model T

X =T Qa

one needs to show

Qa �T (a → Qa) � Qa ∧ X �T a → X (∗)

i.e., Qa needs to be refined by the process which is obtained by substituting X by Qa

on the rhs of the defining equation of X, and X needs to be refined by the process
which is obtained by substituting Qa by X on the rhs of the defining equation of Qa.
Qab is not equivalent to X, as X ��T (a → X) � (b → X). The two refinements (∗)
can be proven as follows:

Qa =T Qa � Qa =T (a → Qa) � Qa, (∗1)

X =T (a → X) � X �T (a → X) � Stop =T (a → X) (∗2)

Here, we use the facts that Stop is the largest process with respect to the order �T,
and that P = Q ⇔ P � Q ∧ Q � P.

4.1 Basic fixed point analysis techniques in CSP-Prover

The above examples are complex enough to demonstrate basic techniques for fixed
point analysis in CSP-Prover. The next section on deadlock analysis will provide
more elaborate examples. Figure 6 shows the encoding of the CSP specifications
for X and Qa. PNfun is a reserved word of CSP-Prover. It is used to specify that
for each process name A the equation A = PNfun(A) holds. This function PNfun
can be used for each type of process names by the option overloaded, as shown in
lines 8 and 14.

1 theory xq = CSP T:
2 datatype Event = a | b
3
4 (* unguarded process *)
5 datatype ungPN = X
6 consts ungfun :: "ungPN => (ungPN, Event) proc"
7 primrec "ungfun X = a -> $X [+] $X"
8 defs (overloaded) ungfun def [simp]: "PNfun == ungfun"
9

10 (* guarded process *)
11 datatype gPN = Qa
12 consts gfun :: "gPN => (gPN, Event) proc"
13 primrec "gfun Qa = a -> $Qa"
14 defs (overloaded) gfun def [simp]: "PNfun == gfun"
15 end

Fig. 6 Encoding of recursive CSP specifications
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Figure 7 shows the proof script for Qa �T X and X �T Qa (i.e. X =T Qa). First,
we declare that the cpo approach is to be used in this proof (line 4)4. The refinement
lemmas at lines 10 and 19 give the goals (∗) to CSP-Prover. It is necessary to explic-
itly specify the type of $X – otherwise $X has no information on the type Event. If
this typing is left out, the goal becomes more general and is not valid any more. The
proof strategy used in lines 11–13 is exactly the same as the one in (∗1) explained
above. First, fixed point induction is applied to the rhs (line 11). The function fx
explicitly states for each process name A on the rhs, which process on the lhs is ex-
pected to be refined by A. The command in line 12 instantiates the process name Qa.
After this command, the subgoal $Qa <=T a -> $Qa [+] $Qa is displayed.
This can be proven by the unwinding (lines 13) as stated above (∗1). The reverse
direction X �T Qa can be proven in a similar way (lines 15–22).

While, for mathematical reasons, fixed point induction of type cpo can be applied
only for unfolding the rhs as demonstrated in Fig. 7, metric fixed point induction
can also be applied on the lhs. In the proof practice this is of major advantage. In
a refinement goal spec � impl, the process impl often has a concurrent structure like
(P1 |[X ]|P2) \ Y, which cannot be unfolded.

The price to pay for metric fixed point induction, however, is that it requires
process expression to be guarded. To this end, CSP-Prover provides a predicate
guardedfun to check if a process expression fun is guarded. In our example,
the application guardedfun ungfun leads to False, where ungfun is the
function defined at line 7 in Fig. 6. This demonstrates how CSP-Prover prevents the
use of metric fixed point induction for the proof goal X =T Qa.

1 theory xq refine cpo = xq:
2
3 (* CPO apporach *)
4 defs FPmode def [simp]: "FPmode == CPOmode"
5
6 (* Qa �T X *)
7 consts fx :: "ungPN => (gPN, Event) proc"
8 primrec "fx (X) = $Qa"
9

10 lemma x refine qa cpo: "$Qa <=T ($X::(ungPN, Event) proc)"
11 apply (rule cspT fp induct right[of "fx"], auto)
12 apply (induct tac p, auto)
13 by (tactic {* cspT unwind tac 1 *})
14
15 (* X �T Qa *)
16 consts fa :: "gPN => (ungPN, Event) proc"
17 primrec "fa (Qa) = $X"
18
19 lemma qa refine x cpo: "$X <=T ($Qa::(gPN, Event) proc)"
20 apply (rule cspT fp induct right[of "fa"], auto)
21 apply (induct tac p, auto)
22 by (tactic {* cspT unwind tac 1 *})
23
24 end

Fig. 7 A proof script for refinement over recursive process

4 cpo – complete partial order. In contrast to this, it is possible to use to set FPmode to the value
CMSmode; cms – complete metric space, i.e., one works with Banach’s theorem.
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5 Deadlock analysis

Deadlocks are certainly the best known and also most feared failures exhibited
by concurrent systems. In the analysis of concurrent systems, proof of deadlock-
freedom is as fundamental as termination proofs are in the context of sequential
systems.

In CSP, deadlock is represented by the process Stop. A process is deadlock-free,
if it never reaches a state equivalent to Stop. On the semantical level, this intuition
is captured as follows: A process P is defined to be deadlock-free if and only if

∀s ∈ Σ∗ • (s,Σ�) /∈ failures(P).

After executing a trace s, the process P is not allowed to refuse the set of possible
communications Σ� = Σ ∪{�}, namely those from the alphabet Σ and the termi-
nation symbol �.

This definition on the semantical level has a purely syntactical counterpart:
Roscoe (Roscoe, 1998) presents the theorem that P is deadlock-free if and only if

DF� �F P,

where the process DF� is defined as DF� = (!x : Σ →DF�)� SKIP and�F stands
for refinement in the stable failures model F . As the stable failures model F has
a complete axiomatic semantics (Isobe and Roggenbach, 2006), the above theorem
yields that CSP has a complete calculus for checking deadlock-freedom. In Sect. 5.1
we demonstrate how to apply this calculus in CSP-Prover with an example taken
from an industrial case study.

While the refinement approach completely abstracts from the structure of the
concurrent system to be analyzed, other techniques have been suggested which
are tailored specifically to a certain class of systems. Roscoe and Dathi (Roscoe
and Dathi, 1987), for instance, present the following theorem on a specific class
of networks V: Let V consist of a finite number of processes {P1, . . . ,Pn}; if for
all pairs of processes Pi and Pj with i �= j and for all states σ of the network V
holds that

Pi
σ−→• Pj ⇒ fi(σ) > fj(σ) (∗)

then the network V is deadlock free – see (Roscoe and Dathi, 1987) for the full de-
tails of this theorem. The above formula reads: whenever the network is in a state σ
such that Pi has an ungranted request to Pj (written Pi

σ−→• Pj), i.e., the system is in
a potential deadlock situation, then the progress fi(σ) which Pi has made in state σ
is bigger than the progress fj(σ) which Pj has made in state σ . Essentially, the the-
orem applies an argument on the exclusion of circular waiting to the network. The
functions fk, 1 ≤ k ≤ n, are a so-called variant of the network V , which needs to be
established for each network individually.
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This technique is of purely semantical nature: the state to be considered in condi-
tion (∗) includes as one of its components the failures of the network to be analyzed.
In this sense, the application of this theorem is more involved than the abstraction
technique. Its advantage, however, lies in its capability to analyze whole families
of systems. In (Isobe et al., 2005) we give a proof of deadlock freedom for a whole
family of systolic arrays. It is an open research question, if syntactic methods such as
the refinement approach discussed above are capable of proving deadlock freedom
for whole families of systems.

5.1 Proofs by abstraction

In the following, we give an example of how to prove deadlock-freedom in CSP-
Prover via abstraction. To this end, we will show for a process AC that it is a refine-
ment of a more abstract process Abs in the stable failures model F . For this process
Abs we prove $DFtick� Abs, where $DFtick is the CSP-Prover’s representa-
tion of the process DF� defined above. As refinement is transitive, this establishes
deadlock freedom for AC. It should be noted that CSP-Prover also includes the proof
of the above syntactical characterization of deadlock freedom.

Our example for this section is taken from an industrial case study on the verifi-
cation of EP2 (Consortium, 2002), which is a new standard of electronic payment
systems. In (Gimblett et al., 2005), major parts of the EP2 system have been for-
malised in CSP-CASL (Roggenbach, 2006). For a system as complex as EP2, tool
support is required in order to prove deadlock freedom for the interaction between
the various components.

Translating the data part of the specifications given in (Gimblett et al., 2005) into
adequate Isabelle code, we obtain specifications in the input format of CSP-Prover.
Figure 8 shows the nucleus5 of the initialisation procedure of the EP2 Terminal.
The Terminal starts the initialisation (line 12), where c!?x : X→ P represents
that one of data in X is nondeterministically sent on c, and waits then for data sent
by the Acquirer. If this data is of type Request, the Terminal answers with
a value of type Response (line 15). Another possibility is that the Acquirer
wants to exit the initialisation (line 16). Any other type of communication sent by
the Acquirer will lead to a deadlock represented by the process STOP (line 16).
On the other end of the communication, after receiving an initialisation request
(line 17) the Acquirer internally decides if it wants to exit the process (line 19)
or interact with the Terminal by sending a request followed by a response of the
Terminal (line 20). The system AC to be analysed here consists of the parallel
composition of the Terminal and the Acquirer synchronised on the channel c
(line 25).

5 For the purpose of this paper, the specification text has been simplified. The complete formalisa-
tion and proof can be found in (Isobe and Roggenbach, 2007).
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1 (* data part *)
2 typedecl init d typedecl request d typedecl response d typedecl exit d
3 datatype Data = Init init d | Exit exit d
4 | Request request d | Response response d
5 datatype Event = c Data
6
7 (* process part *)
8 datatype ACName = Terminal | TerminalConfigManagement
9 | Acquirer | AcConfigManagement

10 consts ACfun :: "(ACName, Event) proc"
11 primrec
12 "ACfun (Terminal)=c!?init:(range Init)->$TerminalConfigManagement"
13 "ACfun (TerminalConfigManagement) =
14 c ? x -> IF (x:range Request)
15 THEN c !? response:(range Response)->$TerminalConfigManagement
16 ELSE IF (x:range Exit) THEN SKIP ELSE STOP"
17 "ACfun (Acquirer) = c ? x:(range Init) -> $AcConfigManagement"
18 "ACfun (AcConfigManagement) =
19 c !? exit:(range Exit) -> SKIP |˜|
20 c !? request:(range Request)
21 -> c ? response:(range Response) -> $AcConfigManagement"
22 defs (overloaded) Set ACfun def [simp]: "PNfun == ACfun"
23
24 constdefs AC :: "(ACName, Event) proc"
25 "AC == ($Acquirer |[range c]| $Terminal)"

Fig. 8 EP2 Specification at the Abstract Component Description Level

Using CSP-Prover, we can show in the stable-failure model F that the above
described process AC is a refinement of the process Abs of Fig. 9. This proof
gives another nice example on how to apply proof procedures to recursively de-
fined processes in CSP-Prover. Note that Abs is a purely sequential process which
can successfully terminate after any even number of communications through the
channel c. Which specific data is sent on c can be ignored here.

Figure 10 shows the complete script to prove the refinement relation Abs �F
AC (line 16) in CSP-Prover. First, it is declared that the CMS approach is applied
for the analysis of fixed points in this verification (line 2). Then we check that
all processes are guarded. This check is fully automated routine (lines 5–6). Next,
a mapping is defined from the process-names of Abs to process expressions in AC
(line 9-12)6. After these preparations, Abs �F AC is given as a goal (line 16).

1 datatype AbsName = Abstract | Loop
2 consts Absfun :: "(AbsName, Event) procDF"
3 primrec
4 "Absfun (Abstract) = c !? x -> $Loop"
5 "Absfun (Loop) = c !? x -> (SKIP |˜| c !? x -> $Loop)"
6 defs (overloaded) Set Absfun def [simp]: "PNfun == Absfun"
7
8 constdefs Abs :: "(AbsName, Event) proc"
9 "Abs == $Abstract"

Fig. 9 An abstraction of the process shown in Fig. 8

6 It is hard to automatically derive such correspondences. However, CSP-Prover can assist users to
derive them.
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1 (* the CMS approach is used for analysing Fixed Points *)
2 defs FPmode def [simp]: "FPmode == CMSmode"
3
4 (* check the guards *)
5 lemma guardedfun AC Abd[simp]: "guardedfun ACfun" "guardedfun Absfun"
6 by (simp add: guardedfun def, rule allI, induct tac p, simp all)+
7
8 (* expected correspondence of process-names in Abs to AC *)
9 consts Abs to AC :: "AbsName => (ACName, Event) proc"

10 primrec
11 "Abs to AC (Abstract) = ($Acquirer |[range c]| $Terminal)"
12 "Abs to AC (Loop) = ($AcConfigManagement |[range c]
13 | $TerminalConfigManagement)"
14
15 (* the main theorem *)
16 theorem ep2 Abs AC: "Abs <=F AC"
17 apply (unfold Abs def AC def)
18 apply (rule cspF fp induct left[of "Abs to AC"], auto)
19 apply (induct tac p, auto)
20 apply ((tactic * cspF hsf tac 1 *)+,
21 (rule | rule cspF decompo ref |
22 rule cspF Int choice left1, auto |
23 rule cspF Int choice left2, rule cspF decompo ref, auto)?,
24 (auto simp add: image iff inj on def)?)+
25 done

Fig. 10 The complete proof script for Abs �F AC

Using the above mapping, the proof obligations on the recursive process Abs are
unfolded into a base case and step cases by cspF fp induct left. This is the
fixed point induction rule for unfolding the left-hand side (line 18). Since a step
case is produced for each of the process names of Abs, the step cases are in-
stantiated by induction on AbsName (line 19). Finally, the theorem is proven by
CSP-Prover’s tactic csp hsf tac (line 20) which sequentialises any expression,
csp decompo ref which decomposes CSP-operators (line 21) by considering
the refinement, for example,

Y ⊆ X ∧ (∀x ∈ Y.P(s) �F Q(s)) =⇒ !x : X •P(s) �F !x : Y •Q(s),

csp Int choice left1 which selects the first P from P � Q in the left-hand
side (line 22), and Isabelle’s tactic auto (line 24).

It remains to show that AC is deadlock-free. Figure 11 shows the complete script
to prove the refinement relation $DFtick�F Abs (line 8) in CSP-Prover. In this
proof, cspF fp induct right, which is the fixed point induction rule for un-
folding the right-hand side, is applied (line 10). Since we use the CMS approach
in this example, we can apply the fixed point induction to the both sides. Note
that in the CPO approach cspF fp induct right is available only for un-
folding right-hand sides. The proof strategy used in Fig. 11 is similar to the case of
Abs� AC.

Finally, we give a script for showing that AC is deadlock-free in Fig. 12. The main
goal is rewritten to $DFtick� AC by DeadlockFree DFtick ref, which is
the encoded syntactical characterization of deadlock-freedom (line 2). We finally
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1 (* expected correspondence of process-names in Abs to DF *)
2 consts Abs to DF :: "AbsName => (DFtickName, Event) proc"
3 primrec
4 "Abs to DF (Abstract) = ($DFtick)"
5 "Abs to DF (Loop) = ($DFtick)"
6
7 (* the main theorem *)
8 theorem ep2 DF Abs: "$DFtick <=F Abs"
9 apply (unfold Abs def)

10 apply (rule cspF fp induct right[of "Abs to DF"], auto)
11 apply (induct tac p, auto)
12 apply ((tactic {* cspF hsf tac 1 *}, rule cspF Int choice left1,
13 rule cspF decompo ref, auto) |
14 (tactic {* cspF hsf tac 1 *}, rule cspF Int choice left2, simp))+
15 done

Fig. 11 The complete proof script for $DFtick �F Abs

1 theorem AC isDeadlockFree: "AC isDeadlockFree"
2 apply (simp add: DeadlockFree DFtick ref)
3 apply (rule cspF trans[of Abs])
4 apply (rule ep2 DF Abs, rule ep2 Abs AC)
5 done

Fig. 12 The complete proof script for the deadlock-freedom of AC

establish our proof goal by combining $DFtick� Aba and Abs� AC, which have
been proved in Figs. 10 and 11, respectively.

6 Summary and Future work

In this paper, we have reviewed a number of proof principles of the process algebra
CSP, have discussed their merits and limitations, and have shown by the means of
practical examples how these techniques can be applied in the analysis of concurrent
systems using CSP-Prover. It turned out that mechanized theorem proving is needed
for both, the verification and the application of proof principles in CSP and process
algebra in general.

Future work will include the implementation of further CSP models in CSP-
Prover, the integration of FDR and CSP-Prover, as well as the application of CSP-
Prover in further case studies.
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to Logistical Systems Modeling

Mikhail Postan

Department of Economics and Management, Odessa National Maritime University,
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Abstract The activity of logistical systems occurs often under uncertainty (demand
fluctuation, irregularity of transport units movement, unreliable equipment, etc.).
Therefore, it is naturally to apply for their modeling different types of stochastic
processes, in particular the Markov drift processes (with continuous sample paths).
The phase space of Markov drift processes is direct product D ×C, where D is
a finite or denumerable set, C is a continuous set, C ⊆ Rn

+. In our paper, a number
of examples of Markov drift processes application to modeling the different kinds
of logistical systems (production lines, transportation systems, supply chains, etc.)
is given.

1 Definition of Markov Drift Process and its Properties

The Markov drift process is a subclass of the Markovian processes with the phase
space Ω = D×C, where D is a finite or denumerable set, C is a continuous set,
C ⊆ Rn

+ (Rn
+ is the non-negative orthant of n-dimensional Eucledian space). More

exactly, it is the pair (Z(t),ξ (t), where Z(t) is a discrete component (chain) and ξ (t)
is the vector with continuous components (random walk) which satisfies the differ-
ential equation:

d
dt

ξ (t) = vZ(t)(ξ (t)), a.s. (1)

In Eq. (1) vki(x),k = 1,2, . . .,n; i ∈ D,x ∈ C, are the given bounded functions
describing the “drift” or fluctuations of vector ξ (t).

For the first time this subclass of Markov processes was applied to modeling
some industrial processes and data communication systems by Sevast’yanov [14],
Kosten [3,4], Wijngaard [15], Anick, Mitra, and Sondhi [1], Mitra [5], Mitra and
Mitrani [6], Prabhu [12] and other authors. In the article by Devis [2] and in the
work by Schmidli [13] the general theory of wide class of non-diffusion stochas-
tic processes (including the Markov drift processes) was developed but in rather
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abstract form. In our works [7–10] the constructive definitions of some types of
Markov drift processes were given which have been very suitable for mathematical
and/or numerical analysis of different real systems in transport, manufacturing, and
data communication.

Let C = [0,E1]× [0,E2]× . . .× [0,En] and ‖λ ij(x)‖ be the infinitesimal matrix
(generator) of process (Z(t),ξ (t)). We assume that λ ij(x), i, j ∈ D, are continuous
in the interval 0 < xk < Ek, left-continuous at the points xk = 0, right-continuous at
the points xk = Ek, k = 1,2, . . .,n, and uniformly bounded. Besides, it is assumed
that the following condition is valid:

∑
i∈D

λ ij(x) = 0, x ∈ C .

Firstly, consider more simple case n = 1. Let us assume that

vZ(t) = ∑
i∈D

viI(Z(t) = i)− ∑
i∈D−

viI(Z(t)i,ξ (t) = 0)

− ∑
i∈D+

viI(Z(t) = i,ξ (t) = E) ,
(2)

where {vi, i ∈ D} is the set of given values of the chain Z(t),supi |vi| < l < ∞;

D− = {i : vi < 0, i ∈ D} �= /0, D+ = {i : vi > 0, i ∈ D} �= /0

I(A) is the indicator of an event A.
According to Eqs. (1), (2) 0 and E are the sticky bounds for the random walk ξ (t)

on the closed interval [0,E].
Let us introduce the following notations:

Pr{Z(t) = i,x < ξ (t) < x + dx} = qi(x, t)dx, i ∈ D, 0 ≤ x ≤ E ,

Pr{Z(t) = i,ξ (t) = 0} = p−i (t), i ∈ D−⋃D0 ,

Pr{Z(t) = i,ξ (t) = E} = p+
i (t), i ∈ D+⋃D0 ,

(3)

where D0 = {i : vi = 0, i ∈ D} .
We suppose that probability densities qi(x, t) are continuously differentiable for

0 < x < E, t > 0, and there exist the limits

lim
x→0+

qi(x, t) = qi(0, t), lim
x→E−qi(x, t) = qi(E, t).

As it was shown in [8] the functions (3) may be found by solving the following
system of PDE with the corresponding boundary conditions:
(

∂
∂ t

+ vi
∂
∂x

)
qi(x, t) =−λ i(x)qi(x, t)+∑

j�=i

λ ji(x)qi(x, t), 0 < x < E, i∈ D (4)

viqi(0, t) = ∑
j∈D−⋃D0

λ ji(−0)p−j (t), i ∈ D+, (5)
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d
dt

p−i (t)+ viqi(0, t) = −λ i(−0)p−i (t)+ ∑
j∈D−⋃D0; j�=i

λ ji(−0)p−j (t), i ∈ D−⋃D0,

−viqi(E, t) = ∑
j∈D+⋃D0

λ ji(E+)p+
j (t), i ∈ D−, (6)

d
dt

p+
i (t)−viqi(E, t) = −λ i(E+)p+

i (t)+ ∑
j∈D+⋃D0; j�=i

λ ji(E+)p+
j (t), i ∈ D+

⋃
D0,

∑
i∈D−⋃D0

p−i (t)+ ∑
i∈D+⋃D0

p+
i (t)+ ∑

i∈D

E∫

0

qi(x, t)dx = 1 , (7)

where

λ i(x) = ∑
j�=i

λ ij(x), 0 ≤ x ≤ E, i ∈ D,

λ i(−0) = ∑
j�=i

λ ij(−0), i ∈ D−⋃D0,

λ i(E+) = ∑
j�=i

λ ij(E+), i ∈ D+
⋃

D0 .

As t → ∞ from (4)–(7) it follows two-point boundary-value problem for finding
the stationary distribution of process (Z(t),ξ (t)).

The Eqs. (4)–(7) can be generalized for an arbitrary n > 1 but the corresponding
system of equations is too bulky. Visible results have been obtained only for n = 2
and in the case when Eq. (1) takes the form:

ξ ′
k(t) = ∑

i∈D
vkiI(Z(t) = i)− ∑

i∈D−
k

vkiI(Z(t) = i,ξk(t) = 0)

− ∑
i∈D+

k

vkiI(Z(t) = i,ξk(t) = Ek), k = 1,2, a.s. ,

where

D−
k = {i : vki < 0, i ∈ D} �= /0, D+

k = {i : vki > 0, i ∈ D} �= /0.

Some generalizations of process (Z(t),ξ (t)) may be done by inclusion of one or
several additional components, e.g. semi-Markov processes [7, 9].

The Eqs. (4)–(7) and their generalizations are very convenient for modeling the
various logistical systems functioning under uncertainty. This may be caused by
fluctuation of market’s demand, irregularity of transport units movement, restricted
reliability of equipment, etc.

One of the specific features of logistical systems modeling is necessity to take
into account the combination of continuous production process and discrete nature
of the transport units work. The components of random vector ξ (t) may be inter-
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preted as inventory levels of materials at warehouses or financial resources of a firm.
As for chain Z(t), it is very suitable for description of transport units movement and
control of their distribution among points of destinations.

Some examples of Eqs. (4)–(7) application for modeling the logistical systems
will be given in the next Sections.

2 Production Line with Unreliable Units

Consider a production line without intermediate buffers, consisting of N units (ma-
chines, equipment). Any unit may be subjected to breakdowns and repairs. If the
all units are in good repairs, then the production rate of lone is W (we assume that
arbitrary unit has the same production rate). With the rate W a final product comes
to warehouse, which capacity is E, if total amount of product inside of it is less
than E. From the warehouse product removes with the constant rate U < W (if it
isn’t empty). If total amount of product at warehouse equals to E, then the produc-
tion rate equals to U (see Fig. 1).

Note that the parameter U may be interpreted as given demand.
Let us introduce the following designations:
ν(t) is process which indicates the current state of production line, namely,

ν(t) = 0 if no one unit is in failure state at moment t, ν(t) = n if n-th unit is in failure
state at moment t;

ξ (t) is amount of a final product at warehouse at moment t.
It is assumed that in small interval (t, t + Δ t) with probability anΔ t + o(Δ t) the

n-th unit fails independently from other units and with probability 1−anΔ t+o(Δ t)
a failure doesn’t occur. After failure of n-th unit its repair begins immediately and
in small interval (t, t + Δ t) this repair is finished with probability bn(x)Δ t + o(Δ t)
under condition ξ (t) = x and with probability 1−bn(x)Δ t + o(Δ t) it isn’t finished.

Under these assumptions the stochastic process (ν(t),ξ (t)) will be the Markov
drift process, where

D = {0,1, . . . ,N}, D− = {1,2, . . . ,N}, D+ = {0}, D0 = /0,

vi = W −U, i ∈ D+; vi = −U, i ∈ D−.

Fig. 1 Scheme of product line with unreliable units
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Therefore from (4)–(7) as t → ∞ we get the following system of equations for
determination of functions qi(x) = limt→∞ qi(x, t), i ∈ D,
and constants p−i = limt→∞ p−i (t), i ∈ D− :

Vq′0(x) = −aq0(x)+
N

∑
n=1

bn(x),

−Uq′i(x) = −bi(x)qi(x)+ aiq0(x), 0 < x < E, i ∈ D−, (8)

Vq0(0) =
N

∑
n=1

bn(−0)p−n , Uqi(0) = bi(−0)p−i , i ∈ D−, (9)

Uqi(E) = aip
+
0 , i ∈ D−; Vq0(E) = ap+

0 , (10)

p+
0 +

N

∑
n=1

pn +
N

∑
n=0

E∫

0

qn(x)dx = 1, (11)

where

V = W −U; a =
N

∑
n=1

an.

Summerizing Eqs. (8) and taking into account the relations (9), (10) we obtain

Vq0(x) = U
N

∑
n=1

qn(x), 0 ≤ x ≤ E. (12)

Substituting this equality to the right-hand side of Eq. (8) we get the system of
differential equations

−Uq′i(x) = −bi(x)qi(x)+
aiU
V

N

∑
n=1

qn(x), i ∈ D−, 0 < x < E. (13)

If b1(x) = b2(x) = . . . = bN(x) = b(x), then solution to Eq. (13) is given by

qi(x) = eω1(x)
[

qi(0)− Vai

Ua
q0(0)

]
+

Vai

Ua
q0(0)eω2(x), (14)

where ω1(x) =
1
U

x∫

0

b(y)dy, ω2(x) = ω1(x)− ax
V

.

From (14) and Eqs. (9), (10) we find

qi(0) =
b0

U
p−i , p−i =

ai

b0
e−ω2(E)p+

0 , i ∈ D−; q0(0) =
b0

V

N

∑
n=1

p−n , (15)

where b0 = b(−0).
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Probability p+
0 is given by

p+
0 =

⎡

⎣1 +
a
b0

e−ω2(E) +
(

1 +
U
V

)
a
U

e−ω2(E)
E∫

0

eω2(x)dx

⎤

⎦

−1

. (16)

For the arbitrary functions bi(x), i = 1,2, . . .,N, the Eqs. (13) may be solved, for
example, with the help of matrix calculus.

Note that it is naturally to suppose that bn(x) are the decreasing functions of
xtaking into account the possible feedbacks between enterprise and market.

Using the solution (12), (14)–(16) it is possible to calculate some important meas-
ures of production line work:

a) mean amount of final product at warehouse

Eξ =
E∫

0

x
N

∑
n=0

qn(x)dx + Ep+
0 = p+

0

⎡

⎣E +
a
V

(
1 +

V
U

)
e−ω2(E)

E∫

0

xeω2(x)dx

⎤

⎦ ;

b) probability of market losses caused by standing idle of production line

N

∑
n=1

p−n =
a
b0

e−ω2(E)p+;
0

c) mean intensity of final product’s output flow

U

(

1−
N

∑
n=1

p−n

)

= U

(
1− a

b0
e−ω2(E)p+

0

)
.

3 Interaction of Two Transport Units Via Warehouse

Transportation of cargo mostly occurs with the help of several kinds of transport,
e.g. railways and sea or river-going ships. That is why it is very important to organ-
ize effective interaction of transport flows at points of transshipment (PT). Such
interaction is carried out usually by means of warehouses located at PT (e.g. ports).

Let us it is needed the homogeneous cargo to be delivered from point A to point B
through the PT C. For cargo delivery at point C from point A a single transport
unit (TU) has been using with the carrying capacity γ1. For cargo transportation
from point C to point B a single TU has been working with the carrying capacity γ2.
At point C cargo has been transshipping from one TU to another via warehouse.
The durations of voyages for both TU are T1 and T2 respectively (see Fig. 2). In the
number of practical situations parameters γ1, γ2, T1, T2 are the random variables.
We shall assume that they are mutually independent random variables.

Denote Pr{Tk ≤ t} = Ak(t),Pr{γk ≤ x} = Gk(x),k = 1,2.
It is assumed that discharging of loaded TU begins immediately after its arrival

at PT with the processing rate W1 if another TU is absent from PT and all cargo
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Fig. 2 Scheme of interaction of transport units at point of transshipment

comes at warehouse. Cargo from warehouse comes into TU under loading with the
processing rate W2 < W1 (if warehouse isn’t empty). Warehouse’s capacity is E.
At moment when all its capacity is filled up the unloading processing rate becomes
equal to W2 if there is the TU under loading. Otherwise the unloading is interrupted.

The current state of the two-modal transportation system described above we
shall indicate by the random vector (ν1(t),ν2(t),ξ (t)), where ν1(t) and ν2(t) are
the numbers of TU staying under unloading and loading respectively at moment t,
i.e. νk(t) = 0 or 1, k = 1,2; ξ (t) is amount of cargo at warehouse at moment t. Under
suppositions

Ak(t) = 1− e−akt,Gk(x) = 1− e−x/gk, k = 1,2,

the process (ν1(t),ν2(t),ξ (t)) will be Markov drift process, where

D = {(0,0),(0,1),(1,0),(1,1)},D− = {(0,1)},D+ = {(1,0),(1,1)},
D0 = {(0,0)},

v10 = W1,v11 = W1 −W2,v01 = −W2,v00 = 0.

Consequently, the stationary densities and probabilities

qi1i2(x) = lim
t→∞

qi1i2(x, t), i1, i2 = 0,1; p−01 = lim
t→∞

p−01(t),

p+
10 = lim

t→∞
p+

10(t), p+
11 = lim

t→∞
p+

11(t)

satisfy the following two-point boundary-value problem (see(4)–(7)):

0 = −(a1 + a2)q00(x)+ b1q10(x)+ b2q01(x),
W1q′10(x) = −(a2 + b1)q10(x)+ b2q11(x)+ a1q00(x),

−W2q′01(x) = −(a1 + b2)q01(x)+ b1q11(x)+ a2q00(x),
Vq′11(x) = −(b1 + b2)q11(x)+ a1q01(x)+ a2q10(x), 0 < x < E

(17)
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W2q01(0) = a1p−01, Vq11(0) = a1p−01, q10(0) = 0, (18)

W2q01(E) = b3p+
11, −W1q10(E) = −a2p+

10 + b2p+
11,

−Vq11(E) = −(b2 + b3)p+
11 + a2p+

10

(19)

p−01 + p+
10 + p+

11 +
E∫

0

[
q00(x)+ q10(x)+ q01(x)+ q11(x)

]
dx = 1, (20)

where V = W1 −W2; b1 = W1/g1, b2 = W2/g2, b3 = W2/g1.
The problem (17)–(20) may be solved by the method of Laplace transform. For

the particular case E = ∞ it was solved in the book [11]. Its solution allows us to
calculate the useful indices of interaction efficiency, for example:

1. probabilities of TU demurrage because of absence if another TU (p+
10) or be-

cause of absence cargo at warehouse (p+
01);

2. mean amount of cargo at warehouse

Eξ =
E∫

0

x[q00(x)+ q10(x)+ q01(x)+ q11(x)]dx + E(p+
10 + p+

11).

For example, if E = ∞, then stationary state-probabilities of vector (ν1(t),ν2(t)) are
given by the formulas

p−01 = 1− a1(a2 + b2)
a2(a1 + b1)

, p10 =
a1b2(a1W1 + a2W2)

Δ
p−01,

p11 =
a1[a2(a1 + a2 + b1)W2 −a1b2W1]

Δ
p−01,

p01 =
W1

W2
p10 +(

W1

W2
−1)p11 + p−01,

p00 =
b1

a1 + a2
p10 +

b2

a1 + a2
(p01 −p−01),

where Δ = [(a1 +b1)a2W2−(a2+b2)a1W1](a1 +a2+b1+b2).This results are valid
only under condition (condition of steady-state regime existence)

a2W2

a2 + b2
>

a1W1

a1 + b1
.

If random variables T1 and T2 have Erlang’s distributions, then it is possible on
the basis of Eqs. (4)–(7) to investigate the influence of TU movement irregularity on
the indices of interaction efficiency.
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4 Optimal Cargo-Flows Distribution among a Set
of Transshipment Points

The last example concerns the application of results given in Section 1 to optimiza-
tion of cargo-flows distribution among a set of transport-warehousing systems.

Let us an industrial enterprise sells an homogeneous product to N organizations-
mediators. From enterprise the product comes to n-th mediator by pipeline with
the constant processing rate Wn, n = 1,2, . . .,N. It may be, for example, any oil-
product or liquefied gas. Every mediator is PT with its own warehouse for storage of
product and terminal for loading on TU the product sold to the customers. Removal
of sold product from any PT is carried out with help of TU. The input flow of TU
arriving at n-th PT is Poisson with the rate an, and carrying capacities of TU are
mutually independent random variables with distribution function Gn(x). Any TU
at n-th PT has been loading with the processing rate Un > Wn if warehouse isn’t
empty, and with the processing rate Wn otherwise. The limit length of TU queue at
n-th PT is Rn and warehouse’s capacity is En. Every PT has only one front of TU
loading (channel) (see Fig. 3). Thus, the random fluctuation of demand for product
is taken into account by irregularity of TU arrival and variation of their carrying
capacities.

Let νn(t) denote the total number of TU and ξn(t) is the amount of product at
warehouse of n-th PT at moment t. The current state of n-th PT we shall describe by

Fig. 3 Scheme of logistical system of liquid product distribution among points of transshipments
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the random vector νn(t),ξn(t)). For arbitrary distribution function Gn(x) this process
will not be Markovian but it becomes Markov drift process if

Gn(x) = 1− e−x/gn.

In this case we have (index n is omitted)

D = {0,1, . . . ,R + 1},quadD− = {1,2, . . . ,R + 1}, D+ = {0}, D0 = /0,

vi = W −U, i ∈ D−; v0 = U.

For determination of stationary densities and probabilities

qi(x) = lim
t→∞

qi(x, t), i ∈ D,

p−i = lim
t→∞

p−i (t), i ∈ D−; p+
0 = lim

t→∞
p+

0 (t)

from Eqs. (4)–(7) we obtain the following system of differential equations and
boundary conditions:

Wq′0(x) = −aq0(x)+ bq1(x),
−V1q′i(x) = −(a + b)qi(x)+ aqi−1(x)+ bqi+1(x), i = 1,2, . . . ,R

−V1q′R+1(x) = −bqR+1(x)+ aqR(x), 0 < x < E,

(21)

−b0p−1 + Wq0(0) = 0,

−(a + b0)p−1 + b0p−2 + V1qi(0) = 0,

−(a + b0)p−i + b0p−i+1 + ap−i−1 + V1qi+1(0), i = 2,3, . . . ,R,

−b0p−R+1 + ae(R)p−R + V1qR+1(0) = 0,

(22)

−ap+
0 + Wq0(E) = 0,

−ap+
0 + V1q1(E) = 0,

qi(E) = 0, i = 2,3, . . . ,R + 1,

(23)

p+
0 +

N

∑
n=1

p−n +
N

∑
i=0

E∫

0

qi(x)dx = 1, (24)

where V1 = U−W; b = U/g, b0 = W/g; e(R) = 1 if R > 0, e(0) = 0.
Put R = 0. Then the boundary-value problem (21)–(24) may easily be solved:

q0(x) =
b0

W
eβ xp−1 , q1(x) =

W
V1

q0(x), 0 ≤ x ≤ E,

p+
0 =

b0

a
eβ Ep−1 , p−0 =

[
1 +

b0

a
eβ E +

b0

β W

(
1 +

W
V1

)
(eβ E −1)

]−1 (25)

where β = b/V1 −a/W.
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Taking into account (25) we can calculate the mean amount of product at ware-
house:

Eξ = Ep+
0 +

b0

aW

(
1 +

W
V1

)(

Eeβ E − eβ E −1
β

)

p−1 . (26)

If E = ∞, then from (25), (26) it follows

p−1 = 1− bW
aV1

,

Eξ =
bW2

a[aU− (a + b)W]
.

(27)

These formulas are valid only if aU > (a+b)W (condition of steady-state regime
existence).

Let us evaluate now the mean current profit (P̄) of all mediators (assuming that
E = ∞):

P̄ = Ī − C̄,

where Ī is mean current incomes and C̄ is mean current costs of PT (in steady-state
regime of their work). The mean current costs may be expressed by the formula

C̄ =
N

∑
n=1

(pn + cn)Wn +
N

∑
n=1

cst
n Eξn, (28)

where pn is the price for 1t of product for n-th mediator; cn is transportation costs
for delivery of 1t of product to n-th PT; cst

n is storage expenses per time unit for 1t
of product at n-th PT.

The mean current income for realization of product at n-th PT equals to

Ī =
N

∑
n=1

ΠnŪn, (29)

where Πn is the price for 1t of product for customer; Ūn is mean processing rate
of product’s removal from n-th PT.

In steady-state regime according to conservation law for material flows the equal-
ity Ūn = Wn takes place. Hence, from (28) and (29) we get

P̄ =
N

∑
n=1

(
πnWn − cst

n Eξn
)
, (30)

where πn = Πn −pn − cn > 0.
The production capacity of enterprise is finite value W0, therefore

N

∑
n=1

Wn ≤ W0. (31)
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Thus, we arrive at the following one-stage stochastic optimization problem: it
is required to find out the positive parameters Wn,n = 1,2, . . .,N, maximizing the
objective function (30) under constraint (31).

To solve this problem it is necessary to know dependence of Eξ n on control par-
ameter Wn in evident form. In more simple case it is given by the formula (27), i.e.

Eξn =
bnW2

n

an[anUn − (an + bn)Wn]
, (32)

which is valid only under condition

(an + bn)Wn < anUn. (33)

Substituting (32) in the right-hand side of formula (30) we get

P̄ =
N

∑
n=1

{
πnWn − cst

n
bnW2

n

an[anUn − (an + bn)Wn]

}
. (34)

Since
∂ 2P̄
∂W2

n
= − 2cst

n bnanU2
n

[anUn − (an + bn)Wn]3
< 0

(see inequality (33)), the function P̄ is concave.
The problem of maximization (34) under condition (31) nay be solved by the

Lagrange multipliers method. The Lagrangian function for this problem will be de-
noted thus:

L = +̄ϕ

(
N

∑
n=1

Wn −W0

)

,

where ϕ is unknown multiplier. From condition ∂L/∂Wn = 0 we obtain the follow-
ing equation:

(an + bn)W2
n −2anWnUn +

a3
n

bn
U2

n(πn + ϕ)
[

an

bn
(πn + ϕ)(an + bn)+ cst

n

]−1

= 0.

The root of this equation which satisfy the inequality (33) is

Wn =
anUn

an + bn

[

1−
√

bncst
n

an(an + bn)(πn + ϕ)+ bncst
n

]

, n = 1,2, . . . ,N. (35)

The multiplier ϕ is determined as the unique root of equation

N

∑
n=1

anUn

an + bn

√
bncst

n

bncst
n + an(an + bn)(πn + ϕ)

=
N

∑
n=1

annUn

an + bn
−W0 (36)

where it is assumed that
N

∑
n=1

anUn

an + bn
> W0.

Thus, the formulas (35), (36) give the solution to optimization problem.
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5 Conclusion

The examples given in the Sects. 2–4 show that apparatus of Markov drift processes
is sufficiently convenient and flexible for the purpose of modeling the big variety
of industrial and logistical systems. Within the formal frameworks of Markov drift
processes it is possible to model the informational and material flows simultaneously
and study their interaction. In the future investigations, to our opinion, it would be
more effective to use the combination of analytical methods, numerical algorithms,
and simulation.
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Abstract A paradigm change in the control logic of material flows is propagated to-
wards self-controlled objects that take decisions decentrally as a reaction to cope
with the increasing complexity. However, the technical feasibility has yet to be
proven, esp. with regard to in-house material handling. For a successful implemen-
tation in future planning rules, the overall system performance as well as adapted
system hardware is to be investigated. The paper focuses onto part-to-picker order-
picking systems (OPS) with the use of AS/RS, which are typically operated by
a central control system. The challenge for decentral control concepts is the for-
mulation of optimal control strategies without information of the current system
status. By means of a reference model and simulations runs KPIs and various op-
erating strategies are compared between the two different control philosophies. The
analyses yield that decentral control strategies are suitable for the operation of part-
to-picker OPS, where they control bin supply to a series of order picking stations
that even operate according to the inverse picking principle, i.e. parallel picking at
the order picking stations. By means of adapted operating strategies a comparable
system performance, measured in picks/hr or picker utilization, can be achieved.

1 Introduction

Decentral control concepts offer large potentials for an improvement of the material
flow. This includes shorter setup times for complex systems thanks to the integra-
tion of elementary functions into system modules as well as shorter reaction times to
load variations. Furthermore, they are a basic component of a self-controlled system
where the decision is not only made decentrally but also based on information stored
in the goods to be transported (e.g. routing information or local intelligence) [Freitag
et al. 2004]. This approach uses simple local actuators which reduce the communi-
cation expenditure compared to classical central systems and can be considered as
a key method to tackle the increasing dynamics in technical material flow systems.
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DOI: 10.1007/978-3-540-76862-3, © Springer 2008



458 T. Schmidt, G. Follert

Of paramount importance however is the question of optimality of the widespread
decision taking of decentral control concepts [Bullinger and ten Hompel 2007].

The use of RFID and the promising developments made in this field will prop-
agate the application of decentral control concepts also for internal material flows
[ten Hompel and Lange 2004]. For this reason it will be necessary to study the ef-
fects that these control concepts have on order-picking systems (OPS), which in
the material flow of distribution centers are, for example, a central link to the cus-
tomer. In addition to this, order-picking systems are often very complex and, due to
the large manpower requirements, represent a central expense factor (cp. [Petersen
2000] and [Tompkins et al. 2003]).

2 Application

This paper focuses on the inverse order-picking. In this highly demanding special
case of order-related picking the variety of orders, which are handled in parallel
at several picking stations, require the exactly synchronised provision of article
bins. Earlier research showed promising results for suitable strategies [Schmidt and
Follert 2006].

This study analyses the functionality of central control philosophies in a model-
based system and compares it with decentral control logics. Opposing influences are
analysed by means of a reference model, which studies the part-to-picker picking
with a parallel order execution at a series of picking stations arranged in parallel (see
Fig. 1) by means of simulation for reasons of complexity [Roidl and Follert 2007].

Fig. 1 Layout of the simulation model
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Table 1 Primary influential factors and system loads

Influences system load

Assortment 500/2.000/10.000 articles
Size of orders
# order lines per order Exponentially distributed, μ = 5, max. 20
# picks per order line Uniformly distributed, 1–19; /0 = 10

# parallel picked orders 1/6/12
Capacity article bins 100 parts/bin

Article structure
20 % A-articles ∼ 80 % OLs,
10 % B ∼ 15 % OLs and 70 % C ∼ 5 % OLs

# order bins per order Exponentially, μ = 3 bins/order, max. 1 bin/OLs
Performance of order pickers 6 s/pick
Capacity of branches infeed track: 10 bins and output track: 5 bins

The presented system consists of 8 picking stations and 8 AS/RS, which supply
the picking stations with article bins via a conveyor loop (see Fig. 1). In the model
this loop has a length of 104 m and a window control with a partition of 4 m for
one bin each. Assuming at least one empty bin, the maximum load is 25 bins. The
conveying speed is 1 m/s and determines the reaction speed of the conveyor system.
There are several functions ensuring the supply and return of order bins of/from the
loop, which are not represented in detail to maintain the experimenting flexibility.
Each picking station has a bin infeed and bin output tracks for completed bins. At
each station a maximum of 12 bins can be handled at the same time whereas an
eventual increase of local way times is not considered because it is of no interest for
this quantity.

The relevant influential factors and system loads are shown in Table 1. Some
parameters, like the picking performance, are no system loads in the classical sense
but influence the system output and are thus included in the list of parameters. All
values represent typical quantities as they may occur in practice.

3 Control strategies

During the realisation of central as well as decentral control systems a large variety
of optimisation processes and rules may apply. To compare the efficiency of cen-
tral and decentral logics at first the basic structure of the models is tested without
a special optimisation algorithm.

The central control acts based on an awareness of the facility status. It mainly has
to decide upon the allocation of an article bin to one of the eight picking stations.
This decision is made at the central identification point preceding the first picking
station, always according to an established strategy. Possible strategies are an allo-
cation according to the order of picking stations within the loop (RoundRobin), the
remaining capacity of the infeed (RemainingCapacity) or the minimum quantity of
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open order lines or picks (MinimumWork). In their study the authors identified the
strategy “RemainingCapacity” as the most suitable one and it will set the basis for
the description of a central control without further validations.

The decentral control, on the other hand, checks in front of each single picking
station and for each arriving bin if

• the article is required at the picking station and
• at least one buffer slot is available at the infeed track.

If the result is positive the bin will be fed in. Thus, the central control can make its
decision only at the decision point. In the worst case (demand at several stations)
the bin may cycle repeatedly through the loop. In a decentral control, on the other
hand, in the best case a bin is moved from the output track of picking station n to
the infeed track of station n + 1.

Irrespective thereof, both controls check if a required article bin is already circu-
lating and contains a sufficient number of articles (quantity reservation). Only if this
is not the case articles are taken from storage. In both cases the orders are managed
centrally.

4 Experiments

Each parameter combination of the rough results of the discrete-event simulation
model was determined during 10 independent simulation runs of 12 hours with vary-
ing random numbers. The first two hours of a test represent the start-up time of the
simulated system and are not included in the results. The results are very accurate
as is demonstrated by the fact that the width of the confidence interval on a 95%
confidence level is at maximum 3.82% of the mean of the performance indicator
“picker utilisation”.

4.1 Evaluation

The main factors for an evaluation of the procedure efficiency are the Workload of
the pickers, which in this case is defined by the sufficient availability of work, i.e.
of article bins, and the Number of finished orders, which is closely related to the
workload of pickers with just different stochastic influences.

The order lead time of both control principles increases analogously to the num-
ber of executed orders in parallel and is defined by the average picking workload. No
distinctive features occurred during the studies. The results of a direct comparison of
the tests are shown in Fig. 2. The performance of both control principles can easily
be compared. The decentral control is slightly ahead in all combinations (+1.9%).
However, a uniform tendency towards certain configurations cannot be seen.



Analysis of Decentral Order-picking Control Concepts 461

Fig. 2 Performance comparison decentral/central with basic tests

When the non-optimised basic strategy is used, the performance values vary con-
siderably and fall in line with a growing assortment (see Fig. 3). At first, this effect
is quite surprising because in case of large assortments the picking performance is
principally almost independent on the availability of single article bins. According
to an analysis during the parallel execution of orders a high system load correlates
with a high frequency of the infeed tracks to the picking stations. As further ana-
lyses have shown the low load of the infeed tracks is marked by short peaks at a low
average load (see Fig. 5, upper graphic). Since for both assortments fewer grips are
made onto the moved inventory and thus the share of bins supplied from store in-
creases, the efficiency of the replenishment control is the critical factor and in the
next section will be influenced by adjusted strategies.

Fig. 3 Basic strategies; performance in case of different assortment volumes
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Fig. 4 System performance with controlled bin infeed

Fig. 5 System performance using controlled bin infeed

Furthermore, the performance of a series execution (1 order/station) is very low
(average 84.2%) because the start of a new order and thus the request for a new
order bin is directly linked to the termination of the preceding order. This leads to
idle times because the new article bins have to be replenished with goods from store
via the loop.

The critical factors for both controls are thus the feeding of the loop when new
orders are entered and the serial and parallel execution of orders.
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4.2 Improvement by strategies

According to the results of the analyses described above the following improvement
strategies aim at the smooth and even utilisation of the loop and the avoidance of
congestions of the infeed lines of the order picking stations.

The central control strategy uses the RemainingCapacity (RemCap) assignment
rule and thus already employs a strategy for the even distribution of bins to the
stations. In case of a decentral control such a strategy does not exist. The assignment
(I) is activated according to the conditions: “Demand exists” (Y > 0) and “buffer
available” (Q ≥ 1), i.e. Y > 0∧ Q ≥ 1 = I. Due to the fact that the stations are
arranged in sequence, the early stations are better serviced than the later ones. Thus
an advanced assignment rule is defined, which controls the required amount and
the queue at the infeed line. It is tested, whether the bin amount (A) is equal or
less than the required amount of a station (Y) (i.e. A ≤ Y) and whether or not the
queue capacity (Q) exceeds threshold Γ (i.e. Q > Γ). In addition, repeated loop
circulations (R) are prevented by checking R > 1. Thus, a bin is diverted if the
condition Y > 0∧Q ≥ 1∧ (A ≤ Y ∨R > 1)∨Q > Γ,Γ = 1,3,5 is true.

A control of the bin infeed stream from storage to the loop can easily be realised
in case of a central control by definition of a maximum number of bins that are
released to the system when invoking a new customer order. As a rule, fewer bins
are released than the available buffer capacity of the infeed lines (in this model: 2
units difference). After that, new bins are released only after successful divert of
a bin at the station.

In case of a decentral control such an algorithm is by definition not possible, since
there is no central booking of the performed diverts in the system. As an alternative,
a time-based control is established. The infeed of bins from storage to the loop
is not done in batch sizes, but one-by-one with a fixed arrival rate in between. The
adjustment of this arrival rate is of paramount importance to the system behaviour. It
has an immediate influence to the system start and may reduce the system perform-
ance, especially for stations with little system load (serial order picking with only
one order/station).

The adjustment of the arrival rate follows the rules of the order picking process.
It is assumed that the ideal arrival rate depends on the average process time of bins
in the picking station. In the given case, assuming an average picking time of 6 s
and an average picking amount of 10 parts per order line, the arrival rate is set to
60 s. For validation reasons arrival rates between 20 s and 120 s have been tested.
The results confirm this hypothesis and yield to a maximal picker utilization in case
of the parallel order execution. However, any arrival rate will reduce the picking
performance for serial order execution (as above: serial order picking with only one
order/station).

The advanced assignment rule for decentral control based on order amount and
buffer capacity has varying effects on the system performance. Varying threshold
levels Γ cause irregular performance increases and decreases of picker utilisation
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Fig. 6 Occupancy of infeed track no.1; 10 000 articles; 12 orders/station

between +2.3% and −1.9%. A positive impact is generated only for small article
ranges (500 articles) and serial order execution. Due to this, the rule is not employed
for further comprehensive analyses.

Both infeed control strategies (counter and time-based) show positive utilisation
of the infeed lines and thus an increase of picker utilisation (see Fig. 5) as well for
central and decentral control. Last but not least analysis on the average order lead
time shows on the opposite an increasing variance in average lead time especially
for large article ranges (see Fig. 6).

5 Conclusion

The experiments have proven that decentral control strategies are suitable for the
operation of part-to-picker OPS, where they control bin supply to a series of order
picking stations that even operate according to the inverse picking principle, i.e. par-
allel picking at the order picking stations. The generated output in terms of system
performance, measured in picks/hr or picker utilisation, is close to a central con-
trol strategy, subject to the condition that suitable improvement strategies are being
utilised. Due to the similar performance results, in the future the decision of choos-
ing a central or decentral control system for a certain application can be decided on
an investment comparison only. However, the details of the technical availabilities
are not within the scope of this analysis.

For future research, the suitability of decentral control concepts shall be tested
for large scale order picking systems, which operate according to the inverse picking
principle. A high number of picking stations shall be connected with complex trans-
port nets that include short-cuts and refeeds for the minimisation of travelling paths.
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