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Abstract. In this paper, a hybrid genetic algorithm (GA) based online support 
vector machine (OSVM) prediction model for short-term traffic flow forecast-
ing is proposed, according to the data collected sequentially by the probe vehi-
cle or the loop detectors, which can update the forecasting function in real time 
via online learning way, and the parameters used in the OSVM were optimized 
by GA. As a result, it is fitter for the real engineering application. The GA 
based OSVM model was tested by using the I-880 database, the result shows 
that this model is superior to the back-propagation neural network (BPNN) 
model. 

1   Introduction 

Intelligent Transportation System (ITS) emerges as the times requires. The basic idea 
of the ITS is: on the precondition that the current road situation is not varied, and 
recur to the high precision and real time predictive method of traffic flow P

[1-4]
P, so as to 

achieve effective control of traffic and transport guide from the largest extent to ease 
the problem of traffic jams. 

According to the theory, the traffic flow forecasting research can be divided into 
two types. One type is determined based on the mathematical model P

[5]
P, but the short-

term traffic flow prediction is more influenced by the stochastic interferential factors 
than the long-term one, the uncertainty is greater and the disciplinarian laws are less 
obvious. Thus using the short-term traffic prediction models based on the classical 
mathematical methods, the precision of forecast can not satisfactorily meet the de-
mand of real-time traffic control and guidance in ITS. 

The second type is knowledge-based intelligent model of forecasting methods P

[6]
P, in 

which the typical representative one is the BPNN model. As BPNN learning algo-
rithm used gradient descent algorithm and weights regulation to minimize the objec-
tive function, the objective function was set by the square sum of the margin between 
the input and output values, so the BPNN led to excessively emphasize the learning 
mistakes and the over fitting problem appeared inevitably. 

Based on the fact that the traffic flow prediction is equivalent to the function esti-
mates and approximation P

[7]
P, it can be handled as the function estimates issue. Support 

vector machine (SVM) is a new type of learning machine P

[8]
P, using structured risk 

minimization (SRM) principles to perform regression or pattern recognition. SVM 
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can solve some flaws of the neural networks, and has many unique advantages in the 
fields of small samples and high-dimensional nonlinear manifested P

[9-10]
P. 

Currently, the traffic flow forecast based on support vector machine is a new and 
hot research field, but still at a preliminary stage. In 2004, a traffic forecasting method 
was proposed by Wang Jisheng et al P

[11]
P, which based on support vector machines 

theory. The model was solved via the LIBSVM algorithm and the results were better 
than the BPNN. Zhang Chaoyuan et al P

[12]
P proposed a least square support vector 

machine version model to forecast the traffic flow time series, and the algorithm 
based on the LS-SVM was presented. 

The traffic flow prediction has a major characteristic of real-time nature. On the ba-
sis of research on support vector machine learning, Yin Ying et alP

 [13]
P designed a least 

square support vector machine simulation and real-time traffic flow forecasting sys-
tem using Matlab language, which gave a new way for visualization expression of the 
traffic flow guidance data. A real-time traffic flow prediction model based on support 
vector machine was given by Xu Qihua and Yang P

[14]
P. Through sequential minimal 

optimization (SMO) algorithm, this model can effectively forecast for noise traffic 
data. In the literature P

[15]
P, after the analysis of the characteristics of urban traffic flow, 

the authors introduced the kernel machine methods, and compared performance of the 
compound and conventional kernels was also shown. A short-term traffic flow fore-
casting model based on support vector machine was proposed by Yang Zhaosheng et 
al P

[16]
P in 2006, on the basis of concluding variety of traffic flow forecasting models 

and the mature thought about the nonlinear, complexity and uncertainty of traffic 
system. Compared with the BPNN model, the results showed that in the fields of 
accuracy, convergence time, generalization and optimality, SVM-based model is 
superior to neural network-based models. SVM-based forecasting method was applied 
to the field of traffic incident detection P

[17]
P, and had shown good results. 

The parameters selected in the SVM are much important to the efficiency of the 
prediction model, especially in the real application. In order to gain the optimal pa-
rameters, a global optimize process should be implement. 

Genetic algorithm (GA) P

[18]
P is a global stochastic algorithm, which derives from the 

ideas of selection process in nature and genetic mechanism. GAs were successfully 
applied to many fields P

[19]
P, because of their superiority of implementation on mas-

sively parallel architecture, compared with traditional optimization methods in search-
ing for the global optimum of complex problem. However, it is not easy to regulate 
GA’s convergence so that GA often suffers from premature convergence P

[20]
P. 

By contrast with GA, simulated annealing (SA) P

[21]
P algorithm employs certain prob-

ability to escape from local optima and the search process can be controlled by the 
cooling schedule. Since the complementary strengths of GA and SA, how to integrate 
GA with SA to achieve more efficient optimization results was widely studied in both 
theory and application areas P

[22]
P. 

Therefore, in this paper, an online learning approach using support vector machine 
model was proposed, which can dynamically update the forecasting function via the 
data collected continuously by the probe vehicle or loop detectors. And the parame-
ters used in the OSVM were determined by the hybrid GA. The goal is to develop a 
rapid, real-time, and optimal short-term traffic flow prediction model with high gen-
eralization ability. 
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2   Hybrid GA Based Online Support Vector Machine 

2.1   Least Square Support Vector Machine 

In 1999, Suykens PP

[23]
PP presented the least square support vector machine algorithm, in 

which the main idea is to introduce the least square system into the standard SVM. 
Assuming study set is 
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where the regression function expressed as: 
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It can be known from formula (2), that the balance equation is expressed as: 
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here ),( ⋅⋅k  is a kernel function, which is often used as Gauss kernel 
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IΩ 1−+ γ  is called as kernel correlation matrix, let IΩA 1−+≡ γ , then formula (4) can 

be written as: 
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the regression function in formula (1) is: 
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b,α  are called the regression parameters.  
It can be seen from formula (6) that the key to get the regression parameters is the 

computation of the matrix, 1−A . 
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2.2   Online SVM Learning Algorithm 

Conducting short-term traffic flow forecasting, the system continuously collects the 
data on the flow and return to the prediction model in sequence, after that the model 
should be adaptively adjusted according to the new collected sample. 

When new samples ),( 11 ++ ll yx  were added to the learning set, the kernel correla-

tion matrix was changed into: 
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where 
lA , 1+lA  were kernel correlation matrix of learning set S  and }{S 1+ls∪  

[ ]NNNNNyB ,,, 121111 ++++ ΩΩΩ=  

If 1−
lA  can be used to obtain 1

1
−
+lA  without the totally recalculating, then the online 

SVM learning task is done. In fact, this is the improvement to the online LS-SVR 
algorithm which was the LS-SVR based research result of liu et al P

[20]
P. In paper P

[21]
P 

there can be shown: 

[ ]
[ ] [ ] ⎥

⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−

−⎥⎦
⎤

⎢⎣
⎡ −

=⎥
⎦

⎤
⎢
⎣

⎡
=

−−−−−

−−−
−

−
−

+
11111

111
1

1

1
1

1

T
ll

T
l

T
l

T
l

T
l

T
l

l

BBAcBAcBBA

cBBABABB
c

A

cB

BA
A   

(8) 

[ ] 11111
1

1 −−−−−
−

+−−=⎥⎦
⎤

⎢⎣
⎡ − l

T
l

T
ll

T
l BABBAcBAABB

c
A   (9) 

From (8-9)，on the basis of the original results, the prediction function should up-
date as following, according to the new samples added:  
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2.3   Hybrid GA 

The hybrid GA was used to optimal the parameters γ  and σ  in the OSVM, the 

object value is the training accuracy. 
GA initializes a population. The population evolves from parent generation to child 

generation by three basic operators: the selection, the crossover and the mutation. 
Then the parent and child populations are united as an extended population. SA is 
used as a Bolzmann reduction operator to reduce the extended population to original 
size, so a reduced population comes into being. To control the population diversity, 
the diversity function is used to quantify the degree of parent and reduced population 
diversity, and in terms of which the one with superior diversity must have a higher 
probability to be chosen as the new population. The structure of the presented algo-
rithm can be seen in the follows: 
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Begin 
  While not stop do 

Initialize Population ( 0P ) 
0=k  

While not stop do 
Do n/2 times 

     { 
Select two parents from kP  
Generate two children by using crossover 
Mutate the two children 
Introduce the children in the child population CH 
} 
Make the extended population CHPk ∪  
Introduce the n/10 best individuals of the extended population in the  

elitist pool 
Make the reduced population ''P  by reduce the extended population to 

the original size 
Choose kP  or ''P  to be 1+kP  in terms of their degree of population  

diversity 
          Modify temperature ( kc ) 

                 1+= kk  
         End  

   End  

End 
 
Both the variable and object function are continuous. In order to improve the accu-

racy and the convergence speed of GA, we use real coding. So one representation of 

the solution of an individual can be ],[],[ σγ== 21 xxX . 

Selection: the selection operator used is “roulette wheel selection”. The probability of 

reproduction for the individual i is given by: ∑
∈

=
Ii

iFiFiP )(/)()( . 

Crossover: the crossover operator used is convex crossover.  
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Mutation: The mutation operator used is as followed: drXX ⋅+=′ , d is the 

approximately grads, the i th variable of d can be computed by 
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r is a non- negative random real number. 
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The reduction operator consists of sampling a Boltzmann probability distribution in 
the extended population (the union of the parent and child populations). The value of 
this probability distribution depends on the fitness function of the individuals in the 
population. If the size of the population is n , in the case of maximization, it works as 
follows: 

While not n individuals have been selected do 
{ 

Choose randomly an individual i from the extended population 

If FiF >)(  then 

Select individual i for the reduced population 
Else 

Select individual i with probability equal to )
)(

exp(
kc

FiF −
 

} 
End 

Where )(iF is the fitness value of the ith individual and F is the mean value of 

fitness function F in the parent population. 

3   Hybrid GA Based OSVM Model for Short-Term Traffic Flow 
Forecasting 

The probe vehicle or loop detectors can be used to collect the traffic information [24]
P. 

Subject to random factors (e.g. transmission errors, etc.), it can not be avoided to lose 
data accuracy such as data errors and data loss, so the data preprocessing need to be 
implemented to correction errors, of which the threshold test and traffic flow theory-
based check are two commonly used methods. At last, the data should be normalized 
treatment to improve the efficiency of computation. 

The short-term traffic flow forecasting process can be described as followed: 

Step1: Chose N  traffic flow samples as initial training set 
{ }Niyss iiii ,,,),,x(|S 21=== , 

According to formula (1)-(6) of LS-SVM algorithm, the initial prediction regres-

sion function is obtained. Then the prediction value for traffic flow jy  is: 

bky
N

i
jiij +=∑

=1

)x,x(α  (11) 

Step2: Alone with the data collected continuously, the prediction regression function 
should be updated in time. Assuming a new samples are chosen to add in the training 
set, so 

{ }121 +=== NNiyss iiii ,,,,),,x(|S  
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According to formula (7)-(10) of OSVM algorithm, the regression function can be 

reconstructed, the prediction value for traffic flow jy  is: 

bky
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The Guass kernel 

))/(xxexp()x,x( 22
2σjijik −−=  

was used as the kernel function.  

Step3: Use hybrid GA to optimal the parameters of the online support vector ma-
chine. 

4   Model Validation and Comparison 

In order to analyze the forecast results better, five error indicators are introduced:  

Relative Error：  
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Root Mean Square Relative Error:  
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Equalization Coefficient (EC):  
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EC means the difference between the predicted and actual fit in a well fitting, when 
it is above 0.90. 

In order to compare the prediction results of SVM based model with that of popu-
lar neural network based method, we construct the BPNN model for the traffic flow 
forecast. The BPNN-based traffic flow prediction model is composed of data proces-
sor, input layer, output layer and hidden layer. It can be seen in the Fig.1.: 
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Fig. 1. BPNN-based traffic flow prediction model 

The formula of the prediction model is as following: 
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here, tQ is the forecast value, ijw  is the weight of connection between input layer 

and hidden layer, 
jθ  is the threshold of hidden layer unit, jtv  is the weight of connec-

tion between hidden layer and output layer, 
iγ  is the threshold of output layer unit. 

To validate the correctness and accuracy of the forecasts model, the I-880 database 
P

[25]
P was used to test. Since there were large amount of raw data in this database, we 

simply randomly selected some samples in a short period in each day, and the data 
were regulated for computational convenience. The BPNN-based short-term traffic 
flow prediction model was programmed by using Matlab7.0.1 neural network tool-
box, the hybrid GA based OSVM forecast model was programmed by using Micro-
soft Visual C++ 6.0 complier. The operating environment is: CPU Pentium 1.5 MHz, 
Memory 1G, Microsoft Windows XP operation system. 

Table 1. Results of two models 

Evaluate Indicators 
Model 

mrerr% marerr% rmrerr% EC 
OSVM 0.51 5.25 6.84 0.97 
BPNN 0.77 1.46 13.28 0.933 

 
According to the results of Table 1, the hybrid GA based OSVM model gave 

higher accuracy than the BPNN-based model, and reached a high value of EC fitting. 
Besides the OSVM updated forecast function via online learning algorithm, which 
was more suited for the practical application. In generalized performance, the OSVM 
model is also superior to the BPNN-based model. The basis of OSVM was support 
vector machines, so the forecast error is relatively stable even the fitting error was 
large. But neural network appear over fitting easily, when fitting errors are reduced 
the forecast error will get larger soon. Moreover, the training of OSVM in fact is a 
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convex quadratic programming problem, which can obtain the global optimal solution 
with hybrid GA optimized parameters. Contrarily, gradient descent algorithm was 
used for neural network, which often result in local optimal solution. 

5   Conclusions 

The performance of many components in intelligent transportation systems depends 
heavily on the quality of short-term traffic forecasts. Considering the real-time, 
nonlinear, complexity and uncertainty in traffic problems, a new hybrid GA based 
online support vector machine was proposed for designing short-term traffic flow 
prediction model. This method was based on least square support vector machine, and 
used online learning strategy to dynamic update forecast function, which was more 
suited for the practical application. Moreover, the designed online learning algorithm 
used hybrid GA to optimal the parameters. The I-880 database was used to test the 
hybrid GA based OSVM model and the BPNN-based model, and the results shown 
that the hybrid GA based OSVM was superior to the BPNN work in accuracy, gener-
alized ability and optimization. The further work is to find an effective strategy to 
dump the useless history data in the training set, in order to avoid reducing the con-
vergence speed when the learning samples increase in number. 
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