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Abstract. Maximal, minimal and mean response time are several performance 
metrics of embedded system. Some embedded systems have not real-time 
constraints, e.g. printer and router, but their mean case performance is more 
important, and some others have those constraints and need evaluating their 
utmost performance. In this paper, with real-time calculus and queuing theory, 
both mean and utmost case performances of embedded multitasking system are 
analyzed as referred target for design, verification, decision and optimization.  
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1   Introduction 

With the development of computer theory and technology, more and more smart and 
embedded devices are applied in many areas, e.g. automobiles electronics, handheld 
game systems, industrial environments, telecommunication or fabrication equipments, 
aircraft electronics, medical systems, military applications, authentication systems, 
consumer electronics, smart buildings, robotics and so on. Embedded systems can be 
defined as information processing systems embedded into these enclosing products 
[1]. Hence, embedded computer has also been called the disappearing computer, 
which form the basis of the so-called pervasive computing era. 

As shown Fig.1, Sensors receive signals or information from the physical 
environment, and send them to A/D converters or sample-and-holders, which convert 
continuous sequences of analog values to discrete sequences of digital values. The 
kernel of the whole embedded system-information processor processes those digital 
values and generates some digital results. These results can be sent to display device, 
which displays these results, and also be used to control the external environment 
through actuators, which convert digital signals to analog ones. 

During developing of embedded system, it is very important to evaluate its 
performance. By evaluating memory requirements, timing properties, processor 
speed, bus utilization, etc., developers can find the bottleneck components so as to 
select appropriate hardware or software resources that meet the system’s functional 
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and non-functional requirements and cost low. Furthermore, by evaluating 
performance of actual embedded application system, testers can verify whether the 
performance meets the design requirements and constraints those are presented by 
customers. 

 
 
 
 
 
 
 
 
 
 

There are three solutions for evaluating performance of embedded system: 

 Measurement-by executing some test benchmarks or instances, testers can get 
Execution Time (ET) and other performance parameters for evaluating the actual 
system. In the past years, many universities, institutes and corporations have 
been devoted to studying the technologies of benchmark performance for 
embedded system. Some performance evaluation tools and benchmarks, e.g. 
Dhrystone, EEMBC, NullStone, MediaBench, MiBench, etc., have been 
developed and released. With these tools and benchmarks, some performances 
of hardware and software of embedded system can be evaluated. However, many 
system functions and attributes are hard to be obtained by testing due to the 
variety of the architectures of embedded system. 

 Simulation-by executing some programs for simulating the evaluated system and 
its load, monitoring members can get more precise performance parameters. But 
this solution’s cost is higher when its model is constructed. At present, for 
embedded system, there are many simulation tools such as Carosse-Perf, SES 
Workbench [2], STRESS, schedalyzer, ARTS, PERTS [3], RTC Toolbox [8] and 
so on. 

 Analysis-by making use of some mathematical theories and methods, analyzers 
can study and describe the relation of performance and system before design, 
and get loose performance metrics. According to this approach, its cost for 
modeling is the lowest. Real-Time Calculus (RTC) and Queuing Theory (QT) 
are two kinds of system level analysis tools for evaluating performance of real-
time embedded system. Performance of embedded system includes best, worst 
and mean ones. RTC is fit for analyzing best performance and worst 
performance, and QT is more propitious to analyzing mean performance. 

In section 2, Real-Time Calculus is introduced, and performance of embedded 
system in utmost state is analyzed. In section 3, basic queuing theory is introduced, 
and by making use of this basic theory and method, performance of embedded system 
in steady state is also analyzed. 

Fig. 1. Architecture of Embedded System 
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2   Real-Time Calculus  (RTC) and Performance Analysis of 
Embedded System in Utmost State 

2.1   RTC  

RTC is on basis of Linear System Theory, Calculus for Network, Adversarial 
Queuing Theory [7], and composed of input/output event streams model, resource 
(service) model and processing model (Fig. 2) 

  
 
 
 
 

 

Fig. 2. Modeling of Real-Time Calculus System 

 R(t):number of events that arrived in time interval [0, t),represents  input 
event stream function; 
 R' (t):number of events that left in time interval [0, t), represents  output 
event stream function; 
 C(t):maximal number of events that could have been processed by processor 
P in time interval [0,t], represents available resources or services function; 
 C' (t): maximal number of events that processor P could still process by in 
time interval [0,t], represents remaining resources or services function. 

If the description of resource/service and event streams is available, then C(t) and 
R(t) are determinate. So  

  )}()()({inf)('
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2.2   Performance Analysis of Embedded System in Utmost State 

Provided that, in the interval [0, Δ ], )( Δuα represents maximum number of arriving 

events, )(Δlα  represents minimum number of arriving events, )(Δuβ  represents 

maximum number of available services (resources), and )(Δlβ  represents minimum 
number of available services (resources), according to RTC, the following processing 
model can be got: 

  ),,,()(' luluuu f ββααα α=Δ  (3) 
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 ),,,()(' lulull f ββααα α=Δ  (4)

     ),,,()(' lulull f ββααβ β=Δ  (5)

  ),,,()(' luluuu f ββααβ β=Δ  (6)

Here, 
ufα ,

lfα ,
ufβ and

lfβ depend on real processing model. For example, in 

greedy shaper component model, σββ =Δ=Δ )()( lu  ,so 
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 [9,10]. Through this method, with RTC Toolbox [8], 

for a known processing model, its arrival curves [ lu αα , ], leave curves [ lu ',' αα ], 

service curves [ lu ββ , ] and availability curves [ lu ',' ββ ] are obtained. If the 

performance doesn’t meet the requirements of actual embedded application system, 
designers need adjust input events stream so as to change arrival curves [ uα , lα ] and 

reconfigure resources so as to change service curves [ uβ , lβ ], or, reconstruct new 

processing model so as to change 
ufα ,

lfα ,
ufβ and

lfβ . 

3   Queuing Theory and Performance Analysis of Embedded 
System in Steady State 

3.1   Basic Queuing Theory 

In Queuing theory, a random service system is taken into account. By studying the 
probability parameters of customers waiting in queue, analyzers can get the 
performance of queuing system in steady state. A queuing system can be described as 
Fig.2. Any customer that wants to pass through the system need finish the following 
processes: arriving, waiting, served and leaving. The interval between two customers 
arriving orderly satisfy Determinate Length Distribution (DLD), Negative 
Exponential Distribution (NED, called Poisson stream), Erlang Distribution (ED) or 
general random distribution. Customers wait in the queue according to wait or loss 
rule. In wait rule, customers are served according to First Come First Serve (FCFS), 
Last Come First Serve (LCFS), Priority Serve (PS), general random serve, etc. There 
is one server or multi-servers in the system. The former is called Singer Server 
Queuing System (SSQS), and the latter goes by the name of Multiple Servers 
Queuing System (MSQS). The served time length of each customer may be subject to 
DLD (D), NED (M), k ranks ED (Ek) or general random distribution (G). In 
1950s,D.G.Kendall introduced A/B/C/n queue model- A stands for input stream, B 
stands for served time, C stands for number of servers, n stands for queue length. For 
instance, for M/M/1/∞ queue, the first M means that customers arrive in Poisson 
stream, the second M stands for Markovian or memoryless (exponential) served time 
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distribution, 1 stands for only one server, and ∞ is indicated that the length 
corresponding to the queue is limitless. In Queuing system, mean queue length L, 
mean steady queue length Lq, mean stay (or response) time T and mean wait time Tq 
are four performance metrics in common use for performance analysis. Queuing 
system has been used for multi-process controlling [11], VoIP QoS analysis [12], 
Evaluation for UML [13], multiple access method [14], simulator [15], dispatching 
strategy [16], railway computer interlocking system performance evaluation [17], 
estimation of the storage space [18], Evaluation of anonymity providing techniques 
[19], staff software maintenance centers [20], etc. 

Service Sytem

leave
Queue ServerCustomer 

arrive

 

Fig. 3. Specification for Service System 

3.2   Embedded Multitasking Sequential Processing Model 

An embedded system and some tasks can be considered as a Markovian queuing 
process, or a birth and death process. The embedded system is the server, and tasks, 
which are waiting in a queue to get services, are customers. Each task, located in the 
memory or external environment and requesting service, is considered as a customer 
arrival in queue. The rate of arrival of the tasks is the birth rate and the rate of their 
leaving the system after finishing their services is the death rate. It is assumed that the 
death rate can be influenced by some queuing control strategies but the birth rate 
cannot. It is the goal to change the death rate, or the users' service rate, in a way that 
the number of served tasks would be maximized after some finite time. 

Assumed that tasks arrival rate is subject to Poisson distribution, the processor 
processes tasks according to FCFS, the spent time is subject to NED, and then an 
M/M/1/∞ queue model can be constructed (Fig.4). 

ProcessorTasks

 

Fig. 4. Embedded Multitasking Sequential Processing Model 

In this model, the following parameters are defined: 

 λ—arrival rate stands for number of tasks arriving in unit time; 
 μ—service rate or departure rate stand for  number of tasks processed in unit 

time; 
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 ρ—server utilization or service intensity , ρ=λ/μ. 
λandμof embedded system can be solved, see [21]. Then, mean response time T of 
tasks can be got through Little formula [22]: 

λμρμ −
=

−
= 1

)1(

1
T  (7) 

3.3   Embedded Multitasking Non-preemptive Model 

In Fig.4, if there are n ranks of different priorities for tasks, each rank of tasks are 
Poisson stream, arrival rate is λi, 1≤i≤n, processing time is not determinate, but mean 
processing time 1/μi=E[si] and γi = E[si

2] can be acquired, kindred tasks are processed 
according to FCFS, different kinds of tasks are processed according to non-
preemptive rule, then that model becomes a Non-Preemptive M/G/1/∞ Model. 
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And mean response time: 
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Mean wait time of whole system： 
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And mean response time of whole system： 
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3.4   Embedded Multitasking Preemptive and Non-blocked Model 

In Preemptive and Non-blocked Model, high rank of tasks can snatch the processor 
from low rank of tasks, which will go back to the queue and wait for next process. 
Then the system becomes a feedback Jackson Queuing Network [22](Fig.4 (a)). 
Provided γ is arrival rate of whole system, q is the probability of preemption, μ is 
processor’s service rate, then tasks arrival rate λ of processor queue can be obtained 
according to Equation (12): 
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The processor utilization is 
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So mean number of tasks of whole system is: 
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According to Little formula, mean respone time of whole system is: 
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It is obvious that relation between T and q is showed by Fig. 4(b), and while 
q=0,this model becomes that one of Fig.3; while q→1-γ/μ,T→∞. 

 
 
 
 
 
 
 
 
 
 
 
 
 

3.5   Embedded Multitasking Non-preemptive and Blocked Model 

Now see non-preemptive and blocked model (Fig.5). Tasks arrive at the system in 
arrival rate γ. Processor processes them in service μ1.Tasks can be blocked by so-
called block task during processing as a result of some I/O operations  
or synchronization. Supposed that blocked probability is q, and rate of release  
from block is μ2, blocked tasks will go back to processor queue and wait for next 
process after completing their I/O operations or synchronization, then real arrival 
rateλ1 of processor queue and real arrival rateλ2 of block queue have the following 
relation: 

21 λγλ +=  
(16) 

12 λλ q=  
(17) 

Fig. 5. Embedded Multitasking Preemptive and Non-blocked Model Model 
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Fig. 6. Embedded Multitasking Non-preemptive and Blocked Model 

So,  
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Accordingly, processor service intensity 1ρ  and block service intensity 2ρ  are: 
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Mean length of processor queue 1L  is: 
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Mean length of blocker queue 2L  is: 
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Mean length of whole system queue is: 
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So, mean response time of whole system is:   
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Range of q is: 
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3.6   Embedded Multitasking Preemptive and Blocked Model 

Both preemption and block are considered, see Fig.6.Tasks arrive at the system in γ. 
Processor processes them in μ1.Low rank of tasks can be preempted by high ones, and 
also be blocked due to some I/O operations or synchronization. On the assumption 
that preempted probability is q1, blocked probability is q2, and rate of release from 
block is μ2.After those interruptions, tasks will go back to processor queue and wait 
for next process. Then, real arrival rateλ1 of processor queue and real arrival rate of 
block queueλ2   have the following relation: 
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Fig. 7. Embedded Multitasking Preemptive and Blocked Model  
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Mean response time of whole system is:  
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To all appearances, non-preemptive and blocked model  (q1→0), preemptive and 

non-blocked model (q2→0) and sequential processing model  (q1→0, q2→0) are three 
special cases of preemptive and blocked model. 

4   Conclusions and Future Work 

With RTC and QT, utmost and mean performance of embedded system can be 
assured loosely and quickly so as to select appropriate design scheme, verify and 
optimize system. RTC tool has been offered [8].However QT tool for embedded 
system is not available.In the future, QT tool of different models will be submitted for 
evaluating performance of embedded system. 
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