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Abstract. Memory-Space-Memory (MSM) Clos packet switching networks are 
the next step in scaling current crossbar switches to many hundreds or few 
thousands of ports. Clos networks had been studied and applied quite well in 
circuit switching system, with much attentions paid to its non-blocking property 
to decrease call blocking rates. In contrast, for packet switching systems, more 
care is taken to per-packet based forwarding performance of the switching net-
works. MSM Clos network has the merit of keeping packet sequence and there-
fore is quiet adapt to packet switching fabric. By way of buffering architecture, 
MSM Clos network is quite similar to the CIOQ Crossbar based single stage 
switching fabric, which promotes us to extend the results of CIOQ matching an 
OQ switch [1] to MSM Clos networks. Meanwhile, although the CIOQ switch 
can emulate an OQ switch, it needs cell insertion algorithm and stable matching 
algorithm with high information complexity and computing complexity. This 
has prevented its application seriously in new generation of routers with high 
speed linking rates and large port numbers. So we propose a new method of 
Per-Input OQ Emulation (PIOE), including both new cell insertion and schedul-
ing algorithm (PVPP-CIP and -CSP) with only per-input local information and 
new matching algorithm ( 3S ) with computing complexity of O(1), which is 
more practical in both CIOQ Crossbar and MSM Clos networks. 

1   Introduction 

With the constantly increasing Internet traffic and the development of broadband 
access technologies, such as DSL, cable modem and gigabit Ethernet, the next genera-
tion routers should support a large number of connection ports for the following two 
reasons [2][5]. (a) increasing number of Internet accessing points leads to increasing 
number of input ports and output ports; and (b) Optical transmission technologies 
such as DWDM is making increasing number of transmitting links available in Inter-
net. The current widely used single stage Crossbar switching fabric, however, can not 
afford to large number of switching ports for surprising high complexity in switching 
hardware and scheduling algorithms [3][4][5]. 
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The Memory Space Memory Clos network, in contrast, is much scalable in  
switching port number than traditional single Crossbar Fabric, and therefore is caus-
ing more and more attention in the next generation of routers. The MSM Clos  
network itself, however, is not firstly proposed in packet switching domain. In 1953, 
C. Clos from Bell Systems Labs had proposed the famous Clos network to scale the 
switching fabric in telephony switches [6]. In circuit switching, more attentions had 
been paid to blocking property of Clos network to increase call access rates 
[6][7][8][9]. It is a challenging work to find an efficient and fast scheduling scheme to 
provide high throughput, starvation-free, acceptable delay, and fairness performance 
under various traffic conditions for a Clos packet switching network. In [10][11][12], 
the proposed path-switching scheme and static round-robin (Distro) scheduling algo-
rithm, however, cannot handle various traffic conditions well due to their static  
nature.  

In [1], Shang-Tse Chuang, Ashish Goel etc. studied the speedup problems for 
CIOQ single Crossbar switch to emulate an OQ switch. They show that a speedup of 

N
12 − is necessary and a speedup of two is sufficient for this exact emulation. Most 

interestingly, their result holds for all traffic arrival patterns and is independent with 
the switching size. The optimal performance of a CIOQ switch urges us to extend the 
results to MSM Clos network, for the homology in buffering mechanism and the 
resemblance in architecture between them. We observe and analyze different proper-
ties between a single stage Crossbar fabric and a multistage Clos network, and further 
give the conditions for them to mimic each other. Based on this conditions and non-
blocking condition for a reconfigurable Clos network, we provide necessary and suf-
ficient condition for a Clos packet switching network to emulate an OQ switch. Most 
surprisingly, our result also has the merit of holding for all traffic arrival patterns and 
being independent with switching size. 

However, although the perfect performance of an OQ switch is the target pursued 
in practical high-speed routers, it has never been achieved in switch with high link 
speed and large port numbers. This is because the present cell insertion algorithm and 
matching algorithm have disadvantages of high information complexity and comput-
ing complexity in emulating an OQ switch. 

We present a method called Per-Input OQ Emulation (PIOE) for MSM CLOS  
network to emulate an OQ switch based on per-input priority and fairness, which has 
two merits: (a) without global information exchange among inputs and outputs of the 
switch, and thus eliminate the information complexity; (b) with an algorithm com-
plexity as low as O(1).  

The rest of this paper is organized as follows. In Section II, we introduce some 
terminology and definitions. In Section III, we describe MSM Clos network Model. In 
Section IV, we find conditions for the single Crossbar Fabric and the Clos network to 
mimic each other, and then find the necessary and sufficient condition for Clos  
network to emulate an OQ switch. In Section V, we put forward a more practical 
emulation method—the PIOE method, including PVPP-CIP & -CSP and 3S scheduling 
algorithm. In Section VI, we will have a conclusion of this paper. 
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2   Terminology and Definitions 

Before proceeding, it will be useful to define some terms used in our presentation. We 
adopt fixed-length packet concept and call the packets or segment packets ‘cells’ 
afterwards. This is common practice in high performance routers [14]. 

Time slot: Refers to the time taken to transmit or receive a fixed length cell at a link 
rate of R. 

CIOQ Switch: A switch in which there are two stages of buffering on input ports and 
output ports of an N×N switch. Arriving cells are firstly placed in queues at the input, 
and then switched to the queues at the output. 

OQ Switch: A switch in which arriving cells are placed immediately in queues at the 
output, where they contend with other cells destined to the same output. The departure 
order might be FIFO, in which case we call it an FIFO-OQ switch. Other service 
disciplines, such as WFQ [15], GPS [16], virtual clock [17], and DRR [18] are widely 
used to provide QoS guarantees. One characteristic of an OQ switch is that the buffer 
memory must be able to accept (write) N new cells per time slot where N is the num-
ber of ports, and read one cell per cell time. Hence, the memory must operate at N+1 
times the line rate. 

Shadow OQ switch: We will assume that there exists an OQ switch, called the 
shadow OQ switch, with the same number of input and output ports as the MSM Clos 
network. The ports on the shadow OQ switch receive identical input traffic patterns 
and operate at the same line rate as the MSM Clos network. 

3   Modeling of MSM Clos Networks 

The topology architecture of an MSM Clos network is shown in Fig.1. The basic 
components in Clos network are switching modules, which can be denoted 
by nmX with n input ports and m output ports. The three stage Clos network (we only 

study three stage Clos network in this paper, and it is briefly called Clos network in 
the rest of this paper) is therefore can be denoted as ],,[ mnrr XXX nm

with r first 

stage nmX (also called input stage, denoted as IM), m second stage
rrX (also called 

central stage, denoted as CM), r third stage
mnX (also called output stage, denoted as 

OM). The n inputs of each first stage
nmX are connected to n input memories of Clos 

network, and m outputs of nmX connecting to one input of the second stage
rrX ; 

r outputs of
rrX are connected to one input of r third stage

mnX ; n outputs of
mnX are 

connected to n output memories of Clos network. 
In sense of graph theory, an MSM Clos network can be denoted by a directed 

graph ),,( mrnC , with all switching modules and memories as vertices, and with all 

connections between all vertices as edges. Then the Clos network can be expressed  
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Fig. 1. Topology architecture of an MSM Clos network 

as ),,( mrnC ),( EVC= , in whichV is composed of five incompatible vertex sets and 

four incompatible edge sets. To be precisely, 43210 VVVVVV ∪∪∪∪=  
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3210 EEEEE ∪∪∪= , and iE is edge sets from iV to 1+iV ( i =0, 1, 2, 3)，  
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(2) 

To describe Clos network conveniently, we shall give some definitions useful in 
Clos network. 

Definition 1. Path－If a directed graph can be tracked from end to end and pass all 
vertices and edges once, we call the directed graph a Path. 

Definition 2. Stable Path－Supposing path p is composed of five vertices and four 

edges, if all five vertices in p belong to five incompatible vertex sets },,,,{ 43210 VVVVV , 

and all four edges in p belong to four incompatible edge sets  },,,{ 3210 EEEE  

of ),,( mrnC , respectively, we call path p a stable path in Clos network, and denote it 

as p̂ . That is to say, stable path p̂  can be defined as follows: 

},,,,{ˆ 3
43

2
32

1
21

0
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Definition 3. Stable Path Set and Stable Path Total Set－Supposing P to be a 
stable path set with all paths having no compatible edges mutually, if all left stable 
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paths in ),,( mrnC are always have compatible edges with one of stable paths in P , 

we call P Stable Path Set in ),,( mrnC , and call all possible stable path sets 

in ),,( mrnC as Stable Path Total Set. We denote stable path set and stable path total 

set as SPS ˆ and STPS ˆˆ , which can be expressed as follows: 

})ˆ()ˆ(,1;

)ˆ()ˆ(,1,ˆ,...,ˆ,ˆ{ˆ
21

Φ≠∩≥≥>∀Φ=

∩≤<≤∀=

li

jih

pEpEikl

pEpEhjipppSPS  
 

It is very interesting to notice that the stable path set is not unique in ),,( mrnC . For 

example, in stable path set
iSPS ˆ , two stable paths can exchange their vertices in 2V and 

exchange their edges in 1E and 1E , respectively, and then become two new stable 

paths. Therefore, we get a new path set (i.e.
jSPS ˆ ), which is still a stable path set 

for
jSPS ˆ shares the same vertices set and edges set with

iSPS ˆ . This property can be 

explained by architecture of Clos network, in which there are m paths from any input 
port to any output port. So, there are as many as ])![()( nrC rn

m × stable path sets in the 

stable path total set in ),,( mrnC altogether. Based on the above analysis, we can get 

two properties of stable path total set by way of graph theory: one is edge exchanging 
closure, which means a stable path set can become a new stable path set by exchang-
ing any of two stable paths, but this new stable path set is still included by stable path 
total set. The other is inclusiveness, which means the stable path total set includes all 
possible stable path sets in ),,( mrnC .  

Lemmon 1. The number of stable paths )ˆ( SPSSIZE  in a three-stage symmetry Clos 

network ),,( mrnC is ),min( mrnr . 

Proof. From the definition of stable path and property of Clos network, the number of 
stable paths in Clos network is equal to the minimum value of all four edge sets 
in ),,( mrnC . This can be expressed as follows: 

)}(),(),(),(min{)ˆ( 3210 ESIZEESIZEESIZEESIZESPSSIZE =  

Therefore,  
 ,

,
),min(},,,min{)ˆ(
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mrnrnrmrmrnrSPSSIZE           ■ 

Lemmon 2. Supposing the Clos network ),,( mrnC satisfies nm ≥ , for any integer k  

( nrk ≤≤1 ) and any vertex pair set },...,2,1|),{( kibaM iif == from vertex set 

021 },...,,{ VaaaA k ⊂= to
421 },...,,{ VbbbB k ⊂= , there always stable path 

set STPSSPS i
ˆˆˆ ⊂ connecting k vertex pairs in

fM . 

Proof. Because integer k satisfies mrnrk ≤≤ , from Lemmon 1 we know that 
)ˆ( SPSSIZEk ≤ and therefore )()( 30 ESIZEESIZEk =≤ , and )()( 21 ESIZEESIZEk =≤  re-

spectively. So we always can find four edge sets composed of k edges  
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from 0E , 1E , 2E and 3E to buildup k stable paths to connect k vertex pairs in
fM . 

From property of inclusiveness of stable path total set of ),,( mrnC , there always 

stable path set STPSSPS i
ˆˆˆ ⊂ connecting k vertex pairs in

fM .            ■ 

We notice here that Lemmon 2 is equivalent to the reconfigurable non-blocking con-
dition of the Clos network, which had been proved in prior results [6][9]. 

4   Emulating an OQ Switch by MSM Clos Network 

The non-blocking condition, in Lemmon 2 in Section III, guarantees any number of 
vertex pairs connected by a stable path set in the Clos network. Intuitively, this is 
quite similar to the non-blocking property of a single stage Crossbar Fabric.  

Lemmon 3. Supposing MSM Clos network ),,( mrnC satisfies nm ≥ , for single stage 

CIOQ Crossbar Fabric )( nrnrC × , we say MSM Clos network ),,( mrnC  

mimics )( nrnrC × . 

 

Fig. 2. A 4×4 CIOQ Crossbar mimics the MSM Clos network 

We do not mean to give strict proof of Lemmon 3 here, but informally provide an 
analysis by way of an example in Fig.2. There are four input ports and four output 
ports for both MSM Clos network and CIOQ Crossbar. For the same port pair 

set )}4,4(),3,3(),2,2(),1,1{( , we can either find a stable path set 4
ˆSPS in MSM Clos 

network, or find matching matrix
4

~
M in CIOQ Crossbar, to find stable paths or config-

ure crosspoints to set up connections between all four port pairs. Intuitively, stable 
path set

4
ˆSPS and matching matrix

4

~
M have played the same role in the switching fab-

rics. In this sense, we say a non-blocking (i.e. nm ≥ ) MSM Clos network and CIOQ 
Crossbar mimic each other, and call the stable path set is equivalent to the matching 
matrix MSPS

~ˆ ⇔ . 
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Theorem 1. The necessary and sufficient condition for an MSM Clos net-
work ),,( mrnC to emulate an OQ switch is with speedup of S , where S satisfies: 
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Proof: (a) For the case of nm ≥ , we can refer to Lemmon 3 and regard the MSM 
Clos network ),,( mrnC mimics a CIOQ Crossbar fabric with port number )( nrnrC × . 

So, the results in [1] still hold where nrN = , and then we get
nrS 12 −= for an MSM 

Clos network to emulate an OQ switch. 
(b) For the case of nm < , from Lemmon 1 we know that the number of stable 

paths )ˆ( SPSSIZE  in a stable path set SPS ˆ is ),min( mrnr . Therefore, there are at 

most mr stable paths in the MSM Clos network. Fig.3 shows an example of an MSM 

Clos network with 4=n , 2=m , 2=r and a CIOQ Crossbar with port number 8×8 
and switch fabric of 4×4. Because there is at most 2×2=4 stable paths in the MSM 
Clos network, regarding the former case of nm ≥ , four out of eight input ports can 
emulate an OQ switch with a speed up of )-(2 4

1 . Thus, if we divide the input ports 

into two groups (i.e. the light colored input ports group and the dark colored input 
ports group in Fig.3), the emulation can be divided into two phases (i.e. the light col-
ored Phase 1 and dark colored Phase 2) for each group. Therefore, the four input ports 
in Group 1 can emulate an OQ switch in Phase 1 with speedup of )-(2 4

1 , while the left 

four input ports in Group 2 can also emulate an OQ switch in Phase 2 with speedup 
of )-(2 4

1 . Then the total speedup for the MSM Clos network emulating an OQ switch 

is )-(2 4
1 + )-(2 4

1 =2× )-(2 4
1 . The proof of any case of nm < is a straight forward ex-

tension of the example with 4=n , 2=m , 2=r , where the speedup needed by an 

MSM Clos network is proportional to m
n and )-(2 1

mr
. According to pigeon hole prin-

ciple and Constraint Set Principle, with a speedup of  )-(2 1
mrm

n × , an MSM Clos net-

work can emulate an OQ switch.              ■ 

What deserves more attention here is when the speedup S is not an integer in MSM 
Clos network. We can use the smallest integer ⎡ ⎤SS = bigger than S as speedup in some 

time slots, while using )1( −S as speedup in the other time slots in a circle. To be more 

precise, supposing )( GFSS G
F <−= , let a circle length to be G time slots. We adopt a  
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Fig.3. Emulating an OQ switch when 2,2,4 === rmn  

 

Fig.4. Normal time slots and truncated time slots in a circle 

speedup of S in FG − time slots and a speedup of )1( −S in F time slots. Meanwhile, 

we call these F time slots as truncated time slots. Fig.4 shows the normal time slots 
and truncated time slots in a circle. 

5   Per-Input OQ Emulation (PIOE) by MSM Clos Network 

The current cell insertion algorithms and matching algorithms have the following 
disadvantages in emulating an OQ switch: 

(a) High Information complexity: In CIOQ emulation with an OQ switch, Shang-
Tse Chuang had relied on the stable matching during the two scheduling phases and 
CCF (Critical Cell First) cell insertion policy during arriving phase in each time slot 
[1]. The stable matching needs to know the output priority list which relies on infor-
mation of output order of all cells on the input side. The CCF algorithm needs to 
know the number of cells with a higher priority on the output side. Meanwhile, both 
the stable matching algorithm and the CCF cell insertion algorithm need to know the 
departure time of each cell, which is calculated based on the priority information of 
all cells in both input side and output side. Thus an input has to communicate with all 
the other inputs and outputs to obtain the information needed by each cell during each 
time slot, but this is too difficult to implement not only for real time information ex-
change, but also for modularization design, which never means to have so many extra 
communications beyond normal packet forwarding. 
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(b)High Computing complexity: The stable matching that CIOQ switch needs to 
find in each scheduling phase can take as many as )( 2NO  iterations, which is proved 

to be equivalent to the number of cells buffering on the input side[Gale and Shapely 
[13]. Unfortunately, as the increase of link speed as well as the switch port numbers, 
schedulers will have to make more decisions (i.e. there will be more iterations to 
guarantee a maximal matching and hence obtain high performance) in a more urgent 
time slot (i.e. the time will be only a fraction of the time slot in low link speed case). 
In this case, the matching algorithms available in switch with low link speed and less 
switch ports just can not be applied to new generation routers. 

To overcome these disadvantages, we discuss a method for MSM CLOS switch to 
emulate an OQ switch with an acceptable or predictable performance degrading (i.e. 
emulation only based fairness of per input port). For example, the method (a) does not 
need information exchange among inputs and outputs of the switch, and thus elimi-
nate information complexity; (b) has an algorithm complexity as low as O(1).  

We observe that in an OQ switch cells are inserted into and scheduled from input 
queues based on the global priority principles (i.e. WFQ [15], Strict Priority [18], or 
FIFO among all cells from all input ports), and this leads to cell insertion algorithm 
and cell scheduling algorithm requiring global information (cell queueing states 
among all inputs and outputs). The emphasis on the priority order in an OQ switch, 
however, is almost meaningless for cells coming from different links and buffered in 
different input queues, because they have almost no relations with each other. Based 
on this fact, we present a method for MSM CLOS network to emulate an OQ switch 
based on per-input priority and fairness, which only uses information locally available 
on each input. We call this method Per-Input OQ Emulation (PIOE). 

In the method of PIOE, we organize cell queueing in a way like Virtual Output 
Queueing (VOQ), but use a wide class of queueing policies such as WFQ and Strict 
Priority queueing in each VOQ queue of each separate input, just like an OQ switch 
does. The PIOE method comprises Per-VOQ Per-Priority based Cell Insertion Policy 

(PVPP-CIP), Cell Scheduling Policy (PVPP-CSP), and 3S scheduling algorithm. 
To describe more precisely, we shall give two definitions as follows: 

Definition 4. VOQ Queue－In each input, cells are buffered in different queues 
according to their output port number, and we denote them as

ijQ , 

where },...,2,1{, nrji ∈  for am MSM Clos networks ),,( mrnC . It is easy to know that 

there are nr VOQ queues in an input port and ( )2nr VOQ queues in all input ports. 

Definition 5. VOQ Priority Queue－In each VOQ queue, cells are buffered in differ-
ent queues according to their priority number, and we denote them 
as ),...,2,1( KkQ

kp = , where K is the number of priorities supported by routers. 

5.1   PVPP Cell Insertion Policy (CIP) of PIOE 

PVPP Cell Insertion Policy: Supposing that cell ijkX arrives at input port i and is des-

tined for output port j and has a priority number k . Upon arrival ijkX is inserted to 
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the end of VOQ priority queue
kpQ of the VOQ queue ijQ . Because cells are inserted 

into each input port based on Per VOQ and Per Priority, we call this cell insertion 
policy PVPP-CIP. 

5.2   PVPP Cell  Scheduling Policy (CSP) of PIOE 

PVPP Cell Scheduling Policy: Supposing that ijkX represents cells buffered in VOQ 

priority queue
kpQ of the VOQ queue ijQ . Upon departure cell ijkX is exported in 

sequence of VOQ queues and VOQ priority queues. Because cells are scheduled out 
of each input port based on Per VOQ and Per Priority, we call this cell scheduling 
policy PVPP-CSP.  

PVPP-CIP & -CSP of PIOE are shown in Fig.5. In the left dashed frame, PVPP-
CIP is composed of two phases: one is the VOQ dispatcher, where cells are classified 
into each VOQ queue according to their output port number; and the other is the Pri-
ority dispatchers, where cells are classified into each VOQ priority queue according to 
their priority number. In the right dashed frame, PVPP-CSP is also composed of two 
phases: one is the priority schedulers to export cells from different VOQ priority 
queues; the other is the VOQ scheduler, where cells from different VOQ queues are 
exported to the output ports. 

 

Fig. 5. PVPP Cell Insertion Policy and Cell Scheduling Policy of PIOE 

5.3   Queueing Principle Analysis of PVPP-CIP and –CSP 

(a) FIFO queueing principle emulated by PVPP-CIP and –CSP: In FIFO queueing 
principle, it does not need classify cells based on priorities; therefore the priority 
dispatche and the priority scheduler only maintain one priority queue (i.e. the highest 
priority queue

KpQ ). Thus each priority dispatcher just writes cells to the end of
KpQ , 

while each priority scheduler just reads cells from head of
KpQ . 

(b) Strict Priority and WFQ queueing principle emulated by PVPP-CIP and –CSP:  
These two kinds of queueing principles are sensitive to cell’s priority. In PVPP-CSP, 
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cells are written to priority queues by each priority dispatcher, which is similar for 
both Strict Priority and WFQ. In PVPP-CSP, however, priority schedulers read cells 
in different ways. Cells in highest priority queues that are not empty are prior to cells 
in lower priority queues in Strict Priority queueing principle. While in WFQ queueing 
principle, each priority queue is endowed with a weight value ),...,2,1( Kkwk = , and 

the scheduling times in each scheduling circle are proportional to each kw .  

5.4   3S Matching Algorithmin PIOE 

To overcome the high computing complexity of stable matching in [13] (i.e. their 
solution has a complexity of )(O 2N ), and overcome the high information complexity 

ofGBVOQ in [1] (i.e. it needs global state information), we design a simple and practi-

cal matching algorithm based on per input port fairness.  

Definition 6. Vertex Matching－If a pair of vertices belongs to 0V  and 4V  of Clos 

network, respectively, we call the vertex pair a vertex matching, and denote it 
as ),( 40

ji vvM , where ),...,2,1(, nrji ∈ .  

There are ( )2nr  pairs of vertex matching altogether in ),,( mrnC ; we can further 

divide them into nr incompatible groups, each of which includes all input vertices and 
all output vertices of ),,( mrnC . We call each group a Stable Vertex Matching ( SVM ), 

and further call all nr groups the Comple SVM Set  ( CSS ) for including all possible 

( )2nr pairs of vertex matching. The definitions of SVM and CSS are as follows: 

),...,2,1()},,(),...,,(),,({ 4
)mod()1(

04
)mod()(1

0
2

4
)mod()(

0
1 nrivvMvvMvvMSVM nrinrnrnrinrii == +−+    

From Lemmon 2, we can always find a stable path set SPS ˆ for each SVM in 
SPTS of ),,( mrnC , and therefore can find nr

iSPS ),...,2,1( nri = for all SVM  inCSS . 

Definition 7. Mapping Table from SVM to SPS－In non-blocking Clos network, we 
call each pair of each SVM to each SPS a mapping table and denote it as

),( SPSSVMM . 

},...,2,1),,{(),( nriSPSSVMM iiSPSSVM ==  

Based on the mapping table our matching algorithm of PIOE is as follows: 

Stable SVM SPS ( 3S ) matching algorithm: During thi of matching of PIOE, 

we choose ),( modmod nrinri SPSSVM in ),( SPSSVMM as matching of inputs and outputs. 

 

Fig. 6. 3S matching algorithm of PIOE 
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Obviously, we can see there are two properties for 3S matching algorithm: one is 
low computing complexity of )1(O , for just requiring one lookup in mapping table; the 

other is absolute fairness among all inputs and outputs, for in a round of nr matching, 
all pairs of input and output appear once and only once. That is to say, all inputs are 

absolutely fair in 3S matching algorithm. 

6   Conclusions 

We have studied MSM Clos packet switching network in this paper. Firstly, we dis-
cussed the modeling method of MSM Clos network based on graph theory, and put 
forward stable path set and non-blocking property of Clos network (Lemmon 1 and 
Lemmon 2). Based on the similarity of single stage CIOQ Crossbar and multistage 
MSM Clos network, we discussed the condition for them to mimic each other (Lem-
mon 3). Then we extent the results in CIOQ Crossbar emulation an OQ switch to 
MSM Clos networks (Theorem 1). To overcome the disadvantages of cell insertion 
algorithm and matching algorithm in CIOQ Crossbar emulating an OQ switch, we 
provided a PIOE method with PVPP-CIP & -CSP with low information complexity 
and 3S matching algorithm with computing complexity of )1(O . 
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