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Summary. Heuristics are an efficient means for solving complex and also partial
information business problems. Unfortunately, the development of new heuristics
and the evaluation of existing heuristics is a labor intensive process. Neural networks
provide a fast and reliable method for evaluation of new heuristics against existing
heuristics and the optimization of new heuristics when no prior heuristic exists.
This chapter describes a methodology for utilizing neural networks as a heuristic
evaluation mechanism and discusses how existing research has been utilized (possibly
unintentionally) in the development or evaluation of new heuristics.

10.1 Introduction

Businesses face difficult problems on a daily basis. Historically, heuristic meth-
ods have been used to solve complex and nonlinear business problem types,
such as frequently occur in medicine, finance, and other business areas. While
heuristics provide an agile means to quickly evaluate complex independent
variables to make a decision for a specific business problem, heuristics by
their nature may not always provide an optimal solution (Pearl 1984).

For the purposes of this chapter, a heuristic is defined as any “rule of
thumb”, that is a decision making model, that enables rapid decision mak-
ing in domains where complete information regarding the decision making
problem is either very complex and thus difficult to evaluate or may be miss-
ing. A heuristic is therefore a decision making rule of some type. Elements
of heuristics are the information, variables, that are available and are evalu-
ated to form the heuristic decision. Hence, while the variables themselves are
not heuristics, they are a necessary criteria for employing a heuristic decision
making method and will be treated as equivalent to the heuristic method itself
in this chapter.

An interesting question then is how businesses and services may eval-
uate current and new heuristics or heuristic variables to determine their
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ability to select optimal or near optimal solutions. Of course, proving that
a heuristic is optimal is a much harder problem, but evaluation techniques
are meant to build confidence in the reliability of the heuristic being evalu-
ated and not to prove optimality. Traditional statistics provide a number of
tools for performing such evaluations (e.g., mean error rate, regression mod-
eling, and discriminant analysis), but these evaluation methods suffer from
rigid a priori requirements on population distributions and error distributions
(Daniel 1999), which frequently are unknown for traditional medical and other
business problems.

When a priori error, population, and variable distributions are unknown,
nonparametric methods need to be applied (McLachlan 1992). Neural net-
works are a nonparametric methodology, which means that they model
underlying equations without any requirement for a priori knowledge of
population or variable distributions.

Although neural networks are often described as a “black box”, indicating
that information concerning the effect of individual variables on predicted
outcomes is difficult to ascertain, they have several advantages that make
them an ideal choice in evaluating (as well as developing) decision making
models in medicine and business. These advantages are:

• Extremely fast, once trained
• Tolerant of moderate amounts of noise in data
• Prediction and classification models are learned from the data dynamically,

producing optimal or near-optimal models

While the idea of a heuristic model is to use a smaller and possibly less
expensive set of variables to produce accurate decisions, another advantage
of neural networks is in their ability to handle not only noisy data, but also
missing data for the heuristic model’s variables (Markey et al. 2006).

The possible difficulty of determining the effect of individual decision vari-
ables for heuristics presents a problem, this problem may be overcome in
several ways as will be discussed in this chapter. The focus of this chapter
is on the utilization of neural networks as a tool for evaluating either new
heuristic decision models or more frequently evaluating the utility of new or
different combinations of variables to either create a new heuristic model or
improve upon the performance of an existing heuristic decision model.

The remainder of the chapter is organized as follows, First, factors that
impact the performance of neural networks and values for neural network
model building are examined. Next, a process for utilizing neural networks to
evaluate new heuristic decision making models, including new combinations
of variables that serve as the input to the heuristic method, is presented and
discussed. Finally, historic examples of the use of neural networks to discover
new heuristics or invalidate existing heuristics are presented for both medical
and business domains.
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10.2 Neural Network Parameters

The advantages of neural networks just mentioned appear to make them an
ideal choice for both developing heuristic decision models as well as evaluating
existing and new heuristic decision models.

10.2.1 Training Time and “Black Box” Nature

A disadvantage noted in the literature which is no longer true is that even
though neural networks are extremely fast, even instantaneous, once trained,
the training time can require a large time investment. Current neural network
shell programs that assist researchers and modelers in developing neural net-
work solutions typically require only a few minutes to train a moderate size
network (less than 100 processing nodes and 2,500 connections). As such the
training time cost is negligible for most heuristic decision making problems,
since the utilization of heuristics simplifies the decision space. Of course as the
size of the neural network architecture grows, the training time requirement
will increase correspondingly.

The other significant disadvantage of utilizing neural networks for evaluat-
ing the applicability and effectiveness of business heuristics is the “black box”
nature of neural networks. This is a disadvantage in evaluating heuristics, since
the effect of the variables belonging to the heuristic technique may be difficult
to determine. Section 2.3 will discuss a means for overcoming this handicap,
but right now the ability to produce an algorithm where independent variables
are defined is examined. The “black-box” nature of neural networks is being
challenged and various techniques are being developed to mine the variable
relationships that drive neural network performance (Zhang 2007) and pro-
duce if-then decision heuristics from neural network connections (Ballini and
Gomide 2002/2003).

The small neural network shown in Fig. 10.1, utilizes two independent
input variables, x1 and x2 and produces either a prediction or classification
value y. An aggregation algorithm specified by the neural network developer is
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Fig. 10.1. Sample neural network



262 S. Walczak

used to combine input values into a processing node, f(x1 , x2 ), and a transfer
function, g(X), applies an activation function for transferring the nodes value
to the next layer in the neural network. Thus:

• y = f5 (g3 (f3 (x1 , x2 ), g4 (f4 (x1 , x2 )), (10.1)

where the subscripts indicate the aggregation or transfer function of a par-
ticular processing or output node in the neural network. If a simple weighted
summation is used for all f(x1 , x2 ), and a sigmoid is used for all g(X), then
(1) becomes:

• y =

⎛
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−
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⎞

⎟⎠+ ε. (10.2)

The range of i in (2) is the number of hidden processing nodes and the range
of m is the number of input nodes. This equation is for a single hidden layer.
Additional hidden layers would mean aggregating the weighted sum of the
sigmoid function applied to separate copies of (2) for each additional layer
processing node. As can be seen, while it is possible to generate an equation
and determine variable impact, the size of the equation quickly becomes prob-
lematic for understanding the relevance of an individual variable (or collection
of variables) as additional processing nodes and hidden layers are added.

An alternate means to evaluate the impact of input variables on the
model’s output is to examine the values for each connecting weight, wi,j .
The backpropagation algorithm learns to model domain problems by auto-
matically adjusting these weights to approximate an optimal model, hence
neural networks may themselves be seen as heuristic models. Every connec-
tion weight in the model must be examined to try and determine the overall
influence of specific variables, with the absolute value of the weight serving
as an indicator. This technique, like the algorithm generation technique just
described is very difficult to accomplish and becomes more problematic as the
size of the neural network’s hidden node architecture increases.

One final technique and one that is commonly performed by existing neural
network shell tools and that is easier to perform is the leave-one-out method-
ology. This technique emulates the step-wise portion of step-wise regression
modeling. Leave-one-out, as the name describes, involves dropping or alter-
nately adding a single variable and comparing the performance of the two
corresponding neural network models that differ by only the single variable.
If a significant increase or decrease in performance is noted, then the effect of
the missing or added variable may be estimated. A drawback of this process is
that other interaction effects are likely to be occurring in the neural network
and so the final difference in model results is not solely due to the single left
out variable. This technique will form a part of the neural network heuristic
evaluation process described in the next methodology section.
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10.2.2 Other Factors Affecting Neural Network Efficacy
for Heuristic Evaluation

Two other factors affecting neural network model development that are
debated in the research community, which may turn out to be advantages for
using a neural network based nonparametric modeling approach are: training
population size and input vector size.

Typically, especially in financial and medical domains, researchers pre-
fer to have larger sample populations for developing and validating decision
models (Zahedi 1996; Zhang and Hu 1998). Larger data populations improve
statistical significance of the resulting model by increasing the probability
that unusual cases are included in the sample population (Schürmann 1996).
Recent research has indicated that, at least for the populations studied, much
smaller training populations still enable neural network models to achieve very
high prediction and classification accuracy rates (Abdel-Aal 2004; Shin et al.
2005; Walczak 2001). Based on these reported research results, it may be possi-
ble to utilize neural networks for heuristic model evaluation with much smaller
sample (training) sizes than are required for validation utilizing traditional
statistical methods.

Even with a very small population of historic data, which is needed for the
supervised learning methods, reasonable approximations of the performance of
neural network heuristic models may be accurately evaluated utilizing several
techniques. Bootstrapping and the jackknifing refinement of bootstrapping
(Efron 1982) enable the utilization of members in the historic population set to
be utilized as both training and evaluation cases through utilizing a leave one
out methodology (Tourassi and Floyd 1997). Similarly, cross-fold (commonly
called N-fold) validation is a similar method to jackknifing but which utilizes
larger sets of randomly selected evaluation cases from the population and is
commonly used in algorithmic validation experiments (Lim et al. 2000).

The other design issue debated among neural network researchers is the
relative advantage or disadvantage of learning with respect to input vector
size. Early researchers claimed that an advantage of the fact that neural net-
works learned connection weights was that large quantities of independent
variables could be included in a neural network model’s input vector and
that the neural network learning algorithm would deselect noncontributing
variables out of the model (see e.g., Hertz et al. 1991). This could be advan-
tageous, if it works, in that variable additions to heuristics could be tested by
adding them in and determining if the neural network has deselected any of
the new heuristic variables. Alternatively, if the neural network keeps a heuris-
tic variable over more traditional variable (through the process of deselection)
this could serve as validation of the new heuristic.

However, the other side of the input vector size argument claims that each
input vector variable impacts the resulting classification or prediction made
by the neural network and hence the selection of input variables to the neural
network model is a critical decision factor and determines the optimality of the
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corresponding neural network model (Güler and Übeyli 2005; Nath et al. 1997;
Piramuthu et al. 1994; Smith 1993; Soulié 1994; Tahai et al. 1998; Weigand
and Zimmermann 1995). In fact, Pakath and Zaveri (1995) claim that input
variable selection sensitivity is not only a factor for neural networks, but for
other artificial intelligence modeling paradigms as well. This too can serve in
the goal of heuristic evaluation, but does remove the simplicity of automation.

The author of this chapter follows the later design criteria, which typically
involves the use of domain experts to determine if potential variables could
contribute to a heuristic solution to the problem being modeled. One consid-
eration is that highly correlated variables must be removed, so that only the
influence from a single variable (or set) affects the neural network model’s
outcome (Smith 1993), which involves some additional up front analysis of
the variables being used.

Additional design considerations must be determined by the researcher
desiring to evaluate decision heuristics, such as the type of training algorithm
used and the architecture of the neural network model, but will not be dis-
cussed at length here as they have already been discussed in detail in the
literature (for tutorials on neural network implementation and design issues
see (Jain et al. 1996; Rodvold et al. 2001; Zhang 2007)). The remainder of this
chapter will focus on supervised learning methods for neural network training,
including the very popular backpropagation algorithm, though the techniques
described are applicable to unsupervised learning methodologies as well.

10.3 Methodology for Evaluating Business/Medical
Heuristics

The advantages of a learning system that dynamically determines classifica-
tion or prediction equations, is noise tolerant, and may be able to be used
with relatively small amounts of data provides an interesting potential for
evaluating the potential of business heuristics. As noted in Sect. 2.3 though,
determining the contribution of specific input vector variables is problematic
and researchers are advised to limit the quantity of input vector variables to
be able to more critically evaluate the effect of the heuristic model’s variables.

Since input vector variable selection is viewed as a critical step in the devel-
opment of neural network models, the heuristic variables may be evaluated
by adding them to a current set of decision variables and possibly deleting
correlated variables (which may be more difficult or more costly to acquire)
and evaluating if any classification or prediction performance improvement
has occurred, similar to the leave-one-out method described earlier. Typically,
this methodology assumes that an existing decision model already exists. If
no existing method is available for comparison, then it simply becomes a case
of evaluating a new model, regardless of the heuristic nature, and confidence
values for the new models output should suffice.
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When a competing model is already in use, then two neural network mod-
els are required. Since typically a new heuristic decision model will utilize a
different number of input variables, the architecture for each model must be
optimized independently, following traditional neural network development
protocol. Optimizing the number of hidden nodes in each layer and the num-
ber of layers is critical for comparing optimal results for each method. The
methodology for comparing a new heuristic model is displayed in flowchart
format in Fig. 10.2.

The two critical parts of the flowchart in Fig. 10.2 are in the two deci-
sion diamonds. Selecting an appropriate statistical method for comparing the
output of the two models is important since classification models and forecast-
ing models require different analysis methods and selecting an inappropriate
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Fig. 10.2. Flowchart of new heuristic comparison methodology
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statistic for comparison could significantly alter the evaluation results. In
heuristic medical models that involve patients, the sensitivity and specificity
of the model’s output is the gold standard for comparison, however trade-
offs in sensitivity and specificity may be possible. Furthermore, for medical
domains, it has been recommend that all neural network models be evalu-
ated using clinical trials or randomized control trials of the neural network’s
model of the heuristic (Lisboa and Taktak 2006) to demonstrate real world
performance of the heuristic model.

The other important aspect of heuristic development is the ability to mod-
ify the heuristic through either the inclusion of new decision variables or the
exclusion of current variables in the heuristic model. Since the goal of a heuris-
tic is to simplify the decision making task in a complex decision environment,
then improving the heuristic’s performance through the addition or deletion
of variables makes logical sense. In fact, even when a new heuristic model is
validated using the method just described, improvements to the model and
it’s classification or forecasting performance should still be sought via further
modification of the input variable set.

Additional modification of an accepted new heuristic follows a path sim-
ilar to that of comparing a new and existing heuristic. Additional variables
may be added or removed to the accepted new heuristic model to develop an
improved new heuristic model. This process may be repeated iteratively until
all desired combinations of independent variables have been evaluated and
the best performing heuristic model is kept (Swanson and White 1995, 1997).
The addition or removal of variables in a step-wise fashion aides in deter-
mining the effect of individual variables or sets of variables on the heuristic
decision model.

For example, a heuristic to evaluate the morbidity of a patient by utilizing
four variables for heart rate, breath rate, perspiration, and skin temperature
(Tahai et al. 1998) may be able to determine if the patient is in need of CPR
(cardio-pulmonary resuscitation) with 93% accuracy, which appears to be a
fairly good heuristic classification model. However, removing the last two vari-
ables: perspiration and temperature, increases the heuristic model’s accuracy
to almost 100%. Further reductions in the input variable vector set reduce the
overall accuracy of the neural network model to approximately 50%. Addition
of a systolic blood pressure variable to heart rate and breath rate variables
would also serve to reduce the model’s accuracy since systolic blood pressure
is correlated with heart rate. Thus, even though an acceptable heuristic model
is developed initially, further evaluation should still continue on the variable
set used in the heuristic model to possibly improve performance.

Furthermore, neural network heuristic decision model refinement through
the deletion of correlated or other unproductive variables assists in reducing
the overall data collection costs associated with the neural network (Bansal
et al. 1993). The reduction of data collection costs will be especially important
in medical domains, if the remaining variables are available through less costly
and especially less invasive medical test.
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Next we will examine several applications of neural networks in evaluating
heuristics and development of new heuristic methods.

10.4 Neural Network Evaluation of Medical Heuristics

Heuristics are frequently used in medical domains where rapid assessment and
treatment reduces medical costs and may improve patient outcomes. Sophis-
ticated tests exist that are capable of accurately gathering information about
a patient’s condition, but these tests are costly and take time to perform. The
usage of neural networks to evaluate hypotheses (heuristics) of nonlinear com-
ponents in exploratory medical data analysis has been previously suggested
(Lisboa 2002). However, hypothesis testing with neural networks has thus far
only been performed in an ad hoc manner without a formal methodology for
evaluating new heuristics.

This section examines several previous research efforts that have been able
to validate new decision heuristics or occasionally invalidate existing heuris-
tics in medical resource allocation and diagnostic medical decision problems.
The effective management of resources and patient information is critical for
managing costs and improving the quality of patient care (Buchman et al.
1994). It should be noted that the original purpose for most of the reported
research in this section was to create decision support tools for use in hospi-
tals to manage resource allocation problems or improve diagnosis of specific
medical and trauma conditions. The creation of new heuristic methods or
the invalidation of existing heuristics occurred as a side effect of the original
research, but serves to illustrate the usage of neural networks to evaluate new
diagnostic or resource allocation decision heuristics.

Table 10.1 provides a summary of the neural network research that has
indicated the development of a new heuristic or the invalidation of an exist-
ing heuristic method in a medical domain. The reported prior research in
Table 10.1 utilized a variety of supervised learning algorithms and hidden
layer architectures, thus demonstrating the robustness of supervised learning
neural network training methods for heuristic decision model development and
evaluation in medical domains. The training methods specifically include: one
and two hidden layer backpropagation or multilayer perceptron, radial basis
function, fuzzy ARTMAP, probabilistic neural networks, soft max discrimi-
nant analysis, self-organizing maps (an unsupervised learning method), and
others.

The research listed in Table 10.1 are cases were a neural network model
produced a new heuristic or modified the variable elements of an existing
heuristic to create a better performing heuristic decision model. The research
listed in Table 10.1 is not meant to be exhaustive (since well over 100 medical
domain neural network journal research articles have been published in the
last 2 years alone), but rather representative of much of the current medical
domain research being done with neural networks.
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Table 10.1. Samples of neural networks (NNs) discovering medical heuristics

Medical
domain

Heuristic results Citation

Blood/transfusion
resource
allocation

MSBOS heuristic previously
used for determining blood
needs has weaknesses, NNs are
better at predicting required
blood for transfusions

(Walczak and Scharf
2000)

Information available upon
arrival at an ER could be used
to predict the transfusion
needs of adult trauma patients

(Walczak 2005)

Brain/epilepsy/
head injury

NN using Doppler velocity
variables accurately predicts
head injuries

(Erol et al. 2005)

Uses Lyapunov exponents with
EEG to classify epilepsy

(Güler et al. 2005b)

NNs used to show that EEG
rhythmicity may be used to
classify seizures as epileptic or
nonepileptic

(Nowack et al. 2002;
Walczak and Nowack
2001)

NN analyzes very
large amounts of time domain
and frequency domain EEG
data

(Srinivasan et al. 2005)

Breast cancer NN utilizes new variables
(urokinase-type plasminogen
activator (uPA), and
plasminogen activator
inhibitor-type
1 (PAI-1)) combined with gene
expression signatures for deter-
mining chemotherapy

(Harbeck et al. 2007)

Heart/heart
disease/
circulation

NN uses a large number of
available
variables, but improves over
physician and other IT
methods

(Baxt 1991, 1995; Baxt
and Skora 1996)

Establishes a lower cutoff value
for the troponin l variable

(Eggers et al. 2007)

Uses signal/noise ratio to im-
prove NN performance

(Güler and Übeyli
2005)

Recommends inclusion of ECG
data with standard perfusion
scans for a more accurate
model

(Gjertsson et al. 2006)

NN used noninvasive variables
only to diagnose heart disease
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Table 10.1. (continued)

Medical domain Heuristic results Citation

Evaluated the use of genetic
variant variables for predicting
venous thrombosis

(Mobley et al. 2005)
(Penco et al. 2005)

Use of FSPO2 and fetal heart
rate variability variables with
CTG tracings improves diagnosis
of fetal hypoxia

(Salamalekis et al. 2006)

Injury severity/
length of stay

Using presentation data only, NN
accurately predicted morbidity
and length of stay for burn
patients

(Frye et al. 1996)

Using only data from the ER, NN
predicts morbidity

(Izenberg et al. 1997)

Accurate prediction of pediatric
acuity of care with information
available in the first 10min of
arrival at the ER

(Walczak and Scorpio
2000)

NN uses noninvasive variables
(spectrometry) to indicate burn
severity

(Yeong et al. 2005)

Lung NN uses of new technique,
minimal-polyline approximation,
to detect emphysema compared
to curvature-based features, from
chest radiographs

(Coppini et al. 2007)

NN uses new technology to
diagnose lung sounds
NN demonstrated that inclusion
of a reactive glucose variable
would improve the existing
heuristic of using the d-dimer
value in isolation to predict
pulmonary embolism

(Güler et al. 2005a)
(Walczak et al. 2006)

Pancreatitis
(acute)

NN with less costly variables is
able to outperform an
abbreviated version of the
RANSON score commonly used
for predicting acute pancreatitis
patient outcomes

(Pofahl et al. 1998;
Walczak et al. 2003)

Prostate NNs enable the use of lower PSA
level to reduce false positives and
reduce unnecessary biopsies

(Reckwitz et al. 1999)

NN uses percent free prostate
specific antigen variable to
improve diagnosis of prostate
cancer

(Stephan et al. 2002)
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In order to examine the representative neural network research presented
in Table 10.1, the cited research will be classified into three categories of new
heuristic development:

• Development of a new heuristic when no competing heuristic exists
• Development of a new heuristic that utilizes significantly different variable

elements from an existing heuristic
• Development of a new heuristic which is mostly an improvement of an

existing heuristic, primarily through modification of the variable elements
in the existing heuristic

Much of the research listed in Table 10.1 follows the evaluation methodol-
ogy shown in Fig. 10.2 by creating the new heuristic model and determining
it’s performance through a neural network implementation. These neural net-
work models are then compared statistically against the existing heuristic
model to determine if the newer model improves overall performance. The
neural network performance is evaluated against the previous models which
may include statistical models, such as multiple regression, or expert physician
performance on the same domain problem. Recall that in medical diagnos-
tic domains, performance is typically compared through the comparison of
sensitivity and specificity values or alternately by using another statistical
comparison method such as receiver operator characteristic (ROC) curves or
t-tests.

10.4.1 New Heuristic Development Without a Competing
Heuristic

Development of a brand new heuristic decision model when another does not
yet exist, may be seen as a special case of creating a new heuristic model that
uses a significantly different set of variable elements for producing it’s heuris-
tic decisions. In this case, multiple neural network models are developed to
determine the optimal variables for the heuristic and each model is compared
against the others, with the currently best performing model serving as the
existing heuristic model in Fig. 10.2.

Many of the earlier research projects listed in Table 10.1 fall into this
class of a new heuristic model without any competing heuristic decision model
(Baxt 1991, 1995; Baxt and Skora 1996; Frye et al. 1996; Izenberg et al. 1997).
This is likely due to information processing for diagnostic purposes still being
new to the medical field and heuristics to deal with the ever increasing quantity
of patient information were only in early stages of development. These may
also be viewed as proof of concept types of research that demonstrated a new
tool, the neural network, for accurately evaluating large quantities of variables
in a reliable manner, thus creating there own heuristic methodology.

Another motivation for development of brand new heuristic models is to
satisfy the increasing pressure to reduce medical costs while maintaining or
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improving patient quality of care. The early prediction of trauma transfu-
sion requirements NN utilizes information typically available at arrival in the
emergency room (ER) without the need for invasive or costly laboratory tests
(Walczak 2005). Mobley et al. (2005) demonstrate that a NN may accurately
predict coronary disease using only variables available noninvasively. Neural
networks have shown the ability to accurately diagnose the injury severity
of pediatric trauma patients using only information available within the first
10min of arrival in the ER (Walczak and Scorpio 2000). Finally, using a spec-
trometer and noninvasive data only, a neural network heuristic model has been
able to accurately predict burn depth and severity (Yeong et al. 2005) This
trend for developing diagnostic heuristics that utilize noninvasive test results
or reduce the need for invasive procedure and thereby the risk to the patient
is likely to continue as a driving goal in medical neural network research.

10.4.2 New Heuristic Development Competing Against
an Existing Heuristic

The next classification of heuristic model development is for new heuristic
models that compete against an existing heuristic model. Research for creat-
ing a new heuristic decision model that utilizes significantly different variables
and also for modifying an existing decision heuristic to gain improved per-
formance normally arises from dissatisfaction with the performance of the
existing heuristic method or possibly simple intellectual curiosity to determine
if any improvements are feasible.

Dissatisfaction with an existing heuristic, the MSBOS (Maximum Surgical
Blood Order Supply) system, is the cause for the development of the trans-
fusion prediction model that utilizes standard presurgery laboratory tests to
significantly improve on blood unit ordering (Walczak and Scorpio 2000). As
per Fig. 10.2, a neural network model utilizing physician determined variables
was iteratively compared against the MSBOS across a large accumulation of
historic transfusion data, with the neural network model consistently outper-
forming the old MSBOS heuristic when evaluated using a C/T ratio (units
ordered/units transfused), by over 2 units average per patient. Refinements to
the new heuristic were then accomplished using the leave-one-out technique
described earlier to reduce the overall variable count for the neural network
based heuristic transfusion resource model from 9 to 7 variables, which further
decreased the C/T ratio by almost 0.7 units.

Another example, which actually disproves an existing heuristic method
and recommends a new heuristic method came from a desire to see if neural
networks were capable of improving predicting patient outcomes, in partic-
ular for acute pancreatitis (Pofahl et al. 1998; Walczak et al. 2003), over a
more traditional method. In this neural network research to predict outcome
severity with regard to hospital length of stay (LOS), numerous variables were
identified and two sets of variables, with one being a subset of the first, were
identified as predictive. Following the process in Fig. 10.2, each heuristic model
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was optimized and then compared against the other. The smaller variable set
outperformed the larger set with evaluation being performed by comparing
the mean absolute difference in LOS predicted by the neural network model
vs. the actual LOS and percentage correct for 1–7, 8–14, and longer LOS. The
larger variable set contained a commonly used heuristic variable, the abbre-
viated RANSON score, while the smaller set did not. Additional analysis was
performed utilizing a regression model based on the abbreviated RANSON
score as an alternate heuristic model. The abbreviated RANSON score was
used, since a corollary focus of the research was on making the length of stay
predictions utilizing information that was available within the first 12 h of
presentation at an ER. The 22 variable LOS heuristic prediction model also
outperformed the abbreviated RANSON-based regression model. This exam-
ple raised questions about the current utilization of the RANSON scores as a
valid heuristic for predicting acute pancreatitis patient outcomes.

The application of a new set of variables in medical decision heuristics may
also result from advances in medical technology (Güler et al. 2005a), such
as the inclusion of gene expression signatures for diagnosing breast cancer
(Harbeck et al. 2007) and the combination of genetic variant variables to
diagnose venous thrombosis (Penco et al. 2005). This is especially true with
new imaging technologies, such as the utilization of Doppler velocity signals
to accurately diagnose head trauma (Erol et al. 2005) and advances in blood
imagining technology (Zini 2005). The research by Penco et al. (2005) also
helps illustrate the new heuristic model refinement process of Fig. 10.2. After
the new neural network heuristic model was convincingly shown to outperform
existing heuristic models for diagnosing venous thrombosis, the new model
was optimized by reducing the overall variable count from 62 values to 9 and
finally down to just 3 variable values.

10.4.3 Improving an Existing Heuristic to Create a New Heuristic

The third heuristic development method seeks to improve the utilization and
efficacy of existing heuristics instead of replacing them through the modifi-
cation of the utilized variables in the heuristic model. This modification may
be the addition of a new group of variables to a current set of variables or
may involve the deletion of specific variables from an existing set of decision
variables for a medical diagnostic or resource allocation heuristic. Deletion of
highly correlated variables is necessary for neural networks models and will
ultimately improve their classification or prediction performance.

A common theme in medicine, again, is reduction of costs and this may be
achieved by reducing the unnecessary utilization of very expensive tests and
treatments for patients that are falsely identified as belonging to a treatment
group. Typically this is done by trying to improve the negative predictive
capability of existing heuristics.

Several of the examples from Table 10.1 fall into this type of heuristic
development, where improving the negative predictive capability of an existing
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heuristic is the goal of the research, with subsequent reduction in risk to
patients and also a significant reduction in healthcare costs. Neural networks
have been able to reduce false positives for: prostate cancer and subsequent
reduction in unnecessary biopsies by being able to lower the PSA level at
which a biopsy is ordered (Reckwitz et al. 1999), pulmonary embolism and
reduction in chest radiography by adding in the reactive glucose variable with
the existing d-dimer assay variable (Walczak et al. 2006), and earlier and more
reliable detection of acute myocardial infarction by reducing the cutoff value
for troponin l (Eggers et al. 2007). For each of these neural network heuristic
diagnostic models incorporating the expanded variable set is compared, similar
to Fig. 10.2, to either a separate neural network implementation or existing
statistical model of the existing heuristic to demonstrate the efficacy of the
new heuristic variable elements in improving diagnostic performance.

Another example of the heuristic refinement process from Fig. 10.2 for
improving an existing heuristic is shown in the research by Güler and Übeyli
(2005) who utilize a signal to noise ratio measurement to remove high noise
variables from a neural network heuristic model to improve it’s performance
with a new smaller set of variable elements. As mentioned previously, the
refinement of an existing heuristic through the removal of some variables fur-
ther serves to reduce medical costs by reducing the data acquisition costs for
the heuristic model (Bansal et al. 1993).

10.4.4 Methodological Heuristics

Each of the preceding medical domain examples has focused on the devel-
opment of a better diagnostic or resource allocation heuristic method and
involves modeling the new heuristic with a neural network implementation.
A common claim made in the various research samples displayed in Table 10.1
is the efficacy and superiority of the neural network nonparametric mod-
eling paradigm over more traditional statistical methods or domain expert
performance. Much other neural network research is focused solely on demon-
strating improvements to decision making through the utilization of neural
network models. To distinguish these types of claims from the development of
new heuristic models, this will be identified as improving the methodology or
tool utilized to model the new problem solving heuristic, which may be seen
as a fourth type of heuristic development where an existing heuristic model
undergoes performance improvement without altering the variable elements
of the heuristic model. These performance improvements are typically gained
because the original model may have ignored some of the parametric require-
ments for the variables used in the heuristic method or a nonlinear interaction
component between variable elements was present.

Academic research publications, especially in business, have failed to rec-
ognize the modeling power and statistical similarities of neural networks
compared with other more commonly used parametric statistical models (e.g.,
regression and discriminant analysis). The equivalence of neural network
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modeling techniques compared to statistical modeling techniques has been
shown in the literature for a wide variety of statistical techniques (Cheng
and Titterington 1994; Raudys 1998; Zhang 2007), including: autoregres-
sion (Conner et al. 1994; Cottrell et al. 1995), canonical correlation analysis
(Via et al. 2007), discriminant analysis (Gallinari et al. 1991), linear regres-
sion (Kumar 2005; Stern 1996; Warner and Misra 1996), logistic regression
(Schumacher et al. 1996; Warner and Misra 1996), and maximum variance
generalization (Via et al. 2007) among others.

As such, researchers frequently demonstrate the utility of their neural
network models through comparison with traditional statistical models that
utilize the same input variables. In Fig. 10.2 then, the existing heuristic would
be a commonly used statistical model and the new heuristic would be the same
model implemented as a neural network. It is important though to when com-
paring a neural network diagnostic or classification heuristic model against
existing statistical models that an appropriate model is selected. Commonly
used statistical models in medical domains include stepwise linear regres-
sion, logistic regression, and discriminant analysis (Walczak and Scorpio 2000;
Zhang and Berardi 1998).

Neural networks have been shown to outperform both parametric and
nonparametric statistical models across a wide variety of domains. Examples
of superior neural network performance over traditional statistical methods
are: in medical domains (Baxt and Skora 1996; Dybowski and Gant 1995;
Lapuerta et al. 1995, León 1994; Razi and Athappilly 2005; Rodvold et al.
2001; Zhang and Berardi 1998) and business domains (Bansal et al. 1993;
Devika and Achenie 1994; Falas et al. 1994; Lee et al. 1993; Piramuthu et al.
1994; Refenes 1993; Steurer 1993). These results were foretold by Patuwo et al.
(1993) who demonstrate that using more sophisticated modeling techniques
like neural networks can improve heuristic classification model performance
by 15–22%.

The resulting heuristic-oriented research simply tries to improve upon the
speed of the availability of diagnostic or resource information or improve
performance without modifying the set of variables utilized by the current
heuristic methods. Frequently this type of research may also argue for the
utilization of neural network training methods other than the traditional
multilayer perceptron backpropagation method. Examples of methodological-
oriented heuristic improvement through translating an existing decision model
into a neural network representation are: The use of cellular neural networks
are proposed tom rapidly improve the speed of image processing for diagnosis
of cancer (Arena et al. 2003), the use of probabilistic neural network models
to improve performance in two separate medical diagnostic problems and also
two protein localization problems (Georgiou et al. 2006), neural networks that
automate the detection of metastases in bone scans with very high sensitivity
and specificity (Sadik et al. 2006), a neural network model produced an 8%
improvement in sensitivity for predicting ischemic heart disease (Scott et al.
2004), accuracy for predicting carotid artery stenosis was improved through
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use of a neuron-fuzzy system (Übeyli and Güler 2005a), and a mixture of
experts (multiple) neural network system was able to obtain an almost 99%
accuracy performance for diagnosing breast cancer (Übeyli and Güler 2005b).
In addition to a neural network application providing the desired improve-
ments, this type of research may also produce recommendations for combining
neural network heuristic models with other applications, such as the combi-
nation of a neural network with a decision tree model to more accurately
predict cancer relapse (Jerez-Aragones et al. 2003) and a combination of a
neural network to refine EEG tracings with an expert system (Castellaro
et al. 2002).

10.5 Neural Network Heuristic Evaluation
in Business Domains

Businesses outside of the medical domain also face complex decision making
problems where heuristic techniques are applied to simplify or speed up the
decision making process. The process for evaluating heuristics in more general
business domains is identical to the heuristic evaluation method previously
described and shown in medical domains.

This section will start by listing business-oriented neural network research
that specifically claims to create new heuristics or improve upon existing
heuristics, similar to how neural network heuristic models were shown in the
medical heuristics section. Table 10.2 lists neural network heuristic research
in business domains.

Because of the frequent application of neural networks in solving business
and engineering decision problems, some interesting aspects of utilizing neu-
ral networks for heuristic development emerge in the business domains. Both
statistics and neural networks have been the primary methods for evaluating
credit card applications and risks (He et al. 2004) and as such the neural
network models may serve as the existing model in Fig. 10.2 for comparison
to new methods including new neural network techniques. Besides serving
as the existing heuristic model for new research, neural networks have also
been proposed as an efficient methodology for selecting between existing and
competing heuristics (Gupta et al. 2000), which would mean that the neural
network is serving as a heuristic method to select the most appropriate deci-
sion heuristic, which could potentially include other neural network heuristic
models.

A few select neural network heuristic development cases from Table 10.2
are now analyzed in greater detail to demonstrate the neural network heuristic
comparison methodology shown in Fig. 10.2. The first two examples rep-
resents the evaluation using neural networks of multiple existing heuristics
that compete within a domain. The competing heuristics are: utilization of
technical vs. fundamental analysis models, the financial heuristic that “more
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Table 10.2. Samples of neural network (NN) heuristic research in business

Business
domain

Heuristic
development

typea

Heuristic result Citation

Accounting 3 (or 4)
2

Establishes bridge to economic
accelerator models

(Fioretti 2004)

NN used to develop new
methodology for creating
bankruptcy prediction models
recommending representative
samples vs. stratified samples
for model training

(Wilson and
Sharda 1994)

Finance 4 Uses PCA component analysis
to improve NN predictions

(Ince and Trafalis
2007)

4 NN demonstrates futility of
day trading stable stocks

(Tsang et al.
2007)

3 NN validates global knowledge
needed for predicting emerging
market financial time series

(Walczak 1999,
2004)

2 NN shows minimal knowledge
needed to predict financial
time series

(Walczak 2001)

3 NN reduces loan default for
lender by 10%

(West 2000)

Human
Resources

2
1

NN improves scheduling of
airline ground staff

(Hao et al. 2004)

NN utilized to
predict enrollment patterns to
schedule admissions personnel

(Walczak 1998;
Walczak and
Sincich 1999)

Management 2
3

NN used to optimize load
allocations for cogeneration
power plants

(Cerri et al. 2006)

NN optimizes nuclear fuel
management

(Jiang et al.
2006)

Manufacturing 4 (or 3) NN combines greedy and
nongreedy
heuristics to improve job
scheduling

(Agarwal et al.
2006)

4 NN improves flow shop
scheduling using an existing
heuristic

(Haq and
Ramanan 2006)

4 Combination of NN and
decision trees reduce false
classification of control chart
patterns

(Ruey-Shiang
2005)
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Table 10.2. (continued)

2 NN improves on real-time
job shop scheduling

(Shugang et al. 2005)

Business
domain

Heuristic
development

typea

Heuristic result Citation

2 NN minimizes exceptional
elements through
fractional cell formation
in group technology

(Venkumar and Haq
2006)

2 NN combines flow shop
and parallel machine
algorithms to produce
new heuristic for flexible
flow shop scheduling

(Wang et al. 2003)

Marketing 3 Determining heuristic
variables with indepen-
dent component analy-
sis produces NN that
outperforms all other
statistical methods

(Ahn et al. 2007)

1 NN uses navigation
patterns to accurately
predict customer product
knowledge, if combined
with more traditional
surveys, even greater
improvement is possible

(Chang et al. 2006)

4 NN significantly improves
service discontinuation
predictions over multiple
discriminant analysis
models

(Walczak and
Parthasarathy 2006)

Transportation 2 NN improves the
responsiveness and
reliability of paratransit
systems

(Fu and Teply 1999)

4 NN improves traffic
predictions over other
heuristic methods

(Ishak and Alecsandru
2004)

4 NN as a part of an
Expert System maximizes
air freight shipping

(Lau et al. 2004)

a 1 = New heuristic w/o a competing heuristic, 2 = new heuristic w/competing
heuristic, 3 = modification of existing heuristic, 4 = methodological improvement
of existing heuristic
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information produces better models”, and the development of bankruptcy
prediction models using representative or stratified data sets.

Neural network models, with the addition of some variables, that repre-
sent both technical and fundamental models are implemented and evaluated
against each other. The various fundamental and technical models imple-
mented in neural networks serve as the two heuristic models for comparison in
Fig. 10.2. Since the two models are competing on an equal basis, with neither
one considered.

The existing model, refinement of the independent variables for each model
is performed simultaneously and reevaluation of all new models is performed.
The model selection research methodology (Swanson and White 1995, 1997)
is used to select the best performing neural network heuristic model, with the
evaluation for both competing models being performed across the same data
set for the dependent variables.

Neural network financial time series, especially in foreign exchange rate
predictions, typically utilize a technical and homogeneous model, utilizing a
single lag1 equal to the time period being forecast (e.g., one day lags for a
single day forecast or a five-day lag for a one week forecast). Neural network
research has shown that using a more fundamental analysis type of model,
which includes values for macroeconomic variables outside of the exchange
rate itself would improve forecasting capabilities of neural network heuristic
exchange rate prediction models over a more technical model (Walczak 2001).
A corollary outcome of this research showed that financial time series are
cyclical and that training forecasting models with data beyond the first full
cycle was unnecessary, which contradicted the existing financial ideal of “the
more data the better”.

This heuristic evaluation result of fundamental or heterogeneous mod-
els outperforming technical or homogeneous models was further exploited in
research that demonstrated how global financial indicators are required of
heuristic models attempting to forecast stock market index futures in emerg-
ing markets in the Pacific Rim (Walczak 1999) and South America (Walczak
2004). In each case, both technical and fundamental analysis heuristic mod-
els were developed and evaluated against each other, with the fundamental
heuristic models consistently demonstrating superior forecasting performance
and the forecasting performance exceeding traditional random walk models of
financial forecasting. The fund

However, technical models still tend to dominate neural network and infor-
mation systems models of financial markets in general. This is because the
models themselves are simpler due to the reliance on only a single variable
or homogenous set of variables derived from the original forecasting value,
which reduces variable costs (Bansal et al. 1993) and ultimately makes the

1 A lag is the difference between a financial value at one time, typically the day
prior to the forecast, and another past day. A one day lag for a financial value v
at time t is vt − vt−1 and a five day lag for the same value at time t is vt − vt−5 .
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heuristic model’s results easier to interpret. Other research has focused on
the second heuristic development method described in Sect. 4.4, the improve-
ment of an existing heuristic through the addition or deletion of variables, to
maximize the performance of these technical models. The reported research
(Walczak 2001; Walczak et al. 1998) demonstrates that utilizing multiple lag
values significantly improves the forecasting ability of these neural network
heuristic models. Again, it should be emphasized that the evaluation of these
heuristics is done by statistically analyzing the forecasting performance of the
single day lag neural network model against other neural network models uti-
lizing multiple lag values in the input vector set and also statistical models
(e.g., ARIMA).

The final example concerns the propensity for bankruptcy models to be
constructed utilizing stratified data sets (typically a 50–50 distribution). Early
research indicated that heuristic bankruptcy prediction neural network mod-
els could be optimized using representative training data, meaning that the
training data reflected the group proportionality of the real world (Hu et al.
1996; Wilson and Sharda 1994). These neural network models evaluating the
possibility of representative training samples were evaluated against simi-
lar neural network models using various stratified training samples and also
against statistical models (e.g., logistic regression) also with representative
and stratified samples. All results for evaluation were performed against a
representative data sample to reflect utilization of these heuristic models This
type of finding would make data collection for model building easier since
it could be done automatically without performing any matching to strat-
ify the training (model development) data sets. However, other research has
more recently contradicted these findings, indicating that neural networks
and statistical models need to be trained on a 50/50 stratified sample to opti-
mize performance by keeping the neural network from becoming trapped in
a local minimum (Sharda and Wilson 1996). Again, the more recent research
duplicated the methodology of simultaneously comparing multiple neural net-
work and statistical models developed using both representative and stratified
training samples, only with a different data set.

Like the medical heuristic development through neural networks, the
examples described in this section and given in Table 10.2 demonstrate that
neural networks are a reliable and effective mechanism for evaluating and
developing business related heuristics. However, as the last case has pointed
out, car must be taken when generalizing results and new heuristics should
be validated across multiple data sets before ultimately replacing an existing
heuristic.

10.6 Conclusions

Neural networks are commonly used in business (Smith and Gupta 2000; Wong
et al. 2000) and medicine (Baxt 1995; Dybowski and Gant 1995; Zini 2005).
Typically, new neural network applications implement heuristic methods for
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new problems or to improve performance over existing decision heuristics.
Neural networks, because of their nonparametric nature serve as an outstand-
ing evaluation tool for comparison of heuristic models and evaluation of new
heuristic models. Lewin (2000) goes so far as to state that neural networks
are a cross-over methodology between artificial intelligence and regression.

This chapter has defined a more formal process for utilizing neural net-
works in heuristic decision model evaluation. Several examples of how the
process has been applied in previous research in both medical domains and
business domains have been presented to demonstrate the application of the
described process. The process is meant to serve as a guide to researchers
and professional developers for evaluating competing heuristic decision models
utilizing neural networks. One or both of the competing models may be imple-
mented as a neural network, but comparison against traditional nonneural
network heuristic and statistical models is applicable.

Feng et al. (2006) examine the development and evaluation of a regression
and neural network model in the manufacturing business domain. There pro-
cess of developing two competing models, based on existing heuristic methods,
and then evaluating them statistically to compare the results and select the
optimal model is similar to the proposed methodology formalism in this chap-
ter. Ultimately in their research, the neural network and regression models
were shown to be equivalent and the new heuristic model (which is actually
what this chapter calls a methodological heuristic advancement) implementa-
tion selection is based on other factors, which in this case is the belief that
neural networks are a black-box methodology.

Researchers must realize that neural network models are as rigorous as
more traditional statistical models and have distinct advantages for model-
ing complex and potentially nonlinear business and medical decision making
heuristics, such as tolerance of noise in the data, fast training and real-time
results, and nonparametric capability to model numerous population and error
distributions.
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