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Preface

The second international conference on Knowledge Science, Engineering and
Management (KSEM2007) was held in picturesque Melbourne, Australia, during
November 28–30 2007, and hosted by Deakin University.

The aim of this interdisciplinary conference is to provide a forum for re-
searchers in the broad areas of knowledge science, knowledge engineering and
knowledge management to exchange ideas and to report state-of-the-art re-
search results. Recent years have seen the growing importance of the synergism
of knowledge science, engineering and management to provide stronger support
for complex problem solving and decision making. KSEM aims at bridging the
three areas and promoting their synergism.

KSEM2007 attracted 124 submissions from 21 countries/regions around the
world. All submitted papers were reviewed by at least two PC members or exter-
nal reviewers. The review process was very selective. From the 124 submissions,
42 (33.8%) were accepted as regular papers, and another 28 (22.6%) as short
papers. Authors of accepted papers came from 16 countries/regions. This vol-
ume of the proceedings contains the abstracts of five invited talks, two of them
with extended versions, and all the regular and short papers. The regular papers
were categorized into three broad sections, that is, knowledge science, knowledge
engineering, and knowledge management.

The technical program featured five invited talks, one panel discussion, and
all the accepted papers. The five distinguished invited speakers were John
Debenham, Andreas Dengel, Lakhmi Jain, WB Lee, and Ling Zhang.

The success of KSEM2007 was assured by team effort from the sponsors,
organizers, reviewers, and participants. We would like to thank the three Area
Chairs, Zhi Jin, David Bell, and Eric Tsui, for coordinating and monitoring the
whole paper review process. We would like to acknowledge the contribution of
the individual Program Committee members and thank the external reviewers.
Thanks to Publicity Chair Dongmo Zhang, and Organizing Co-chairs Shang
Gao and Shui Yu for their great efforts. Thanks also go to Robert Ruge for
maintaining the conference management system. Special thanks to Ruqian Lu,
Kate Smith-Miles, and Chengqi Zhang for their valuable advice and suggestions.
Our sincere gratitude goes to the participants and all authors of the submitted
papers.

We are grateful to our sponsors: Air Force Office of Scientific Research, Asian
Office of Aerospace Research and Development (AFOSR/AOARD), (AFOSR/
AOARD support is not intended to express or imply endorsement by the U.S.
Federal Government.); The School of Engineering and Information Technology
and the Faculty of Science and Technology at Deakin University; The Hong
Kong Polytechnic University; German Research Center for Artificial Intelligence
(DFKI); and Zhuhai Overseas Professional Placement Office Melbourne.



VI Preface

We wish to express our gratitude to the Springer team directed by Alfred
Hofmann for their help and cooperation. Thanks to Springer for their special
contribution – The Student Best Paper Award at KSEM2007.

November 2007 Zili Zhang
Jörg Siekmann
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Gödel, Escher, Bach and Super-expertise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 599
Pamela N. Gray, Xenogene Gray, and Deborah Richards

Extracting Features for Verifying WordNet . . . . . . . . . . . . . . . . . . . . . . . . . . 605
Altangerel Chagnaa, Cheol-Young Ock, and Ho-Seop Choe

A Hybrid Approach for Learning Markov Equivalence Classes of
Bayesian Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 611

Haiyang Jia, Dayou Liu, Juan Chen, and Xin Liu

A WSMO-Based Semantic Web Services Discovery Framework in
Heterogeneous Ontologies Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 617

Haihua Li, Xiaoyong Du, and Xuan Tian

Cardinal Direction Relations in 3D Space . . . . . . . . . . . . . . . . . . . . . . . . . . . 623
Juan Chen, Dayou Liu, Haiyang Jia, and Changhai Zhang

Knowledge Integration on Fresh Food Management . . . . . . . . . . . . . . . . . . . 630
Yoshiteru Nakamori, Yukihiro Yamashita, and Mina Ryoke

An Approach to Knowledge Transferring in Science-Policy Process . . . . . 636
Mitsumi Miyashita and Yoshiteru Nakamori

Trust Analysis of Web Services Based on a Trust Ontology . . . . . . . . . . . . 642
Manling Zhu and Zhi Jin

Building Bilingual Ontology from WordNet and Chinese Classified
Thesaurus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 649

He Hu and Xiaoyong Du

An Ontology-Based Framework for Building Adaptable Knowledge
Management Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 655

Yinglin Wang, Jianmei Guo, Tao Hu, and Jie Wang

Knowledge Engineering Technique for Cluster Development . . . . . . . . . . . 661
Pradorn Sureephong, Nopasit Chakpitak, Yacine Ouzroute,
Gilles Neubert, and Abdelaziz Bouras

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 667



Building Relationships and Negotiating

Agreements in a Network of Agents

John Debenham

Faculty of Information Technology
University of Technology, Sydney

Australia
debenham@it.uts.edu.au

Abstract. Fully automated trading, such as e-procurement, is virtually
unheard of today. Trading involves the maintenance of effective business
relationships, and is the complete process of: need identification, product
brokering, supplier brokering, offer-exchange, contract negotiation, and
contract execution. Three core technologies are needed to fully automate
the trading process. First, real-time data mining technology to tap infor-
mation flows and to deliver timely information at the right granularity.
Second, intelligent agents that are designed to operate in tandem with
the real-time information flows from the data mining systems. Third,
virtual institutions in which informed trading agents can trade securely
both with each other and with human agents in a natural way. This
discussion focusses on the second technology the design of “informa-
tion driven” trading agents. The “information-based agency” is being
developed principally by John Debenham [UTS, Australia] and Carles
Sierra [IIIA, Spain]. Published work to date has considered argumenta-
tion frameworks between a set of (often just two) agents, and has not
taken into account the relationships that the various agents have with
other agents. Drawing ideas from the business research literature we are
constructing a model of multi-agent interaction that accommodates the
sorts of inter-agent agreements found in the business world. The work-
ing hypothesis is that the information-based approach will prove to be
a suitable conceptual framework through which networks of agents, in-
teracting under the constraints of various styles of business relationship,
may be implemented.
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Abstract. The web of information has turned into a web of people and
is slowly evolving into a web of meaning. Desktop computing of the fu-
ture will build on WWW-standards like RDF and RDFS allowing to
evolutionary gather knowledge through lightweight interfaces by observ-
ing the user and learn from his/her actions to work with information
within collaborative processes. Thus, the Social Semantic Desktop will
allow both, personal information management and secure information
sharing within trusted communities. In this keynote paper, I will present
some of our ideas to implement such a forthcoming office workspace. I
will start with a typical example of how people manage their own in-
formation today, depicting deficits and explaining how semantic services
could help out. I will give examples of semantic services and show how
they can be used for collaboration and community building.

1 Introduction

Tony is a leading expert in civil engineering and architecture. He is known as
a somehow extraverted but highly creative engineer. He is currently working on
various challenging projects in Barcelona, Spain, to which all his intuition and
energy is dedicated. This is not only because he is Spaniard and he likes this
city very much but also because he has noticed some detractors and antagonists
who try hard to creep in his efforts.

But Tony is well prepared to meet these objections. He has established a per-
sonal archive representing his unique experience of how to organize information
necessary to do his job in the best possible way. In his calendar, Tony orga-
nizes all his important meetings, events as well as the agendas of the various
projects. His file system captures not only all relevant draft plans, sketches, and
concepts as well as address data about relevant craftsmen and factories, but also
knowledge about static issues and alternative materials. Tony has collected all
correspondence with his client, local partners, potential suppliers, and others
involved in his work. In order to have appropriate and fast access to relevant
information items, he specifically uses different systems meeting his mindset to
archive all of his documents.

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 2–9, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Because of Tony’s genius, the projects in Barcelona are running very well. His
concepts are full of architectural surprises, improvisations, and special features.
Most important, his clients become increasingly in favor of his ideas. However,
because of the communication intensity and several redesigns, the deliverables
become very complex and it becomes more and more difficult to explain the
details to others. Thus, Tony is afraid because he uses so many different systems
to organize his documents, tasks, processes, and contacts, and the individual
work packages take more time then he expected, too much time. Tony is killed
in an accident before the project is finished. Unfortunately, none of the other
project members involved is expert enough to understand the taxonomies and
systematics of Tony’s repositories or has the time to penetrate the archive. Thus,
the projects are close to fail and the client threatens to terminate the contract.

This is a typical example of how projects are accomplished for many centuries.
The named Tony is really Antoni Gaudi y Cornet who lived from 1852 to 1926
and who created examples of architecture which were not known before, such
as Casa Battlo, Casa Vicens and the dome Sagrada Familia in Barcelona [10].
He knocked over by a tram before his major project Sagrada Familia could be
finished. In addition, Antoni Gaudi’s drawings, drafts and models burned during
the Spanish Civil War and thus were lost for the ensuing ages.

Considering the above-described scenario, it becomes apparent that many
things have not changed until today. Although a computer may have eased Tony’s
communication, drafting and workflow activities, there is still a lack in how
to concisely record information and how to provide intuitive insights for other
individuals taking into account their perspective needs regarding their role, task
or interest. Indexes and taxonomies may help but they are not an invention of
computer science. They already existed in the library of Alexandria more than
2300 years ago.

In the following, I present a new technological approach for designing an
office workspace of the future as a vivid interaction environment assisting Tony
in expressing complex issues and relationships of his ideas in mind.

2 Personal Information Management

Where Tony used a pen and paper to capture all his visions and creative power,
we are nowadays using the computer. It is the primary means of the informa-
tion society to collect information of any kind. Nearly everything we find in the
Web is input by human beings through a computer: editors fill news channels,
sales people present electronic product catalogues, and researchers publish their
papers via the Internet. Unfortunately, since information in the Web is mostly
represented in natural language, the available documents are only fully under-
standable by human beings. In order to bridge this gap, many researchers follow
the mission to transform the Web of links into a Web of meaning or a Semantic
Web. It is built on ontologies in which documents are described by means of a
standardized vocabulary providing machine understandable semantics. Annotat-
ing documents with ontological concepts may simplify automatic processing and
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provide a software agent with background knowledge in the form of the ontology
itself to infer facts not explicitly part of the annotated data. However, the ques-
tion is how we can generate an appropriate vocabulary as a means to build an
ontology to be shared with others. Let us start with the individual workspace.

Like Tony, I do my very best to organize my information on my desktop for a
later reuse, and as many users I use taxonomies in order to describe hierarchically
ordered categories, some of which are shown in Fig. 1. Without explanation, the
tacit relationships I had in mind when I organized my information items are not
transparent to anybody, especially if there is no shared context. The example
covers different directories I am using: the fragment of the file system on the left
hand side shows a hierarchy of folders which in the end contain documents cate-
gorized according to different topics, such as “Hybrid Classification” or “Seman-
tic Desktop”. The Outlook folders in the centre of Fig. 1 present folders denoting
my contacts, e.g. “Miles” or “Zhang” with whom I interchange emails while the
bookmarks on the right hand side represent a collection of important links to web
sites, e.g. tourist information or conference announcements I am interested in.

Since the content of all respective information objects are unknown, the names
themselves are not sufficient to provide insights about implicit relationships to
another person but myself. Especially, it is not transparent that the folder “Se-
mantic Desktop” contains a keynote paper that I have submitted to the KSEM07
held in Melbourne, Australia, which was published using Springer LNAI format-
ting guidelines. For preparing the paper, the PC chair Dr. Zhang and I had some
discussions via email and since I participated in the conference, I visited the web
page of the conference hotel in Melbourne.

Although all of these information objects obviously do have relationships with
one another, they are filed in different and independent directories; the relation-
ships are invisible, only existing in my own neural memory. The example reveals
the weakness of existing repositories to make conceptual relationships explicit
in order to foster association and memory. It also underlines how hard it is for
non-insiders to comprehend my way of thinking. Thus, in the current state, a
future data archaeologist will be as clueless trying to reconstruct those relation-
ships existing between the entries in different directories as Tony’s successors
were trying to realize his concept of Sagrada Familia after his death.

Local Files

Inbox

Outbox

Contacts

Miles
Zhang

File System

Keynotes

Hybrid Classification
Personal Memory

Semantic Desktop

Novotel Melbourne

Springer Homepage

HCM 2006

EDOC 2006

Personal Favorites

KSEM07

Fig. 1. A typical example of personal information management
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3 Towards the Semantic Desktop

In contrast to the above example, ontologies offer the possibility to explicitly
express concepts and their relationships according to the user’s preferences (for
instance, there might be concepts like person or organization with a relation-
ship works-for) thus defining a common vocabulary and representing the user’s
individual mental models at the same time. Hence, ontologies function like sub-
jective eye glasses for the user’s perception of the information universe. The
glasses only may offer a cutout but the corresponding information items are
semantically linked to ontological concepts.

However, the success of semantic technologies strongly depends on convinc-
ing as many users as possible to participate in distributed but social ontology
generation. For that reason we focus on high potential domains of knowledge
workers, like Tony, and develop intuitive interfaces, stimulating creative work
and allowing to share the resulting “Personal Semantic Web” with others. It
is obvious that bonding ontologies into the information processes is the biggest
challenge. We therefore have to consider different aspects, like

– Making use of individual ontologies, e.g. people generate folders and name
them as categorical concepts

– Allowing for the integration of existing public ontologies and combining them
with the native structures

– Providing intuitive means to establish and maintain existing ontologies for
any domain

One option to evolutionary generate ontological concepts is to observe the
user and learn from his/her actions to work with information within processes.
To help knowledge workers like Tony, our approach is to bring the Semantic Web
to the individual desktop in order to develop a Semantic Desktop [1,3].

A Semantic Desktop is a means to manage all personal information across
application borders based on Semantic Web standards such as RDF (Resource
Description Framework) and RDFS (RDF Schema) allowing a formal and unique
description of any resource and its relationships. Meaning is encoded in sets of
triples being like elementary sentences composed of subject, verb, and object.
Subject and object are each identified by a URI (Universal Resource Identifier)
while the verb describes properties of the subject. The URIs ensure that con-
cepts are not just words, like in Fig. 2, but are tied to a unique definition that
everyone could find in the Web. Networks of triples act as an extended personal
memory assisting users to file, relate, share, and access all digital information
like documents, multimedia, and messages. For that purpose, a user may employ
a system of categories, i.e. person, event, or organization, to build his own Per-
sonal Information Model (PIMO). For that purpose, he may access ontologies
shared within a company or a social group, or create instances, classes, and prop-
erties (on the fly), and annotate the resources respectively [5,8]. This process is
as simple to use as tagging and is assisted by user observation when interacting
with documents. Fig. 2 shows an graphical representation of a PIMO-cutout



6 A.R. Dengel

http://www.dfki.deworks-for

http://www3.dfki.uni-kl.de/agd/dengel/content/index_ger.html

h
as-sp

eaker

ta
ke

s-
plac

e-
on

Calender (…)

has-location

http://www.novotelmelbourne.com.au/

is-hosted-by

is-chaired-by

http://dengel.dfki.de/outlook/contact/0019E1773D6A56

has-address

http://www.deakin.edu.au/scitech/eit/about/welcome.php

is-a

http://www.deakin.edu.au/

w
or

ks
-fo

r

Person

Organization

is-a

Event

is
-a

is
-a

is
-a

http://www.deakin.edu.au/scitech/eit/ksem07/index.php

is-a

Fig. 2. Exemplary PIMO-cutout representing my talk at KSEM07

modeling some aspects of my relationship with KSEM07 as well as shared re-
sources connected to it.

As shown in the example, triples of RDF form webs of information about
related things. Documents are linked across applications and browsing through
the personal information space is now possible. Consequently, addresses, docu-
ments, photos, appointments, or emails represented by their URIs that have been
spread in the local data jungle can be linked conveniently, weaving a personal
semantic web at a user’s desktop. Data structures are not changed; existing ap-
plications are extended but not replaced. In order to avoid multiple appearances
of the same entity, smushing techniques are used for identifying the synonymous
resources and for aggregating the appropriate data. In conclusion, the PIMO re-
flects experience and typical user behavior. It may be processed by a computer
in order to provide proactive and adaptive information support, and it allows
personalized semantic search.

4 Semantic Services

The Semantic Desktop is built on a middleware platform that allows combining
information from native applications like the file-system, Firefox, Thunderbird
or MS-Outlook [6]. As a consequence proactive services may by used, such as an
assisted mail classification in which the content of an email is related to known
entities in the PIMO, or “save-as” actions may be backed by proposed related
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categories, i.e. folders, to which the content fits best. A user may complement
the filing by adding relations and text annotations.

Furthermore, activities of knowledge workers are observed and collected in
order to understand contextual behavior, i.e. browsing and clicking, reading
and writing, task related actions, etc. which lead to individualized context-
aware services [7]. In particular, reading an email or browsing a web site creates
an “information-push” from the PIMO to an assisting sidebar, the so-called
Miniquire, in which all current tasks and context-relevant information, cate-
gories, persons and projects are listed for the user. In addition a user may link
the considered resource to one of the system-proposed concepts. Furthermore,
changing an application, i.e. moving the mouse from the web browser to MS-
Outlook in order to write a new email, leads to a context switch to which the
sidebar information is adapted [3]. Fig. 3 shows an example for such a scenario.

Fig. 3. Context-aware user support by the Miniquire sidebar

5 The Influence of Web 2.0

The Semantic Desktop specifies a driving paradigm for desktop computing us-
ing standards of the Semantic Web but integrating native office applications and
data. It allows that individual trains of thoughts lead to multi-dimensional per-
spective organization of contents and thus to a dematerialization of the classical
archive. We are convinced that based on the needs and expectations of users
today the software industry will evolve to a future way of semantic desktop
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computing supporting the processing of ontologies by the operating system. End
users will benefit as they integrate and also communicate better than today’s
desktop applications (based on ontologies and Semantic Web standards). In ad-
dition, it is not just technology that may change our way of how to deal with
information. The traditional Web has recently undergone an orthogonal shift
into a Web of People/Web 2.0 where the focus is set on folksonomies, collec-
tive intelligence, and the wisdom of trusted communities which influences office
work as well. Thus, only if we combine information, technology, and new social
standards, we can understand the dimensions of the workspace of the future [9].

The Web and all its connected devices are considered to be one global platform
of reusable services and data where one can build on the work of others using
open standards. The Web became part of our thinking and part of our workspace,
and the documents we generate at our workspace become part of the Web. When
Tony collected and organized his documents he had to deal with physical objects
with “black on white” information. Today a document is like a node in a net,
a system of hyper-links to books, texts, pictures, etc. Instead of having a static
object, a document is variable and relative depending on who reads it, at what
time, and in which situation.

But not only documents, even people themselves increasingly become part of
the web. Social networks connect people together on the basis of individual pro-
files expressed by their PIMO. In this way, people will share their interests and
tastes, thoughts of the day, beliefs and expertise. Friend networks allow people
to link with their friends and to traverse the network via these profiles, as well
as to give comments, votes, and recommendations on their content published.
Therefore, the Semantic Desktop will be “social” combining the power of seman-
tic web technologies and the wisdom of groups, and thus, step by step, the Web
will evolve into a new generation: Web 3.0 (cf. Fig. 4).

In the project NEPOMUK, DFKI and 15 other partners from science and
industry are going to develop the Social Semantic Desktop [4]. The project is
running for three years and intends to provide an open platform for semantic
applications extending the personal desktop into a collaboration environment
which supports both the personal information management and the sharing and
exchange across social and organizational relations [2].
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Web 2.0Web 2.0

Semantic WebSemantic Web Web 3.0
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Fig. 4. Towards Web 3.0
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In my keynote I will further deepen our approach of how to develop a Social
Semantic Desktop. I will specifically propose a set of semantic services as key fea-
tures for future office work in order to enhance individual productivity as well
as organizational intelligence. They will provide the basis to foster collabora-
tion, to share experience along supply chains, to proactively support distributed
engineering workflows, or simply to socialize knowledge within communities.
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Abstract. The Knowledge-Based Intelligent Engineering Systems Cen-
tre (KES) is focused on modelling, analysis and design in the areas of In-
telligent Information Systems, Physiological Sciences Systems, Electronic
commerce and Service Engineering. The Centre aims to provide applied
research support to the Information, Defence and Health Industries. The
overall goal will be to synergise contributions from researchers in the di-
verse disciplines such as Engineering, Information Technology, Science,
Health, Commerce and Security Engineering. The research projects un-
dertaken in the Centre include adaptive mobile robots, aircraft landing
support, learning paradigms, teaming in multi-agent systems, target de-
tection, image registration and detection in intelligent environment, un-
manned air vehicles (UAVs) and simulation, intelligent decision support
systems, neuro-fuzzy systems, medical diagnostic systems in intelligent
environment and so on. This talk will focus on Knowledge-Based Intel-
ligent Engineering Systems in Defence and Security applications.
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Abstract. A systematic, contextual and action-oriented methodology was 
developed and has been adopted in a large business unit in a public utility 
company in Hong Kong to map out the company’s explicit and tacit knowledge 
assets based on input from both structured questionnaires and interactive 
workshops conducted in an open and participative manner. Outputs from the 
knowledge audit include a critical knowledge inventory list, an assessment of 
the level of diffusion and codification of the knowledge sources, and a 
knowledge map for each of the business processes. The inquiry process makes 
the data collection transparent and also facilitates knowledge sharing, 
interaction, mutual understanding and consensus among workshop participants.   

Keywords: Knowledge audit, Knowledge assets, Knowledge mapping, 
Intellectual capital. 

1   Background of the Study 

The integration of knowledge management (KM) into business processes has been 
identified by KM experts in an international Delphi-study on the future of knowledge 
management as one of the most pressing and practical research issues [1]. As the 
effective management of an organization’s knowledge assets is recognized to be a 
critical success factor in business performance, this points to the importance of the 
knowledge audit as the first step in understanding into how knowledge is handled in 
mission critical business processes in an organization. In spite of the fact that 
knowledge assets are known to determine the success or failure of a business, these 
are seldom found in a company’s book. A knowledge audit provides an evidence 
based assessment of the knowledge assets within an organization as well as an 
assessment of the KM effort on which the company should focus. A knowledge audit 
involves a complete analysis and investigation of the company in terms of what 
knowledge exists in the company, where it is, who owns it and how it is created. 
However, there is no standard framework among KM practitioners as to how a 
knowledge audit should be constituted and conducted.  
                                                           
* Corresponding author. 
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Boisot [2] was among the first to come up with a theoretical framework to define 
alternative types of knowledge as positioned in a three dimensional epistemological 
space which he called Information-Space (I-Space) so as to relate the functional 
relationship between codification, abstraction and diffusion of various types of 
knowledge. These concepts are found to be most useful in understanding the 
movement of knowledge in the I-Space and its implications in the social and cultural 
dimensions. However, very few practical cases have been reported in the literature 
where such a framework has been applied in a practical business context.  

Apart from the analysis of knowledge types and of the movement of knowledge, 
most knowledge management fails not only because of the failure to identify the 
mission critical knowledge resources (people, document, and skill sets etc.) that need 
to be retained and developed, but also because the ways in which this information is 
collected, analyzed and evaluated can be highly subjective and often political. 
Although different approaches to a knowledge audit have been described in the 
literature, most of them are more related to a knowledge management audit. Similar to 
the evaluation of intellectual capital, there is no universally accepted approach as how 
organizational knowledge assets should be analyzed. The most commonly used audit 
tools are based on interviews, focus groups and survey questionnaires. It has been 
found that most of the knowledge audit methods reported are mainly of the rating 
type, limited in their scope of study and lacking in interaction with the employees of 
the company being audited. These factors reduce the efficiency and validity of the 
knowledge audit. 

2   The Audit Methodology 

In view of the importance of the knowledge audit and of the deficiencies of the current 
audit methods, a systematic, contextual and action-oriented methodology called 
STOCKS (Strategic Tool to Capture Critical Knowledge and Skills) has been developed 
by the authors to map out the knowledge asset of organizations based on input from 
both structured questionnaires and interactive workshops conducted in an open and 
participative manner. It is composed of seven phases which are: selection and 
prioritization of mission critical business processes, work flow study, collection of data 
through form filling, and STOCKS workshop, building knowledge inventory, analysis 
as well as in-depth interview and data validation followed by recommendations of 
knowledge management strategies (Figure 1). Data and information are collected 
through the filling in of specially designed forms. The objective of the STOCKS 
workshop is for the knowledge workers of the organization to consolidate and validate 
the data collected from the filled STOCKS forms. A STOCKS schema is prepared 
before running the workshop. As shown in Figure 2, the schema contains the fields 
which include a selected business process, its process flow (i.e. tasks), industrial 
technology, documents and tacit knowledge. The naming and grouping of the 
knowledge items, the choice of words, their relationship and hierarchy, all have to be 
agreed among workshop participants in the development of the controlled vocabulary, 
thesaurus and taxonomy. 
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Fig. 1. The STOCKS audit process 

 

Fig. 2. The schema for the mapping of various knowledge assets onto the business process 
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3   The Implementation 

STOCKS was trial implemented in the Business Group of a Public Utility Company 
in Hong Kong. The whole auditing process took around 16 weeks from setting the 
scope alignment with the company to the delivery of the audit report. More than 110 
staff from 5 departments working in 13 business processes participated in the audit 
project. They were provided with various STOCKS forms to provide information 
about the IT tools/platforms, documents, and implicit knowledge, as well as 
information about the critical industrial technologies in each of the business process 
selected for audit. The staff were then invited to participate in small groups in a half-
day STOCKS workshop. The participants validated the data they entered into the 
forms, agreed on the use of vocabulary and taxonomy used to describe the various 
knowledge items, and mapped out the people, documents and skills to support each of 
the tasks in the business process they had defined in the schema. The names of 
documents, tacit knowledge and industrial technologies identified in the STOCKS 
forms were consolidated and copied onto post-it in different colors (Figure 3).   

 

Fig. 3. The use of post-its for the mapping of knowledge items to the schema 

Subsequently, both a quantitative and a qualitative analysis of the data were 
conducted by the investigators. These included the stakeholder analysis and the 
identification of critical knowledge workers, industrial technologies, documents, 
distribution of tacit knowledge as well as the knowledge fountains and knowledge 
discovery points of the business processes. As shown in a typical knowledge map 
(Figure 4), the knowledge needed to support some tasks (such as P1, P7 and P8) was 
found to have not been codified and the tacit knowledge assets would be lost if the 
staff involved left the company. 
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Fig. 4. Distribution of knowledge in tasks P in the two dimensional I-Space 

In the STOCKS forms, relevant information about a codified or implicit knowledge 
item such as its source, user, format, location and medium of communication is 
identified and is then consolidated onto a list, a knowledge inventory. Based on this 
information, the corresponding suppliers and customers of knowledge in a business 
process are plotted on a knowledge map (Figure 5) to show the relationships and 
connectivity. Very often, the map may also reveal the existence of an isolated 
network, any duplication of knowledge sources and also the intensity of knowledge 
exchange between internal and external parties of the organization. 

Isolated Sources
- Scope does not 

cover

 

Fig. 5. A typical knowledge map revealing isolated tacit knowledge sources with high risk of 
being lost 
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After the analysis, individual interviews and meetings were held with the 
respective participants in order to clarify any uncertainties found during the analysis 
stage. Based on the concrete data, the KM strategies regarding Process, People, 
Content and Technology aspects as well as their priorities, were suggested. 

4   Discussion and Conclusion 

The outcomes and effectiveness of STOCKS were evaluated in relation to both KM 
and intellectual capital. When compared with other knowledge audit methodologies, it 
is found that STOCKS is more systematic, and is able to collect and analyze a large 
amount of data. Through the interactive workshop, it was possible to obtain ideas by 
the use of probing questions and by stimulating the participants to bring to mind 
matters they were not consciously aware of before (i.e. they did not know what they 
knew). More important, STOCKS creates an interactive and non-threatening 
environment in which staff can share and prioritize the knowledge which they perceive 
as important. The workshop also enhances communication among all the different staff 
in the organization. With most intellectual capital tools, there is often a pre-set 
taxonomy of the capital items to be audited and rated. The workflow of the business 
process and the specific knowledge needs are often not the subject of the audit study. 
STOCKS helps to identify the critical organizational knowledge that needs to be 
captured, and retained for the healthy operation and sustainability of the business. 
STOCKS is a process-oriented tool which links up information management, business 
process management and strategic management in an organization. 

The visual display of the information that is captured and the display of the 
relationships in the form of a knowledge map help to uncover the primary sources and 
users of the knowledge assets, model the current knowledge flows and create an 
understanding of the communication channels among both internal and external 
parties of an organization. It is a navigation aid to reveal the relationships between 
knowledge stores and the dynamics involved. It also provides an assessment of an 
organization's knowledge sharing culture as well as identifying conflicting or 
competing issues. Formal and informal ways of communication among employees 
can also be indicated in the knowledge map. This helps to create an understanding of 
the closeness among different parties and staff, and of the strength of the connections 
between different knowledge suppliers. From these data, a social network can also be 
constructed. This will be an important extension of the STOCKS methodology. 
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Abstract. We presented a quotient space model that can represent a
problem at different granularities; each model has three components: the
universe X, property f and structure T. So a multi-granular analysis
can be implemented based on the model. The basic properties among
different quotient spaces such as the falsity preserving, the truth pre-
serving properties are discussed. There are three quotient-space model
construction approaches, i.e., the construction based on universe, based
on property and based on structure. Four examples are given to show how
a quotient space model can be constructed from a real problem and how
benefit we can get from the multi-granular analysis. First, by adding sta-
tistical inference method to heuristic search, a statistical heuristic search
approach is presented. Due to the hierarchical and multi-granular prob-
lem solving strategy, the computational complexity of the new search
algorithm is reduced greatly. Second, in the collision-free paths planning
in robotics, the topological model is constructed from geometrical one.
By using the truth preserving property between these two models, the
paths planning can be implemented in the coarser and simpler topological
space so that the computational cost is saved. Third, we discuss the quo-
tient space approximation and the multi-resolution signal analysis. And
the second-generation wavelet analysis can be obtained from quotient-
space based function approximation. It shows the equivalence relation
between the quotient space model based analysis and wavelet transform.
Fourth, in the automatic assembly sequence planning of mechanical prod-
uct, we mainly show how a quotient structure can be constructed from
the original one. By using the simpler quotient structure, the assembly
sequence planning can be simplified greatly. In conclusion, the quotient-
space model enables us to implement a multi-granular analysis. And we
can get great benefit from the analysis.
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Abstract. Many chemistry students have difficulty in understanding
an organic chemistry subject called reaction mechanisms. Mastering the
subject would require the application of chemical intuition and chemi-
cal commonsense adequately. This work discusses a novel framework us-
ing Qualitative Reasoning (QR) to provide means for learning reaction
mechanisms through simulation. The framework consists of a number of
functional components. These include substrate recognizer, qualitative
model constructor, prediction engine, molecule update routine, explana-
tion generator, and a knowledge base containing essential chemical facts
and chemical theories. Chemical processes are represented as qualitative
models using Qualitative Process Theory (QPT) ontology. The construc-
tion of these models is automated based on a set of QR algorithms. We
have tested the framework on the SN1 and the SN2 reaction mechanisms.
Representative cases of reaction simulation and causal explanation are
also included to demonstrate how these models can serve as a cognitive
tool fostering the acquisition of conceptual understanding via qualitative
simulation.

Keywords: qualitative reasoning, reaction mechanisms, QPT, ontology.

1 Introduction

Qualitative Reasoning (QR) is a branch of Artificial Intelligence (AI) research
that attempts to model behavior of dynamic physical systems without having
to include a bunch of formulas and quantitative data in the system. Qualitative
representation captures the intuitive and causal aspects of many human mental
models. The research spans all aspects of the theory and applications of qualita-
tive reasoning about physical systems. Qualitative Process Theory (QPT)[1] is
one of the prominent QR ontology that is widely used to represent the behavior
of dynamical systems. CyclePad [2] that teaches analysis and design of ther-
mal cycles is the first smart educational software that employed QPT. QALSIC
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An Ontology-Based Reasoning Framework 19

is among the earliest applications of QPT in inorganic chemistry for qualita-
tive analysis of a limited set of chemical reactions [3]. The chemical processes
described in this paper were modeled using QPT ontology.

In the study of science subjects such as chemistry, it is believed that stu-
dents should deeply understand the qualitative principles that govern the sub-
ject, including the physical processes and the causal relationships before they
are immersed in complex problem solving. A reaction mechanism describes the
sequence of steps that occur during the conversion of reactants to product. Ex-
amples of reaction mechanisms are SN1, SN2, electrophilic addition, and elimina-
tions. Most of the time, the organic chemists could work out the mechanisms by
only using commonsense developed from their chemical intuition and knowledge.
A large number of chemistry students had difficulty in understanding reaction
mechanisms. They learn the subject by memorizing the steps involved in each
reaction. As a result, most students are unable to solve new problems. This
finding initiated the work described in this paper. Even though there are many
applications of AI techniques in organic chemistry, none has used QPT as the
knowledge capture tool. This paper discusses the first use of the QR approach
coupled with the QPT ontology to develop a framework that is able to simu-
late processes such as “make-bond” and “break-bond” in order to reproduce the
chemical behaviors of organic reaction mechanism. The paper also introduced
OntoRM, which is a set of ontology specifically for use with reaction mecha-
nisms simulation. The framework will later on be transformed into a learning
tool called Qualitative Reasoning in Organic Mechanisms (QRIOM).

We have reported in [4] about the modeling decisions and problems faced
when trying to cast the expert knowledge into qualitative models. In [5], we
justified the problem as a suitable domain by comparing inorganic chemical re-
actions and organic reaction mechanisms. In the work, we have also grouped
all reacting species as either a nucleophile (charged/neutral) or an electrophile
(charged/neutral), upon which chemical processes are selected. In [6], we pro-
vided guidelines for chemical properties abstraction and a description of how
the QPT is used for modeling. In [7], we further ascertained that there are two
main reusable processes, namely “make-bond” and “break-bond”, for the entire
reaction mechanisms, specifically on SN1 and SN2. An algorithm for automating
the “make-bond” and the “break-bond” processes in QPT terms has also been
discussed in the paper, where the initiation of the entire process is from a simple
substrate.

In Sect. 2, we provide the methodology of our work. These include data sets,
algorithms and functional components used by the framework. Section 3 dis-
cusses the simulation algorithm together with a process reasoning scenario and
an explanation generation example. Section 4 concludes the work.

2 Methodology

The following data, modeling constructs, algorithms, and components are needed
in order to simulate and reproduce the behavior of reaction mechanisms.
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2.1 QPT as the Knowledge Capture Tool

Among the well-known QR ontology are component-centered [8], constraint-
based [9] and process-centered [1]. QPT is a process-centered ontology. The the-
ory provides the necessary means for representing qualitative knowledge, and
the notion of processes needed in expressing chemical reaction steps (E.g. “pro-
tonation” and “dissociation” processes). In QPT, a description of the model is
given by a set of individual views and processes. The individual views (E.g. a
nucleophile) describe objects and their general characteristics while the processes
(E.g. “make-bond”) support changes in system behavior. A process is described
by five slots: Individuals, Preconditions, Quantity-conditions, Relations and In-
fluences. The Quantity-conditions slot contains inequalities involving quantities.
A quantity is used to represent an object’s characteristic, which is crucial in
determining the status of a process (active/inactive). The statements in the Re-
lations slot defined functional dependencies among quantities. Other important
design constructs are the qualitative proportionalities and the quantity spaces
(see Sect. 2.2). Note: words typed in italics are QPT modeling constructs. Fur-
ther discussion about the ontology is beyond the scope of this paper. Readers
may refer to Forbus [1] for a complete description of the ontology.

2.2 Qualitative Proportionality, Direct Influence, and Quantity
Space

This section discusses the main modeling constructs used in the framework.
Qualitative proportionalities are responsible for propagating the effects of pro-
cesses execution. For example: lone-pair-electron (O) P+

− no-of-bond (O) means
“an increase in covalent bond on the ‘O’ atom will cause a decrease in the num-
ber of lone-pair electrons on it”. In QPT, the dynamic aspects are expressed by
the notion of direct influence, represented in the slot called Influences as either
I+ or I-. For example, I+(no-of-bond(O),Am[bond-activity]) indicates that in
a chemical process, the direct effect on ‘O’ is the extra covalent bond it would
gain. This effect will be propagated to other statements in the Relations slot.
Examples of quantities are number of covalent bond, lone-pair electrons and nu-
cleophilic reactivity. A quantity consists of two parts: amount (magnitude) and
derivative (sign). Quantity space is a collection of numbers which form a partial
order. Processes start and stop when orderings between the quantities change.
Table 1 gives the three main quantities used in the problem. The main task of
qualitative simulation based on this formalism is to keep track of the changing
states in each quantity for each individual view used in a reaction, in order to
explain why and how a particular process happens or ends.

2.3 Data Sets

Reaction formulas tested by the framework include the production of alkyl halide
from tertiary alcohol and the production of alcohol from tertiary alkyl halide.



An Ontology-Based Reasoning Framework 21

Table 1. Quantities and quantity spaces used in the framework for modeling the
behaviors of nucleophiles and electrophiles 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Quantity Quantity Space Remarks 
Charges [negative, neutral, positive] At any time the charge on any atom 

can either be negative, neutral or 
positive. 

 
no-of-bond [one, two, three, four] We consider only the important 

atoms for nucleophilic substitution 
reaction. For example, the ‘four’ 
goes to carbon; the ‘one’ is for 
hydrogen when they are in the most 
stable state. 
 

lone-pair-
electrons 

[zero, one, two, three, four] The maximum value ‘four’ is for 
halide ions. The minimum ‘zero’ 
goes to hydrogen ion. 

Examples of the reaction formulas used in modeling and simulation are (1)
and (2).

(CH3)3COH + HCl → (CH3)3CCl + H2O. (1)

(CH3)3CBr + H2O → (CH3)3COH + HBr. (2)

Both the equations can be explained by the SN1 mechanism. In general, SN1
is a two-stage mechanism. In the first stage, the alcohol oxygen (the ‘O’ from the
‘OH’ group) is protonated. Meaning, the ‘O’ captures the electrophile (‘H+’).
This is to make the ‘O+H2’ as a good leaving group, in order to break the bond
between the ‘C’ and the ‘O+H2’. Once broken, a carbocation will be produced.
In the second stage, the incoming nucleophile (‘X−’) can bond to the carboca-
tion to form a neutral and stable final product. In any chemical reaction, some
bonds are broken and new bonds are made. Often, these changes are too com-
plicated to happen in one simple stage. Usually, a reaction may involve a series
of small changes one after the other. Thus, (1) can be subdivided into a series
of small step, as shown in Fig. 1. The main ideas of the reactions in Fig. 1 will
be modeled as QPT processes. These processes are automatically generated by
the Qualitative Model Constructor (module 2, Fig. 4). In which, the chemical
properties of each organic reaction are represented as chemical theories using
the qualitative proportionality construct. To avoid being too technical in terms
of chemistry contents, we provided in this paper only the results (qualitative
models in QPT syntax), rather than the entire modeling activity. A qualitative
simulation scenario for the first reaction step in (1) is demonstrated in Sect. 3.

2.4 Knowledge Validation

The chemical knowledge used by QRIOM has two-tier architecture (Fig. 2). We
are exploring the development of OntoRM, working on top of the QPT. It is to
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Step 1: Protonation of tert-Butyl alcohol  by H+. This is a “make -bond” process.  
   
         ..                  ..                                    ..                .. 

(CH3)3C – O:   +  H –   Cl :             (CH3)3C–O+–H     +  : Cl :
 
 

         |                   ..                    |               .. 
        H                            H 
tert-butyl alcohol         hydrogen chloride            tert-butyloxonium ion       chloride ion 

Step 2: Dissociation of tert-butyloxonium ion. This is a “break -bond” process.  
 
        ..                            .. 
     (CH3)3C –   O+ – H           CH3)3C

+     +  : O–H  
                         |           |          

               H          H    
 tert-butyloxonium                tert-butyl cation      water  
 
Step 3: Capturing of tert-butyl cation by chloride ion. This is a “make -bond” process.  
 

              ..             .. 

 (CH3)3C
+       +   : Cl :

 
   (CH3)3C – Cl :  

                                      ..            .. 
        tert-butyl cation    chloride ion  tert-butyl chloride 
 
 

Fig. 1. The production of alkyl halide can be explained by a series of three reaction
steps

facilitate knowledge validation during simulation such as to constrain the use of
the chemical knowledge base. As an example, the OntoRM can be used to check
if a primary alcohol can undergo a SN1 reaction. Representative examples of
OntoRM are given in Fig. 3. Further discussion about OntoRM is not the focus
of this paper.

 
 

OntoRM (upper tier) 
(A chemistry ontology for describing the requirements and constraints in reaction 

mechanism simulation) 
 

Some items include: 
Possible  

end products 
List of 

allowable 
reagents 

 

Common processes 
in  nucleophilic 

substitution 
reaction 

Possible order  
of  processes 

execution 
 

Pairs of 
nucleophile 

and 
electrophile 

 

 
Chemical Knowledge Base (lower tier) 

(Basic chemical facts and chemical such as elements and their unchanged properties) 

 

Fig. 2. Knowledge-base used by QRIOM
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ReactionMechanism
Sn1 [

hasAlias =>> STRING;
hasReactants =>> FuncUnit;
hasReactantNames =>> STRING;
hasProduct =>> PROD_STRING;
hasProductNames =>> STRING;
hasDegreeSubstituent =>> NUMBER;
hasReactivity =>> BOOLEAN;
hasRateDetermineStep =>> WHAT_STEP_STRING;
hasProcessOrder =>> PROCESS_ORDER_STR;
hasViewsPairConstraint =>> SPECIES_TYPE;
hasSpecialCause = >> SOLVENT_TYPE; ]

ElectrophileView[
hasName =>> STRING;
hasNeutral =>> Electrophile;
hasCharge =>> Electrophile;
hasBond =>> NUMBER;
hasRsDegree =>> NUMBER;
hasCarbocationStability=>>FUZZY_VALUE;
hasLonePair =>> NUMBER;
hasReactivity =>>BOOLEAN;
hasChargeOperator =>> PLUS_MINUS;
hasBondOperator =>> ADD_REMOVE; ]

Fig. 3. Definitions of SN1 mechanism and electrophile in OntoRM

 
 
 
 
 
 
 

 

        Explanation         5 

Generator and 
Causal Model 

Reasoner 
(Results justification) 

 

                        3 
Molecule          Prediction         Limit 
Update                Engine         Analyzer 
Routine            (Simulator) 

        Qualitative       2 
Model 

Constructor 
 

 

Graphical User Interface 
 

 
Chemical 
Facts & 

Chemical 
Theories 

Substrate Recognizer   1 
 

             Results          4 
(Final products and the 

mechanism used) 
 

 
OntoRM 

 
QPT 

Processes 

Data 
Structure 

Store  

Fig. 4. Functional components of the framework



24 Y.C. Alicia Tang et al.

2.5 Functional Components

The QR framework is presented in Fig. 4. The framework consists of a set of
reusable components such as the substrate recognizer, qualitative models, On-
toRM, prediction engine, and causal explanation generator. The roles of the
prediction engine and the explanation generator are discussed in Sect. 3.

The modules in Fig. 4 serve as embedded intelligence to the simulator. When
used, it is expected to generate the following outputs: Final products; interme-
diates produced at each step; the sequence of use of the chemical processes; the
name of the mechanism used; the structural change of the substrate; and the
parameters change of each nucleophile and electrophile.

3 Qualitative Simulation

The QR algorithm for reaction mechanism simulation is outlined in Fig. 5.

QUALITATIVE SIMULATION ALGORITHM
Simulation(substrate, reagent, OUTPUT)
1. Recognize substrate
2. Construct individual views
3. Determine candidate processes
4. Construct QPT process
5. Perform processes reasoning
      Store process's quantity from the direct influence slot
      Perform limit analysis
      Check qualitative proportionalities in Relation-slot
      Store propagated effects based on quantities dependency
      Update atom table and atom property table
      Store new individuals in view structure
      Update view structure array
6. If process_stopping_condition = true Then
      Check if any reactive units in the view structure
      If reactive units <> EMPTY Then

     Go to step 3
      Else

     Suggest the mechanism used in the simulation
     Show the overall reaction route
     Display final products
  End_If

   End_If
7. Generate explanations

Fig. 5. QR algorithm based on QPT for reaction mechanism simulation

3.1 Top Level Design of the Simulation Algorithm

The overall simulation can be summarized as follows: Given a formula in the
form “A (substrate) + B (reagent)”, individual views will be constructed based
on their chemical properties. These views will be stored in Instance Structure
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(IS). Next, it is the checking of what processes can be used. When a process is
in active state, reasoning will begin (details are given in Sect. 3.2). Briefly, the
reasoning engine will keep track of the values of the affected quantities, starting
from the first process until the entire reaction ends. A process will stop when
the statements in its quantity-condition slot are invalid. If there are still reactive
units (E.g. charged species or species that have not completed their valences),
the reasoning process will be repeated. The entire reaction will end when there is
no more views in the IS. When a reaction ends, outputs are displayed, together
with all steps/processes involved in producing the outputs. If a user needs an
explanation for the results or has a question regarding the behavior of a quantity,
then the explanation module will be run.

3.2 Process Reasoning

A qualitative model for the “protonation” process is shown in Fig. 6. All com-
plexities in constructing a qualitative model are hidden from the users, since the
QPT model construction process is automated.

Fig. 6. A chemical process modeled using QPT ontology
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Atoms 

R 1 
R 2 
R 3 
C 4 
O 5 
H 6 

 
Each atom will be 
connected to an 
array of its basic 
chemical 
properties. 

Atoms 
R 1 
R 2 
R 3 
C 4 
O 5 
H 6 
H 7 

 
The table index will 
differentiate which ‘H’ 
is recently attached. 

Atoms 
R 1 
R 2 
R 3 
C 4 

 
After the water 
molecule left the 
substrate. 

 
Elements in the 
table are retrieved 
and displayed as 
output.  

Atoms 
R 1 
R 2 
R 3 
C 4 
Cl 5 

 

Fig. 7. A snapshot of the contents of an atom array during simulation. R = CH3.

“Protonation” is the first reaction step of the SN1 mechanism for predicting
the final product for (CH3)3COH +HCl. Prediction begins with the Influences
slot where the number of covalent bond on the ‘O’ will increase (Line 17). Such
effect will propagate to other dependent quantities. For example, the number of
lone-pair electrons will decrease when more covalent bonds are made on the ‘O’
via the inverse qualitative proportionality (Line 13). When the lone-pair electron
of ‘O’ decreases, the charges on ‘O’ will also increase (Line 14). This will make the
‘O’ become positively charged and having an extra covalent bond (hence it is un-
stable). When ‘O’ is protonated, the ‘H’ is no longer positively charged (Line 16),
thus violating the statement in the quantity-conditions slot. All values assigned

Table 2. Atom property array keeps track of the step-by-step changing of values in
various quantities 

 
 Charges  No. of    

covalent bond  
Lone -pair  
electron  

C Neutral  4 0 
O Neutral  2 2 
H Neutral  1 0 

(+)  
 Charges  No. of 

covalent bond  
Lone -pair  
electron  

H Positive  0 0 
       (=)  

 Charges  No. of 
covalent bond  

Lone -pair  
electron  

C Neutral  4 0 
O Positi ve  3 1 
H Neutral  1 0 
H Neutral  1 0 
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to each individual view are taken from the quantity spaces by the limit analyzer,
in that it keeps track of the current values of each quantity and their direction of
change. The running result of the limit analyzer, acted on the atom array will be
used to produce the molecule structure for the final product. An atom array is a
table that stores the elements of a substrate during reasoning in order to produce
the structure of the final product. Figure 7 depicts the contents of an atom array
during processes simulation for reaction formula in (1). When performing limit
analysis, the atom property array will also be updated. This is when the pro-
cesses move from one to another until the entire reaction ended. A snapshot of the
atom property array during process reasoning is given in Table 2. The above is
achieved through constant updating of the qualitative proportionality statements
(Lines 13-16) using values in the quantity spaces. In QRIOM, qualitative models
can be inspected by learners at any stage of the learning process. This helps to
sharpen a learner’s logical and critical thinking in the way that the learner has
to think hard for why the statements in each slot are relevant or negligible.

3.3 Explanation Generation

The ability to generate causal explanation has been one of the promises of the
QR approach. Causality is normally used to impose order. For example, when
given ‘P causes Q’, we believe that if we want to obtain Q we would bring about
P. As such, when we observe Q we will think that P might be the reason for it. We
will demonstrate how the modeling constructs of QPT can provide this nature
of explanation. Figure 8 shows a partial causal diagram derived from Fig. 6.

Two qualitative proportionalities (abstracted from the left branch of Fig. 8)
are presented (3) and (4) to manifest the explanation generation ability of the
approach.

lone pair electron(O) P+
− no of bond(O). (3)

charges(O) P−
+ lone pair electron(O). (4)

Based on the above parameters dependency statements, a set of hypothetical
Q&A and answers can be devised, as follows:

– Question 1: How would you explain a decrease in the lone-pair-electron on
the ‘O’ atom?

– Answer 1: The immediate cause of the process is the number of covalent bond
on ‘O’ will increase. This quantity will influence the lone-pair-electron on ‘O’,
and the influence is strictly decreasing through the inverse proportionality
relationship. Thus, a decrease in the lone-pair-electron on ‘O’ is observed.

– Question 2: How would the above qualitative proportionalities explain the
‘O’ atom become positively charged?

– Answer 2: The number of lone-pair-electron will decrease when more covalent
bonds are made on ‘O’ via the inverse proportionality defined in (3). In (4),
when the lone-pair-electron on ‘O’ decreases, the charge on it will increase.

The inspection of cause effect chain can help a learner to sharpen his or her
reasoning ability, in that the learner is able to pick up the underlying concept
better than merely memorizing the reaction steps and formulas.



28 Y.C. Alicia Tang et al.

            lone -pair-electron(O) >= min -electron-pair(O) 
  
      

     bond-activity 
                                                                        

             I+      I- 
 

                     
  no-of-bond(O)                    charges(H) 

                    
 P                            

 P  

                                       lone-pair-electron(O)            no-of-bond(H) 

                    
 P  

                    charges(O)     
 
  Fig. 8. The inequality above the dotted line is the entry condition to the process. Effects

propagation is modeled using the ‘Is’ and the ‘Ps’ of the QPT design constructs.

4 Conclusion

We proposed a QR framework using the QPT ontology to systematically gather,
reuse, and explain the knowledge about reaction mechanisms. The ontology pro-
vides the means to describe processes in conceptual terms, and embody notions
of causality which is important to explain the behavior of chemical systems.
The framework can provide a learning environment that assists learners in un-
derstanding the ‘How’, ‘Why’, ‘Why-not’, and ‘What’ aspects of the general
principles of organic reactions. Our approach enables prediction (for the out-
puts) to be made, as well as causal explanation generation about theories of
chemical phenomenon. The system can be expected to provide explanation to
the following questions: (1) What are the chemical processes used? (2) What
was their sequence of use? (3) What happened to each functional group (E.g.
a particular nucleophile) in a reaction? With this promise, students can better
understand the underlying chemical concepts. Their critical thinking can be im-
proved especially from inspecting the cause-effect chain that explains an aspect
of system behavior using only the ontological primitives. We envisage that the
tool will improve a student’s intuitive learning, in that it can lead to deeper and
systematic understanding of chemical processes.
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Abstract. Collusion attack has been recognized as a key issue in e-commerce 
systems and increasingly attracted people’s attention for quite some time in the 
literatures of information security. Regardless of the wide application of 
security protocol, this attack has been largely ignored in the protocol analysis. 
There is a lack of efficient and intuitive approaches to identify this attack since 
it is usually hidden and uneasy to find. Thus, this article addresses this critical 
issue using a compact and intuitive Bayesian network (BN)-based scheme. It 
assists in not only discovering the secure messages that may lead to the attack 
but also providing the degree of dependency to measure the occurrence of 
collusion attack. The experimental results demonstrate that our approaches are 
useful to detect the collusion attack in secure messages and enhance the 
protocol analysis. 

1   Introduction 

Security has become a high profile problem in e-commerce systems. Usually, it is 
achieved by security protocols, secure and unobstructed communication channel and 
trustworthy principals [1]. A secure e-commerce system relies on their valid and 
flawless combination. However, it is not easy to guarantee their correctness due to the 
increasingly complicated security protocols and hostile environment [3].  

A number of security protocols have been reported with subtle flaws. The 
application of formal analysis for security protocols starts with the analysis of key 
distribution protocols for communication between two principals [2]. Despite the 
seeming simplicity of this problem, it is in fact not easy to handle because, in a hostile 
environment, the intruders may intercept, alter, or delete messages. Thus, the previous 
studies of protocol analysis focus on this topic. Ideally, they assume the principals are 
trustworthy and the communication is secure.  

The types of applications to which a security protocol can be put however become 
more varied and complex, such as financial transactions [2]. Network must not only 
defend against intruders who may impersonate honest principal or attempt to learn 
secrets (external threats), but they also must be robust against a group of dishonest 
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principals who may collude together to uncover secrets (internal threat). Although the 
latter is viewed as a danger, most companies feel reasonably safe that the internal 
threat can be controlled through the corporate policies and internal access control. 
Thus, they concentrate on the unknown outside user who may obtain unauthorized 
access to corporation’s sensitive assets. Although it is difficult for an individual to 
break the protection over secrets, it is feasible to deploy an attack in collusion with a 
certain number of dishonest principals [4, 10].  

The security association instead of keys has become a potential way to detect 
threats. There have been considerable efforts to ensure the digital data is secure in the 
context of collusion. A general fingerprinting solution to detect any unauthorized 
copy is presented in [5]. A novel collusion-resilience mechanism using pre-warping 
was proposed to trace illegal unwatermarked copy [6]. Unfortunately, they may be too 
expensive and difficult to use. 

To identify collusion attacks, we need a numeric estimation of the occurrence of 
the attack, which can correctly capture the threat. The main idea is a collusion attack 
is usually arisen from the attacks on encryption keys and delivered messages. Suppose 
a messages m1 is shared by principal P1 and P2, and a message m2 is shared by P3 and 
P4. If m1 and m2 are revealed to a hostile intruder, the attack may occur. Thus, the 
dependencies can be used to evaluate the occurrence of the attack. Bayesian networks 
that have been widely used to represent the probabilistic relationships among 
variables and do probabilistic inference with them are eligible to fulfill this role [7]. 
The transaction databases of principals provide valuable data to perform Bayesian 
inference. 

This article uses Bayesian networks to learn the dependency model (probabilistic 
dependence) between secure messages. It measures the collusion attack by observing 
the decrease of probability in case of removing the corresponding arcs of the model. 
This assists in discovering the collusion threat and enhancing the protocol analysis.  

The rest of this paper is organized as follow. Section 2 presents some basic 
concepts. A framework based on Bayesian networks is proposed in Section 3. 
Experiments are conducted in section 4. Section 5 gives a summary to this paper.  

2   Preliminaries 

This article aims to develop methods for detecting the collusion attack held by a 
group of dishonest principals. Although it is not easy for an intruder to completely 
break the underlying cryptography algorithms, they may utilize any flaw or weakness 
of security protocols to uncover confidential information combining keys and 
messages from several dishonest principals. To help understand the problem, we 
begin with introducing some basic concepts. 

In this article, k represents an encryption key, E(m, k) represents m is encrypted by 
k and S(m, k−) represents m is signed by private key k−, and (m1, …, mn) represent a 
combination of messages. For an electronic transaction including n principals, a 
principal Pi shares a set of secure messages mij, 1 ≤ i ≠ j ≤ k, with the principal Pj, in a 
probability pij. The probability pij denotes the degree to which a message is shared 
between principals. For example, suppose the message m1 and m2 are shared by P1, P2 

and P3. Thus, the probability that (m1, m2) is revealed by P1 and P2 is equal to 33%.  
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Suppose all the principals who know X’s public key are called X’s neighbors. 
Figure 1 presents principal A’s and B’s neighbors. Let N(X) and U(X) be the set of 
neighbors of X and the set of usable pairwise key of X, respectively. Thus, we have 
N(A) = {C, D} and N(B) = {E, F}. G is not a neighbor of A because he/she shares a 
symmetric key k rather than a pairwise key with A. If A and B share each other’s 
secrets, then A and B can communicate with each other’s neighbours. In the same 
way, A can communicate with E and F by pretending to be B, and B can communicate 
with C and D by pretending to be A. U(A) = {KCA, KDA} and U(B) = {KEB, KFB} prior 
to collusion, but U(A) = U(B) = {KCA, KDA, KEB, KEB} via collusion. Thus, a certain 
number of dishonest principals can obtain unexpected secrets via collusion. 

C 

A 

D 

E

F

B

G 
KCA 

KDA 

KEB 

KFB 

k 

          legitimate pairwise keys 

          collusion between principals 

          legitimate symmetric keys  

Fig. 1. An example of principal A’s and B’s neighbours 

It is observed that there should be dependencies between the messages shared by 
principals. Although it is not easy to exactly confirm the principals who can conduct 
the attack, it is feasible to find the probable messages causing the attack and evaluate 
its occurrence probability. Bayesian network is appropriate to perform this role. With 
the prior knowledge (the probability of divulgence of secure messages) from the 
transaction databases, we can work out the likelihood of collusion attack. 

3   Identifying Collusion Attack Using Bayesian Network 

3.1   Structure 

A Bayesian network comprises a set of nodes and a set of directed links. Each node 
represents a variable from the domain and each link connects pairs of nodes, 
representing the direct dependencies between variables. Usually, the strength of the 
relationship between variables is quantified by conditional probability distribution 
associated with each node. Only nodes that take discrete values are considered in this 
article. Thus, a given node (secure message) represents proposition, taking the binary 
values known (known by the principal) and unknown (unknown by the principal). To 
represent the described dependencies, we construct a Bayesian network using a 
directed acyclic graph (DAG).  This includes three primary steps. 
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1. Identifying the variables of interest by answering the question what are the 
nodes to represent and what values they can take. 

2. Generating the network structure by deciding the parent nodes and child 
nodes. 

3. Qualifying the relations between connected nodes. 

Suppose a transaction T consists of a set of principals P = {P1, …, Pn} and a 
collection of secure messages M = {m1, …, mk}. Each principal Pi has a set of secure 
messages M(Pi) ⊆ M. Each message (variable) in the transaction is viewed as a 
potential node in the network and has the binary values known and unknown.  There 
will be one edge from mi to mj if mi is a direct cause of mj. For example, k and E(m3, k) 
may be the direct cause of m3.  Thus, there may be an edge from k to m3 and another 
edge from E(m3, k)  to m3. Figure 2 shows a DAG regarding k, E(m3, k) and m3. A node 
is a parent of a child, if there is an edge from the former to the latter. 

E(m3, k)k 

m3 

 

Fig. 2. An example of DAG including k, E(m3, k) and m3 

In addition, most messages are transited by cipher text to defend them against 
malicious attacks. If an intruder knows a key and the encrypted message using the 
key, he/she shall know the plain text of the message. In reality, the network can 
become more complex in case of collusion attack because more dependencies are 
considered and the principals can communicate with neighbors of the other side. 
Finally, we can construct the whole DAG. This actually answers the second question. 
The remaining work is how to qualify the dependencies between linked nodes. 

3.2   Ascertaining the Probability of Variables 

To measure the collusion attack in an intuitive way, it is necessary to work out the 
probabilities for each variable in the obtained DAG. The probability is actually a 
conditional probability, which relies on all its parent nodes in DAG that connect to 
this node. We need to look at all possible combinations of values of those parent 
nodes (instantiation of the parent set) and compute the conditional probabilities of 
variables in DAG. 
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After specifying the topology of the BN, the next step is to qualify the 
dependencies between linked nodes. As we are only considering discrete variables at 
this stage, it has the form of a conditional probability table (CPT). For example, 
suppose the parents of node (m1, m2) are m1 and m2 and it has the possible joint values 
{<known, known>, <known, unknown>, <unknown, known>, <unknown, unknown>}. 
Table 1 specifies in order the probability of divulgence (D) of (m1, m2) for each of 
these cases to be <0.2, 0.1, 0.1, 0.02>. Thus, the probability of without divulgence 
(WD) of (m1, m2) is defined as one minus the above probabilities in each case, namely 
<0.8, 0.9, 0.9, 0.98>. 

Table 1. A CPT of the node (m1, m2) 

m1                     m2 P((m1, m2)=D| m1, m2)     P((m1, m2)=WD| m1, m2) 
known       known 0.2                                        0.8 
Known      unknown               0.1                                        0.9 
unknown   known               0.1                                        0.9 
unknown  unknown               0.02                                      0.98 

Definition 1. Let T be a transaction, P1, … and Pn be principals in T and M(P1), … 
and M(Pn) be the set of messages of  P1, … and Pn, respectively. Suppose m1, … and 
mk are the direct cause (parent nodes) of the node (m1, …, mk ), mi ∈ M(P1) ∪ … ∪ 
M(Pn). Thus, we have 
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by computing the conditional probability on its parent nodes. The computation is 
repeated until a root node of the alternative network is reached.  

The formula (1) presents the computation of conditional probabilities. However, 
most of transaction data is encrypted during transmission. Unlike the general 
messages, an encrypted message needs an encryption key when coding and requires a 
decryption key when decoding. In particular, the conditional probabilities of the nodes 
of pairwise keys are only relevant to the principal’s neighbors. Thus, we have 
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In the formula (3), ),( kmP can be obtained by multiplying )(mP by )(kP ; 

)}({ kmP  represents the probability of that the cipher text {m}k is broken; and 

)}{|,( kmkmP  represents the conditional probability of that the principals who 
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know E(m, k) also know the key k and the message m. Decryption is a reverse 
procedure in contrast to encryption. Thus, we have 
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In the formula (4), ) ,}({ −kmP k
 cannot be derived by simply multiplying 

)}({ kmP  by )(kP  because {m}k and k− are not independent. It can be obtained by 

computing the probability of that the principals who know both {m}k and k−. 

)|,}({ mkmP k
−  represents the conditional probability of that the intruder who 

knows m also knows {m}k and k−. There are two options for the intruder to know {m}k 
and k−. One is the intruder knows {m}k by obtaining k and m together, and the others 
is the intruder knows {m}k  but has no knowledge about m and k at all. 

Consider a BN including n nodes, Y1 to Yn, taken in that order. A particular value in 
the joint probability distribution is represented by P (Y1 = y1, Y2 = y2, …, Yn = yn), or 
more compactly, P (y1, y2, …, yn). In addition, the value of particular node is 
conditional only on the values of its parent nodes according to the structure of a BN. 
Based on the chain rule of probability theory, we thus have 

∏=⋅⋅⋅
i

iin xParentsxPxxxP ))(|(),,,( 21                          (5) 

The above describes the computation of conditional probabilities of variables in the 
network, in which a secure message transmitted in a transaction T may be linked by a 
number of connected nodes in DAG. The derived network can be used to reason about 
the domain. It can be conditioned upon any subset of their variables and support any 
direction of reasoning when we observe the value of some variables. In other words, 
the measure of collusion attacks can be transferred to the dependencies between 
connected nodes.  

4   Experiments 

4.1   Data Derivation 

The experiment uses a simulated data set of electronic transaction1. Each principal has 
a set of secure messages. A principal X may use one public key to communicate with 
all other principals, or use different public keys to communicate with different 
principals. Only the principal who knows the public key can communicate with X.  

It is important to determine the possibility of that the messages are obtained.  
Table 2 presents an instance of the data, in which ki indicates symmetric keys. The 
variables take two values namely known and unknown, which are replaced by 1 and 0, 
respectively in the real data set. The format of the data this system accepts is simple 
text file, in which the first row contains names of the variables and the subsequent 

                                                           
1 http://www.deakin.edu.au/~qifengch/ksem/data2.txt 
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rows contain the data one case in each row. The names of the variables in the first row 
and the fields in data rows should be separated by tabulators. There are 32 cases in the 
data file, each of which had 19 variables. 

Table 2. Messages of principals in a transaction T 

m1 m2 m3 m4 k1 k2 
known known unknown unknown known unknown 
known unknown known unknown known known 
known known known unknown known known 

4.2   Analysis 

We use B-Course [8] that is a web-based data analysis tool for Bayesian modeling, to 
build a dependency model and discover interesting relations out of the data set in this 
article. The data set can be uploaded online using the D-trail of B-Course.  

 

Fig. 3. A dependency model of the data set 

B-Course allows users to control which variables are included in the analysis. k2, 
k3, K1, K2, K5, K6, K7 and K8 are excluded since they appear to be irrelevant to this 
transaction. Thus, only 11 variables are considered in the dependency model. We 
continue to monitor the status of the search, and finally stop the search when the 
continuing search does not seem to result in better result. The most probable model 
for the data set is showed in the Figure 3, in which the arc (dependency) is measured 
by observing how much the probability of the model is changed by removing the arc. 
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If the removed arc makes the model less probable, it can be viewed as a strong 
dependency; otherwise a weak dependency. Below you can see a list of selected 
statements describing how removing an arc affects the probability of the model. The 
details can be seen in [9].  

Table 3 shows the dependencies and the ratios of the probability. The dependencies 
are classified by strong (solid line), weak (sparse dash line) and very weak (dense 
dash line), respectively. For example, removing any of strong arcs would result in a 
model with probability less than one millionth of that of the original model and 
removing any of the weak arcs from the chosen model would decrease the probability 
of the model to less than one thousandth of the probability of the original model. 

Table 3. Strength of dependencies 

ID Dependency Ratio of the probability 
1 m1        (m1, m2) 1 : one millionth 
2 K3          m3 1 : 5965 
3 m2         (m1, m2) 1 : 425 
4 E((m1, m2), k1)          m2 1 : 306 
5 m4          S(m4, K4

−) 1 : 231 
6 K4          m4 1 : 117 
7 m1         E((m1, m2), k1) 1 : 12 
8 K4         S(m4, K4

−)  1 : 5.03 

Looking at the dependency 1 and dependency 3, the former is a strong arc in 
comparison with the latter. Although the dependency 3 is a very weak arc, it still 
shows the dependency between m2 and (m1, m2). The very weak dependency 3 may be 
caused due to the tampered or missing m2. Thus, the collusion attack on the 
combination of m1 and m2 may happen if m1 and m2 are shared by multiple principals. 

Looking at the dependency 4 and the dependency 7, the former shows a 
dependency from cipher text to plain text, whereas the latter is in the opposite way. In 
conjunction with the above dependency 1 and dependency 3, they can lead to a 
chained dependency containing cipher text and plain text. This provides varied ways 
for the intruder to make collusion attacks from any place in the chain. For example, 
the intruder can know E((m1, m2), k1) by either obtaining m1 and m2 or obtaining 
E((m1, m2), k1) directly.  

Looking at the dependency 2, this is a weak dependency. It represents that m3 is 
dependent on K3. Thus, if K3 is known by the intruder, the intruder has an opportunity 
to know m3. Nevertheless, the intruder needs to obtain the cipher text of m3 as well. 

Looking at the dependency 5, dependency 6 and dependency 8, they are actually 
relevant to the encryption and decryption of m4. In the same manner, they can create a 
chained dependency starting from m4, via S(m4, K4

−) and K4, and back to m4. Any 
variable in the chain can be used by the intruder to conduct a collusion attack. For 
example, the intruder can know m4 by either obtaining S(m4, K4

−) and K4 or obtaining 
m4 directly.  
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5   Conclusion 

Collision attack has been viewed as a potential threat to e-commerce systems. The 
previous efforts to avoid this attack using key predistribution scheme have showed 
their limitations in many aspects. In addition, there is a lack of intuitive way to 
measure the occurrence of collusion attack. This article aims to establish a 
dependency model by using Bayesian network and provide a numerical estimation of 
the dependencies. We use B-course to analyze a simulated transaction data set and 
obtain an intuitive dependency model, from which the potential collusion attacks can 
be identified. The experimental results demonstrate that it is able to assist in 
identifying the collusion attack and enhancing the protocol analysis. 
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Abstract. Description logics (DLs) are a well-known family of knowl-
edge representation (KR) languages. The notation of DLs has the style
of a variable-free first order predicate logic. In this paper a diagrammatic
representation of the DL ALC– based on Peirce’s existential graphs – is
presented and a set of transformation rules on these graphs provided.
As the transformation rules modify the diagrammatic representation of
ALC this produces a diagrammatic calculus. Some examples present in
the paper illustrate the use and properties of this calculus.

1 Introduction

Description logics (DLs) [1] are a well-known and understood family of knowledge
representation (KR) languages tailed to express knowledge about concepts and
concept hierarchies. The basic building blocks of DLs are atomic concepts, atomic
roles and individuals that can be composed by language constructs such as inter-
section, union, value or number restrictions (and more) to build more complex
concepts and roles. For example, if Man, Female, Male, Rich, Happy are
concepts and if hasChild is a role, we can define

Man�∃hasChild.Female�∃hasChild.Male�∀hasChild.(Rich�Happy)

as the concept of men who have both male and female children where all children
are rich or happy. Let us call this concept HappyMan.

The formal notation of DLs has the style of a variable-free first order predicate
logic (FOL) and DLs correspond to decidable fragments of FOL. Like FOL,
DLs have a well-defined, formal syntax and Tarski-style semantics, and they
exhibit sound and complete inference features. The variable-free notation of DLs
makes them easier to comprehend than the common FOL formulas that include
variables. Nevertheless without training the symbolic notation of FOL can be
hard to learn and difficult to comprehend.

A significant alternative to symbolic logic notation has been the development
of a diagrammatic representation of DLs. It is well accepted that diagrams are,
in many cases, easier to comprehend than symbolic notations [2,3,4], and in
particular it has been argued that they are useful for knowledge representation
systems [5,6]. This has been acknowledged by DL researchers and is a common
view among the broader knowledge representation community [7].
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A first attempt to experiment with diagrammatic KR can be found in [5],
where a graph-based representation for the textual DL CLASSIC is elaborated.
In [8], a specific DL is mapped to the diagrammatic system of conceptual graphs
[9]. In [10], a UML-based representation for a DL is provided. In these treatments
the focus is on a graphical representation of DL, however reasoning is a distin-
guishing feature of DLs. Correspondences between graphical representation of
the DL and the DL reasoning system are therefore important inclusions in any
graphical representation. However, to date they remain largely unelaborated.

On the other hand there are diagrammatic reasoning systems that have the
expressiveness of fragments of FOL or even full FOL. Examples are the various
classes of spider- and constraint diagrams [11,12], which are based on Euler
circles and Venn-Peirce-diagrams, or the system of Sowa’s conceptual graphs
[9], which are based on Peirce’s existential graphs. Contemporary elaborations
of these systems include a well-defined syntax, extensional semantics and/or
translations to formulas of FOL, and – most importantly for the goal of this paper
– sound and complete calculi which can be best understood as manipulations of
the diagrams.

This paper presents a diagrammatic representation of the DL ALC in the style
of Peirce’s existential graphs (EGs) [13,4]. An diagrammatic calculus for ALC,
based on Peirce’s transformation rules, is provided. The DL ALC is the smallest
propositionally closed DLwhich renders it a good starting point for developing
DLs as diagrammatic reasoning systems. More expressive DLs are targeted for
further research. Note also that it is well known that ALC is a syntactical variant
of the multi-modal logic K, thus the results of this paper can be reused in modal
logics. The reasons for choosing EGs are given in [14].

Reasoning with DLs is usually carried out by means of tableau algorithms.
The calculus of this paper differs significantly from this approach in two re-
spects. First, the rules of the calculus are deep-inference rules, as they modify
deep nested sub-formulas, whereas tableau algorithms (similar to other common
calculi) only modify formulas at their top-level. Secondly, the rules can be best
understood to modify the diagrammatic Peirce-style representations of ALC, i.e.,
the calculus is a genuine diagrammatic calculus.

The paper is structured as follows. First, an introduction existential graphs
is provided in Section 2. In Section 3 the syntax and semantics of the DL ALC
as we use it in this paper is introduced. In Section 4, the diagrammatic calculus
for ALC is presented. Due to space limitations, the proof of its soundness and
completeness is omitted: this result can be found in [14]. In Section 5, some
examples and meta-rules for the calculus are provided. Finally, Section 6 provides
a summary of this research and its significance.

2 Existential and Relation Graphs

Existential graphs (EGs) are a diagrammatic logic invented by C.S. Peirce (1839-
1914) at the turn of the 20th century. We briefly introduce a fragment of EGs
called Beta, corresponding to first order logic.
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The graphs of Beta are composed of predicate names of arbitrary arity, heavily
drawn lines, called lines of identity, are used to denote both the existence of
objects and the identity between objects. Closed curves called cuts are used to
negate the enclosed subgraph. The area where the graph is written or drawn is
what Peirce called the sheet of assertion. Consider the following EGs.

oncat mat21 oncat mat21oncat mat21

The first graph contains two lines of identity, hence it denotes two (not necessar-
ily different) objects. They are attached to the unary predicates ‘cat’ and ‘mat’,
respectively, and both are attached to the binary predicate ‘on’. The meaning of
the graph is therefore ‘there is a cat and a mat such that the cat is on the mat’,
or in short: ’a cat is on a mat’. In the second graph, the cut encloses our first
example completely. Hence its meaning is ‘it is not true that there is a cat on a
mat’. In the third graph, the left line of identity begins on the sheet of assertion.
Hence, the existence of the object is asserted and not denied. For this reason
this graph is read ‘there is a cat which is not on any mat’.

Lines of identity may be connected to networks that are called ligatures.
In the two left-most graphs in the figures below ligatures are used. The meaning
of these graphs is ‘there exists a male, human african’, and ‘it is not true that
there is a pet cat such that it is not true that it is not lonely and owned by
somebody’, i.e., ‘every pet cat is owned by someone and is not lonely’.

EGs are evaluated to true or false. Nonetheless, they can be easily extended
to Relation Graphs (RGs) [15,16] which are evaluated to relations instead.
This is done by adding a syntactical device that corresponds to free variables.
The diagrammatic rendering of free variables can be done via numbered question
markers. The rightmost graph below is a relation graph with two free variables.
This graph describes the binary relation is stepmother of.

male

African

human

cat
pet

ownedby

lonely

21

mother_of

father_ofmarried_with

malefemale
1

1
1

1

1

2

2

2?1 ?2

3 The Description Logic ALC
The vocabulary (A, R) of a DL consists of a set A of (atomic) concepts,
denoting sets of individuals, and a set R (atomic) roles, denoting binary rela-
tionships between individuals. Moreover, we consider vocabularies that include
the universal concept �. From these atomic items more complex concepts and
roles are built with constructs such as intersection, union, value and number re-
strictions, etc. For example, if C, C1, C2 are concepts, then so are C1 � C2, ¬C,
∀R.C, ∃R.C, or ≤ nR.C (these constructors are called conjunction, negation,
value restriction, existential restriction, and qualified number restriction).

In this paper we focus on the description logic ALC. For our purpose we con-
sider ALC to be composed of conjunction, negation and existential restriction.
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In contrast to the usual approach, in our treatment the concepts of ALC are
introduced as labeled trees. This is more convenient for defining the rules of the
calculus, and the labeled trees are conveniently close to Peirce’s notion of graphs.

An interpretation is a pair (ΔI , I), consisting of an nonempty domain ΔI

and interpretation function I which assigns to every A ∈ A a set AI ⊆ ΔI

and to role R ∈ R a relation RI ⊆ ΔI × ΔI . We require �I = ΔI .
Trees can be formalized either as special graphs or as special posets. We adopt

the second approach, i.e., a tree is a poset (T, ≥), where s ≥ t can be understood
as ‘s is an ancestor of t’. A labeled tree is a structure T := (T, ≤, ν), where
(T, ≤) is a tree and ν : T → L is a mapping from the set of nodes to some set
L of labels. The greatest element of T is the root of the tree. As is usual, each
node v gives rise to a subtree Tv (Tv = (Tv, ≥ ∣

∣
Tv×Tv

, ν|Tv ) with Tv := {w ∈
T | v ≥ w}). We write T′ ⊆ T, if T′ is a subtree of T. Isomorphic labeled trees
are implicitly identified.

Next we introduce some operations to inductively construct labeled trees. We
assume to have a set L of labels.

Chain: Let l1, . . . , ln ∈ L. With l1 l2 . . . ln we denote the labeled tree T :=
(T, ≥, ν) with T := {v1, . . . , vn}, v1 > v2 > . . . > vn and ν(v1) = l1, . . . , ν(vn) =
ln. That is, l1 l2 . . . ln denotes a chain, where the nodes are labeled with
l1, l2, . . . , ln, respectively. We extend this notation by allowing the last ele-
ment to be a labeled tree: If l1 l2 . . . ln ∈ L and if T′ is a labeled tree, then
l1 l2 . . . lnT′ denotes the labeled tree T := (T, ≥, ν) with T := T ′ ∪ {v1, . . . , vn},
v1 > v2 > . . . > vn and vi > v for each i = 1, . . . , n and v ∈ T ′, and
ν := ν′ ∪ {(v1, l1), . . . , (vn, ln)}. That is, T is obtained by placing the chain
l1 l2 . . . ln above T′.

Substitution: Let T1,T2 be labeled trees and S := (S, ≥s, νs) a subtree of T1.
Then T := T1[T2 /S ] denotes the labeled tree obtained from T1 when S is
substituted by T2. Formally, we set T := (T, ≥, ν) with T := (T1 − S) ∪ T2,
≥:=≥1

∣
∣
T1−S

∪ ≥2 ∪{(w1, w2) | w1 > v, w1 ∈ T1 − S, w2 ∈ T2}, and ν :=
ν1

∣
∣
(T1−S) ∪ ν2.

Composition: Let l ∈ L be a label and T1,T2 be labeled trees. Then l(T1,T2)
denotes the labeled tree T := (T, ≥, ν) , where we have T := T1 ∪ T2 ∪ {v} for a
fresh node v, ≥:=≥1 ∪ ≥2 ∪({v} × (T1 ∪ T2)), and ν := ν1 ∪ ν2 ∪ {(v, l)}. That
is, T is the tree having a root labeled with l and having T1 and T2 as subtrees.

Using these operations, we can now define the tree-style syntax for ALC.

Definition 1 (ALC-Trees). Let a vocabulary (A, R) be given with � ∈ A.
Let ‘�’ and ‘¬’ be two further signs. Let (ΔI , I) be a interpretation for the
vocabulary (A, R). We inductively define the elements of ALCTree as labeled
trees T := (T, ≥, ν), as well as the interpretation I(T) of T in (ΔI , I).
Atomic Trees: For each A ∈ A, the labeled tree A (i.e. the tree with one node
labeled with A), as well as � are in ALCTree. We set I(A) = AI and I(�) = ΔI.
Negation: Let T ∈ ALCTree. Then the tree T′ := ¬T is in ALCTree. We set
I(T′) = ΔI − I(T).
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Conjunction: Let T1,T2 ∈ ALCTree. Then the tree T := �(T1,T2) is in
ALCTree. We set I(T) = I(T1) ∩ I(T2).

Exists Restriction: Let T ∈ ALCTree, let R be a role name. Then T′ := RT
is in ALCTree. We set I(T′) = {x ∈ ΔI | ∃y ∈ ΔI : xRy ∧ y ∈ I(T)}.

The labeled trees of ALCTree are called ALC-trees. Let T := (T, ≥, ν) ∈
ALCTree. An element v ∈ T respectively the corresponding subtree Tv is said to
be evenly enclosed, iff |{w ∈ T | w > v and ν(w) = ¬}| is even. The notation
of oddly enclosed is defined accordingly.

Of course, ALC-trees correspond to the formulas of ALC, as they are defined in
the usual linear fashion. For this reason, we will sometimes mix the notation of
ALC-formulas and ALC-trees. Particularly, we sometimes write T1 �T2 instead
of �(T1,T2). Moreover, the conjunction of trees can be extended to an arbitrary
number of conjuncts, i.e.: If T1, . . . ,Tn are ALC-trees, we are free to write
T1 � . . . � Tn. We agree that for n = 0, we set T1 � . . . � Tn := �.

Next, a diagrammatic representation of ALC-trees in the style of Peirce’s
RGs is provided. As ALC-concepts correspond to FOL-formulas with exactly
one free variable, we we assign to each ALC-tree T a corresponding RG Ψ(T)
with exactly one (now unnumbered) query marker. Let A be an atomic concept,
R be a role name, let T, T1, T2 be ALC-trees where we already have defined
Ψ(T) = ? G , Ψ(T1) = G? 1, and Ψ(T2) = G? 2, respectively. Now Ψ
is defined inductively as follows:

Ψ(�) := ? Ψ(A) := ? A Ψ(RT) := R? G

Ψ(T1 � T2) :=
G2

G1? Ψ(¬T) := ? G

Considering our HappyMan-example given in the introduction, the corre-
sponding ALC-tree, and a corresponding RG, is provided below. The rules of
the forthcoming calculus can be best understood to be carried out on Peirce
RGs.

Man

Male
hasChild Female

hasChild

RichHappy

hasChild

Female

Male

Man?

Rich

Happy
hasChild

hasChild

hasChild

It might be argued that having only constructors for conjunction, negation
and existential restriction is a downside of this system. Although we argued in the
introduction that diagrams are easier to comprehend than the symbolic notation
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for DLs, reading the diagrams also requires effort. Some reading heuristics help
in the understanding RGs. For example, subgraphs of the form

GR
G

G

1

2

are literally read . . .¬∃R.¬C and . . . ¬(¬C1 � ¬C2), respectively, but it is more
convenient to read them as ∀∃R.C resp., C1�C2. Shin [4] coined the term multiple
reading for this approach. In her book, she elaborates this for EGs by proving
a translation from EGs to FOL that assigns to each EG a set of (equivalent)
FOL-formulas (unfortunately, her translations are slightly flawed: see [17] for a
discussion and correction of her reading algorithm). Shin argues thoroughly in
[4] that this multiple reading is a unique feature of the Peirce’s graphs, a feature
that distinguishes them from the usual symbolic notation in mathematical logic.
This feature is not a drawback, but an advantage of Peirce’s system.

Finally, we define semantic entailment between ALC-trees.

Definition 2 (Semantics). Let T ⊆ ALCTree and let T ∈ ALCTree. We set

T |= T :⇐⇒
⋂

i∈I

I(Ti) ⊆ I(T) for each interpretation (ΔI , I)

For I = ∅, we set
⋂

i∈I I(Ti) := ΔI for the respective model, and write |= T. For
|I| = 1, we write T′ |= T, omitting the curly set brackets, or we write T′ � T
(adopting the common DL-notation), and we say that that T′

subsumes T resp.
that T is subsumed by T′.

4 The Calculus for ALCTree

Peirce provided a set of five rules for the system of existential graphs, termed
erasure, insertion, iteration, deiteration, double cut. They form a sound and
complete diagrammatic calculus for EGs. Moreover, they can be extended for
the system of Relational Graphs (RGs).

The class of RGs corresponding to ALC is a fragment of the full system of
RGs. Naturally, the rules for RGs are still sound rules for the ALC-fragment,
but it is less clear whether these rules remain complete. For two graphs G1, G2
of the ALC-fragment with G1 |= G2, we have a proof for G1 � G2 within the
full system of RGs, but it might happen that the proof needs graphs that do not
belong to the ALC-fragment. In the calculus we provide we require additional
rules of this type. Besides trivial rules, like rules that capture the associativity of
conjunction, we need special rules for handling roles. The rules iteration of roles
into even and deiteration of roles from odd are the most important examples.

Next in the presentation the Peirce style rules for ALCTree are provided.
These rules transform a given ALC-tree into a new ALC-tree. In order to make



A Diagrammatic Reasoning System for ALC 45

the calculus more understandable, we provide, within the rule definitions, some
examples and diagrams illustrating them. For each rule name we provide an
abbreviation that will be used in the proofs.

Definition 3 (Calculus). The calculus for ALC-Trees over a given vocabulary
(A, R) consists of the following rules:

Addition and Removal of � (�-add. and �-rem.): Let T be an ALC-
tree, let S ⊆ T be a subtree. For T′ := T[S � � /S ] we set T � � T′ (T � � T′

abbreviates T � T′ and T′ � T). We say that T′ is derived from T by adding

a �-node, and T is derived from T′ by removing a �-node. For the Peirce
graphs, this rule corresponds to adding or removing a branch to/from a heavily
drawn line. A simple example is given below. These rules are ”technical helper”
rules that will be often combine with other rules that add or remove subtrees.

? R C
�-add

� ? R C
�-rem

� ? R C

Addition and Removal of Roles (R-add. and R-rem.): Let T be an ALC-
tree with a subtree S ⊆ T. Let R be a role name. Then for T[ ¬R¬� / � ] we set
T � � T′. We say that T′ is derived from T by adding the role R, and T is
derived from T′ by removing the role R. An example for this rule is given
below. Due to the symmetry of the rules, the inverse direction is a proof as well.

? C �-add
�

? C R-add
�

? C

R

Associativity of Conjunction (conj.): Let T be an ALC-tree with a subtree
S1 � (S2 � S3). For T′ := T[ (S1 � S2) � S3 /S1 � (S2 � S3) ] we set T � � T′.
We say that T′ is derived from T resp. T is derived from T′ by using the

associativity of conjunction.
Addition and Removal of a Double Negation (dn): Let T := (T, ≥, ν)
be an ALC-tree, let S ⊆ T be a subtree. Then for T′ := T[ ¬¬S /S ] we set
T � � T′. We say that T′ is derived from T by adding a double negation

and T is derived from T′ by removing a double negation.
Consider the four graphs below. The second and the third graph can be derived

from the first by adding a double negation. Inferences in the opposite direction
can also be carried out. The fourth graph is a result of adding a double negation
in the general theory of RGs, but in the system of ALC-trees, this is even not a
diagram of an ALC-tree, as the cuts cross more than one heavily drawn line.

? C
D

? C

D

?
D
C ?

D
C

Erasure from even, Insertion into odd (era. and ins.): Let T := be an
ALC-tree with a positively enclosed subtree S ⊆ T. Then for T′ := T[ � /S ]
we set T � T′. We say that T′ is derived from T by erasing S from even.



46 F. Dau and P. Eklund

Vice versa, let T = be an ALC-tree with an negatively enclosed subtree � ⊆ T.
Let S ∈ ALCTree. Then for T′ := T[S / � ] we set T � T′. We say that T′ is
derived from T by inserting S into odd.

This is another set of rules that often hold together with the addition and
removal of �. Examples will be given later.
Iteration and Deiteration (it. and deit.): Let T := (T, ≥, ν) be an ALC-
tree with with a subtree S := (S, ≥S , νS) ⊆ T. Let s be the greatest element of S,
let t be the parent node of s in T. Let ν(t) = �, let v ∈ T be a node with v < t,
v /∈ S, ν(v) = �, such that for each node w with t > w > v we have ν(w) = ¬ or
ν(w) = �. Then for T′ := T[S / � ] we set T � � T′. We say that T′ is derived
from T by iterating S and T is derived from T′ by deiterating S.

Iteration and Deiteration often combine with the addition and removal of �,
and they are the most complex rules. Consider the following six Peirce graphs.
The second and the third graph can be derived from the first graph by iterating the
subgraph R1 C1? (preceded by the �-addition rule). The next three graphs

are not results from the iteration rule. In the fourth graph, the condition that
ν(w) = ¬ or ν(w) = � holds for each node w with t > w > v is violated. The
fifth graph violates v < t. Finally, the sixth graph violates v /∈ S.

R1 C1

R2 C2

? R1 C1

R2 C2

R1 C1

? R1 C1

R2 C2

R1 C1

?

R1 C1

C2R2

R1 C1

? R1 C1

R2 C2
R1

C1

?

R1 C1

R1 C1

R2 C2

?

Iteration of Roles into even, Deiteration of Roles from odd (R-it. and
R-deit.): Let T be an ALC-tree. Let Sa,Sb,S1,S2 be ALC-trees with Sa :=
RS1 � ¬RS2 and Sb := R(S1 � ¬S2). If Sa ⊆ T is positively enclosed, for
T′ := T[Sb /Sa ] we set T � T′, and we say that T′ is derived from T by
deiterating the role R from odd. Vice versa, if Sb ⊆ T is negatively
enclosed, for T′ := T[Sa /Sb ] we set T � T′, and we say that T′ is derived
from T by iterating the role R into even. Below a simple example is
provided.

R

R

? 1C

C2

R-deit
�

R? 1

C

C

2

Definition 4 (Proof). Let Ta,Tb be two ALC-Trees. A proof for Ta �
Tb is a finite sequence (T1,T2, . . . ,Tn) with Ta = T1, Tb = Tn, where each
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Ti+1 is obtained from Ti by applying one of the rules of the calculus. Let T
be a set of ALC-Trees and let T be an ALC-Tree. We set T � T if and only if
there are T1, . . . ,Tn ∈ T with T1 � . . . � Tn � T.

As proved in [14], the calculus is sound and complete.

Theorem 1 (Soundness and Completeness). Let T be a set of ALC-Trees
and let T be an ALC-Tree. Then we have T |= T ⇐⇒ T � T.

5 Metarules and Examples

In this section we firstly present two helpful metarules and then some examples
to illustrate the Peirce-style calculus for ALC.

Each rule of the calculus is basically the substitution of a subtree of a given
ALC-tree by another subtree. Each rule can be applied to arbitrarily deeply
nested subtrees. Moreover, if we have a rule that can be applied to positively
enclosed subtrees, then we always have a rule in the converse direction that
can be applied to negatively enclosed subtrees (and visa versa). Due to these
structural properties of rules, we immediately obtain the following helpful lemma
(adapted from [9]).

Lemma 1 (Cut-and-Paste). Let Sa,Sb be two ALC-trees with Sa � Sb. Let
T be an ALC-tree. Then if Sa ⊆ T is a positively enclosed subtree of T, we
have T � T[Sb /Sa ]. Visa versa, if Sb ⊆ T is negatively enclosed, we have
T � T[Sa /Sb ].

An immediate consequence of the lemma is: If we have two ALC-trees Ta,Tb

and if (T1, . . . ,Tn) is a proof for Ta � Tb, then (¬Tn, . . . , ¬T1) is a proof for
¬Tb � ¬Ta. This will be used later.

For ALC, the full deduction theorem holds.

Theorem 2 (Deduction Theorem). Let T be a set of ALC-trees, let T1,T2
be two ALC-trees. Then we have T ∪ {T1} � T2 ⇐⇒ T � ¬(T1 � ¬T2).

Proof: See [14].
In the following, some examples that correspond to distributing quantifiers in

ALC-concepts are provided. We start by moving existential quantifiers inwardly,
when followed by a conjunction. In the symbolic notation of ALC, we have the
following subsumption relation: ∃R.(C1 �C2) � ∃R.C1 �∃R.C2. A proof for this
relation by means of ALC-trees is given below. In this and the next proof we
assume Ψ(C1) = G? 1 and Ψ(C2) = G? 2.

G
R?

G
1

2

it
� ?

G
G

R

G
G

R

1

2

1

2

2× era
� ?

G
R

G
R

1

2

2×�-rem
� ?

R G
R G

1

2
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Next, we consider the equivalence of ∀R.(C1 �C2) and ∀R.C1 �∀R.C2. Below, a
formal proof with Peirce’s graphs is provided. The first and the (identical) last
graph correspond to the concept ∀R.(C1�C2), and the fourth graph corresponds
to the concept ∀R.C1 � ∀R.C2. So the first three steps prove the subsumption
relation ∀R.(C1 � C2) � ∀R.C1 � ∀R.C2, and the last six steps prove the sub-
sumption relation ∀R.C1 � ∀R.C2 � ∀R.(C1 � C2).

As we have already said, the deiteration-rule and the erasure rule are usu-
ally followed by the �-removal rule, and conversely, the iteration rule and the
insertion rule are usually preceded by the �-addition rule. In the proof, these
two steps are combined without explicitly mentioning the �-removal/addition
rule.

G1

G2
? R

it
�

G2

G1

G2

G1

?

R

R
era
�

G1

G2

G1

?

R

R

era
� ?

R

R G

G1

2

ins
�

R

R

?

G

G

G1

2

2

it
�

G2

G1

G2

G2R

R

?
dn
�

G1

G2

G2

G2R

R

?
R-it
�

G1

G2

G2

G2R

R

R

?

deit
�

G1

G2

G2R

R

?
era
� G1

G2
? R

A similar example is the equivalence of ∃R.(C1 � C2) and ∃R.C1 � ∀R.C2.
Compared to the previous example, we exchanged the quantifiers ∀ and ∃ and
the junctors � and �. The symmetry of these examples is (thanks to Lem. 1),
reflected by the calculus. The proof for ∃R.(C1 � C2) � ∃R.C1 � ∀R.C2 is
given below. In order to render this proof more understandable, we now set
Ψ(C1) = H? 1 and Ψ(C2) = H? 2. The interesting part of the proof is the
middle step, i.e., (∗). According to the remark after Lem. 1, we can carry out the
last 6 steps in the previous proof in the inverse direction, if each graph in this
proof is additionally enclosed by a cut (then the proof consists of the rules inser-
tion, deiteration, R-deiteration, double negation, deiteration and erasure). When
we replace in this proof each subgraph G? 1 by H? 1 and each subgraph

G? 2 by H? 2 , we obtain the proof for (∗). The steps before and after (∗)
are simple helper steps in order to add or remove some double negations.
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H2

R?
H1 dn

�
H2

R
H1

?
(∗)
�

H2

H1

R

R

?
dn
� H1

H2

?
R

R

We see that the the proof for ∃R.(C1 � C2) � ∃R.C1 � ∀R.C2 is essentially the
inverse direction of the proof for ∀R.C1 � ∀R.C2 � ∀R.(C1 � C2). The proof for
∃R.C1 � ∀R.C2 � ∃R.(C1 � C2) can be obtained similarly from the proof for
∀R.(C1 � C2) � ∀R.C1 � ∀R.C2. This shows some benefit of the symmetry of
Peirce’s rules.

The final example, the mad cow ontology, is a popular example for ALC-
reasoning. Consider the following ALC-definitions:

Cow ≡ Animal � V egetarian Sheep ≡ Animal � hasWool
V egetarian ≡ ∀eats.¬Animal MadCow ≡ Cow � ∃eats.Sheep

A question to answer is whether this ontology is consistent. Such a question can
be reduced to rewriting the ontology to a single concept MadCow ≡ Animal �
∀eats.¬Animal�∃eats.(Animal�hasWool) and investigate whether this concept
is satisfiable, i.e., whether there exists as least one interpretation where this
concept is interpreted by a non-empty set. We will show that this is not the case
by proving with our calculus that the concept entails the absurd concept. The
proof is given below. Again, each application of the erasure-rule is followed by
an application of the �-removal rule (although this is not explicitly mentioned
in the proof).

eats Animal

hasWool

eats Animal

Animal
?

2× era
�

eats Animal

eats Animal

?

deit
�

eats Animal

?

era
�

?

We started with the Peirce graph for the given concept and derived the absurd
concept, thus the ontology is not satisfiable. The madcow ontology is therefore
inconsistent and this is proved using the calculus developed,

6 Conclusion and Further Research

This paper provides steps toward a diagrammatic representation of DLs, in-
cluding importantly diagrammatic inference mechanisms. To the best of our
knowledge this is the first attempt to providing diagrammatic reasoning facili-
ties for DLs. The results presented in this paper show promise in investigating
RGs further as diagrammatic versions of corresponding DLs.
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The approach taken can also be extended to other variants of DL. For in-
stance, a major task is to incorporate individuals, or number restrictions (either
unqualified or qualified). Similarly, constructors on roles, like inverse roles or role
intersection, have also to be investigated.

In the long term, our research advocates developing a major subset of DL as
a mathematically precise diagrammatic reasoning system. While the intention
is to render DLs more user-friendly through a diagrammatic correspondence,
diagrammatic systems need to be evaluated against the traditional textual form
of DL in order to measure readability improvement. Cognition and usability
experiments with such a evaluation in mind are planned as future work.

References

1. Baader, F., Calvanese, D., McGuinness, D.L., Nardi, D., Patel-Schneider, P.F.
(eds.): The Description Logic Handbook: Theory, Implementation, and Applica-
tions. Description Logic Handbook. Cambridge University Press, Cambridge (2003)

2. Larkin, J.H., Simon, H.A.: Why a diagram is (sometimes) worth ten thousand
words. Cognitive Science 11(1), 65–100 (1987)

3. Shimojima, A.: On the Efficacy of Representation. PhD thesis, The Department of
Philosophy, Indiana University (1996), Available at
http://www.jaist.ac.jp/∼ashimoji/e-papers.html

4. Shin, S.J.: The Iconic Logic of Peirce’s Graphs. Bradford Book, Massachusetts
(2002)

5. Gaines, B.R.: An interactive visual language for term subsumption languages. In:
IJCAI, pp. 817–823 (1991)

6. Kremer, R.: Visual languages for konwledge representation. In: KAW 1998. Proc.
of 11th Workshop on Knowledge Acquisition, Modeling and Management, Banff,
Alberta, Canada, Morgan Kaufmann, San Francisco (1998)

7. Nosek, J.T., Roth, I.: A comparison of formal knowledge representation schemes as
communication tools: Predicate logic vs semantic network. International Journal
of Man-Machine Studies 33(2), 227–239 (1990)

8. Coupey, P., Faron, C.: Towards correspondence between conceptual graphs and
description logics. In: Mugnier, M.-L., Chein, M. (eds.) ICCS 1998. LNCS (LNAI),
vol. 1453, pp. 165–178. Springer, Heidelberg (1998)

9. Sowa, J.F.: Conceptual structures: information processing in mind and machine.
Addison-Wesley, Reading, Mass (1984)

10. Brockmans, S., Volz, R., Eberhart, A., Löffler, P.: Visual modeling of owl dl on-
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Abstract. In this paper, we present a new framework of fuzzy con-
straint logic programming language including negation as failure which
is a combination of fuzzy logic and fuzzy relation. We give the answer
set semantics which is based on the method of stable model. Although
much work have been done for answer set programming, no work ad-
dressed the answer set semantics for fuzzy constraint logic programming
with negation as failure. Also, we give an example to illustrate the idea.
Compared to Zadeh’s compositional rule of inference for approximate
reasoning used in [9], we find an effective and efficient computational
procedure for fuzzy constraint logic programming by using answer set
semantics.

Keywords: Fuzzy Constraint, Answer Set Semantics, Logic Program.

1 Introduction

Logic programming [10,1] is a powerful tool for knowledge representation and
knowledge reasoning in artificial intelligence. As an important formalism for rea-
soning, logic programming started in the early 1970’s [7] based on earlier work in
automated theorem proving, and began to flourish especially with the spreading
of PROLOG. The answer set programming (ASP) paradigm [4] has gained a
lot of popularity in the last years, due to its truly declarative non-monotonic
semantics, which has been proven useful in a number of interesting applications.
Although ASP provides a powerful solution for knowledge representation and
nonmonotonic reasoning, it also has some drawbacks regarding the configure
ability of the semantics w.r.t. the type of application under consideration, as
witnessed by the large number of extensions, both syntactically and semanti-
cally, e.g., most ASP semantics demand that a solution to a program satisfies all
the rules. Further, the literals available in the program, i.e. the building blocks
of rules, can only be true or false, and classical consistency is mandatory. Some-
times however, it is impossible to find a solution that fully satisfies all rules of
the program. In this case, one might still wish to look for a solution satisfying
the program at least to a reasonably high degree. At other times, it may not even
be required to obtain a solution that satisfies a program fully. That is, one might
be more interested in a solution satisfying the program to a satisfactory high
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degree, especially if this solution comes at a lower cost. In [9] the author present
a framework to deal with this problem above by integrating fuzzy logic program-
ming and fuzzy mathematical programming [8]. While fuzzy relation combines
fuzzy predicate and fuzzy constraint, the compositional rule of inference, when
viewed in the right way, bridges the gap between a fuzzy logic clause and a fuzzy
optimization formulation. This framework can also be seen as a fuzzification of
the constraint logic programming paradigm based on approximate reasoning.

However, the calculus in [9] has the problem that the results do not always
agree to intuition, we will see examples later in Section 4. In order to further
improve the power of fuzzy knowledge representation, this paper presents a fuzzy
constraint logic programming language. Its syntax part is similar that of [9]
(both fuzzy predicate and fuzzy relation are combined under the basic concept of
fuzzy constraint). However, the semantics of fuzzy constraint logic programming
described in this paper is very different from [9]. Actually, ours is an extension
of answer set semantics for logic programs proposed in [3,4]. The answer set
semantics defines when a set S of ground literals is an answer set of a given
program and give a query a rational answer.

The main contributions of this paper can be summarized as follows:
Firstly, we present an alternative of fuzzy constraint logic programming lan-

guages with negation as failure, and give its answer set semantics. Although
much work have been done for answer set programming, no work addressed the
answer set semantics for fuzzy constraint logic programming with negation as
failure.

Secondly, compared to Zadeh’s compositional rule of inference for approximate
reasoning used in [9], we find an effective and efficient computational procedure
by using answer set semantics for fuzzy constraint logic programming.

2 Fuzzy Constraint Satisfaction

In this section, we recall the necessary concepts and notations related to fuzzy
constraint satisfaction problems [14,2,12,11,17], fuzzy logic and the cut set
technique [6,13] in fuzzy set theory.

Firstly, an n-ary fuzzy relation R is a fuzzy subset of U1 × · · · × Un, where Ui

is the domain of variable xi, defined by the membership function:

μR : U1 × U2 × · · · Un −→ [0, 1].

It simply extends the domain of a fuzzy set to the Cartesian product of the
domain universes.

Example 1. The relational concept “very Similar” between two sisters can be
defined as follows:

μvery−similar(Mary, Rose) = 0.8,
μvery−similar(Mary, Alice) = 0.2.

The fuzzy predicate “X likes Y” can be defined as
μlike(John, Mary) = 0.8,

μlike(Mary, Jone) = 0.2. · · · etc.
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The fuzzy constraint “the sum of X and Y is almost zero”(i.e..x + y
.= 0) can be

defined as
μx+y

.=0(3, −2.9) = 0.7,
μx+y

.=0(9.1, −7) = 0.1.

Crisp relations are special cases of fuzzy relations, for example:

μ
R

: U1 × · · · × Un −→ {0, 1}
i.e., μ

R
(X) = 1 and μ

R
(X) = 0 are interpreted as X = (x1, · · · , xn) ∈ R and

(x1, · · · , xn)∈̄R, respectively.
Second, we recall the concept of fuzzy logic. Predicates in classical logic can be

viewed in similar way: a n-ary predicate, p(X1, · · · , Xn) on domain U1 ×· · ·×Un,
defined as a truth value mapping from the Cartesian product of the domain
universes to a truth value set T, i.e.,

t : U1 × · · · × Un −→ T

where T={0,1} can be induced naturally from μ
R
(X) and vice versa:

t(X) =
{

1, if μ
R
(X) = 1;

0, if μ
R
(X) = 0.

(1)

i.e., a predicate p(X1, · · · , Xn) is true if and only if (X1, · · · , Xn) is in the relation
R, otherwise false. Thus, in fuzzy logic, T is extend to [0,1] and treat t(X) as
degree of truth of the predicate.

Third, we recall fuzzy constraint problems.

Definition 1.A fuzzy constraint satisfaction problem (FCSP) is a 3-tuple(X,D,C),
where sets:

1. X = {xi|i = 1, · · · , n}is a finite set of variables.
2. D = {di|i = 1, · · · , n}is a the set of domains. Each domain di is a finite set

containing the possible values for the corresponding variables xi in X.
3. Cf = {Rf

i | μRf
i

: (
∏

xj∈var(Rf
i ) dj −→ [0, 1], i = 1, · · · , m} is a set of fuzzy

constraints. Here var(Rf
i ) denotes the variable set in constraint Rf

i :
var(Rf

i ) = {x′
1

R
f
i

, · · · , x′
k

R
f
i

} ⊆ X

Definition 2. A label of a variable x is an assignment of a value to the variable,
denoted as υx. A compound label υX′ of all variables in set X ′ = {x′

1, · · · , x′
m} ⊆

X is a simultaneous assignment of values to all variables in set X ′:

υX′ = (υx′
1
, · · · , υx′

m
) (2)

We interpret Cf is a set of fuzzy constraint as degree of satisfaction of a label
(a1, · · · , an) to a constraint Rf

i .
By using the cut-set technique in fuzzy mathematics [6], a fuzzy constraint

can induce a crisp constraint.
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Definition 3. Given the cut level σ ∈ [0, 1], the induced crisp constraint Rc of
a fuzzy constraint Rf is defined as:

μRC (υvar(Rf )) =
{

1 if μRf
(var(Rf )) ≥ σ,

0 otherwise.
(3)

Intuitively, a cut level for a fuzzy constraint is a kind of threshold: if the satisfac-
tion degree to which a compound label satisfies a fuzzy constraint is not less than
the threshold, the label is regarded as satisfactory with respect to the constraint;
otherwise, it is regarded as unsatisfactory. A solution to a FCSP (X, D, Cf ) is
a compound label of all variables in X such that μRC (υvar(Rf )) = 1.

3 Fuzzy Constraint Logic Programs

In this section, we extend the Horn clauses to fuzzy constraint Horn clauses. The
main ideas are: (i) at the predicate level, a crisp relation is extended to fuzzy
relation to encompass both fuzzy predicate and fuzzy constraint (in particular,
equality and inequality); (ii) at the clause level, the and operation is generalized
to the confluence operation as in the fuzzy decision making context.

Definition 4. A (well-formed) fuzzy constraint formula is defined inductively
as follows:

1. If p is an n-ary fuzzy predicate defined on variable x1, · · · , xn, then
p(x1, · · · , xn) is a fuzzy constraint formula (called an atomic formula, or
simply an atom), ¬p(x1, · · · , xn) is the (classic) negation of atom: a fuzzy
relation defined by membership function μ¬p = 1 − μp.

2. If f and g are functions defined over variables (x1, · · · , xm) and (y1, · · · , yn)
respectively, then f(x1, · · · , xm)♦g(y1, · · · , yn) is a fuzzy constraint formulas
(called an atomic formula, or simply an atom), where ♦ ∈ {≺, �, 	, 
, �}
(the set of fuzzy relational operators).

3. If F is a fuzzy constraint formula and x is a variable occurring in F , then
(∀x ∈ F ) and (∃x ∈ F ) are also fuzzy constraint formulae.

Definition 5. A fuzzy constraint program clause is a fuzzy constraint formula
of the form

∀x1, · · · , xs(A ←− (B1, B2, · · · , Bn; ¬C1, · · · , ¬Cm))

where A is an atom Bi, Ci are literals (atom or negation of atom); x1, · · · , xs

are all the variables occurring in A, Bi and Ci; ¬ is called negation as failure.
For notational convenience, we can drop the symbol ∀ and simplify it as

A ←− B1, · · · , Bn, ¬C1, · · · , ¬Cm.

In the above, the left hand of ←− is called head and the right one is called the
body of the fuzzy constraint program clause.
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When the body is empty, the form of a fuzzy constraint formula
A ←−

is called a fuzzy constraint unit clause.
When the head is empty

←− B1, · · · , Bn, ¬C1, · · · , ¬Cm

is called a fuzzy constraint goal clause (each Bi is called the subgoal of the goal
clause).

Definition 6. A fuzzy constraint logic program is a finite set of fuzzy constraint
program clauses.

In order to define the semantics of fuzzy constraint logic programming, we will
use the following definitions.

Definition 7. If f and g are functions defined over variables (x1, · · · , xm) and
(y1, · · · , yn) respectively, then for arbitrary atom of the form

A = f(x1, · · · , xm)♦g(y1, · · · , yn), where ♦ ∈ {≺, �, 	, 
, �)},
we define

μ(A) =
{

1 if T (A) = true,
0 if T (A) = false.

(4)

Definition 8. If a literal B has a membership degree α, then the membership
degree of ¬B is 1 − α and for a given cut level σ, we have

μσ(B) =
{

1 if α ≥ σ,
0 if α < σ.

(5)

μσ(¬B) =
{

1 if (1 − α) ≥ σ,
0 if (1 − α) < σ.

(6)

4 Answer Set Semantics

Logic programming with the stable model semantics [3,4] have emerged as a
viable model for solving constraint satisfaction problems. In this section, we
present the stable model semantics for the fuzzy constraint logic programming
(FCLP) framework that we have described above. We improve upon the power
of knowledge representation by extending the semantics with new types of atom,
e.g., atom with fuzzy relational operator. The extended semantics is also based
on subset-minimal models as general logic programming.

The semantics of fuzzy constraint logic programs treats a rule with variables
as shorthand for the set of its ground instances. It is more sufficient than defining
answer set for fuzzy constraint programs without variables. This can be done in
three steps.
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1. Let Π be the fuzzy constraint logic program without variables that, in ad-
dition, does not contain ¬, and let X be the sets of ground literals in the
language of Π . Each ground literal B has a initial satisfaction degree μB

based on the membership function of the corresponding fuzzy relation, and
a fuzzy constraint clause A ← Body may update μB.

Given a cut level σ, let M be the subset of ground literal X whose
satisfaction degree μ � σ, we can compute satisfaction degrees and construct
M recursively as follows:

M:= those ground literals whose initial satisfaction degree μ � σ;
repeat for each fuzzy constraint clause B ← B1, · · · , Bm,

if A ← B1, · · · , Bm ∈ M
then μ‘(B) := (μ(B1) + · · · + (Bm))/m;

M := M{B};
μ(B) := max(μ(B), μ‘(B)),

until no change in M and μ
(a) For any fuzzy constraint rule from Π

A ←− B1, · · · , Bn

if B1, · · · , Bn ∈ M , then M = M ∪ A, μ(A) = (μ(B1) + · · · + μ(Bn))/n;
otherwise N = N ∪ A.

Especially, For any fuzzy constraint rule
A ←− (B1, · · · , Bn)
A ←− (C1, · · · , Cm)

If B1, · · · , Bn ∈ M, C1, · · · , Cm ∈ M ,
then M = M ∪ A, and
μ(A) = {max((μ(B1) + · · · + μ(Bn))/n, (μ(C1) + · · · + μ(Cm))/m).

2. Now let Π be the fuzzy constraint logic program without variables that, in
addition, does not contain ¬ and let X be the sets of ground literals in the
language of Π . M be the set of ground literal we have get by 1. The answer
set of Π is the minimal subset S of X such that:
(b) For any fuzzy constraint rule from Π

A ←− (B1, · · · , Bn)
if B1, · · · , Bn ∈ S and B1, · · · , Bn ∈ M ,
then A ∈ S and μ(A) = (μ(B1) + · · · + μ(Bn))/n.

We denote the answer sets of a program Π that does not contain negation-
as-failure by α(Π).

3. Now let Π be any fuzzy constraint logic program without variables. By X
we again denote the set of ground literal in the language of Π . For any set
S ∈ X , let ΠS to be fuzzy constraint program obtained from Π by deleting:
(c) each rule that has a formula ¬C in its body with C ∈ M and
(d) all formulas of the form ¬C in the bodies of the remaining rules.

Clearly, ΠS does not contain ¬, so that its answer set is already defined. If this
answer set coincides with S, then we say that S is an answer set of Π . In other
words, the answer sets of Π are characterized by the equation

S = α(ΠS)
The answer sets of Π are possible sets of beliefs that a rational agent may

hold on the basis of the information expressed by the rule Π . If S is the set
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of ground literals that the agent believes to be true, then any rule that has a
subgoal ¬C with C ∈ S will be of not use to him, and he will view any subgoal
¬C with C ∈ S as trivial. Thus he will be able to replace the set of rules Π by
the simplified set of rules ΠS . If the answer set of ΠS coincides with A, then
the choice of S as the set of beliefs is rational.

Now we illustrate our idea using the same example in [9]. Suppose a hypo-
thetical match-making system, the following fuzzy constraint Horn clauses state
the requirement of a good male candidate M , for a female applicant F .

Example 2. An excerpt of hypothetical match-making system. Rule is as
follows:

good − candidate(M, F ) ←− ∧(¬smokes(M), tall(M).
income(M) 
 income(F ), kind(M)).
kind(X) ←− likes(XPet).
kind(X) ←− likes social work(X).
And facts are:

smokes(Tom)[1.0], smokes(John)[0.0], smokes(David)[0.0], tall(Tom)[0.9],
tall(John)[0.8], tall(David)[0.7], income(Tom)[4000], income(John)[3000],
income(David)[2400], income(Jane)[2000], likes(Tom,cat)[0.9],
likes(Tom,dog)[0.8], likes(John,dog)[0.7], likes(David,dog)[0.7],

likes social work(Tom)[0.7], likes social work(John)[0.1],
likes social work(David)[0.5].
In the above, M, F, X, Y and Pet are variables, smokes(X) is a crisp predi-

cate and tall(X), kind(x), likes(X,Y), likes social work(X) are fuzzy predicates.
Income(X) is a predefined function which returns the income of person X in
dollars, enumerated in square brackets in this example.

We now discuss the above example by using our idea. Given σ = 0.5, from the
rule and the facts, we can get by the definition in Sections 2, 3 and the first step
of stable model semantics, and then we can get the stable model of the example
step by step. The answer that the program is supposed to return for a ground
query is yes, no or unknown depending on whether the stable model contains
the query, the negation of the query or neither. Suppose the system is given the
query “good candidate(M, Jane)”, i.e., who is the better candidate for Jane,
the system will check if good − candidate(X, Jane), X ∈ {Tom, John, David}
belong to the stable model.

From the example above, we can get answers

good candidate(David, Jane)[0.85]
good candidate(John, Jane)[0.875]

Compared to [9] for the example, our result is different. The reason is that
the author uses the Zadeh’s compositional rule of inference for approximate
reasoning base on fuzzy relation. So, in the processing of approximate reasoning,
the other result good candidate(David, Jane) is discarded. compared to Zadeh’s
compositional rule of inference for approximate reasoning, we find an effective
and efficient computational procedure by using answer set semantics for fuzzy
constraint logic programming.
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5 Conclusion

We have presented fuzzy constraint logic programs which is a combination of
fuzzy logic programming and fuzzy mathematics programming. Furthermore,
the syntax include negation as failure. We give the stable model semantics for
such fuzzy constraint logic programming which is a generalization of answer set
semantics of extended logic programming. Compared to Zadeh’s compositional
rule of inference for approximate reasoning [9], we find an effective and efficient
computational procedure by using answer set semantics for fuzzy constraint logic
programming.
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Abstract. Techniques for improving the computational efficiency of in-
ference have held a long fascination in computer science. Two popular
methods include approximate logics and knowledge compilation. In this
paper we apply the idea of approximate compilation to develop a notion
of prime implicates for the family of classically sound, but incomplete, ap-
proximate logics S-3. These logics allow for differing levels of approxima-
tion by varying membership of a set of propositional atoms. We present
a method for computing the prime S-3-implicates of a clausal knowledge
base and empirical results on the behaviour of prime S-3-implicates over
randomly generated 3-SAT problems. A very important property of S-
3-implicates and our algorithm for computing them is that decreasing
the level of approximation can be achieved in an incremental manner
without re-computing from scratch (Theorem 7).

1 Introduction

Approximate logics and knowledge compilation have been developed as a re-
sponse to the problem of the computational intractability of classical logic. In
the case of approximate logics, Cadoli and Schaerf have developed a dual fam-
ily of logics to enable successive levels of approximation [1]. The family S-3 is
classically sound but incomplete while S-1 provides for complete but unsound
reasoning.

An orthogonal direction of research aimed at tackling the intractability of
classical logic is that of knowledge compilation (see [2] for a recent survey). Here
the focus is on transforming the knowledge base with a view to making certain
operations more efficient. One common technique is that of prime implicates.
The prime implicates of a propositional formula represent a logically equivalent
clausal characterisation of the formula that allows for polynomial time entail-
ment checking. Prime implicates have been studied extensively in the knowledge
compilation literature. Developing prime S-3-implicates can therefore be under-
stood in the broader context of approximate knowledge compilation techniques.

The contributions of this paper are twofold. Firstly, we introduce the notion of
prime S-3-implicates and show that they are exactly characterised by iteratively
� NICTA is funded by the Australian Government’s Department of Communications,

Information Technology, and the Arts and the Australian Research Council through
Backing Australia’s Ability and the ICT Research Centre of Excellence programs.
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resolving between clauses, where the biform variables are restricted to a given
set of atoms S (the relevance set). As a result, well-known resolution based
algorithms for computing prime implicates, such as Tison’s method, can now
be understood in terms of computing a succession of prime S-3-implicates. This
enables the adaptation of these algorithms for prime S-3-implicate computation.

Finally, we present empirical results examining the behaviour of prime S-
3-implicates over randomly generated 3-SAT problems. Of particular interest
here is the prior research examining the behaviour of classical prime implicates
for 3-SAT instances, and the identification of peaks in the number of prime
implicates of varying lengths [3]. We show that the peak in the number of prime
S-3-implicates varies uniformly for differing sizes of relevance set and discuss its
implications for approximate knowledge compilation.

2 Background

We consider an underlying propositional language L over a set of propositional
atoms (variables) P , with the constant � to signify the empty clause.

The approximate logics under consideration will be defined for a proposi-
tional language restricted to formulas in negation normal form (NNF). An NNF
language is a fragment of a full propositional language restricted to the logical
operators ¬, ∨, and ∧, with the further restriction that the negation operator
¬ can only appear next to a propositional atom. We will also be particularly
interested in formulas that are in conjunctive normal form (CNF), which is a
restricted form of NNF. A CNF consists of a conjunction of clauses, where a
clause consists of a disjunction of literals.

The notion of a conjugate pair is used to refer to positive and negative literals
with the same propositional atom (the notation l is used to refer to the conjugate
of a literal l). This notation is extended to arbitrary NNF formulas in the obvious
way. Finally, we denote with letters(γ) the set of propositional atoms occurring
within the formula γ.

2.1 Prime Implicates

An implicate of a formula is a non-tautological clause that is implied by that
formula. For example, given formula Γ and clause γ, then γ is an implicate
of Γ if and only if Γ |= γ. A clause is a prime implicate of a formula if it
is an implicate of that formula and there is no other implicate that entails it.
Testing entailment between two non-tautological clauses can be achieved through
subsumption checking. A clause γ is said to subsume a clause δ if the literals of
γ are a subset of the literals of δ. For example, p ∨ q subsumes p ∨ q ∨ r. The set
of prime implicates represents a canonical compiled form of the original formula.

Prime implicates have been well studied in the knowledge compilation litera-
ture and there are efficient algorithms that can perform subsumption checking
in polynomial time with respect to the size of the knowledge base and query
[4]. Unfortunately, it is well known that there can potentially be an exponential
number of prime implicates with respect to the original knowledge base.
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2.2 The S-3 Approximate Logics

The following results are due to Cadoli and Schaerf [1,5]. We consider a seman-
tics with two truth values 0 and 1, intuitively true and false respectively. A
truth assignment is a function mapping literals into the set {0, 1}, and an S-3
interpretation is then defined in terms of such a mapping.

Definition 1 (S-3-Interpretation). An S-3-interpretation of L is a truth as-
signment mapping every atom l in S ⊆ P and its negation ¬l into opposite truth
values. Moreover, it does not map both l in P\S and its negation ¬l into 0.

Truth values are assigned to arbitrary NNF formulas using two rules:

∨ − rule I |= α ∨ β iff I |= α or I |= β.
∧ − rule I |= α ∧ β iff I |= α and I |= β.

A formula α is S-3-satisfiable if there is a S-3-interpretation I such that
I maps α into the truth value 1. S-3-entailment is defined as follows: K S-3-
entails α (written K |=3

S α) iff every S-3-interpretation satisfying K also satisfies
α. Note, |=3

S is sound but not complete with respect to |= (classical entailment).

Example 1. Consider the knowledge base K = {¬d ∨ c, ¬c ∨ m, ¬m ∨ v} and
S = {c}. Now K |=3

S ¬d ∨ m, because c ∈ S therefore c and ¬c must take on
opposite truth values. However K �|=3

S ¬d ∨ v, even though K |= ¬d ∨ v, because
m and ¬m can be simultaneously true under a S-3-interpretation where m �∈ S.

Theorem 1 (Monotonicity). For any S, S′ such that S ⊆ S′ ⊆ P and NNF
formulas K and α, if K |=3

S α then K |=3
S′ α (hence K |= α.)

Theorem 2 (Uniform Complexity). Given NNF formula K, CNF formula
α, and S ⊆ P, then there exists an algorithm for deciding if K |=3

S α which runs
in O(|K|.|α|.2|S|) time.

Theorem 1 establishes the soundness of S-3-entailment with respect to clas-
sical entailment, and shows how the logic becomes more complete as the set
S grows. Theorem 2 establishes the attractive computational attributes of the
logic, showing that the degree of approximation determines the tractability of
its computation. Importantly, the attractive complexity result is dependent on
the query being in CNF (established in [6]).

Theorem 3 (Reducing S-3-Entailment to S-3-Unsatisfiability). Given
NNF formulas K and α, such that letters(α) ⊆ S ⊆ P, then K |=3

S α iff
K ∪ {α} is not S-3-satisfiable.

Theorem 3 shows that the relationship between S-3-entailment and
S-3-unsatisfiability is similar to the classical case, albeit with some restrictions.

Now, the case when the set S is empty is of particular interest as S-3 reduces
to Levesque’s logic for reasoning about explicit beliefs [7]. In this case, we can
omit the prefix S and simply refer to 3-satisfiability and 3-entailment (written
as |=3) or a 3-interpretation.
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Theorem 4 (From S-3-Entailment to 3-Entailment). Let S ⊆ P be the
set {p1, . . . , pn} and K and α be formulas in NNF. K |=3

S α iff K |=3 α ∨ (p1 ∧
¬p1) ∨ . . . ∨ (pn ∧ ¬pn). Equivalently K |=3

S α iff K |=3 α ∨ (l1 ∨ . . . ∨ ln) holds
for any combination {l1, . . . , ln}, where each li (1 ≤ i ≤ n) is either pi or ¬pi.

Theorem 4 shows how a S-3-entailment relationship has a corresponding 3-
entailment relationship. It is particularly important for our purposes as it forms
the basis for proving a number of the properties presented later in this paper.

3 Prime S-3-Implicates

The previous section summarised the properties of Cadoli and Schaerf’s family
of S-3 logics. In this section we introduce our formalisation of the notion of
prime S-3-implicates which serves as a bridge to S-3 entailment and then clas-
sical (propositional) entailment. Some of the properties of prime S-3-implicates
mirror the properties of classical prime implicates, such as reducing entailment
checking to subsumption checking. However, other properties relate prime S-3-
implicates for differing relevance sets and therefore have no classical counter-
parts. In particular it is shown how the prime S-3-implicates for a set S effects
subsequent S-3-entailment checking for a different relevance set.

Definition 2 (Prime S-3-Implicates). Let Γ be a formula in NNF, γ be a
clause, and S ⊆ P, then γ is a S-3-implicate of Γ iff Γ |=3

S γ. Further, γ is a
prime S-3-implicate of Γ iff γ is an S-3-implicate of Γ and there is no other
S-3-implicate φ of Γ such that φ |=3

S γ. We define Π3
S(Γ ) as the set of prime

S-3-implicates of Γ ; Π3
S(Γ ) = {γ|γ is a prime S-3-implicate of Γ}.

This definition follows closely its classical counterpart. In fact, due to the mono-
tonicity property (Theorem 1), it can be seen as a generalisation of the classical
prime implicate property, (albeit restricted to a NNF language). The classi-
cal implicates then are simply the special case where S contains all proposi-
tional atoms in the language. The following results motivate the notion of S-3
implicates.

Theorem 5 (Reduction to Subsumption Checking). Given NNF formula
Γ , CNF formula γ1 ∧ ... ∧ γn where each γi, 0 ≤ i ≤ n is a clause, and S ⊆ P,
then Γ |=3

S γ1 ∧ ...∧γn iff for each γi (1 ≤ i ≤ n), either γi contains a conjugate
pair of literals or γi is subsumed by some clause in Π3

S(Γ ).

Theorem 6 (Prime S-3-Implicate Equivalence). Given NNF formulas Γ
and γ, and S ⊆ P, then Γ |=3

S γ iff Π3
S(Γ ) |=3

S γ.

Theorems 5 and 6 mirror the equivalent prime implicate properties. Proving
these properties follows in the same manner as their classical counterparts.
Theorem 5 shows how the prime S-3-implicates enable subsumption based
S-3-entailment checking. Theorem 6 shows the logical equivalence of the prime
S-3-implicates to its original formulation.
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Further properties highlight the relationship between different S-3 logics and
their prime S-3-implicates. These follow largely from Theorem 4, which pro-
vides a way to reduce arbitrary S-3-entailment relations to 3-entailment, to be
subsequently lifted to a combined S-3-entailment relation.

Theorem 7 (Partial Compilation). For any S, S′ such S ⊆ P and S′ ⊆ P,
and NNF formula Γ , then Π3

S′∪S(Γ ) = Π3
S′(Π3

S(Γ )) = Π3
S(Π3

S′(Γ )).

Theorem 7 shows that computing the prime S-3-implicates of a set of prime S-3-
implicates (for differing S) can be precisely characterised in terms of another set
of prime S-3-implicates. In effect prime S-3-implicates can be viewed as a partial
compilation to some larger superset. The significance of this property lies in its
application to the iterative compilation of knowledge bases. Furthermore, it is
this property that distinguishes prime S-3-implicates from those approximate
compilation techniques, such as Horn approximations, which cannot necessarily
be compiled further to achieve a better approximation.

Theorem 8 (S-3-Entailment for a Partial Compilation). For any S, S′

such S ⊆ P and S′ ⊆ P, and NNF formulas Γ and γ, then Γ |=3
S′∪S γ iff

Π3
S(Γ ) |=3

S′\(S\letters(γ)) γ.

In essence Theorem 8 establishes an equivalence between a S-3-entailment query
of a knowledge base and a (possibly) larger S-3-entailment query of a partially
compiled knowledge base. It shows that a partially compiled knowledge base
has the potential to reduce the size of the relevance set needed to answer a
given query. It is important to note that the partial compilation does not always
reduce the size of the relevance set. This is a result of the interplay between the
relevance set and the actual query.

Theorem 8 shows the potential for a partially compiled knowledge base to re-
duce the size of the relevance set needed for subsequent queries. Therefore, when
limited to CNF queries, it can also serve to reduce the complexity of reasoning
for these queries. To appreciate this we can consider the case where S′ = P ;
S′ ∪ S reduces to P and we observe that |=3

P is simply classical entailment.
Therefore Theorem 8 specialises to Γ |= γ iff Π3

S(Γ ) |=3
P\(S\letters(γ)) γ. Now,

when γ is in CNF, the complexity of checking S-3-entailment is bounded by
the size of the relevance set (Theorem 2) therefore we can test classical entail-
ment in O(|Π3

S(Γ )|.|γ|.2|P\(S\letters(γ))|). Provided that the size of the query is
significantly smaller than the size of the knowledge base then the complexity ap-
proaches O(|Π3

S(Γ )|.2|P\S|). That is, the cost of reasoning can be directly offset
against the cost of generating Π3

S(Γ ) and its resulting size. Of course the size of
Π3

S(Γ ), and its relationship to the size of Γ , is a critical factor; a factor that is
considered later in this paper.

4 Computing Prime S-3-Implicates

Having defined prime S-3-implicates for NNF formulas we now limit ourselves
to the CNF case and present a resolution-based method for generating the prime
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S-3-implicates of a set of clauses. Note, the fact that resolution can be used for
computing prime S-3-implicates is not entirely surprising, as resolution-based
methods have previously been used for testing S-3-satisfiability [5]. The formal-
isation developed here mirrors that of classical resolution as presented in [8].

Definition 3 (Resolvent). For any pair of clauses A = k1 ∨ . . . ∨ kn ∨ p and
B = l1 ∨ . . . lm ∨ ¬p, where ki (1 ≤ i ≤ n) and li (1 ≤ i ≤ m) are literals and
p is a propositional atom, the resolvent of A and B with respect to p, written
res(A, B; p), is defined as k1 ∨ . . . . ∨ kn ∨ l1 ∨ . . . ∨ lm.

Lemma 1 (S-Resolution Principle). For any pair of clauses A = k1 ∨ . . . ∨
kn ∨p and B = l1 ∨ . . . lm ∨¬p, and set S of propositional atoms such that p ∈ S
then {A, B} |=3

S res(A, B; p).

Definition 4 (S-Resolvent Closure). For any set A of clauses and set S of
propositional atoms define RS(A) = A∪{C|C = res(C1, C2; p) where C1, C2 ∈ A,
C1 �= C2, p ∈ S, C1 = k1 ∨ . . . ∨ kn ∨ p, and C2 = l1 ∨ . . . lm ∨ ¬p}.

Rn
S(A) is defined inductively by: R0

S(A) = A, Ri+1
S (A) = RS(Ri

S(A)).

We define the resolvent closure of A under S as R∗
S(A) = ∪n∈NRn

S(A).

Theorem 9 (Adequacy of S-Resolution). For any set of clauses A and set
S of propositional atoms, A is S-3-unsatisfiable iff � ∈ R∗

S(A).

The adequacy of the S-resolution property shows that if a knowledge base is
S-3-unsatisfiable then iteratively applying S-resolution will eventually derive the
empty clause (i.e., a contradiction). Further if a contradiction is derived after
applying S-resolution to the knowledge base then it is indeed S-3-unsatisfiable.
If we consider the special case where S = P then the principle reduces to the
familiar classical resolution property.

Definition 5 (Residue of Subsumption). For set A of clauses, the residue
of subsumption of A, written RS(A), is defined as RS(A) = {C ∈ A|C is not
subsumed by any other clause of A and C does not contain a conjugate pair}.
Theorem 10 (Adequacy). For any set A of clauses and set S of propositional
atoms Π3

S(A) = RS(R∗
S(A)).

This theorem shows that S-resolution is adequate to capture the computation
of all the prime S-3-implicates of a set of clauses. This mirrors the classical
case where resolution is adequate for generating all the prime implicates of a
set of clauses. It is therefore straightforward to see that resolution-based mech-
anisms for generating prime implicates can be adapted to generating prime
S-3-implicates by simply limiting resolution to biform variables occurring in S.

Tison’s Method [9] is one of the simplest algorithms for generating prime im-
plicates from a set of clauses. It therefore serves as a useful method for showing
the adaptation to prime S-3-implicate computation. The difference between Al-
gorithm 1 and the classical Tison’s Method is minor; occuring on line 4 of our
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algorithm with the restriction that the biform variable be in the set S. In the
classical case the set S is generated internally to the algorithm by combining all
the atoms from the input clauses, and therefore contains all propositional atoms.

Algorithm 1. Adapted Tison’s Method for Computing Prime S-3-implicates
function S3-TISON(clauses, S, PS3I)

Input: clauses, set of input clauses
S, set of propositional atoms

Output: PS3I, set of prime S-3-implicates

1: PS3I ← clauses
2: for all p ∈ S do
3: for all pairs of clauses γ1, γ2 ∈PS3I do
4: if l1 ∈ γ1 and l2 ∈ γ2 and l1 = l2 and letters(l1) = p then
5: PS3I ← PS3I ∪{res(γ1, γ2; p)}
6: end if
7: end for
8: REMOVE-SUBSUMED(PS3I)
9: end for

Here REMOVE-SUBSUMED(PS3I) is a procedure that removes subsumed
clauses from the set PS3I, and has been omitted for brevity.

Theorem 11 (Correctness of S3-TISON). For any set of clauses A and set
S of propositional atoms, the S3-TISON algorithm computes the set Π3

S(A).

We can understand this algorithm by observing that for a set of propositional
atoms S = {pn, . . . , p1}, Π3

S(A) = Π3
{pn}(Π

3
{pn−1}(. . . Π

3
{p2}(Π

3
{p1}(A)) . . .)). The

outer loop of the algorithm (lines 2 - 9) can be seen as providing the enumeration
of S, while the inner loop (lines 3 - 7) successively computes the prime S′-3-
implicates of A for ever increasing subsets S′ of S.

Alternative resolution-based techniques, in particular the Incremental Prime
Implicate Algorithm (IPIA) algorithm [10], can also be adapted for computing
prime S-3-implicates. The IPIA algorithm allows for efficient incremental recom-
pilation of prime implicates. Due to space considerations we do not present this
adapted IPIA algorithm here, and instead limit ourselves to providing only the
intuition behind the adaptation.

The adaptation of IPIA for computing prime S-3-implicates is based on the
observation that for any set of atoms S, set of clauses A, and clause γ, then
Π3

S(A ∪ {γ}) = Π3
{letters(γ)∩S}(Π

3
S(A) ∪ {γ}). Intuitively it means that to add

a new clause to an already compiled knowledge base we need only consider
recompilation with respect to the atoms from S that appear in the new clause.
A total compilation of a knowledge base can be achieved through an iterative
recompilation process. The clauses in the knowledge base are treated sequentially
and at each step the compiled set is recompiled with a new clause being added.
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It is worth noting an important difference between the operations of the Tison
and IPIA algorithms. In Tison’s method it is the enumeration of propositional
atoms that drives the algorithm. On the other hand, for the IPIA algorithm it
is the enumeration of clauses in the knowledge base that dominates. The reason
for this is that clauses in a knowledge base tend to be relatively small compared
to the total size of the knowledge base and therefore each recompilation step will
be limited to only a small number atoms. As a result, the ordering of clauses is
more important than any particular enumeration of atoms. The significance of
this observation will become evident when discussing the empirical results.

5 Empirical Results

The previous sections provided the formal development of prime S-3-implicates
as a method for approximate compilation and showed a close relationship to ex-
isting resolution-based techniques. In this section experimental results are con-
sidered. There are two basic motivations for these experiments. Firstly, to give
an indication of the practicality of using prime S-3-implicates in approximate
knowledge compilation. Secondly, to provide insight into the operating behaviour
of traditional algorithms for computing classical prime implicates.

The data set used consisted of 3-SAT instances, randomly generated using a
fixed clause-length model (also known as Random K-SAT [11]) with 10 variables,
and varying the number of clauses. For each data point, determined by the clause
to variable ratio, 1000 3-SAT instances were generated. For each 3-SAT instance
the prime S-3-implicates were computed for every subset S of the 10 variables.

In general there can be a number of factors that would determine the choice of
relevance set; such as the relevance to the expected query, the cost of computing
the partially compiled knowledge base, and the size of the partially compiled
knowledge base. In this paper we only consider the size of the compiled knowl-
edge base. In particular we are interested in understanding what could be the
most compact approximate compilations that one could hope to achieve. For our
randomly generated data set, Figure 1 represents this best outcome, Figure 2
the average, and Figure 3 the worst case outcome. To not clutter the presenta-
tion not all set sizes are displayed. Importantly, the set sizes 0 and 10 represent
the uncompiled knowledge base and the classically compiled prime implicates
respectively, and are therefore unchanged throughout the 3 figures.

Figure 1 presents the mean of the minimum number of prime S-3-implicates
for relevance sets of particular sizes for each 3-SAT instance. To clarify the
method, for every set size (other than 0 and 10) there will be multiple compiled
instances to consider. In this figure we take the instance with the minimum value.
So, for example with the sets of size 9, for each 3-SAT instance we consider only
those prime S-3-implicates generated from a relevance set of size 9 and take the
single instance with the minimum number of prime S-3-implicates. We choose
the minimum here to obtain a sense of the best possible result. Finally, for each
data point we take the mean of these minimum values.
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Fig. 1. Mean of the minimum aggregate number of prime S-3-implicates for problem
size of 10 variables
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Fig. 2. Mean of the aggregate number of prime S-3-implicates for problem size of 10
variables

Figure 2 presents the mean number of prime S-3-implicates for relevance sets
of particular sizes for each 3-SAT instance. Figure 3 examines the mean of the
maximum aggregate number of prime S-3-implicates (the worst case).

It is clear from the figures that S-3 logics of differing sizes of relevance sets will
have the number of their prime S-3-implicates peak at differing critical ratios.
These peaks will occur increasingly to the right (i.e., increasing critical ratios) of
the classical prime implicate peak, as the size of the relevance set decreases. For
example, the peak for the set size 8 is to the right of the peak for set size 9 and
the peak for set size 7 is to the right of that for 8. This change in peaks of the
aggregate data for differing set sizes is also reflected in the peaks for individual
clause lengths. Figure 4 shows the varying peaks for differing relevance set sizes
for prime S-3-implicate clauses of length 3.

Explaining this behaviour can best be achieved with reference to Schrag and
Crawford’s explanation of prime implicate peaks [3]. They point out that the
number of prime implicates of size 0 corresponds to the transition between a
satisfiable and unsatisfiable set of formulas, since an unsatisfiable formula has a
single prime implicate of size 0. Hence the number of prime implicates of size 0
changes dramatically from 0 to 1 at the 50%-satisfiability point (near the ratio
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Fig. 4. Mean of the prime S-3-implicates for clause length of size 3 and varying rele-
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4.25). Peaks in the number of prime implicates of clause sizes other than 0 occur
to the left of this point and move further left as the clause size increases. For
example the peak in clauses of size 3 occurs at a smaller critical ratio than the
peak in clauses of size 2. The aggregate peak in prime implicates is then the
composite of these various peaks.

Now we consider the satisfiability of S-3 logics. A S-3-satisfiable formula may
be classically unsatisfiable, as the logic is not complete. As the size of the rel-
evance set decreases the number of formulas that are S-3-satisfiable increases.
The transition point between the prime S-3-implicate clauses of length 0 occurs
at a critical point that is to the right of the classical case and this moves further
to the right as the size of the relevance set decreases. The peaks in the prime
S-3-implicates for the other clause lengths follows a similar pattern. Figure 4
shows this behaviour for clauses of length 3 . Hence the aggregate peaks also
follow this pattern.

Having explained the behaviour it is interesting to analyse its practical im-
plications. Firstly, regarding the potential use of prime S-3-implicates as an
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approximate compilation technique, the results are mixed. The minimum aggre-
gate values show that genuine reductions in the size of the compiled knowledge
base can be achieved. However this will occur around the peak in the size of
the classical prime implicates. As the critical ratio increases the classical prime
implicates will reduce much more quickly than their various approximations. So
at a higher critical ratio having a poorer approximation (i.e., a smaller relevance
set) can result in a significantly larger compiled knowledge base.

For resolution-based algorithms our results also offer some insight. Optimisa-
tions of Tison’s method primarily focus on improved methods for subsumption
checking and improved selection of resolution clauses to reduce the number of
subsumption checks that need to be made. Essentially they have largely focused
on improvements in the inner loop of the algorithm (lines 3 - 7 of Algorithm 1).
However our results show that the choice of enumeration of variables plays an im-
portant role in reducing the number of intermediate clauses. An optimal choice
will result in intermediate clauses that correspond to minimal sets of prime
S-3-implicates for increasing set sizes. Unfortunately, it also shows that at higher
critical ratios an increase in intermediate clauses will be unavoidable for any enu-
meration of variables, highlighting a fundamental weakness of Tison’s method.

The IPIA algorithm on the other hand is less vulnerable to this weakness
because the prime implicates are constructed by enumerating the clauses in the
knowledge base, and variable enumeration takes place over a relatively small
number of variables. Therefore one might expect that as each new clause is
integrated into the compiled knowledge base the size of this knowledge base will
correspond closely to the classical prime implicate curves of Figures 1, 2, and 3.
So, while under some circumstances Tison’s method may outperform the IPIA,
under most circumstances the IPIA will exhibit more stable behaviour.

6 Conclusion and Future Work

In this paper we developed the notion of prime S-3-implicates for the S-3 family
of logics, examining three key areas: establishing the theoretical foundations,
developing computational methods, and analysing empirical results.

The foundational properties established that prime S-3-implicates are a gen-
eralisation of the classical concept of prime implicates. We further showed that
they can be treated as both a form of approximate and partial compilation.

In developing computational methods it was shown that prime S-3-implicates
can be characterised through a generalised form of classical resolution. This
allowed for the adaptation of classical techniques as a computation method, and
also enabled greater understanding of the behaviour of these classical algorithms.

Experimental results highlighted the potential benefits, and difficulties, of
using prime S-3-implicates for approximate knowledge compilation. They further
highlighted the need for greater consideration of variable enumeration in the
classical prime implicate algorithms.

Koriche [12] introduces prime S-implicates which is a notion that differs to the
current work. Koriche’s concept is developed for a logic with modal operators
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to capture the notion of sound but incomplete reasoning, and complete but
unsound reasoning. Further, it is intended as a tool for specifying the behaviour
of an anytime reasoner; as opposed to being a logic for use by such a reasoner.
As such, it is developed differently to prime S-3-implicates introduced here.

This work opens up a number of interesting avenues for future research. Com-
plexity results would need to be proven, expected to be exponential in the size of
the relevance set. Further experimentation would be needed to extend practical
understanding; examining benchmark 3-SAT instances of varying problem sizes.
Recently, Finger and Wassermann have broadened the research on approximate
logics: extending S-3 to a full propositional language, introducing fine-grained
control of inference, and providing a tableau based proof system [13]. Approxi-
mate compilation techniques should similarly be developed for this extension.

Finally, future work is needed to establish a map of approximate compilation
methods that mirrors the work being undertaken in knowledge compilation for
classical logic [2]. While significant to approximate compilation techniques, it
could also provide broader insights for knowledge compilation in general.
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Abstract. Urban traffic problems including traffic accidents and traffic conges-
tion or jams have been very serious for us. Urban traffic flow simulation has been
important for making new control strategies that can reduce traffic jams. In this
paper, we propose a method that can dynamically control traffic signals by equiv-
alently representing as the constraint satisfaction problem, CSP. To solve local
congestion in each intersection, we define the whole system as multi-agent sys-
tems where the represented CSP is extended to distributed CSP, DCSP, in each of
which variable is distributed to each intersection agent. Each intersection agent
determines some signal parameters by solving the DCSP. The proposed method
is implemented on our separately developed agent-oriented urban traffic simula-
tor and applied to some roadnetworks, whose experimental simulations demon-
strated that our method can effectively reduce traffic jams even in the roadnet-
works where traffic jams are liable to occur.

1 Introduction

Recent remarkable progress of our traffic environments including the increase in cars
and improvement of roadnetworks have given us the good results industrially and eco-
nomically. In another aspect, however, urban traffic problems, including traffic jams and
accidents, and environmental problems, including noise and air pollution, have been se-
rious for us. In particular, for traffic jams, which are inveterately happening in urban
areas, it can be expected to reduce traffic jams by taking measures to meet the situation.

On the other hand, due to improvement of the computer performances and tech-
nologies, there have been many studies on urban traffic flow simulations within a PC
[1,3,4,5,6,8,9,13,14,16], enabling us to try to verify the effective measures for reducing
traffic jams in advance.

To reduce traffic jams, controlling traffic signals can be one of the most effective
measures [2,11,20,22]. The present control methods in Japan, based on selection out of
some patterns that are made by the experts beforehand, may be difficult to control traffic
signals dynamically and flexibly. It also seems to need much costs for the increase in
the number of intersections because of the centralized control method.
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In this paper, we propose the method that can dynamically and distributively control
traffic signals according to the current local traffic situation. We represent determining
the parameters for controlling as the constraint satisfaction problem, CSP. Assuming
that traffic jams can reduce by solving local congestion at each intersection, we also
define the whole system as the multi-agent systems [10,15], where the represented CSP
is extended to the distributed CSP, DCSP, in which variables and constraints are dis-
tributed among intersection agents. Each intersection agent dynamically determines the
parameters of its own traffic signals by solving the CSP while receiving congestion in-
formation from road agents connected to itself. The proposed method is implemented in
our separately developed agent-oriented urban traffic simulator, where we experimen-
tally demonstrate that our method can reduce traffic jams.

In section 2, after describing traffic signals and their parameters for controlling, we
refer to the present control method in Japan. In section 3, the proposed control method
is given: we first introduce our developed traffic simulator. Then, we represents control-
ling signals as the CSP and give the procedure for constraint satisfaction processes. In
section 4, we show experimental results where our method is applied to some roadnet-
works. In section 5, we briefly review related works for controlling traffic signals and
the intelligent transportation system, ITS, in Japan.

2 Distributed Constraint Satisfaction and Urban Traffic Signal

2.1 Distributed Constraint Satisfaction

A constraint satisfaction problem, CSP, involves finding values for problem variables
which are subject to constraints specifying the acceptable combinations of values. Such
combinatorial search problems are ubiquitous in artificial intelligence and pattern anal-
ysis, including scheduling and planning problems. A CSP is defined as (V , D, C), where
V is a set of variables, D is a set of values to be assinged to variables, and C is a set
of constraints required among variables. A distributed CSP, DCSP, is the CSP in which
variables and constraints are distributed among multiple agents [7]. Various application
problems in multi-agent systems, e.g., the distributed resource allocation problem, the
distributed scheduling problem, the distributed interpretation task, and the multiagent
truth maintenance task can be represented as DCSPs.

2.2 Traffic Signal and Parameters for Controlling

A traffic signal signs one of three colors, green, yellow, and red, and also works cycli-
cally at all times. To control traffic signal, it is necessary to fix three parameters,
cyclelength, split, and o f f set, after revelation of signals is determined.

– cyclelength: time length where the color of the signal goes around once,
– split: time distribution of green time length,
– o f f set: time lag of the green time period between signals at the adjacent

intersections.
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2.3 The Present Control Method

In Japan, two methods, the pattern selection method and the MODERATO method, are
mainly used to control traffic signals. The former selects one of several patterns fixed by
the experts which investigate traffic situations in advance. The latter fixes cyclelength
and split by calculating a pattern that minimizes a delay time in which cars pass through
intersections. The o f f set parameter selects a pattern same as the former.

These methods have some drawbacks to dynamically control signals. It is difficult
to flexibly cope the traffic conditions that are not assumed since parameter patterns
have to be fixed in advance. Constructing the patterns also needs an enormous cost and
advanced knowledge for traffic. Since traffic flow tends to be changeable over time, the
patterns should be adjusted and reconstructed periodically.

3 Constraint-Based Traffic Signal Control

3.1 Basic Ideas

Solving local congestion at each intersection can make traffic jams reduce in the entire
roadnetwork. We therefore propose the method for controlling signals at each intersec-
tion. The basic ideas of the proposed method are as follows.

i) we define the problem for fixing the signal parameters described in 2.2 as the CSP.
The CSP is extended to DCSP, in each of which local variable is distributed to each
intersection agent.

ii) The proposed method is implemented in the our separately developed traffic simu-
lator, each of which intersection agent receives congestion information from road
agents connected to the intersection.

iii) Since each intersection agent has multiple local variables, the search algorithm to
solve the DCSP is based on the algorithm described in [21].

3.2 Our Agent-Oriented Traffic Flow Simulator

We have developed a agent-oriented traffic flow simulator [18]. In this system, four
elements, i.e., vehicles, intersections, traffic signals, and roads, of which traffic flow is
composed, are modelled as agent sets to be cooperated, that is, interaction among these
agents causes several traffic phenomena.

The system is defined as a triple, Sys =< Car, Intersection,Road >, where Car(=
{c1, . . . ,cN}) is the set of vehicle agents that directly make up traffic flow. Intersection
and Road are sets of intersection and road agents, respectively, in each of which el-
ement provides various types of information in deciding actions in vehicle agents. A
roadnetwork is given as a graph structure, where Intersection and Road correspond to
sets of vertices and edges respectively. Fig. 2 gives data sets that intersection and road
agents should hold. Intersection, which has information, e.g., existence of signal agents
and pairlink (See the below definition and Fig. 3), etc., can get congestion information
from connected road agents. According to the degree of congestion, signal parameters
are fixed, being sent to signal agents. Signal agents sign colors of signals.
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Intersection agents Road agents

Vehicle agents

car(i) car(k)car(j)dynamic

static

Traffic signal 

agents

congestion info., 

etc.

Signs, marks, 

queue of lanes, etc.

control 

signals

display 

signal colors

signs, marks, etc.

Fig. 1. The model of our traffic flow simulator

Intersection agent{
/* common data */

P; (coordinates)
Sig; (No. of signal agents belonged to)
S j; (signal agent ID, j = 1, · · · ,Sig)
Cl; (No. of road agents connected to)
Cidk; (connected road agent ID, k = 1, · · · ,Cl)
p linkl ; (list of pairlink, l = 1,2)
Wmax,W min; (congestion degree in connected roads)
sline; (existence of stop line)
etc...
/* Traffic signal agent */
Signal agent{

cid (intersection ID belonged to);
color; (current color indication, red,yellow,green)
etc...

}
Road agent{

Nj; (connecting intersection ID, j = 0,1);
T p; (kind of road)
Wd; (breadth)
Ct; (kind of the center line)
Ln; (No. of lanes)
Sn; (No. of road signs)
cqueuek; (queue of each lane, k = 1, · · · ,Ln)
J (amount of congestion)
etc...

}

Fig. 2. An example of data sets for intersection and road agents
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car

progress

direction

go straight

lef tturn
right turn

pair linkpair link

Fig. 3. An example of a pairlink

Definition 1. pairlink
A pair of roads, or links, out of four roads which are connected to the same intersec-
tion, where passing through is allowed by the green signal. In the intersection without
signals, a pair of roads both of which are as straight as possible.

Road provides several information, e.g., road marks and signs, bus stops, and lane
queues, etc., that should be recognized by vehicle agents.

Car, or vehicle agent sets, can update their position, direction and speed by deciding
its own next action by using two types of knowledge, or basic rules and individual
rules [18].

We have developed our traffic flow simulator as a 3D animation system to visualize
more realistic traffic phenomena, where we integrate our simulator with our separately
developed virtual city generation system [19]. Fig. 4 shows execution examples of our
simulator, where the example (b), in particular, gives a result where traffic flow appears
in a virtual city.

3.3 Representation

Fixing signal control parameters is represented as a triple P = (V,D,C).

P = (V,D,C),
V = {cycleik,gstartik,gtimeik},(i = 1, . . . ,n, k = 1,2)
D = {Dcycle,Dgstart ,Dgtime},

C = {Cin,Cad j,Croad},

where V is a set of variables, in which elements, cycleik, gstartik, and gtimeik, corre-
spond to time length of one cycle, start time period of the green sign in the cycle, and
time length of the green sign, respectively, in the k-th signal belonging to the i-th in-
tersection agent, as shown in Fig. 5. D is a set of values to be assigned to variables,
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(a) Simple mode (b) Virtual city mode

Fig. 4. Example screens on our developed urban traffic flow simulator

1igstart

2igstart

ikcycle

1igtime

1iS

2iS

2igtime
1igstart

2igstart

ikcycle

1igtime

1iS

2iS

2igtime

red

Fig. 5. Variables which the intersection agent i has

where Dcycle = {40, . . . ,140} and Dgstart = Dgtime = {0, . . . ,140}. Therefore, a signal
has cycle time length from 40 to 140 and green time length from 0 to 140. C is a set of
constraints composed of subsets, Cin, Cad j, and Croad .

(1) Cin: constraints required inside one intersection agent
Cin is the subset of constraints to be satisfied between signals, Si1 and Si2, belonging
to the same intersection i. The constraints are very hard, which must be satisfied not to
make traffic interrupt. Constraints in Cin are as follows.

– Cycle time length of Si1 and Si2 must be same, that is,
cyclei1 = cyclei2,

– Si1 and Si2 must not be the green sign in the same time, that is,
gstarti2 = gstarti1 + gtimei1 + yellow+ red × 2,
gstarti1 = gstarti2 + gtimei2 + yellow+ red × 2,
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Fig. 6. An example of adjacent signals and the degree of congestion

– Both green time length of Si1 and Si2 should be length from 20% to 80% of cycle
time length, that is,
cycleik × 0.2 < gtimeik < cycleik × 0.8.

(2) Cad j: constraints on signals between the adjacent intersection agents
Cad j is the subset of constraints on signals, Sik and S jk, between adjacent intersections, i
and j. The constraints are soft, which are desirable to be satisfied to make traffic smooth.

Definition 2. adjacent signals
When two intersections, i and j, with signal agents, Sik and S jk are adjacent in the sense
of graph structures and length of the link (i, j) is less than a constant value, Si1 and S j1

at the same direction are adjacent signals.

Constraints in Cad j are as follows.

– Cycle time length of adjacent signals may be same, that is,
cycleik = cycle jk,

– Start time period of green of Sik may be shifted from that of S jk, that is,
gstartik = gstart jk + Disti j/LVi j,
where Disti j and LVi j denote the distance and speed limit at the road between i
and j.

(3) Croad: constraints decided by congestion information from road agents
The constraints can play the role in resolving local congestion, in which values are re-
assigned to variables according to congestion information from road agents. The degree
of congestion for each road is defined by W = CL/RL, where CL denotes length of car
rows and RL length of the road. The maximum and minimum degrees, Wmaxikl and
Wminikl , of congestion are also calculated for each lane, l, of roads approaching to in-
tersections, where Wmaxikl is the degree of congestion when the color of signal is just
changed to green from red and Wminikl is one when the color is just changed to red
from yellow. We define the priority value, P valueik of signal, Sik for priorly assigning
values to variables in CSPs, calculated as P valueik = Wminikl +Wmaxikl .
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According to W and P value, assignment of values to variables is reassigned subject
to the following constraints.

– If there are many cars in roads connected to the intersection i when the signal is
just changed to yellow from green, cycle time length of the signal is made longer,
that is,
Wminikl > 0.4 ⇒ cycleik+ = C, where C is a constant value,

– if there are few cars in four roads connected to the intersection i when the signal is
just changed to yellow, cycle time length of the signal is made shorter, that is,
for all l, Wminikl < 0.4 ⇒ cycleik− = C, where C is a constant value,

– the offset value is taken account if roads are congested, that is,
Wmaxikl > 0.4 ⇒ gstartik = gstart jk + Disti j/LVi j,

– green time length of each signal is decided accoring to its road congestion, that is,

gtimeik =
Wmaxik1 +Wmaxik2

∑2
k=1 ∑2

l=1 Wmaxikl
.

3.4 Algorithm

Fig. 7 gives the procedure for solving CSP defined in section 3.3. The procedure is
basically executed for each group of adjacent signals. Parameters fixed by the procedure
are applied to each signal after the current cycle is terminated. In each intersection
agent, checking constraints in Croad is first executed while congestion information is
received from connected road agents. Then, checking constraints in Cin and Cad j are
executed according to the priority value, Pvalueik for each signal, Sik.

procedure constraint check()
for (all intersections with signals)

check constraints in Croad;
end for
while (all constraints are not satisfied)

check constraints in Cin according to the priority value;
check constraints in Cad j according to the priority value;

end while
apply the arranged values to signals;

end.

Fig. 7. The constraint satisfaction process

4 Experiments

We implement the proposed control method in our developed traffic simulator and con-
duct some experiments. In experiments, we use two roadnetworks as shown in Fig. 8,
where the roadnetwork A contains 25 nodes, or intersections, and 40 edges, or roads
and the roadnetwork B contains 121 nodes and 202 edges. The distance between in-
tersections is 100 meters in both roadnetworks. Table 1 summarizes each experimental
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(a) The roadnetwork A (b) The roadnetwork B

Fig. 8. Roadnetworks used in experiments

Table 1. Conditions of experiments

roadnetwork No. of pairs of signals No. of cars execution time
roadnetwork A 21 100, 200 60min
roadnetwork B 60, 113 1000, 1300 30min

condition. As for evaluation, we measure length of traffic jams in the entire roadnet-
work for each 30 second for the execution time in Table 1. We define length of traffic
jams as total length of cars with a speed of 0 kilometers an hour, which approach to
intersections.

Fig. 9 gives the experimental result in the roadnetwork A. Figs. 10 and 11 give the
experimental results in the roadnetwork B. All results show that traffic jams could be
reduced due to applying our method. Comparing Fig. 10 which has 60 pairs of signals
with Fig. 11 which has approximately doubled pairs of signals, 113, an increase in the
number of signals tends to increase traffic jams when no control methods are applied.
In contrast, by applying our method as a control strategy, length of traffic jams seems
not to increase, although it can be supposed that an increase in the number of signals
causes traffic jams.

5 Related Work

As for traffic signal control methods adopting intelligent approaches, there has been
some studies. In [2], as well as our study, controlling signals is defined as multi-agent
systems, each of which intersection agent determines cyclelength and split by making
use of some rules. It may be difficult for this method to fix o f f set because the inter-
section agent is not communicated to the other one. In [20], genetic algorithms, GA,
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Fig. 9. Experimental result on the roadnetwork A
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Fig. 10. Experimental result on the roadnetwork B, where there are 60 pairs of signals, i.e. 60
intersections have signals

are used to fix the parameters. This method puts states, or colors of signals, of each
time period of all signals into a chromosome code and tries to minimize the number of
cars which is stopping. Therefore, increasing in the number of signals causes inefficient
search performance because of the enormous size of the chromosome.

On the other hand, in Japan, due to development and introduction of intelligent trans-
portation systems, ITS [12], advanced traffic management by getting more precise traf-
fic data has been becoming feasible. It may also be easy to control traffic by universal
traffic management systems, UTMS [17]. UTMS, which is composed of some sub-
systems, is a kind of ITS systems and can communicate with individual cars through
sensors or radio beacons put at roads, not only providing traffic information to drivers
but also aggressively managing travel and distribution information.

Usual methods to control traffic signals are conducted based on data obtained for
a few minutes ago. Therefore, these methods can be inconvenience because there is
difference between control measures to be conducted and current traffic conditions,
i.e., delays of control happen to a greater or lesser extent. UTMS can be available to
solve the problem of delays. The characteristics of controlling signals using UTMS are
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Fig. 11. Experimental result on the roadnetwork B, where there are 113 pairs of signals, i.e. 113
intersections have signals

‘prediction of traffic demands’, ‘real-time control’, and ‘distributed-type decision of
control’. The control methods using UTMS are discussed and trially applied to some
areas in Japan [11].

6 Conclusion

We have proposed the method that dynamically control urban signals according to the
congestion situation in roadnetworks. Our method represents adjusting control param-
eters as the CSP. The CSP is extended to distributed CSP, in which intersection agents
have some local variables and attempt to resolve local congestion, resulting in reducing
entire jams. We implemented our method to the agent-oriented traffic flow simulator, in
which experimental simulation demonstrated that our method can reduce traffic jams.
Our future works should consist in applying our mehotd to more realistic roadnetworks
and extending our method by including deciding revelation of signals. It should be im-
portant to make our method cooperate UTMS or ITS systems.
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Abstract. Temporal difference (TD) learning is a form of approximate
reinforcement learning using an incremental learning updates. For large,
stochastic and dynamic systems, however, it is still on open question for
lacking the methodology to analyse the convergence and sensitivity of
TD algorithms. Meanwhile, analysis on convergence and sensitivity of
parameters are very expensive, such analysis metrics are obtained only
by running an experiment with different parameter values. In this paper,
we utilise the TD(λ) learning control algorithm with a linear function
approximation technique known as tile coding in order to help soccer
agent learn the optimal control processes. The aim of this paper is to
propose a methodology for analysing the performance for adaptively se-
lecting a set of optimal parameter values in TD(λ) learning algorithm.

Keywords: Approximate reinforcement learning, Agent, Convergence.

1 Introduction

An agent can be defined as a hardware and/or software-based computer system
displaying the properties of autonomy, social adaptness, reactivity, and proac-
tivity [11]. Most of agent based systems can be modeled as Markov Decision
Processes (MDPs) [3,6]. Learning what action to take via interacting with the
environment without external instruction is a basic ability for an agent.

TD learning [8] is a kind of unsupervised learning method for pursuing a goal
through interacting with the environment. TD depends on the ideas of asyn-
chronous dynamic programming (DP) [4]. The performance of TD algorithms
is sensitive not only to the generation of the linear approximation function, but
to the parameter values as well. The success and efficiency of TD learning al-
gorithms depend on the way for representing the state space and the values of
the parameters. The convergence of reinforcement learning (RL) techniques is
an open problem.
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In this paper, we adopt SoccerBots [1] as the learning environment. Sarsa(λ)
learning algorithm with a linear function approximation technique known as tile
coding [2] is used to help soccer agents learn the competitive or cooperative
skills. The aim of this paper is to derive a methodology for adaptive selecting
the optimal parameter values. The contribution of this paper is to propose a
methodology for finding the optimal parameter values, which can result in sig-
nificantly enhancing the performance of TD learning algorithms.

The rest of the paper is organised as follows: Section 2 introduces the TD tech-
niques and state space representation, and then we introduce the methodology
to derive the optimal parameter values. Section 3 presents the major properties
of simulation and the experimental results. Finally, we discuss future work and
conclude the paper.

2 Approximate Learning Techniques and Convergence
Analysis

2.1 Approximate Learning Techniques

DP is a model-based approach, which means the state space and state transition
probabilities are known in advance. DP uses stochastic optimisation techniques
to compute the long term value function, and then deriving the policy to map
states into actions. For most RL problems, however, the model of the envi-
ronment is unknown in priori. Monte Carlo method is a model-free approach
updating the state value using sample episodes, which enables an agent to learn
in unknown environments. The value function is updated at the end of each
episode.

TD(λ) computes the accumulated value (the mean or discounted rewards) us-
ing sample backup, which is based on dynamic programming and Monte Carlo
techniques. Normally, TD(λ) represents that TD is combined with another mech-
anism known as eligibility traces. The one-step update at a given time t and state
s is shown in equation (1).

Vt+1(s) = Vt(s) + α
[

rt+1(s) + γVt+1(s′) − Vt(s)
]

(1)

where the parameter γ is the discount rate, 0 ≤ γ ≤ 1. The rewards in the future
are geometrically discounted by the parameter γ.

Utilising the eligibility traces is another important mechanism for enhancing
learning performance [8,10]. The parameter λ indicates the traces decay factor
is considered for every sample episode. For the backward view TD prediction,
the accumulating traces can be defined as:

et(s, a) =

{

γλet−1(s, a), if s �= st

γλet−1(s, a) + 1, if s = st

(2)

whereas replacing traces use et(s, a) = 1 for the second update. In most cases,
replacing traces can cause better performance significantly than accumulating
traces [9].
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Then the incremental state value equation (1) can be updated as follow:

�Vt(st) = α
[

rt+1 + γVt(st+1) − Vt(st)
]

et(s) (3)

The value function is enumerated by accumulating temporal difference errors
until the value function converges.

The tile coding method updates the state values using a linear approximation
function, in which includes a number of tilings that they are offset over the state
space. Each tile splits the state space into cells and only can have one cell to be
activated. The value function is a summation of all tilings.

2.2 Convergence Analysis

The performance metrics are obtained by simulating an experiment a number
of replications, which can be used for analysing the speed of convergence or the
eventual convergence to optimality.

The convergence of TD(λ) has been proved by Dayan and Sejnowski [5], indi-
cating that TD(λ) converges with probability one, under the standard stochastic
convergence constraints on the learning rate and some conditions. The conver-
gence may drastically depend on the parameter values in the learning algorithms,
such as the learning rate α, the discount rate γ, the decay-rate λ, and the greedy
action selection policy ε [7].

The numerical data about the performance can only be obtained via rerunning
the simulator with different parameter values. Such performance data can be
treated as performance metrics for analysing convergence and sensitivity. These
datasets include the eventual state value the accumulated rewards during the
learning period.

Ideally, the dataset can be generated using all possible parameter values and
then be used as performance metrics to detect the optimal parameter values.
However, the performance metrics are very expensive to be obtained. To obtain a
data needs to run an experiment with a number of replications. The performance
metrics are interpreted to analyse the quality of convergence.

3 Case Study

We utilise SoccerBots [1] as the testbed. We simplify the simulation environment
and define a learning problem called ball interception skill. The state space is
represented using the distance from the ball to the player, the angle from ball
to the player, the velocity of the ball and the angle of the ball. We use the linear
approximation technique known as tile coding to compute the state values. In
this paper, we use Sarsa (λ) algorithm in conjunction with tile coding to learn
the interception ball skill.

Sarsa (λ) algorithm has four parameters, e.g. ε, α, γ, and λ. For simplicity,
we set ε to 0.1 and λ to 0.9 for all the experiments. The dataset of rewards is
generated by changing the values of α, γ, as shown in Table 1.
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By running the simulation system 2500 times for every set of parameters, we
obtain the dataset by tuning the parameters α and γ, as illustrated in Table 1.

Table 1. α, γ and rewards

α, γ 0.001 0.005 0.01 0.015 0.02
0.99 -30.58 -31.84 -29.47 -33.25 -35.64
0.97 -39.5 -27.36 -29.06 -29.24 -30.49
0.95 -26.14 -23.54 -24.46 -25.01 -26.15
0.93 -24.48 -21.62 -23.78 -25.17 -24.3
0.91 -37.37 -22.63 -33.14 -24.48 -28.89

We draw the three dimension diagram and find the approximate optimal pa-
rameter values using Meshc function. The maximum value area is indicated by
the contour on the parameters α and γ plane, shown in Fig. 1.
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Fig. 1. Sarsa(λ): the relationship among α, γ, and rewards

The diagram illustrates that the approximate optimal values of α and γ are
0.005 and 0.93 respectively.

Next, we reconstruct the data in Table 1 and obtain a new three columns
table (α, γ, R). The new correlation coefficients metric between α, γ and reward
R is calculated as follow:

⎛

⎝

1.0000 −0.0000 0.0838
−0.0000 1.0000 −0.4084
0.0858 −0.3979 1.0000

⎞

⎠ (4)

where rαγ = -0.0000, rαR = 0.0838, and rγR = -0.4084.
We set the parameter baseline as: α = 0.005, γ = 0.093, λ = 0.9, and ε = 0.1.

Because there is non-linear relationship between α and γ, we can refine the
optimal parameter values separately by changing one parameter values.
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Firstly, we generate the dataset by adjusting the values of α, as shown in
Table 2.

Table 2. α and rewards

0.001 0.003 0.005 0.007 0.01 0.013 0.015 0.02
-24.48 -25.98 -21.62 -20.53 -23.78 -22.09 -25.17 -24.3

Fig. 2 (a) illustrates the polynomial relationship between α and rewards.
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Fig. 2. The polynomial relationship between (a) α and rewards. (b) γ and rewards.

We can use the third-degree polynomial function to model the dataset, as
shown in (5):

R(α) = 106 × (4.0376 × α3 − 0.1540 × α2 + 0.0016 × α1) (5)
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The optimal value of α is 0.007, which can be derived from (5).
Secondly, we can obtain the dataset by adjusting the values of γ, as shown in

Table 3.

Table 3. γ and rewards

0.91 0.93 0.95 0.97 0.99
-22.63 -21.63 -23.54 -27.36 -31.84

The polynomial relationship between γ and rewards is illustrated in Fig. 2 (b).
We can fit the third-degree polynomial to the data, as shown in (6):

R(γ) = 104 × (2.3438 × γ3 − 6.9095 × γ2 + 6.7671 × γ1 − 2.2047) (6)

The optimal value of γ is 0.93, which can be derived from (6).
By ultilising the optimal parameter values obtained, the performance such as

the speed and eventual reward of convergence can be significantly improved, as
indicated in Fig. 3.
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Fig. 3. Sarsa(λ): the convergence with different α and γ

Similarly, we can use the methodology above to find the optimal values of λ
and ε.

4 Conclusion and Future Work

The performance metrics are not only expensive to be obtained, but also difficult
to be interpreted. This paper provides a methodology to analyse and distinguish
the optimal parameter values from those performance metrics. The experimen-
tal results have demonstrated that the converging speed and eventual reward
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to optimality can be improved by using the optimal parameter values found.
The ultimate goal is to develop a methodology for adaptively choosing the pa-
rameter values, so as to enhance the performance and efficiency of the learning
algorithms.
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Abstract. It is inadequate considering only one aspect of spatial information in 
practical problems, where several aspects are usually involved together. 
Reasoning with multi-aspect spatial information has become the focus of 
qualitative spatial reasoning. Most previous works of combing topological and 
directional information center on the combination with MBR based direction 
model or single-tile directions. The directional description is too approximate to 
do precise reasoning. Different from above, cardinal direction relations and 
RCC5 are introduced to represent directional and topological information. We 
investigate the mutual dependencies between basic relations of two formalisms, 
discuss the heterogeneous composition and give the detail composing rules. 
Then point out that only checking the consistency of topological and directional 
constraints before and after entailing by the constraints of each other 
respectively will result mistakes. Based on this, an improved constraint 
propagation algorithm is presented to enforce path consistency. And the 
computation complexities of checking the consistency of the hybrid constraints 
over various subsets of RCC5 and cardinal direction relations are analyzed at 
the end. 

1   Introduction 

Spatial representation and reasoning are important in many application areas such as 
geographic information systems, robotics, and computer vision etc. While pure 
quantitative approach can be beneficial in many cases, it is an inappropriate 
representation of human cognition and spatial reasoning. This is partially because 
humans usually use qualitative information, and the numeric information is usually 
unnecessary and unavailable at human level. The qualitative approach to spatial 
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reasoning is known as Qualitative Spatial Reasoning (QSR for short)[1]. QSR usually 
use algebraic or logistic method to describe the topology, distance, direction, shape 
and size information of spatial objects; furthermore it also study composite reasoning, 
constraint satisfaction problem (CSP) and qualitative simulation etc. reasoning 
problems. Most previous work focused on single aspect of spatial objects and 
developed a set of formal models, but real problems often involve several aspects of 
space. It is inadequate considering only one aspect of spatial information in practical 
problems, moreover different aspects of space are often inter-dependent, so reasoning 
with multi-aspect spatial information has become the focus of QSR. 

To combine topological and directional information, Sharma [2] approximated the 
region as its minimal bounding box (MBR) and represented the topological and 
directional relations as interval relations formed by the projections of the MBRs along 
two axes, identified the composition tables between topological and directional 
relations. Sistla and Yu [3] defined a mixed model only including the rudimental 
topological and directional relations: {left_of, right_of, behind, in_front_of, above, 
below, inside, outside, overlaps}. Recently Li [4] [5] combined RCC5 and RCC8 with 
DIR9 direction calculus respectively, discussed the CSP and analyzed the reasoning 
complexity. It worth to mention that all the direction descriptions in these works are 
constrained in the direction calculi based on the MBRs or single-tile directions which 
is too approximate to do precise reasoning. We based our work on a different 
direction model from above, the cardinal direction relation (CDR) [6] [7]. Since CDR 
is border insensitive, RCC5 is selected to describe the topological information.  

In this paper we analyze the dependency between the basic relations of two 
formalisms, discuss the heterogeneous composition of RCC5 and CDR, and present 
an improved path-consistent algorithm. The rest of paper is organized as follow: 
Section 2 and 3 introduce the notion and terminologies of CDR and RCC5 
respectively. Section 4 is the analysis of the dependency between the two formalisms. 
Section 5 elaborates the detail composing rules of CDR and RCC5. Section 6 
discusses the reasoning problems. Without any special notation, all regions mentioned 
below are simple regions. 

2   Cardinal Direction Relations 

Direction is an important aspect of space and has been investigated a lot, such as the 
Frank’s cone-based and projection-based methods [8] and Freska’s double-cross 
method[9] for describing the direction between points; Balbiani’s rectangle algebra 
[10]and Li’s DIR9 model [4] [5] for describing the direction between rectangles. 
Another approach representing the direction between extended object is CDR [6] [7]. 
Unlike above approaches, this approach doesn’t approximate a region as a point or a 
MBR, which makes it more expressive.  

A cardinal direction relation is a binary relation involving a target object and a 
reference object, and a symbol that is a non-empty subset of nine atomic relations 
whose semantics are motivated by the nine tiles divided by the MBR of the reference 
object b: northwest--NW(b), north--N(b), northeast--NE(b), west--W(b), east--E(b), 
southwest--SW(b), south--S(b), southeast--SE(b) and same--O(b), i.e., the MBR of b,. 
And only 218 basic direction relations, denoted by D, can be realized out of 29=512 
possible combinations for the connected regions, which is a set of JEPD (Jointly 
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Exhaustive and Pairwise Disjoint) relations. A JEPD relation means that for any  
two definite regions, only one relation can be satisfied in the relation set. Given 
region a, b, let dir(a, b) represent the direction of a with respect to b as shown in  
Fig. 1 dir(a, b)= NW:N:W. 

 

Definition 1. A basic cardinal direction relation is an expression R1:...:Rk where 

− 1≤k≤9 
− Ri≠Rj (1≤ i, j≤k) 
− R1,...,Rk ∈{ NW, N, NE, W, E, SW, S, SE, O}; 
− There exists simple regions a1,…,ak such that a1∈R1(b),..., ak∈Rk(b) and 

a=a1∪…∪ak is still a simple region for any simple reference region b. 

A basic cardinal direction R1:...:Rk is called single-tile or atomic if k=1, otherwise it is 
called multi-tile. 

NW(b) N(b) NE(b)

W(b)

SW(b) S(b) SE(b)

E(b)O(b)

a

 

Fig. 1. Pictorial example of dir(a, b)=NW:N:W 

3   The Region Connection Calculus RCC5 

Topology is a fundamental aspect of space. A well known framework is the so-called 
RCC (Region Connection Calculus) [11], and in particular RCC8 and RCC5 are the 
two best known approaches. Since the direction model selected here doesn’t 
discriminate the boundary of spatial entities. The boundary insensitive RCC5 is 
selected to describe the topological information. 

For two regions a and b, ao and bo denote the interior of a and b respectively. Then 
have  

− a is equal to b, denoted by a EQ b iff a=b  
− a is part of b, denoted by a P b iff a ⊆ b 
− a is proper part of b, denoted by a PP b iff a ⊂ b 
− a overlaps b, denoted by ao∩ bo≠∅  
− a is discrete from b, denoted by a DR b iff ao∩ bo= ∅  
− a partially overlaps b, denoted by a PO b iff a b, b a and ao∩ bo≠∅  

The subalgebra generated by above relations is known as RCC5 algebra containing 
five basic relations: a EQ b (a is equal to b), a DR b (a is discrete from b), a PO b (a 
partially overlaps b), a PP b (a is a proper part of b) and a PPI b (b is a proper part of  
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a), the inverse of PP; which is the subalgebra of RCC8. An RCC5 relation is written 
as a set of basic relations, e.g., {PO, PP} denotes the union of the two basic relations 
PO and PP. The universal relation, denoted by T , is the union of all basic relations. 

4   Mutual Dependencies Between Basic Relations of RCC5 and 
CDR 

The topological and direction relations of two regions are not independent but 
influenced reciprocally. For example, two regions a and b, if a PP b is satisfied then 
the direction dir(a, b)=O; while if dir(a, b)=NW:N, a DR b must be satisfied. 
According to the definitions of RCC5 and CDR, it is clear that the main interaction of 
two formalisms focuses on the direction tile O, which is the MBR of reference region. 
We define the concept of including and intersecting of CDR to discriminate basic 
cardinal direction relations. Table1 gives the possible basic directional (topological 
respectively) relations between region a, b when a certain topological (directional 
respectively) relation is satisfied.  

Definition 2. Let R1=R11:…: R1n and R2=R21:…: R2m be two basic cardinal direction 
relations; R2 includes R1, denoted by R1 ⊆R2  iff {R11,…, R1n} ⊆{R21,,…, R2m}holds; 
R2 properly includes R1,denoted by R1 ⊂ R2 iff{R11,.., R1n} ⊂ {R21,…, R2m}holds. 

Example 1. The basic cardinal direction relation NW:W:N includes and properly 
includes relation NW:W. 

Definition 3. Let R1=R11:…:R1n and R2=R21:…: R2m be two basic cardinal direction 
relations; R3 is the intersection of R1 and R2  denoted by R1∩R2=R3 iff {R11,…, R1n}∩ 
{R21,…, R2m}={R 31,…, R 3k} and R3=R31:…: R3k holds. 

Example 2. The intersection of basic cardinal direction relations NW:N:O and W:N:O 
is N:O. 

Table 1. The interactive table between basic relations of RCC5(t)and CDR(d) 

t  Direl(t) d Toprel(d) 

a DR b ╞ dir(a, b) = D dir( a, b )=O ╞ T

a PO b ╞ O ⊆ dir(a, b ) O ⊂ dir( a, b ) ╞ DR, PO, PPI 

a PP b ╞ dir(a, b)= O O dir( a, b ) ╞ DR 

a PPI b ╞ O ⊆ dir(a, b)    

a EQ b ╞ dir(a, b )=O    

5   Heterogeneous Compositions 

Originate from Allen [12] first using composition table to process time interval 
constraints, composing has become the key technique in QSR. Given a set Rels of 
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basic relation symbols, composition is a function: Rels×Rels→2Rels. Let R1 and R2 be 
the relations of Rels, the composition of R1 and R2, denoted by R1 o R2 is another 
relation from 2Rels which contains all relations T such that there exist objects a, b and c 
such that a R1 b, b R2 c and a T c hold. If the two relations come from two different 
domains, we call it heterogeneous composition such as composing RCC5 with CDR. 
The results can be not only topological relations but also the cardinal direction 
relations. When the result is topological, composing is easy to do; while the result is 
directional, the directional relations entailing from topological relations are too many 
to operate. So it is necessary to give simplified composing rules. To facilitate 
illustration, introduce following notions: 

− δ(R1,.., Rk) represents all rational basic cardinal directions formed by atomic 
relations R1,..,Rk, such as δ(W, NW, SW)={W, NW, SW, W:NW, W:SW, W:NW: 
SW}, NW:SW is not in the set for it cannot hold when the regions are simple.  

− σ(S1,..,Sm) represents all rational basic cardinal directions formed by the cross 
joining the relation sets, such as σ({O},{W:NW, W}, {SW,W})={O:W:NW:SW, 
O:W:NW, O:W:SW, O:W}. 

− a, b, c, x and y represent the simple regions.  
− infx(a)and infy(a) (supx(a)and supy(a)) represent the maximum lower bound (minim 

upper bound)of the projection of region a on x and y axis. 

5.1   CDRoRCC5 

Proposition 1. If dir(a, b)=R, b DR c, then R oDR=D holds. 

Proof: Obvious.                                                                                                                

Proposition 2. If dir(a, b)=R, b EQ c, then R oEQ = R holds. 

Proof: Obvious.                                                                                                                

Proposition 3. If dir(a, b)=R, b PP c, then R oPP=σ(Op(R), Np (R), Sp (R), Wp (R), 
Ep (R), NWp (R), NEp (R), SWp (R), SEp (R)) holds. Where the lowercase p in Np (R) 
represents R is composing with PP, similar with other symbols. 

Proof: Since b PP c, it must have following order constraints: supx(b)≤supx(c)∧ 
supy(b)≤supy(c)∧infx(b)≥infx(c)∧infy(b)≥infy(c) 

• If O ⊆ R, which means ∃ x ⊆ a such that infx(b)≤infx(x)∧supx(x)≤supx(b)∧infy(b)≤ 

infy(x)∧supy(x)≤supy(b) then according to above order constraints 
infx(c)≤infx(x)∧supx(x)≤supx(c)∧infy(c)≤infy(x)∧supy(x)≤supy(c) must be satisfied, 
which means dir(x,c)=O ⊆ dir(a,c). 

• If N ⊆ R, which means ∃ x ⊆ a such that supx(x)≤supx(b)∧supy(b)≤infy(x)∧ 

infx(b)≤infx(x) hold; then basing on above order constraints supx(x)≤supx(c)∧ 

infx(x)≥infx(c)∧infy(c)<infy(x) must be satisfied, which means dir(x, c)=δ(N, O) ⊆   
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dir(a, c). Analogous results: δ(S,O) ⊆ dir(a,c), δ(W,O) ⊆ dir(a,c), δ(E,O) ⊆  dir(a, c) 
can get; when S, W or E is included in R. 

• If NW ⊆ R, which means ∃  x ⊆ a such that supx(x)≤infx(b)∧supy(b)≤infy(x) hold; 

then according to the order constraints of b PP c, supx(x)<supx(c)∧infy(c)<infy(x) 
must be satisfied, which means dir(x,c)=δ(NW, W, N, O) ⊆ dir(a, c). Analogous 
results: δ(SW,W,S,O) ⊆ dir(a,c), δ(NE,E,N,O) ⊆ dir(a,c), δ(SE,S,E,O) ⊆ dir(a,c) can 
get; When SW, NE or SE is included in R.  

To sum up, let Np(R)= ∅ , when N R; otherwise N ⊆ R, Np(R)=δ(N, O). Similarly, 

we can define NEp(R), Wp(R), Op(R), Ep(R), SWp(R), Sp(R), SEp(R). Then according 
to the definition of cardinal direction relations, R o PP=σ(Op(R), Np (R), Sp (R), 
Wp(R), Ep (R), NWp (R), NEp (R), SWp (R), SEp (R)) holds.                                                              

Example 3. Let R=NW:O:W, then O(R)={O}, W(R)=δ(W,O), NW (R)=δ(NW, W, N, 
O), SW(R)=N(R)=S(R)=E(R)=NE(R)=SE(R)= ∅ , so R oPP=σ({O}, δ(W,O), δ(NW, W, 
N, O) )= {O, O:W, O:N, O:NW:W, O:NW:N, O:W:N, O:NW:W:N}. 

Proposition 4. If dir(a, b)=R, b PPI c, then R o PPI=σ(Oi(R), Ni(R), Si(R), Wi(R), 
Ei(R), NWi(R), NEi(R), SWi(R), SEi(R)) holds. Where the lowercase i in Ni(R) 
represents R is composing with PPI, similar with other symbols. 

Proof: Since b PPI c, it must have following order constraints supx(c)≤supx(b)∧ 

supy(c)≤supy(b)∧infx(c)≥infx(b)∧infy(c)≥infy (b).  

• If O ⊆ R, which means ∃ x ⊆ a such that infx(b)≤infx(x)∧supx(x)≤supx(b)∧infy(b)≤ 

infy(x)∧supy(x)≤supy(b) holds, it can not give any constraints to the direction of a 
w.r.t c, so dir(a, c)=D . 

• If NW ⊆ R, which means ∃ x ⊆ a such that supx(x)≤infx(b)∧supy(b)≤infy(x) holds; 

then supx(x)≤infx(c)∧supy(c)≤infy(x) is satisfied, which means dir(x, c)=NW ⊆  
dir(a, c). Analogous results: SW ⊆ dir(a, c), NE ⊆ dir(a, c) and SE ⊆ dir(a, c) can 
get when SW, NE or SE is included in R. 

• If N ⊆ R, which means ∃ x ⊆ a such that supx(x)≤supx(b)∧supy(b)≤infy(x)∧infx(b) 
≤infx(x) holds; then supy(c)≤infy(x) is satisfied, which means dir(x, c)= 
δ(N,NW,NE) ⊆ dir(a, c). Analogous results: δ(S, SW, SE) ⊆ dir(a,c), δ(NW, N, NE) 
⊆ dir(a, c) and δ(NE, E, SE) ⊆ dir(a, c) can get when S, W or E  is included in R. 

To sum up, let Ni(R)= ∅ , when N R; otherwise Ni ⊆ R, Ni(R)=δ(NW, N, NE). 

Similarly, we can define NEi(R), Wi(R), Oi(R), Ei(R), SWi(R), Si(R), SEi(R). Then 
according to the definition of cardinal direction relations, R o PPI =σ(Oi(R), Ni(R), 
Si(R), Wi(R), Ei(R), NWi(R), NEi(R), SWi(R), SEi(R))holds.                                                               

Example 4. Let R=NW:W:SW, then Wi(R)=δ(W, NW, SW), NWi(R)={NW}, SWi(R)= 
{SW}, Oi(R)=Ni(R)=Si(R)=Ei(R)=NEi(R)=SEi(R)= ∅ ; so R o PPI=σ(δ(W, NW, SW), 
{NW}, {SW})={W:NW:SW}. 
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Proposition 5. If dir(a, b)=R, b PO c, then R oPO=σ(Oo(R), No(R), So(R), Wo(R), 
Eo(R), NWo (R), NEo(R), SWo(R), SEo(R)) holds. Where the lowercase o in No (R) 
represents R is composing with PO, similar with other symbols. 

Proof: Since b PO c, it must exist region x ⊂ b∧x ⊂ c such that infx(b)≤infx(x)∧ 
infx(c)≤infx(x)∧infy(b)≤infy(x)∧infy(c)≤infy(x)∧supx(x)≤supx(b)∧supx(x)≤supx(c)∧s
upy(x) ≤supy(b)∧supy(x)≤supy(c) holds. 

• If NW ⊆ R, which means ∃ y ⊆ a such that supx(y)≤infx(b)∧supy(b)≤infy(y) holds, 

then supx(y)<supx(c)∧infy(c)<infy(y) i.e., dir(y, c)=δ(NW, N, W, O) ⊆ dir(a, c). 
Analogous results: δ(SW, S, W, O) ⊆ dir(a, c), δ(SE, S, E, O) ⊆ dir(a, c), δ(NE, N, 
E, O) ⊆ dir(a, c) hold, when SW, SE or NE is included in R. 

• If N ⊆ R, which means ∃ y ⊆ a such that supx(y)≤supx(b)∧supy(b)≤infy(y)∧infx(b)≤ 
infx(y) holds, then infy(c)<infy(y) i.e., dir(y, c)=δ(NW, N, NE, W, O, E) ⊆ dir(a, c). 
Analogous results δ(SW, S, SE, W, O, E) ⊆ dir(a, c), δ(NW, W, SW, N, O, S) ⊆ dir(a, 
c), δ(NE, E, SE, N, O, S) ⊆ dir(a, c) hold when S, W or E is included in R. 

• If O ⊆ R, which means ∃ y ⊆ a such that infx(b)≤infx(y)∧supx(y)≤supx(b)∧infy(b)≤ 

infy(y)∧supy(y)≤supy(b) holds. It hasn’t any constraints to the direction of a w.r.t c, 
so dir(a, c)= D . 

To sum up, let No(R)= ∅ , when N R; otherwise N ⊆ R, No(R)= δ(NW, N, NE, W, 

O, E). Similarly, we can define NEo(R), Wo(R), Oo(R), Eo(R), SWo(R), So(R), 
SEo(R). Then according to the definition of cardinal direction relations, R o PO 
=σ(Oo(R), No(R), So(R), Wo(R), Eo(R), NWo (R), NEo(R), SWo(R), SEo(R)). holds.        

Example 5. Let R=NW:N, then NWo(R)=δ(NW, N, W, O), No(R)= δ(NW, N, NE, W, 
O, E),Oo(R)=SWo(R)=So(R)=Eo(R)=NEo(R) =SEo(R)= ∅ ; so R oPO=σ(δ(NW, N, W, 
O), δ(NW, N, NE, W, O, E)). 

5.2   RCC5oCDR 

Proposition 6. If a DR b, dir(b, c)=R, then DR oR = D  holds.  

Proof: Obvious. 

Proposition 7. If a EQ b, dir(b, c)=R, then DR oR = R holds.  

Proof: Obvious. 

Proposition 8. If a PP b, dir(b, c)=R, then PP oR={R′|R′⊆ R, R’≠∅ , R′∈D} holds. 

Proof: a PP b means a ⊂ b. If R is single-tile, then b∈R(c) the direction tile divided 
by reference object c, so a∈R(b) i.e., dir(a, c)=R. Otherwise R is multi-tile, where k 
is the number of tiles included in R, there must exist a partition of b: b1, b2,…,bk 
satisfies each atomic relation in R. Because a is the proper subset of b, there must  
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exist some partitions: {bi1,…,bin} ⊆ {b1,…,bk} such that (bi1∩a)∪…∪(bin∩a)=a, 
which means a satisfy the corresponding atomic relations that bi1,…,bn defined. To 
sum up, when R is single-tile PP oR =R, otherwise R is multi-tile; PP oR includes 
each CDR which is non-empty combinations of the atomic relations included in R.      

Example 6. Let a PP b, dir(b, c)=NW:W:SW, then dir(a, c)={NW, W, SW, NW:W, 
W:SW, NW:W:SW}. a, b and c are simple regions, so NW:SW is not rational.  

Proposition 9. If a PPI b, dir(b, c)=R, then PPI oR ={R′ | R′⊇ R, R′∈D} holds. 

Proof: Direct deduce from proposition 8.                                                                                                            

Proposition 10. If a PO b, dir(b, c)=R, then PO oR ={R′ |R′ ∩R≠∅ , R′∈D} holds. 

Proof: Since a PO b, there must exist a subset x, x ⊂ c and x ⊂ b. With the proof of 
Proposition 8, dir(x, c)={R′| R′⊆ R} must hold,  then the intersection of dir(a, c) and 
dir(b, c) must nonempty.                                                                                                                                                   

Example 7. Let a PO b and dir(b, c)=NW:W:SW then dir(a, c)={R′|NW ⊆ R′∨W ⊆ R′ 
∨SW ⊆ R′, R′∈D}.  

6   Combinative Reasoning with RCC5 and CDR 

Constraint satisfaction problem is a researching focus in spatial and temporal field. 
The most common CSP in QSR is the problem RSAT, i.e. checking the consistency of 
a set of given spatial constraints with the form of x R y, where x, y denote spatial 
objects and R is the relation between them. If the consistency of this set of constraints 
can be decided in polynomial time, it is called tractable. As the key technique in 
solving CSP, path-consistent algorithm has received lots attention in QSR. Renz [11] 
and Narrate [13] gave the tractable subsets Ĥ5, Drec in RCC5 and CDR respectively, 
whose consistency can be decided by path-consistent algorithm.  

Example 8. Consider composite constraints between region a, b and c: θ={a PPI b, b 
PPIc, a PPI c}and directional constraints Σ={dir(a, b)=W:O:E:SW:SE, dir(b, c)=W: 
O: E:SW:S:SE, dir(a, c)= W:O:E:SW:SE}.  
θ and Σ represent topological and directional constraints over the same set of 

variables, the problem is to decide the path consistency of the composite constraints, 
i.e. RSAT(θ∪Σ). Only checking path consistency of θ and Σ before and after entailing 
by the constraints of each other will result mistakes. As shown in Example 8, both θ 
and Σ are independently consistent before and after the entailments, but their union is 
not consistent: according to a PPI b and dir(b, c)=W:O:E:SW:S:SE, it can deduce that 
dir(a, c)∈{R′ |W:O: E:SW:S:SE ⊆ R′, R′∈D}, while W:O:E:SW:SE does not belong 
to this set. Based on this, an improved algorithm of path-consistency is presented as 
follows 
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Algorithm: BIP-CON 
Input: A set θ of RCC5 constraints, and a set Σ of cardinal direction constraints over 

the variables x1,…, xn , besides  xi  EQ xi and dir(xi, xi)=O, i=1,…,n. 
Output: false, if θ∪Σ is not path-consistent; true, otherwise θ∪Σ is path-consistent 
Q←{(i,j)|i<j};(i indicates variable xi of θ, analogous for j, Cij is the union of 
topological constraints tij and directional constraints dij between i, j. 
while Q≠∅ do select and delete an arc (i, j) from Q; 
      for k ≠ i, k ≠ j ( k ∈{1,..,n}) do 
           if  BIRE (i, j, k) then 
                 if Cik = ∅  then return false;  
                      else add(i, k) to Q 
          if BIRE (k, i, j) then 
                if Ckj = ∅  then return false;  
                     else add(k, j) to Q 
Function:  BIRE (i, k, j) 
Input: three region variables i, k and j. 
Output: true, if Cij is revised; false, otherwise. 
oldt:=tij; oldc:=dij 
tij := (tij∩Toprel(dij))∩((tik∩Toprel(dik))o (tkj∩Toprel(dkj))) 
dij:= dij ∩Direl(tij)∩(dik o  tkj)∩(tik o  dkj) ∩(dik o  dkj) 
tij:=tij∩Toprel(dij) dij:=dij ∩Direl(tij) 
if (tij= oldt) and (dij = oldc)  then return false;  
tij:= Converse(tji)∩tij; dij:=Converse(dji)∩dij 
Return true.                                                                                                                      ■ 

Algorithm BIP-CON is formally analogous to classic path-consistent algorithm. If 
only consider one type of constraints (topological or directional constraints), BIP-
CON also can decide the path-consistency. The main novelty of our algorithm lies in 
the function BIRE, the directional relation dij is not only revised by the CDR 
entailments of tij but also the heterogeneous compositions tik o  dkj and dik o tkj. It can 
easily get that the time and space complexity of BIP-CON is O(n3) and O(n2) 
respectively, where n is the number of variable involved in θ and Σ. 

Theorem 1. Given a set θ of arbitrary constraints over RCC5 and a set Σ of 
constraints of Drec on the variables involving in θ, if for any topological constraints 
tij∈RCC5\ Ĥ5, the directional constraint dij doesn’t contain basic cardinal direction 
relation O, then RSAT(θ∪Σ) can be decided in O(n3) time. 

Proof: According to Table 1, any topological relation entailed by cardinal direction 
relation in Drec is contained in Ĥ5. There are only four relations in RCC5\ Ĥ5, they are 
{PP, PPI}, {DR, PP, PPI}, {PP, PPI, EQ} and{DR, PP, PPI,EQ}. If given dir(a, 
b) ⊃ O then the above four relations can be entailed to{PPI}, {DR, PPI}, {PPI}, {DR, 
PPI} respectively, which are included in Ĥ5. Else given dir(a, b) O,  the above four 

relations can be entailed to ∅ ,{DR}, ∅ , {DR} respectively, included in Ĥ5 too. 
Besides, their union is also included in Ĥ5. Since Drec and Ĥ5 are the two tractable  
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subsets whose consistency can be decided by path-consistent algorithm, RSAT(θ∪Σ) 
can be decided in O(n3). 

Theorem 2. The complexity of RSAT(D∪Ĥ5) is O(n4). 

Proof: Checking the consistency of topological constraints based on Ĥ5 is in O(n3) 
time, and checking the consistency of directional constraints based on D has been 
shown to be O(n4)[14]. From Table 1, all possible basic cardinal direction relations 
can only entail T, {DR, PO, PPI} or {DR} which belong to the maximal tractable 
subset Ĥ5. So RSAT(D∪Ĥ5) is polynomial. First run algorithm BIP-CON to enforce 
the path consistency, and then employ algorithm REG-BCON[14] to check the 
consistency for cardinal direction constraints. Obviously the complexity is O(n4). 

7   Conclusions 

This paper investigates the problem of combining topological and directional 
information for QSR, where RCC5 represents the topology and CDR describes the 
directional part. The mutual dependencies between RCC5 and CDR have been given 
by the interactive table. Then elaborate the heterogeneous composition of CDR with 
RCC5, RCC5 with CDR, and present an improved constraint propagation algorithm, 
besides analyze the complexity of the combinative reasoning. Since the proof of 
above approach is based on set theory, it can get similar results in three-dimensional 
space. For the future work, integrative reasoning with more spatial aspects or 
temporal information is a working direction. Due to the existing indeterminacy 
everywhere of real world, modeling the integrative uncertain reasoning is another 
direction.  
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Abstract. It has been widely recognized that the relative priority of re-
quirements can help developers to resolve inconsistencies and make some
necessary trade-off decisions. However, for most distributed development
such as Viewpoints-based approaches, different stakeholders may assign
different levels of priority to the same shared requirements statement
from their own perspectives. The disagreement in the local priorities as-
signed to the same shared requirements statement often puts developers
into a dilemma during inconsistency handling process. As a solution to
this problem, we present a merging-based approach to handling incon-
sistency in the Viewpoints framework in this paper. In the Viewpoints
framework, each viewpoint is a requirements collection with local prior-
itization. Informally, we transform such a requirements collection with
local prioritization into a stratified knowledge base. Moreover, the re-
lationship between viewpoints is considered as integrity constraints. By
merging these stratified knowledge bases, we then construct a merged
knowledge base with a global prioritization, which may be viewed as
an overall belief in these viewpoints. Finally, proposals for inconsistency
handling are derived from the merged result. The global prioritization
as well as the local prioritization may be used to argue these proposals
and to help developers make a reasonable trade-off decision on handling
inconsistency.

Keywords: Inconsistency, Knowledge bases merging, Requirements
engineering, Viewpoints, Local prioritization.

1 Introduction

For any complex software system, the development of requirements typically in-
volves many different stakeholders with different concerns. Then the software
requirements specifications are increasingly developed in a distributed fashion.
The Viewpoints framework [1] has been developed to represent and analyze the
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different perspectives and their relationships during the requirements stage. A
viewpoint is a description of the system-to-be from a particular stakeholder, or
a group of stakeholders. It reflects concerns of a particular stakeholder. The re-
quirements specification of the system-to-be comprises a structured collection
of loosely coupled, locally managed, distributable viewpoints, with explicit re-
lationships between them to represent their overlaps [2]. These viewpoints may
overlap, complement, or contradict each other. Then it makes inconsistency man-
agement more necessary during the requirements stage [2,3].

It has been recognized that the relative priority of requirements can help
project managers resolve conflicts and make some necessary trade-off decisions
[4,5]. However, different stakeholders may assign different levels of priority to
the same shared requirements statement in the distributed development such
as Viewpoints-based approaches. Actually, for a shared requirements statement,
each priority given by a particular stakeholder is a measure of its relative impor-
tance only from the perspective of the stakeholder. Moreover, only these local
priorities are available in many cases. The disagreement in these local priorities
assigned to the same shared requirements statement often puts developers into
a dilemma. To make a reasonable trade-off decision on resolving inconsistency,
developers need to know global prioritization as well as local prioritization.

As a solution to this problem, we provide a merging-based approach to han-
dling inconsistency in the Viewpoints framework in this paper. Merging is viewed
as an usual way to globalization from a set of local information. Informally speak-
ing, we construct a merged requirements specification with global prioritization
by merging locally prioritized requirements collections of viewpoints based on
the merging operators presented in [6]. The relationship between viewpoints is
considered as integrity constraints during the merging process. Then we de-
rive proposals for inconsistency handling from the merged result. Moreover, the
global prioritization as well as the local priorities can be used to argue the pro-
posals and help developers make trade-off decisions.

The rest of this paper is organized as follows. Section 2 gives an introduction to
the Viewpoints framework and merging operators presented in [6], respectively.
Section 3 provides a merging-based approach to handling inconsistency in the
Viewpoints framework. Section 4 gives some comparison and discussion about
the merging-based approach. Finally, we conclude this paper in Section 5.

2 Preliminaries

2.1 Logical Representation of Viewpoints

Although heterogeneity of representation allows different viewpoints to use dif-
ferent representations to describe their requirements [2], first order logic is ap-
pealing for formal representation of requirements statements since most tools
and notations for representing requirements could be translated into formulas
of first order logic [7]. Moreover, in a logic-based framework for representing
requirements, reasoning about requirements is always based on some facts that
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describe a certain scenario [7]. It implies that checking the consistency of require-
ments collections only considers ground formulas1 rather than unground formu-
las. Furthermore, if we restrict the first order language to propositional case,
it may render consistency checking decidable. This gives some computational
advantages. For these reasons, we assume a classical first order language with-
out function symbols and quantifiers. This classical first order logic is the most
convenient to illustrate our approach, as will be shown in the rest of the paper.

Let LΦ0 be the language composed from a set of classical atoms Φ0 and logical
connectives {∨, ∧, ¬, →} and let � be the classical consequence relation2. Let
α ∈ LΦ0 be a classical formula and Δ ⊆ LΦ0 a set of formulas in LΦ0 . In this
paper, we call Δ a set of requirements statements (or a requirements collection)
while each formula α ∈ Δ represents a requirements statement.

An usual approach to prioritizing a requirements collection is to group re-
quirements statements into several priority categories, such as the most frequent
three-level scale of “High”, “Medium”, “Low” [8]. Let m, a natural number, be
the scale of the priority and L be

{

lm0 , · · · , lmm−1
}

, a totally ordered finite set
of m symbolic values of the priorities, i.e. lmi < lmj iff i < j. Furthermore, each
symbolic value in L could associate with a linguistic value. For example, for a
three-level priority set, we have a totally ordered set L as L = {l30, l

3
1, l

3
2} where

l30 : Low, l31 : Medium, l32 : High. For example, if we assign l32 to a requirements
statement α, it means that α is one of the most important requirements state-
ments. Prioritization over Δ is in essence to establish a prioritization function
P : Δ → L by balancing the business value of each requirements statement
against its cost and technique risk. Actually, for every Δ, prioritization provides
a priority-based partition of Δ, < Δm−1, · · · , Δ1, Δ0 >, where Δk = {α|α ∈
Δ, P (α) = lmk }, for k = m − 1, · · · , 0. We then use < Δm−1, · · · , Δ1, Δ0 > or
(Δ, P ) to denote a prioritized requirements collection in this paper. Note that
different viewpoints may use different scales of the priority in the Viewpoints
framework.

In the Viewpoints framework, let V = {v1, · · · , vn}(n ≥ 2) be the set of view-
points and Li the scale of the priority used by viewpoint vi, i ∈ [1, · · · , n].
Then the requirements specification could be represented by a n + 1 tuple
< (Δ1, P1), · · · , (Δn, Pn), R >, where Δi and Pi (1 ≤ i ≤ n) are the set of
requirements statements and the prioritization mapping of viewpoint vi, respec-
tively, and R is a set of relationships for consistency checking between these
viewpoints, such as the relationships to represent their overlaps.

Because we use the classical logic as the uniform representation of viewpoints,
an individual relationship between vi and vj could be also explicitly represented
by special formulas associated with some formulas in Δi and Δj . These may
be added to the requirements set Δi ∪ Δj if necessary. For example, for the
relationship of total overlaps defined in [9], we may use a set of formulas in the
form of φ(a) ↔ ψ(a) to denote the notation ψ and φ overlap totally, where

1 There is no variable symbol appearing in the ground formula. For example,
user(John) is a ground atom, and user(x) is not a ground atom.

2 We view each ground atomic predicate formula as a propositional atom.
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a is a constant. For the sake of simplicity, we use Δ(vi1 ,···,vik
) to represent the

relationships among viewpoints vi1 , · · · , vik
. Moreover, we assume that we should

check the consistency of Δ(vi1 ,···,vik
) ∪ (

⋃k
j=1 Δij ) if Δ(vi1 ,···,vik

) ∈ R.
It is not surprising that some stakeholders are more important than others.

Let LV be a r-level priority set used in prioritizing viewpoints. Then prioritizing
viewpoints is to establish a prioritization mapping PV : V �→ LV . In the rest of
this paper, we use (V, PV ) to denote a set of prioritized viewpoints.

A logical contradiction is any situation in which some fact α and its negation
¬α can be simultaneously derived from the same set of formulas Δ. Some works
about inconsistency handling in requirements engineering [7,10] refer to the log-
ical contradiction as the inconsistency. In this paper, we only consider this type
of inconsistency in requirements engineering.

Now we give an example to illustrate this representation.

Example 1. Consider the following scenario in eliciting demands about an user
interface of a game system. Just for convenience, we assume that the three-level
priority set is adopted to prioritize viewpoints as well as requirements of each
viewpoint. Alice is a delegate of players of an earlier game system. She gives
three requirements as follows:

(a1) The style (sty) of user interface should be more fashionable(FAS) than that
of the earlier system.;

(a2) The user interface should provide flexible (FLE) choice of settings(set) to
players;

(a3) The elements(ele) of user interface should be familiar(FAM) to all the
players.

Then she assigns the level of high and the level of medium to (a1-2) and (a3),
respectively.

Bob is a delegate of potential players of the system-to-be. He gives three
demands as follows:

(b1) The style of user interface should be very fashionable;
(b2) The user interface should provide flexible choice of settings to players;
(b3) The elements of user interface should be unexpected (UNE) to all players.

He assigns the level of high to (b1) and (b2). (b3) is viewed as a requirements
statement with the level of medium.

John is a consultant in the user interface of game systems. He gives the same
demands as Alice. The main difference between Alice and John is that he assigns
the level of low to the third. In addition, Bob is one of the most important
stakeholders. Alice and John are two important stakeholders. Their priorities
are High, Medium, and Medium, respectively. Obviously, the three stakeholders
should reach agreement on the user interface.

Let vA be the viewpoint of Alice, then PV (vA) = l31 and

ΔA = {FAS(sty), FLE(set), FAM(ele)}.

PA(FAS(sty)) = l32, PA(FLE(set)) = l32, PA(FAM(ele)) = l31.

(ΔA, PA) =< {FAS(sty),FLE(set)}, {FAM(ele)}, ∅ > .
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Let vB be the viewpoint of Bob, then PV (vB) = l32 and

ΔB = {FAS(sty), FLE(set), UNE(ele)}.

PB(FAS(sty)) = l32, PB(FLE(set)) = l32, PB(UNE(ele)) = l31.

(ΔB , PB) =< {FAS(sty), FLE(set)}, {UNE(ele)}, ∅ > .

Let vJ be the viewpoint of John, then PV (vJ ) = l31 and

ΔJ = {FAS(sty), FLE(set), FAM(ele)}.

PJ (FAS(sty)) = l32, PJ(FLE(set)) = l32, PJ(FAM(ele)) = l30.

(ΔJ , PJ) =< {FAS(sty), FLE(set)}, ∅, {FAM(ele)} > .

Obviously, R = {Δ(vA,vB ,vJ )} and Δ(vA,vB ,vJ ) = {FAM(ele) ↔ ¬UNE(ele)}.
Then the partial requirements specification comprising viewpoints {vA, vB , vJ}
is < (ΔA, PA), (ΔB , PB), (ΔJ , PJ ), R >. Moreover, we can conclude that

ΔA ∪ ΔB ∪ ΔJ ∪ Δ(vA,vB ,vJ ) � UNE(ele) ∧ ¬UNE(ele).

We will come back to this example in section 3.

2.2 Knowledge Bases Merging

Merging is an usual approach to fusing a set of heterogeneous information. The
gist of knowledge base merging is to derive an overall belief set from a collection
of knowledge bases. A flat knowledge base K is a set of formulas in LΦ0 . An
interpretation is a total function from Φ0 to {0, 1}, denoted by a bit vector
whenever a strict total order on Φ0 is specified. Ω is the set of all possible
interpretations. An interpretation ω is a model of a formula ϕ, denoted ω |= ϕ,
iff ω(ϕ) = 1. Then K is consistent iff there exists at least one model of K.

A stratified knowledge base is a finite set K of formulas in LΦ0 with a total
pre-order relation � on K. Intuitively, if ϕ � ψ then ϕ is regarded as more
preferred than ψ. From the pre-order relation � on K, K can be stratified as
K = (S1, · · · , Sn), where Si contains all the minimal propositions of set

⋃n
j=i Sj

w.r.t �. Each Si is called a stratum of K and is non-empty. We denote
⋃

K =
⋃n

j=1 Sj . A prioritized knowledge profile E is a multi-set of stratified knowledge
bases, i.e. E = {K1, · · · , Kn}.

Many model-based as well as syntax-based merging operators have been pre-
sented to merge either flat or stratified knowledge bases. Informally, syntax-based
operators aim to pick some formula in the union of the original bases. It may re-
sult in lossing of some implicit beliefs during merging. In contrast, model-based
merging operators aim to select some interpretations that are the closest to the
original bases. They retain all the original knowledge and may also introduce ad-
ditional formulas. Most merging operators just generate a flat base as the result.
At present, only the merging operators presented in [6] can be used to construct
a stratified merged knowledge base. In this paper, we adopt the syntax-based
operators presented in [6] to merge inconsistent requirements collections.
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Given a stratified knowledge base K, its models are defined as minimal inter-
pretations with regard to a total pre-order relation �X on interpretations that
is induced from K by an ordering strategy X . The three widely used ordering
strategies are the best out ordering [11], the maxsat ordering [12] and the lex-
imin ordering [11]. In this paper, we use the maxsat ordering, though it is not
obligatory.

Definition 1 (Maxsat Ordering [12]). Given K=(S1, · · · , Sn). Let rMO(ω)=
min{i : ω |= Si}, for ω ∈ Ω. By convention, min{∅} = +∞. Then the maxsat
ordering �maxsat on Ω is defined as: ω �maxsat ω′ iff rMO(ω) ≤ rMO(ω′).

Given a stratified knowledge base K, from the pre-order relation �maxsat induced
from K on Ω, the interpretations in Ω can also be stratified as ΩK,maxsat =
(Ω1, · · · , Ωm).

Yue et al. [6] argued that if the knowledge bases are designed independently,
then only the relative preference between interpretations induced from a knowl-
edge base by some ordering strategy is meaningful in a merging process.

Definition 2 (Relative Preference Relation [6]). Let{ΩK1,X1 , · · · , ΩKn,Xn}
be a multi-set. A binary relative preference relation R ⊆ Ω × Ω is defined as:
R(ω, ω′) iff |{ΩKi,Xi s.t. ω ≺i ω′}| > |{ΩKi,Xi s.t. ω′ ≺i ω}|, where ≺i is the
strict partial order relation induced from ΩKi,Xi .

R(ω, ω′) means that more knowledge bases prefer ω than ω′.

Definition 3 (Undominated Set [6]). Let R be a relative preference relation
over Ω and let Q be a subset of Ω. Q is called an undominated set of Ω, if
∀ω ∈ Q, ∀ω′ ∈ Ω \ Q, R(ω′, ω) does not hold. Q is a minimal undominated set
of Ω if for any undominated set P of Ω, P ⊂ Q does not hold.

We denote the set of minimal undominated sets of Ω w.r.t R as UR
Ω . Then we

can stratify the interpretations as follows:

Definition 4 (Stratification of Ω Obtained from R [6]). Let R be a relative
preference relation. A stratification of interpretations Ω = (Ω1, · · · , Ωn) can be
obtained from R such that Ωi = ∪Q, where Q ∈ UR

Ω−∪i−1
j=1Ωj

.

Definition 5 (Maxsat-Dominated Construction [6]). Let Ω=(Ω1, · · · , Ωn)
be a stratification of interpretation and S be a set of propositions. A stratified
knowledge base Kmaxsat,Ω

S = (S1, · · · , Sm) is a maxsat-dominated construction

from S w.r.t Ω if
m⋃

i=1
Si ⊆ S and ΩKmaxsat,Ω

S ,maxsat = Ω.

Yue et al. [6] has also shown how to construct a maxsat-dominated construction
as a stratified merged result from the original bases based on the stratification
of Ω obtained from R.

Proposition 1. Let Ω = (Ω1, · · · , Ωn) be a stratification of interpretation and
S be a set of propositions. If there exists a stratified knowledge base K s.t.
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ΩK,maxsat = Ω and
⋃

K ⊆ S, then Kmaxsat,Ω
S = (S1, · · · , Sn) is a maxsat-

dominated construction from S w.r.t Ω, where Si = {ϕ ∈ S|∀ω ∈ Ωi, ω |=
ϕ} −

i−1⋃

j=1
Sj and Si �= ∅.

Actually, if there is an integrity constraint μ during the merging process, then
we only need to use Ωμ instead of Ω in the definitions above, where Ωμ is the
set of all the models of μ.

3 A Merging-Based Approach to Handling Inconsistent
Requirements with Local Prioritization

We start this section with consideration of Example 1. Intuitively, developers
should persuade someone to abandon some requirements statements so as to
retain more important requirements from a global perspective. Consider the
local priorities of the two requirements involved in the inconsistency:

PA(FAM(ele)) = l31, PJ (FAM(ele)) = l30, PB(UNE(ele)) = l31.

As a shared requirements statement, FAM(ele) has two different priorities given
by Alice and John, respectively. To determine whether UNE(ele) is more im-
portant than FAM(ele) from a global perspective, it is necessary to derive a
merged requirements collection with global prioritization based on the require-
ments collections with local prioritization.

3.1 Merging an Ordered Knowledge Profile

Merging provides a promising way to extract an overall view from distributed
viewpoints. Intuitively, each of viewpoints involved in inconsistencies may be
viewed as a stratified knowledge base. The knowledge profile consisting of these
knowledge bases should be ordered since some viewpoints are more important
than others.

An ordered knowledge profile is a finite set E of knowledge bases with a total
pre-order relation ≤E on E. Intuitively, if Ki ≤E Kj then Ki is regarded as more
important than Kj. From the pre-order relation ≤E on E, E can be stratified
as E = (T1, · · · , Tm), where Ti contains all the minimal knowledge bases of

set
m⋃

j=i

Tj with regard to ≤E . Generally, the pre-order relation on E should be

considered during the merging process. Actually, as mentioned in [6], only the
relative preference relation over interpretations is meaningful in the merging
process. Consequently, we will integrate the pre-order relationship over a profile
into the relative preference relation defined in Definition 1.

Definition 6 (Level Vector Function). Let E = (T1, · · · , Tm) be an ordered
knowledge profile. Level vector function s is a mapping from E to {0, 1}m such
that ∀K ∈ E, if K ∈ Ei (1 ≤ i ≤ m), then s(K) = (a1, · · · , am), where ai = 1
and aj = 0 for all j ∈ [1, m], j �= i.
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Given a total ordering relation ≤s on Nm as follows: ∀(a1, · · · , am), (b1, · · · , bm) ∈
{0, 1}m, (a1, · · · , am) ≤s (b1, · · · , bm) iff ai = bi for all i, or ∃i s.t ai > bi and
aj = bj for all j < i. Further, (a1, · · · , am) <s (b1, · · · , bm) iff (a1, · · · , am) ≤s

(b1, · · · , bm) and (b1, · · · , bm) �≤s (a1, · · · , am). Obviously,Ki ≤E Kj iff s(Ki) ≤s

s(Kj). It means s(K) gives a numerical measure of the relative importance of
K w.r.t ≤E.

Then we give an alternative definition of relative preference relation over
interpretations as follows:

Definition 7 (Relative Preference Relation). Let E = {K1, · · · , Kn} be an
ordered knowledge profile and {ΩK1,X1 , · · · , ΩKn,Xn} be a multi-set. A binary
relative preference relation Rs ⊆ Ω × Ω is defined as

Rs(ω, ω′) iff
∑

ΩKi,Xi
s.t. ω≺iω′

s(Ki) <s

∑

ΩKj,Xj
s.t. ω′≺jω

s(Kj),

where ≺i is the strict partial order relation induced from ΩKi,Xi .

Essentially, by introducing level vector function s, Rs considers ≤E as well as
≺i for each i. In the rest of this paper, we adopt Rs instead of R to construct a
stratified merged knowledge base from an ordered knowledge profile.

Example 2. Consider an ordered knowledge profile E = (K1, K2), where K1 =
({p}, {¬p}) and K2 = ({¬p}, {p}). The set of interpretations is Ω = {ω1 =
1, ω2 = 0}. Then rMO,K1(ω1) = 1, rMO,K1(ω2) = 2; rMO,K2 (ω1)=2, rMO,K2(ω2)
= 1. So, ω1 ≺K1,maxsat ω2 and ω2 ≺K2,maxsat ω1. If we do not consider ≤E, nei-
ther R(ω1, ω2) nor R(ω2, ω1) holds. Then Ω = ({ω1, ω2}) signifies that there
is no meaningful merged result. In contrast, if we consider ≤E on E, then
s(K1) = (1, 0) and s(K2) = (0, 1). So, Rs(ω1, ω2) holds. The stratification of
interpretations is Ω = ({ω1}, {ω2}). We get a maxsat-dominated construction
K = ({p}, {¬p}). It is an intuitive result of merging.

3.2 Handling Inconsistent Requirements Collections with Local
Prioritization

The gist of this paper is to provide a merging-based approach to handling incon-
sistent viewpoints, as shown in figure 1. Informally speaking, we first transform
each requirements collection with a local prioritization involved in inconsistencies
to a stratified knowledge base (SKB). The relationship between corresponding
viewpoints is viewed as an integrity constraint during the merging process. Then
we construct a stratified merged knowledge base based on the merging operators
presented in [6]. The merged result can be considered as a overall view of these
viewpoints. Moreover, the ordering relation over the merged knowledge base
could be viewed as a global prioritization on the merged requirements collec-
tion. Finally, we derive proposal candidates for handling inconsistency from the
stratified merged knowledge base. The global prioritization as well as the local
prioritization may be used to argue these proposals and help developers make
some trade-off decisions. If a proposal is acceptable to all the viewpoints involved
in inconsistencies, the viewpoints will be modified according to the proposal.
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Fig. 1. A Merging-base Approach to Handling Inconsistency

From Viewpoints To Stratified Knowledge Bases: Let (Δi, Pi) be a re-
quirements collection of viewpoint vi (1 ≤ i ≤ n). Then a stratified knowledge
base induced by (Δi, Pi), denoted Ki, is defined as follows:

• Ki = Δi; A total pre-order relationship �i on Ki is presented as:

∀α, β ∈ Ki, α �i β iff Pi(α) ≥ Pi(β).

• Ki is stratified as Ki = (Si1 , · · · , Sim), where Si1 , · · · , Sim is given by deleting
all ∅ from Δm−1

i , · · · , Δ0
i .

Constructing A Stratified Merged Knowledge Base: Suppose that vi1 ,· · ·,
vik

are the viewpoints involved in inconsistency. Let E = {Ki1 , · · · , Kik
} be

a knowledge profile, where Kil
is the stratified knowledge base induced by

(Δil
, Pil

) for all 1 ≤ il ≤ ik. Let Ω be the set of interpretations. Then we

• define an ordering relation ≤E on E s.t. Kil
≤E Kij iff PV (vil

) ≥ PV (vij );
• compute the level vector function s based on stratification of E w.r.t ≤E.
• consider Δ(vi1 ,···,vik

) as an integrity constraint μ and compute Ωμ = {ω ∈
Ω, ω |= μ};

• find Ωu
Kil

,maxsat for all il.
• based on {Ωu

Ki1 ,maxsat, · · · , Ωu
Kik

,maxsat}, construct stratification of inter-
pretations Ωu = (Ωu

1 , · · · , Ωu
m) by using relative preference relation Rs over

Ωu.
• get a maxsat-dominated construction K based on Proposition 1.

Deriving A Proposal Candidate To Handling Inconsistency: The pref-
erence relation on the maxsat-dominated construction K describes the relative
importance of requirements from a global perspective. Then it naturally derives
proposals that the requirements with lower global priorities should be abandoned
so as to resolve the inconsistencies. However, these proposals are just recommen-
dations. Stakeholders will make further trade-off decisions based on the global
prioritization as well as the local prioritization.
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We give an example to illustrate how to apply the merging-based approach
to handling inconsistent requirements collections with a local prioritization.

Example 3. Consider Example 1 again. We may get the following stratified
knowledge bases induced by vA, vB , and vJ respectively:

KA = ({FAS(sty), FLE(set)}, {FAM(ele)});
KB = ({FAS(sty), FLE(set)}, {UNE(ele)});
KJ = ({FAS(sty), FLE(set)}, {FAM(ele)}).

Then E = ({KB}, {KA, KJ}) and s(KB) = (1, 0), s(KA) = s(KJ) = (0, 1).
The integrity constraint is μ = {FAM(ele) ↔ ¬UNE(ele)}. We denote each
model by a bit vector consists of truth values of (FAM(ele), UNE(ele), FAS(sty),
FLE(set)). Then Ωμ = {ω1 = 0100, ω2 = 0101, ω3 = 0110, ω4 = 0111, ω5 =
1000, ω6 = 1001, ω7 = 1010, ω8 = 1011}. rMO is given in table 1.

Table 1. Ranks of interpretations given by the maxsat ordering strategy

ω KA KB KJ

0100 +∞ 2 +∞
0101 +∞ 2 +∞
0110 +∞ 2 +∞
0111 1 1 1
1000 2 +∞ 2
1001 2 +∞ 2
1010 2 +∞ 2
1011 1 1 1

Then we can get

Ωμ
KA,maxsat = ({ω8, ω4}, {ω5, ω6, ω7}, {ω1, ω2, ω3});

Ωμ
KB ,maxsat = ({ω8, ω4}, {ω1, ω2, ω3}, {ω5, ω6, ω7});

Ωμ
KJ ,maxsat = ({ω8, ω4}, {ω5, ω6, ω7}, {ω1, ω2, ω3}).

Furthermore, we get a stratification of Ωμ based on the relative preference re-
lation Rs on Ωμ as Ωμ = ({ω8, ω4}, {ω1, ω2, ω3}, {ω5, ω6, ω7}). According to
Proposition 1, we get a maxsat-dominated stratified construction

K = ({FAS(sty), FLE(set)}, {UNE(ele)}, {FAM(ele)}).

This merged result implies that FAM(ele) is less important than UNE(ele) from
a global perspective.

The proposal for handling inconsistency derived from this result of merging,
denoted π, is that the developer had better persuade Alice and John to aban-
don their shared demand about elements of user interface. If the proposal π is
acceptable to the three stakeholders, then

Δπ
A = ΔA − {FAM(ele)}, Δπ

B = ΔB, Δπ
J = ΔJ − {FAM(ele)},
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where Δπ
i is the modification of Δi by performing π. The inconsistency disap-

pears in Δπ
A ∪ Δπ

B ∪ Δπ
J ∪ Δ(vA,vB ,vJ ).

4 Discussion and Comparison

The disagreement in the local prioritization over shared requirements often leads
inconsistency handling to a dilemma. It may be viewed as a promising way to
identify appropriate proposals for handling inconsistency from a global perspec-
tive. But this does not mean that the global prioritization is more crucial than
the local prioritization. We argue that both the global prioritization and the local
prioritization play important roles in resolving inconsistencies. For example, the
proposal π in Example 3 is considered appropriate to handling the inconsistency
from a global perspective. Obviously, John maybe accept the proposal, since for
the demand to be abandoned, PJ{FAM(ele)} = Low. But we can’t assure that
Alice agrees to abandon the shared demand since PA{FAM(ele)} = Medium.
In summary, the local prioritization has an impact on the acceptance of merged
result to viewpoints. How to identify appropriate common proposals for inconsis-
tency handling based on the local prioritization as well as the merged preference
is still one of issues in our future work.

On the other hand, we adopt the syntax-based merging operators presented
in [6] during merging process. The syntax-based merging operator aims to pick
out some formulas from original knowledge bases. Then the merged result can
be explained clearly. But it is possible that we can not get a stratified merged
requirements collection in some case. However, introducing model-based merging
operators also leads to a problem of how to explain additional formulas in the
merged result in terms of viewpoints demands. It seems to be a dilemma.

5 Conclusions

Identifying appropriate actions or proposals for handling inconsistency is still a
big problem in requirements engineering. The relative priority of requirements is
considered as a useful clue to resolving conflicts and making trade-off decisions.
However, in distributed development of requirements specifications such as the
Viewpoints framework, the disagreement in local priorities of shared require-
ments statements often leads inconsistency handling to a dilemma.

The main contribution of this paper is to provide a merging-based approach
to handling inconsistency in locally prioritized software requirements. Given an
inconsistency, each viewpoint involved in the inconsistency is transformed into
a stratified knowledge base, whilst the relationship between these viewpoints
is considered as an integrity constraint. Based on the merging operators pre-
sented in [6], we construct a stratified merged knowledge base as an overall
view of these inconsistent viewpoints. The ordering relationship over this strat-
ified merged knowledge base could be considered as a global prioritization over
the requirements specification. Generally, the requirements with lower merged
preference may be considered as requirements to be abandoned. Then we may



114 K. Mu et al.

derive some proposals for handling the inconsistency from the merged result.
The global prioritization as well as the local prioritization may be used to argue
these proposals and help developers identifying acceptable common proposals.
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Abstract. We present a dynamic description logic for representation
and reasoning about actions, with an approach that embrace actions into
the description logic ALCO@. With this logic, description logic concepts
can be used for describing the state of the world, and the preconditions
and effects of atomic actions; Complex actions can be modeled with the
help of standard action operators, such as the test, sequence, choice, and
iteration operators; And both atomic actions and complex actions can be
used as modal operators to construct formulas. We develop a terminable
and correct algorithm for checking the satisfiability of formulas. Based
on the algorithm, many reasoning tasks on actions are effectively carried
out, including the realizability, executability, projection and planning
problems.

1 Introduction

Description logics are a well-known family of formalisms for representing knowl-
edge about static application domains. They are playing an important role in
the Semantic Web, acting as the basis of the W3C-recommended Web ontology
language OWL [1,9].

The study of integrating description logics and action formalisms is driven
by two factors. One is the demand to represent and reason about semantic web
services [11], for which an obvious concern is to combine in some way the static
descriptions of the information provided by ontologies with the dynamic descrip-
tions of the computations provided by web services [4]. The other factor is the
fact that there is an expressive gap between existing action formalisms: they are
either based on first- or higher-order logics and do not admit decidable reasoning,
like the Situation Calculus [12] and the Fluent Calculus [14], or are decidable
but only propositional, like those based on propositional dynamic logics [6,7] or
based on propositional temporal logics [3].

One approach to integrate description logics with action formalisms was pro-
posed by Shi [13]. This approach was characterized by constructing dynamic
description logics, in such a way that actions are embraced into description
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logics and treated as citizens. Based on the description logic ALC, a dynamic
description logic was constructed in that paper. But for that logic an efficient
decision algorithm that capable for the open world is still an open problem.

In the present paper, following the approach of [13], we construct a dynamic
description logic DALCO@ for representation and reasoning about actions. This
logic holds the following features.

– Atomic actions are represented over ontologies expressed in the description
logic ALCO@. I.e., the state of the world and the preconditions and effects
of atomic actions are described by formulas of ALCO@.

– Based on formulas and atomic actions, complex actions can be constructed
with the help of four standard action operators: the test, sequence, choice,
and iteration operators.

– Both atomic actions and complex actions can be used as modal operators to
construct formulas of the form < π > ϕ and [π]ϕ, which respectively state
that “the action π can be executed with the formula ϕ be true after the
execution” and “whenever π is executed the formula ϕ must be true after
the execution”.

– A terminable, sound and complete satisfiability-checking algorithm that ca-
pable for the open world is provided. Based on the algorithm, many reason-
ing tasks on actions can be effectively carried out, such as the realizability,
executability, projection and planning problems.

The syntax and semantics of this logic is introduced in the next section. A
satisfiability-checking algorithm for the logic is presented in Section 3 and its ter-
mination and correctness is also demonstrated. Four important reasoning tasks
on actions are studied in Sections 5. We conclude the paper with a discussion of
related work and some suggestions concerning future research.

2 Syntax and Semantics

Primitive symbols of DALCO@ are a set NR of role names, a set NC of concept
names, a set NI of individual names and a set NA of atomic action names.
Starting with them, concepts, formulas, and actions can be built with the help
of a set of operators.

Concepts of DALCO@ are generated with the following syntax rule:

C, C′ −→ Ci | {p} | @pC | ¬C | C � C′ | ∀R.C (1)

where Ci ∈ NC , p ∈ NI , R ∈ NR. Concepts of the form {p}, @pC, ¬C, C � C′

and ∀R.C are respectively named as nominal, at, negation, disjunction and value
restriction concepts.

Concepts of the form C � C′, ∃R.C, � and ⊥ are introduced respectively as
abbreviations of ¬(¬C �¬C′), ¬(∀R.¬C), C �¬C and ¬�, and are respectively
named as conjunction, exists restriction, top and bot concepts.

A concept definition is of the form D ≡ C for a concept name D and a concept
C. A TBox T is a finite set of concept definitions with unique left-hand sides. T
is acyclic if and only if there are no cyclic dependencies between these definitions.
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Given an acyclic TBox T , the set NC of concept names is divided into two
disjointed sets NCD and NCP , where NCD is the set of defined concept names,
i.e., concept names occurring on the left-hand side of concept definitions that
contained in T , and NCP is the set of primitive concept names, i.e., concept
names that are not defined in T .

Formulas of DALCO@ are generated with the following syntax rule:

ϕ, ϕ′ −→ C(p) | R(p, q) | < π > ϕ | ¬ϕ | ϕ ∨ ϕ′ (2)

where p, q ∈ NI , R ∈ NR, C is a concept, and π is an action. Formulas of the
form C(p), R(p, q), < π > ϕ, ¬ϕ and ϕ ∨ ϕ′ are respectively named as concept
assertion, role assertion, diamond assertion, negation formula and disjunction
formula.

Formulas of the form [π]ϕ, ϕ ∧ ϕ′, ϕ → ϕ′, true and false are introduced
respectively as abbreviations of ¬ < π > ¬ϕ, ¬(¬ϕ ∨ ¬ϕ′), ¬ϕ ∨ ϕ′, ϕ ∨ ¬ϕ
and ¬true, and are respectively named as box assertion, conjunction formula,
implication formula, tautology and contradiction.

An atomic-action definition is of the form A(v1, ..., vn) ≡ (P, E), where,

– A is an atomic action name; v1, ..., vn is a finite sequence of all the individual
names occurring in P and E;

– P is a finite set of formulas for describing the preconditions;
– E is a finite set of effects, with each effect be of form P (vk), ¬P (vk), R(vk, vj)

or ¬R(vk, vj), where vj , vk ∈ NI , P ∈ NCP and R ∈ NR; and
– let P={ϕ1, . . ., ϕn} and E={φ1, . . ., φm}, then P and E subject to the

constraint that ϕ1 ∧ . . . ∧ ϕn → ¬φk for each k with 1 ≤ k ≤ m.

Given a finite set of atomic-action definitions AC , an atomic action name A is
called defined w.r.t. AC if A occurring in the left-hand side of an atomic-action
definition. We call AC an ActionBox if no atomic action name is defined more
then once.

Let A(v1, ..., vn) ≡ (P, E) be an atomic-action definition and p1, ..., pn a se-
quence of individual names, then A(p1, ..., pn) is called an atomic action that
defined by (P{p1/v1,...,pn/vn}, E{p1/v1,...,pn/vn}). Where P{p1/v1 , ..., pn/vn} is gen-
erated by replacing each occurrence of vk in P with pk, respectively for each
1 ≤ k ≤ n; and E{p1/v1,...,pn/vn} is similarly generated. We also call that
A(p1, ..., pn) is defined according to the atomic-action definition A(v1, ..., vn) ≡
(P, E). For simplicity, sometimes we also use (P{p1/v1,...,pn/vn}, E{p1/v1,...,pn/vn})
to denote the atomic action A(p1, ..., pn).

Actions of DALCO@ are generated with the following syntax rule:

π, π′ −→ A(p1, ..., pn) | ϕ? | π ∪ π′ | π; π′ | π∗ (3)

where ϕ is a formula. Actions of the form ϕ?, π∪π′, π; π′ and π∗ are respectively
named as test -, choice-, sequence- and iteration- actions.

Especially, we introduce if ϕ then π else π′ as abbreviation of (ϕ?; π) ∪
((¬ϕ)?; π′), and while ϕ do π as abbreviation of (ϕ?; π)∗ ; (¬ϕ)?.



118 L. Chang, F. Lin, and Z. Shi

A semantic model for DALCO@ is a pair M=(W, I), where W is a set of states,
I associates with each state w ∈ W an interpretation I(w) = (�I , C

I(w)
0 , . . .,

R
I(w)
0 , . . ., pI

0, . . .), with C
I(w)
i ⊆ �I for each Ci ∈ Nc, R

I(w)
i ⊆ �I × �I for

each Ri ∈ NR, and pI
i ∈ �I for each pi ∈ NI . Based on the interpretation of all

the states, each action π is interpreted indirectly by I as a binary relation πI ⊆
W × W .

It should be noted that the interpretation pI
i of each individual name pi will

not vary according to different states.
Given a model M=(W, I) and a state w ∈ W , the value CI(w) of a concept

C, the truth-relation (M, w) |= ϕ (or simply w |= ϕ if M is understood) for a
formula ϕ, and the relation πI for an action π are defined inductively as follows:

(1) {p}I(w) = {pI};
(2) If pI ∈ CI(w) then (@pC)I(w) = �I , else (@pC)I(w) = ∅;
(3) (¬C)I(w) = �I − CI(w);
(4) (C � D)I(w) = CI(w) ∪ DI(w);
(5) (∀R.C)I(w) = {x | ∀y.((x, y) ∈ RI(w) implies y ∈ CI(w))};
(6) (M, w) |= C(p) iff pI ∈ CI(w);
(7) (M, w) |= R(p, q) iff (pI , qI) ∈ RI(w);
(8) (M, w) |=< π > ϕ iff ∃w′ ∈ W.((w, w′) ∈ πI and (M, w′) |= ϕ);
(9) (M, w) |= ¬ϕ iff (M, w) |= ϕ not holds;
(10) (M, w) |= ϕ ∨ ψ iff (M, w) |= ϕ or (M, w) |= ψ;
(11) Let S be a formula set, then, (M, w) |= S iff (M, w) |= ϕi for all ϕi ∈ S;
(12) Let A(p1, ..., pn) be an atomic action defined by preconditions P and effects
E, with E={φ1, . . ., φm}, then A(p1, ..., pn)I = (P, E)I = {(w1, w2) ∈ W × W
| (M, w1) |= P , CI(w2) = CI(w1) ∪ C+ − C− for each primitive concept name
C ∈ NCP , and RI(w2) = RI(w1) ∪ R+ − R− for each role name R ∈ NR}, where,

• C+= { pI
k | C(pk) ∈ E},

• C−={ pI
k | ¬C(pk) ∈ E},

• R+= { (pI
j , p

I
k) | R(pj , pk) ∈ E },

• R−= { (pI
j , p

I
k) | ¬R(pj , pk) ∈ E };

(13) (ϕ?)I = {(w1, w1) ∈ W × W | (M, w1) |= ϕ};
(14) (π ∪ π′)I = πI ∪ π′I ;
(15) (π; π′)I = πI ◦ π′I , where ◦ is the composite operation on binary relations;
(16) (π∗)I = reflexive transitive closure of πI .

The interpretation of atomic actions adopts the possible models approach [15]
and follows the style introduced in [2].

A model M=(W, I) satisfies a concept definition D ≡ C, in symbols M |=
D ≡ C, if and only if for every state w ∈ W it is DI(w) = CI(w).

M is a model of a TBox T , in symbols M |= T , if and only if M satisfies all
the concept definitions contained in T .

Let ϕ be a formula such that each atomic actions occurring in ϕ is defined
according to atomic-action definitions contained in an ActionBox AC . Then, ϕ
is satisfiable w.r.t. T and AC , if and only if there exists a model M = (W, I) of
T and a state w ∈ W such that (M, w) |= ϕ.
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ϕ is valid w.r.t. T and AC , if and only if for every model M = (W, I) of T
and any state w ∈ W : we have (M, w) |= ϕ. It is obvious that ϕ is valid w.r.t.
T and AC iff ¬ϕ is unsatisfiable w.r.t. T and AC .

3 Algorithm for Satisfiability Checking

The satisfiability-checking algorithm presented here is in fact based on an elab-
orated combination of (i) a tableau for the description logic ALCO@, (ii) a
prefixed tableau for propositional dynamic logic [8], and (iii) the embodiment of
the possible models approach for interpreting actions.

A prefix σ.ε is composed of a sequence-action σ and a set of effects ε, and are
formed with the following syntax rule:

σ.ε −→ (∅, ∅).∅ | σ; (P, E).(ε − {¬ϕ|ϕ ∈ E}) ∪ E (4)

where (∅, ∅) and (P, E) are atomic actions, σ; (P, E) is a sequence-action, (ε −
{¬ϕ|ϕ ∈ E})∪E is a set of effects. We also use σ0.ε0 to denote the initial prefix
(∅, ∅).∅.

A prefixed formula is a pair σ.ε : ϕ, where σ.ε is a prefix, ϕ is a formula.
The intuition of the definition of prefixes is that: let ϕ be the formula for

checking satisfiability, and let ϕ be satisfied by a state w0 of a model M = (W, I),
i.e., (M, w0) |= ϕ. Then, we can construct a function ı to map each prefix into
a state in W , such that: (i) The initial prefix (∅, ∅).∅ is mapped to the state w0,
i.e., ı(σ0.ε0)= w0; (ii) For each prefix σ.ε, the sequence-action σ is used to record
the track of atomic actions executed from the state w0 to the state ı(σ.ε). (iii)
For each prefix σ.ε, the set ε is used to record the essential differences between
the state w0 and the state ı(σ.ε).

A branch B is a union of three sets: a set BPF of prefixed formulas, a set BI

of inequalities on individual names and a set BE of eventualities. Each inequality
is of form p �= q for two individual names p, q. Each eventuality is of form
X

.=< π∗ > ϕ with X a propositional variable and < π∗ > ϕ a formula.
Tableau expansion rules on DALCO@ concepts and formulas are presented in

Figure 1 and Figure 2. They are similar to tableau rules for ALCO@, except
that prefixes are embedded here. It should be noted that the ¬∀- and ∀-rule can
only be triggered by formulas prefixed with σ0.ε0.

Figure 3 presents tableau expansion rules on sequence-, test- and choice-
actions. Inspired by De Giacomo’s approach [8], we introduce some propositional
variables to detect the presence of π loops which do not fulfill < π∗ > ϕ. More
precisely, in the case that a prefixed iterated eventuality σ.ε :< π∗ > ϕ appear,
the ∗<>-rule will be applied to introduce a new variable X and add a record
X

.=< π∗ > ϕ into B. Then the X-rule will be used for further expansion.
The possible models approach for interpreting actions is captured as relation-

ships between prefixes, and embodied in rules of Figure 4. The atom<>-rule will
generate new prefixes, on which some constraints will be added by the ¬atom<>-
rule. If formulas of the form ∀R.C or ¬∀R.C are generated and are not prefixed
by σ0.ε0, then the B2-rule will be applied to map them into formulas prefixed
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by the initial prefix. Similarly, if primitive formulas are generated and are not
prefixed by σ0.ε0, then the B1-rule will be applied to map them backward.

¬¬C-rule: If σ.ε : (¬(¬C))(x) ∈ B, and σ.ε : C(x) /∈ B,

then set B:= B ∪ {σ.ε : C(x)}.

{}-rule: If σ.ε : {q}(x) ∈ B, and {x �= q, q �= x} ∩ B = ∅,

then set B:= B[q/x], where B[q/x] is obtained by replacing each occurrence

of x in B with q.

¬{}-rule: If σ.ε : (¬{q})(x) ∈ B, and {x �= q, q �= x} ∩ B = ∅,

then set B:= B ∪ {x �= q}.

¬@-rule: If σ.ε : (¬@qC)(x) ∈ B, and σ.ε : (¬C)(q) /∈ B,

then set B:= B ∪ {σ.ε : (¬C)(q)}.

@-rule: If σ.ε : (@qC)(x) ∈ B, and σ.ε : C(q) /∈ B,

then set B:= B ∪ {σ.ε : C(q)}.

¬�-rule: If σ.ε : (¬(C1 � C2))(x) ∈ B, and {σ.ε : (¬C1)(x), σ.ε : (¬C2)(x)} � B,

then set B:= B ∪ {σ.ε : (¬C1)(x), σ.ε : (¬C2)(x)}.

�-rule: If σ.ε : (C1 � C2)(x) ∈ B, and {σ.ε : C1(x), σ.ε : C2(x)} ∩ S = ∅,

then set B:=B ∪ {σ.ε : C(x)} for some C ∈ {C1, C2}.

¬∀-rule: If 1. σ0.ε0 : ¬(∀R.C)(x) ∈ B, and

2. there is no y such that σ0.ε0 : R(x, y) ∈ B and σ0.ε0 : (¬C)(y) ∈ B,

then introduce a new individual name y that has never occurred in B, and

set B:=B ∪ {σ0.ε0 : R(x, y), σ0.ε0 : (¬C)(y)}.

∀-rule: If 1. σ0.ε0 : (∀R.C)(x) ∈ B, and

2. there is a y with σ0.ε0 : R(x, y) ∈ B and σ0.ε0 : C(y) /∈ B,

then set B:=B ∪ {σ0.ε0 : C(y)}.

Fig. 1. The tableau expansion rules on DALCO@ concepts

¬f -rule: If σ.ε : ¬(C(x)) ∈ B, and σ.ε : (¬C)(x) /∈ B,

then set B:= B ∪ {σ.ε : (¬C)(x)}.

¬¬f -rule: If σ.ε : ¬(¬ϕ) ∈ B, and σ.ε : ϕ /∈ B,

then set B:= B ∪ {σ.ε : ϕ}.

¬∨-rule: If σ.ε : ¬(ϕ ∨ ψ) ∈ B, and {σ.ε : ¬ϕ, σ.ε : ¬ψ} � B,

then set B:= B ∪ {σ.ε : ¬ϕ, σ.ε : ¬ψ}.

∨-rule: If σ.ε : ϕ ∨ ψ ∈ B, and {σ.ε : ϕ, σ.ε : ψ} ∩ B = ∅,

then set B:= B ∪ {σ.ε : φ} for some φ ∈ {ϕ, ψ}.

Fig. 2. The tableau expansion rules on DALCO@ formulas
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¬;<>-rule: If σ.ε : ¬ < π1; π2 > ϕ ∈ B, and σ.ε : ¬ < π1 >< π2 > ϕ /∈ B,

then set B:= B ∪ {σ.ε : ¬ < π1 >< π2 > ϕ}.

;<>-rule: If σ.ε :< π1; π2 > ϕ ∈ B, and σ.ε :< π1 >< π2 > ϕ /∈ B,

then set B:= B ∪ {σ.ε :< π1 >< π2 > ϕ}.

¬?<>-rule: If σ.ε : ¬ < φ? > ϕ ∈ B, and {σ.ε : ¬φ, σ.ε : ¬ϕ} ∩ B = ∅,

then set B:= B ∪ {σ.ε : ψ} for some ψ ∈ {¬φ, ¬ϕ}.

?<>-rule: If σ.ε :< φ? > ϕ ∈ B, and {σ.ε : φ, σ.ε : ϕ} � B,

then set B:= B ∪ {σ.ε : φ, σ.ε : ϕ}.

¬∪<>-rule: If σ.ε : ¬ < π1 ∪ π2 > ϕ ∈ B, and {σ.ε : ¬ < π1 > ϕ, σ.ε : ¬ < π2 > ϕ} � B,

then set B:= B ∪ {σ.ε : ¬ < π1 > ϕ, σ.ε : ¬ < π2 > ϕ}.

∪<>-rule: If σ.ε :< π1 ∪ π2 > ϕ ∈ B, and {σ.ε :< π1 > ϕ, σ.ε :< π2 > ϕ} ∩ B = ∅,

then set B:= B ∪ {σ.ε : ψ} for some ψ ∈ {< π1 > ϕ, < π2 > ϕ}.

¬∗<>-rule: If σ.ε : ¬ < π∗ > ϕ ∈ B, and {σ.ε : ¬ϕ, σ.ε : ¬ < π >< π∗ > ϕ} � B,

then set B:= B ∪ {σ.ε : ¬ϕ, σ.ε : ¬ < π >< π∗ > ϕ}.

∗<>-rule: If σ.ε :< π∗ > ϕ ∈ B, and

there is no variable X such that X
.
=< π∗ > ϕ ∈ B and σ.ε : X ∈ B,

then introduce a new variable X, set B:= B ∪ {X
.
=< π∗ > ϕ, σ.ε : X}.

X-rule: If σ.ε : X ∈ B with X
.
=< π∗ > ϕ ∈ B, and {σ.ε : ϕ, σ.ε :< π > X} ∩ B = ∅,

then set B:= B ∪ {σ.ε : ϕ}, or set B:= B ∪ {σ.ε : ¬ϕ, σ.ε :< π > X}.

Fig. 3. The tableau expansion rules on DALCO@ actions (Part I )

atom<>-rule: If σ.ε :< (P, E) > ϕ ∈ B, and {σ.ε : φ | φ ∈ P} � B or there is no prefix

σi.εi such that both εi = (ε − {¬ϕ|ϕ ∈ E}) ∪ E and σi.εi : ϕ ∈ B,

then, introduce a prefix σ′.ε′:=σ; (P, E).(ε − {¬ϕ|ϕ ∈ E}) ∪ E, and

set B:= B ∪ {σ.ε : φ | φ ∈ P} ∪ {σ′.ε′ : ϕ} ∪ {σ′.ε′ : ψ | ψ ∈ ε′}.

¬atom<>-rule: If σ.ε : ¬ < (P, E) > ϕ ∈ B with {σ : ¬φ | φ ∈ P} ∩ B = ∅, and there is

a prefix σi.εi such that εi = (ε − {¬ϕ|ϕ ∈ E}) ∪ E and σi.εi : ¬ϕ /∈ B,

then set B:= B ∪ {σi.εi : ¬ϕ},

or set B:= B ∪ {σ.ε : ¬φ} for some φ ∈ P .

B1-rule: If σ.ε : ϕ ∈ B, ϕ is of form R(x, y), ¬R(x, y), C(x) or (¬C)(x), where C ∈ NCP ,

and both ϕ /∈ ε and σ0.ε0 : ϕ /∈ B,

then set B:= B ∪ {σ0.ε0 : ϕ}.

B2-rule: If σ.ε : D(x) ∈ B, D is of form ∀R.C or ¬∀R.C, σ.ε is not σ0.ε0,

and σ0.ε0 : DRegress(σ.ε)(x) /∈ B,

then set B:= B ∪ {σ0.ε0 : DRegress(σ.ε)(x)}.

Fig. 4. The tableau expansion rules on DALCO@ actions (Part II )
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Given a concept D and a prefix σ.ε, the concept DRegress(σ.ε) present in B2-
rule of Figure 4 is constructed as follows:

1. Let σ be of form σ0; (P1, E1); . . . ; (Pn, En). Construct n + 1 sets ρ0 ,..., ρn,
such that:
– ρn := ∅;
– ρi := (ρi+1 − Ei+1) ∪ {¬ϕ|ϕ ∈ Ei+1} for each i with n > i ≥ 0.

2. Set ε′ := ε − ρ0. Let Obj(ε′) be all the individual names occurring in ε′.
Then, construct DRegress(σ.ε) inductively as follows:
– For primitive concept name Ci ∈ NCP , C

Regress(σ.ε)
i := Ci � ⊔

Ci(p)∈ε′
{p}

� �

¬Ci(p)∈ε′
¬{p};

– {p}Regress(σ.ε) := {p};
– (@pC)Regress(σ.ε) := @pC

Regress(σ.ε) ;
– (¬C)Regress(σ.ε) := ¬CRegress(σ.ε) ;
– (C � D)Regress(σ.ε) := CRegress(σ.ε) � DRegress(σ.ε);
– (∀R.C)Regress(σ.ε) := (

⊔

p∈Obj(ε′)
{p} � ∀R.CRegress(σ.ε))

� ∀R.(
⊔

q∈Obj(ε′)
{q} � CRegress(σ.ε))

� �

p,q∈Obj(ε′),R(p,q)/∈ε′,¬R(p,q)/∈ε′
(¬{p} � ∀R.(¬{q} � CRegress(σ.ε)))

� �

R(p,q)∈ε′
(¬{p} � @qC

Regress(σ.ε));

Inspired by Liu’s ABox updating algorithm [10], the algorithm here is techni-
cally designed to guarantee the following property:

Lemma 1. For any model M = (W, I) and any states w, w′ ∈ W , if (w, w′) ∈
σI , then (DRegress(σ.ε))I(w) = DI(w′).

Due to space constraints, detail proofs must be omitted here.
An eventuality X

.=< π∗ > ϕ is fulfilled in a branch B iff there exists prefixes
σ.ε and σ′.ε′ such that ε = ε′, σ.ε : X ∈ S, and σ′.ε′ : ϕ ∈ S.

A branch B is completed iff no tableau expansion rules can be applied on it.
A branch B is ignorable iff (i) it is completed, and (ii) it contains an eventuality

X which is not fulfilled.
A branch B is contradictory iff one of the following conditions holds:

– there exists a formula ϕ and prefixes σ.ε and σ′.ε′, such that σ.ε : ϕ ∈ S,
σ′.ε′ : ¬ϕ ∈ S and ε = ε′;

– there exists a concept C, an individual name p, and prefixes σ.ε and σ′.ε′,
such that σ.ε : C(p) ∈ S, σ′.ε′ : (¬C)(p) ∈ S and ε = ε′;

– there exists two individual names p, q and a prefix σ.ε, such that σ.ε : {q}(p)
∈ B and {p �= q, q �= p} ∩ B �= ∅;

– there exists an inequality p �= p ∈ B for some individual name p.

We are now ready to finish the description of the satisfiability-checking
algorithm.
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Given an acyclic TBox T and an ActionBox AC , the satisfiability of a formula
ϕ w.r.t. T and AC is decided with the following steps:

1. Transform the formula ϕ into an normal form nf(ϕ) with the following steps:
(a) Replace each occurrence of atomic actions with their definitions; and
(b) Replace each occurrence of defined concept names with their definitions.

2. Construct a branch B := {σ0.ε0 : nf(ϕ)}.
3. If the tableau expansion rules can be applied to B in such a way that they

yield a completed branch which is neither contradictory nor ignorable, then
the algorithm returns “ϕ is satisfiable”, and “ϕ is unsatisfiable” otherwise.

Lemma 2. Given an acyclic TBox T , an ActionBox AC and a formula ϕ, the
satisfiability-checking algorithm terminates.

A basic evidence for this lemma is that the number of all the prefixes introduced
by the atom<>-rule is bounded by 2|CL(ϕ)|+|Eff(ϕ)|. Where CL(ϕ) is the set of
all subformulas of ϕ. Eff(ϕ) is the union of the effects Ei for all the atomic
actions (Pi, Ei) occurring in ϕ.

For demonstrating the soundness and completeness, we introduce a mapping
function to act as a bridge between prefixes and states:

A mapping ı with respect to a branch B and a model M = (W, I) is a function
from prefixes occurring in B to states in W , such that for all prefixes σ.ε and
σ; (P, E).(ε − {¬ϕ|ϕ ∈ E}) ∪ E present in B it is:

( ı(σ.ε), ı(σ; (P, E).(ε − {¬ϕ|ϕ ∈ E}) ∪ E) ) ∈ (P, E)I .

Then, such a mapping holds the following property:

Lemma 3. For a mapping ı with respect to a branch B and a model M = (W, I),
we have:

– CI(ı(σ.ε))= CI(ı(σ0.ε0)) ∪ {pI | C(p) ∈ ε} − {pI | ¬C(p) ∈ ε} for each
primitive concept name C ∈ NCP ;

– RI(ı(σ.ε))= RI(ı(σ0.ε0)) ∪ {(pI , qI) | R(p, q) ∈ ε} − {(pI , qI)| ¬R(p, q) ∈ ε}
for each role name R ∈ NR.

Based on the mapping function, we introduce the satisfiability of branches:
A branch B is satisfiable iff there is a model M = (W, I) and a mapping ı

such that: (i) for every prefixed formula σ.ε : ϕ ∈ B it is (M, ı(σ.ε)) |= ϕ, and
(ii) for every inequality p �= q ∈ B it is pI �= qI .

Then, we can demonstrate that our algorithm holds the following properties.

Lemma 4. For the application of any expansion rule, a branch B is satisfiable
before the application if and only if there is a satisfiable branch after the appli-
cation.

Lemma 5. A branch B is satisfiable if it is completed and neither contradictory
nor ignorable.

Lemma 6. A branch B is unsatisfiable if it is contradictory or ignorable.
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As an immediate consequence of Lemmas 2, 4, 5, and 6, the satisfiability-checking
algorithm always terminates, and answers with “ϕ is satisfiable” iff ϕ is satisfiable
w.r.t T and AC .

Theorem 1. It is decidable whether or not a DALCO@ formula is satisfiable
w.r.t an acyclic TBox and an ActionBox.

4 Reasoning About Actions

In this section we investigate the realizability, executability, projection and plan-
ning problems on actions.

In the following we let T and AC be an acyclic TBox and an ActionBox
respectively. For actions and formulas that we will refer to, let all the atomic
actions occurring in them be defined according to AC .

The realizability problem is to check whether an action makes sense. Formally,
an action π is realizable w.r.t. T and AC iff there exists a model M = (W, I) of
T and two states w, w′ in W such that (w, w′) ∈ πI .

Realizability of actions can be checked according to the following result:

Theorem 2. An action π is realizable w.r.t. T and AC iff the formula < π >
true is satisfiable w.r.t. T and AC .

The executability problem is to decide whether an action is executable on states
described by certain formula. Formally, an action π is executable on states de-
scribed by a formula ϕ iff, for any model M = (W, I) of T and any state w ∈ W
with (M, w) |= ϕ: a model M ′ = (W ′, I ′) of T can always be constructed by
introducing a finite number of states w′

1, ..., w′
n into M , with constraints W ′ =

W∪ {w′
1, ..., w′

n} and I ′(wi) = I(wi) for each wi ∈ W , such that (M ′, w) |= ϕ
and there exists a state w′ ∈ W ′ with (w, w′) ∈ πI′

.
Executability of actions can be checked according to the following theorem:

Theorem 3. Let (P1, E1), ..., (Pn, En) be all the atomic actions occurring in π
and ϕ. Then, π is executable on states described by ϕ iff the following formula
is valid w.r.t. T and AC:

[((P1, E1) ∪ ... ∪ (Pn, En))∗]Π → (ϕ →< π > true)

where Π is the formula (φ1 →< (P1, E1) > true) ∧ ... ∧ (φn →< (Pn, En) >
true), with φi be the conjunction of all formulas in Pi, for each 1 ≤ i ≤ n.

The projection problem is to decide whether a formula really holds after executing
an action on certain states. Formally, a formula ψ is a consequence of applying
an action π in states described by a formula ϕ iff, for any model M = (W, I)
of T and any states w, w′ ∈ W with (M, w) |= ϕ and (w, w′) ∈ πI : we have
(M, w′) |= ψ.

The projection problem can be reasoned according to the following theorem:
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Theorem 4. ψ is a consequence of applying π in states described by ϕ iff the
formula ϕ → [π]ψ is valid w.r.t. T and AC .

Given an initial state and a goal statement, the planning problem is to find an
action sequence that will lead to states in which the goal will be true. Formally,
let Σ be a set of actions, let ϕ and ψ be two formulas that respectively describe
the initial state and the goal condition; Then, the planning problem is to find an
action sequence that can be executed on any states satisfying ϕ and will achieve
the goal ψ at the resulted states. Such an action sequence is also called a plan.

For the planning problem we have the following results:

Theorem 5. Given a set of actions Σ = {π1, ..., πm} and two formulas ϕ and
ψ, let (P1, E1), ..., (Pn, En) be all atomic actions occurring in Σ, ϕ and ψ. Then,
there exists a plan to achieve the goal ψ starting from initial states described by
ϕ iff the following formula is valid w.r.t. T and AC :

[((P1, E1) ∪ ... ∪ (Pn, En))∗]Π → (ϕ →< (π1 ∪ ... ∪ πm)∗ > ψ)

where Π is the formula (φ1 →< (P1, E1) > true) ∧ ... ∧ (φn →< (Pn, En) >
true), with φi be the conjunction of all formulas in Pi, for each 1 ≤ i ≤ n.

Furthermore, a working plan can be generated from the proof if the formula is
proved to be valid.

Finally, given an action sequence π1, ..., πn, we can also check whether it is a
plan by deciding whether the following formula is valid w.r.t. T and AC :

(ϕ → [π]ψ) ∧ ([((P1, E1) ∪ ... ∪ (Pn, En))∗]Π → (ϕ →< π > true))

where π is the sequence-action π1; ...; πn.

5 Conclusion

The dynamic description logic DALCO@ provides a powerful language for repre-
senting and reasoning about actions based on the description logic ALCO@. On
the one hand, actions in the logic are represented over ontologies expressed by
the description logic ALCO@, and can be constructed with the help of standard
action operators. On the other hand, actions can be used as modal operators
to construct formulas; Based on the algorithm for checking the satisfiability of
formulas, many reasoning tasks on actions can be effectively carried out.

Another approach to integrate description logics with action formalisms was
proposed by Baader [2], and was characterized by constructing action formalisms
based on description logics. The projection and executability problems were
studied in that paper and reduced to standard reasoning problems on descrip-
tion logics. A major limitation of that formalisms is that actions are restricted
to be either atomic actions or finite sequences of atomic actions. Compared
with Baader’s DL-based action formalism, our logic provides a more powerful
language for representing and reasoning about actions.
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A dynamic description logic named PDLC was firstly studied by Wolter [16].
In that logic, actions were used as modal operators to construct both concepts
and formulas, so that concepts with dynamic meaning could be described. But
actions were only treated as abstract modal operators, and could not be further
specified and reasoned. Furthermore, efficient decision algorithm for that logic
is still an open problem.

Following Shi’s approach [13], a dynamic description logic was constructed
in our previous work [5], in which actions could be used as modal operators to
construct both concepts and formulas. However, the iteration of actions were
not allowed, so that actions such as “while ϕ do π” could not be described and
reasoned. Furthermore, compared with [5], another contribution of the present
paper is that four reasoning tasks on actions were effectively carried out.

Acknowledgments. This work was partially supported by the National Sci-
ence Foundation of China (No. 90604017), 863 National High-Tech Program
(No. 2007AA01Z132), and National Basic Research Priorities Programme (No.
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Abstract. In this paper we propose a model that allows agents to de-
liberate using defeasible argumentation, to share knowledge with other
agents, and to represent individual knowledge privately. We describe the
design and implementation of a Defeasible Logic Programming Server
that handles queries from several remote client agents. Queries will be
answered using public knowledge stored in the Server and individual
knowledge that client agents can send as part of a query, providing a
particular context for it. The Server will answer these contextual queries
using a defeasible argumentative analysis. Different types of contextual
queries are presented and analyzed.

1 Introduction

Deliberative agents that take part of a Multi-agent System (MAS) usually rea-
son by using two sources of knowledge: public knowledge they share with other
agents, and individual or private knowledge that arise in part from their own
perception of the environment. In this paper we propose a model that allows
agents to deliberate using defeasible argumentation, to share knowledge with
other agents, and to represent individual knowledge privately. We focus on the
design and implementation of a client-server approach based on Defeasible Logic
Programming that provides a knowledge representation formalism and a Defea-
sible Argumentation reasoning service. Thus, agents can reason with the men-
tioned formalism, using both private and shared knowledge, by means of this
external service.

In our approach, a Defeasible Logic Programming Server (DeLP-server) will
answer queries received from client agents that can be distributed in remote
hosts. Public knowledge can be stored in the DeLP-server represented as a De-
feasible Logic Program. To answer queries, the DeLP-server will use this public
knowledge together with individual knowledge that clients might send, creating
a particular context for the query. These contextual queries will be answered
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using a defeasible argumentative analysis. Several DeLP-servers can be used si-
multaneously, each of them providing a different shared knowledge base. Thus,
several agents can consult the same DeLP-server, and the same agent can con-
sult several DeLP-servers. Our approach do not impose any restriction over the
type, architecture, or implementation language of the client agents.

In our model, both public knowledge stored in the server and contextual
knowledge sent by the agents are used for answering queries, however, no per-
manent changes are made to the stored program. The temporal scope of the
contextual information sent in a query is limited and it will disappear with the
finalization of the process performed by the DeLP-server to answer that query.
Since agents are not restricted to consult a unique server, they may perform the
same contextual query to different servers, and they may share different knowl-
edge with other agents through different servers. Thus, several configurations of
agents and servers can be established (statically or dynamically). For example,
special-purpose DeLP-servers can be used, each of them representing particular
shared knowledge of a specific domain. Thus, like in other approaches, shared
knowledge will not be restricted to be in a unique repository and therefore, it
can be structured in many ways.

2 DeLP Basis

In our approach, both the individual knowledge of an agent and the public knowl-
edge loaded in a DeLP-Server are represented using a defeasible logic program.
A brief description of Defeasible Logic Programming (DeLP) is included in this
section –for a detailed presentation see [1]. DeLP is a formalism that combines
logic programming and defeasible argumentation [2,3]. In DeLP, knowledge is
represented using facts, strict rules or defeasible rules. Facts are ground literals
representing atomic information or the negation of atomic information using the
strong negation “∼”. Strict Rules are denoted L0 ← L1, . . . , Ln and represent
firm information, whereas Defeasible Rules are denoted L0 –≺ L1, . . . , Ln and
represent defeasible knowledge, i.e., tentative information. In both cases, the
head L0 is a literal and the body {Li}i>0 is a set of literals. In this paper we will
consider a restricted form of program that do not have strict rules.

Definition 1. A restricted defeasible logic program (DeLP-program for short)
P is a set of facts and defeasible rules. When required, P is denoted (Π ,Δ)
distinguishing the subset Π of facts and the subset Δ of defeasible rules.

Strong negation is allowed in the head of program rules, and hence may be used to
represent contradictory knowledge. From a program (Π ,Δ) contradictory literals
could be derived, however, the set Π (which is used to represent non-defeasible
information) must possess certain internal coherence. Therefore,Π has to be non-
contradictory, i.e., no pair of contradictory literals can be derived fromΠ . Given
a literal L the complement with respect to strong negation will be denoted L (i.e.,
a=∼a and ∼a=a). Adding facts to a DeLP-program can produce a contradictory
set Π , producing a non-valid program. However, defeasible rules can be added
without any restriction.
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Observation 1. Let (Π ,Δ) be a DeLP-program, Δ1 a set of defeasible rules and
Π1 a set of facts. The pair (Π,(Δ ∪ Δ1)) is a valid DeLP-program, but (Π ∪Π1,
Δ) may not because Π ∪Π1 can be a contradictory set. Nevertheless, if Π ∪Π1
is a non-contradictory set then (Π ∪Π1, Δ ∪ Δ1) is a valid DeLP-program.

Definition 2 (DeLP-query). A DeLP-query is a ground literal that DeLP will
try to warrant. A query with at least one variable will be called schematic query
and will represent the set of DeLP-queries that unify with the schematic one.

To deal with contradictory and dynamic information, in DeLP, arguments for
conflicting pieces of information are built and then compared to decide which
one prevails. The prevailing argument provides a warrant for the information
that it supports. In DeLP a query L is warranted from a program (Π ,Δ) if a
non-defeated argument A supporting L exists. An argument A for a literal L [1],
denoted 〈A, L〉, is a minimal set of defeasible rules A⊆Δ, such that A ∪ Π is
non-contradictory and there is a derivation for L from A ∪Π .

Example 1. Consider the DeLP-program P1 = (Π1, Δ1), where Π1 = {q, s, t}
and Δ1 = {(r –≺ q)(∼r –≺ q, s)(r –≺ s)(∼r –≺ t)(∼a –≺ q)(a –≺ s)}. From P1 the
following arguments can be built:
〈R1, ∼r〉 = 〈{∼r –≺ t}, ∼r〉 〈R2, r〉 = 〈{r –≺ q}, r〉 〈R3, r〉 =〈{r –≺ s}, r〉
〈R4, ∼r〉 = 〈{∼r –≺ q, s}, ∼r〉 〈A1, ∼a〉 = 〈{∼a–≺ q}, ∼a〉 〈A2, a〉 = 〈{a –≺ s}, a〉

To establish if 〈A, L〉 is a non-defeated argument, defeaters for 〈A, L〉 are consid-
ered, i.e., counter-arguments that by some criterion are preferred to 〈A, L〉. It is
important to note that in DeLP the argument comparison criterion is modular
and thus, the most appropriate criterion for the domain that is being repre-
sented can be selected. In the examples in this paper we will use generalized
specificity [4], a criterion that favors two aspects of an argument: it prefers (1) a
more precise argument (i.e., with greater information content) or (2) a more
concise argument (i.e., with less use of rules). Using this criterion in Example 1,
〈R4, ∼r〉 is preferred to 〈R2, r〉 (more precise).

A defeater D for an argument A can be proper (D is preferred to A) or blocking
(same strength). A defeater can attack the conclusion of another argument or
an inner point of it. Since defeaters are arguments, there may exist defeaters for
them, and defeaters for these defeaters, and so on. Thus, a sequence of arguments
called argumentation line [1] can arise. Clearly, for a particular argument there
might be more than one defeater. Therefore, many argumentation lines could
arise from one argument, leading to a tree structure called dialectical tree [1].
In a dialectical tree (see Fig. 1), every node (except the root) is a defeater of
its parent, and leaves are non-defeated arguments. A dialectical tree provides
a structure for considering all the possible acceptable argumentation lines that
can be generated. In a dialectical tree every node can be marked as defeated or
undefeated : leaves are marked as undefeated nodes, and inner nodes are marked
defeated when there is at least a child marked undefeated, or are marked unde-
feated when all its children are marked defeated. Figure 1 shows three different
marked dialectical trees, where white triangles represent undefeated nodes, black
triangles defeated ones, and arrows the defeat relation.
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Fig. 1. Dialectical trees of Ex. 1

Definition 3 (Warranting a DeLP-query). A DeLP-query Q is warranted
from a DeLP-program P if there exists an argument A supporting Q such that
A is the root of a dialectical tree and the root is marked as undefeated.

Definition 4 (Answer for a DeLP-query). The answer for a query Q from a
DeLP-program P is either: yes, if Q is warranted from P; no, if the complement
of Q is warranted from P; undecided, if neither Q nor its complement are
warranted from P; or unknown, if Q is not in the language of the program P.

Consider again Ex. 1. From P1 the answer for ∼r is yes whereas for r is no

(Fig. 1 shows the dialectical tree that provides a warrant for ∼r). The answer
for a is undecided and the answer for ∼a is also undecided (observe that A1
and A2 block each other). Finally, the answer for z is unknown.

3 Contextual Queries

As stated above, several DeLP-Servers can be used in a MAS, and each of them
provides a defeasible argumentation reasoning service for other agents. Public
knowledge (represented as a DeLP-program) can be stored in each DeLP-Server,
and will be used for answering DeLP-queries. For example, if the query ∼r is
sent to a DeLP-Server where the program (Π1, Δ1) of Ex. 1 is stored, then the
answer yes will be returned.

Besides public knowledge, agents may have their own private knowledge.
Therefore, the proposed model not only allows agents to perform queries to the
program stored in a DeLP-Server, but also permits the inclusion in the query of
private pieces of information related to the agent’s particular context. This type
of query will be called contextual query and will be introduced next.

Definition 5 (Contextual query). Given a DeLP-program P=(Π ,Δ), a con-
textual query for P is a pair [Φ,Q] where Q is a DeLP-query, and Φ is a non-
contradictory set of literals such that Π ∪ Φ is a non-contradictory set.

Definition 6 (Warrant for a contextual query). A contextual query [Φ,Q]
is warranted from the DeLP-program (Π ,Δ) if Q is warranted from (Π∪Φ,Δ).

Note that Def. 5 requires Π ∪ Φ to be non-contradictory due to the problem
addressed in Obs. 1. The effect of performing a contextual query [Φ, Q] to a
DeLP-program (Π ,Δ) (Def. 6) will be to add all the literals in Φ to (Π ,Δ)
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building (temporarily) a new program (Π∪Φ,Δ), which will be used for returning
the appropriate answer. Note that although some new information not present in
(Π ,Δ) may be considered for warranting a contextual query [Φ,Q], this process
will not affect the content of the stored program (Π ,Δ) for future queries.

Observation 2. A DeLP-query is a particular case of a contextual query [Φ,Q]
where Φ= ∅. Given [∅,Q] and a program (Π ,Δ), it is easy to show that [∅,Q] is
warranted from (Π ,Δ), iff Q is warranted from (Π ,Δ).

Since contextual queries are performed following a client/server model, the
sender of a query (client) may not know the content of the program in a Server.
Therefore, it may not be possible for a client to know in advance whetherΠ ∪Φ is
non-contradictory. Hence, we will extend the notion of answer (Def. 4) to return
invalid and the subset of Φ that produces the contradictory set.

Definition 7 (Answer for a contextual query). An answer for a contextual
query [Φ,Q] from a DeLP-program (Π ,Δ) is a pair (Ans,S), where Ans ∈ {yes,

no, undecided, unknown, invalid} and S is a set of literals. If Π ∪Φ is
contradictory, then Ans = invalid and S={L ∈Π ∪ Φ | L ∈Π ∪Φ} . Otherwise,
the answer will be (yes,{}) if Q is warranted from (Π ∪ Φ,Δ); (no,{}) if Q is
warranted from (Π ∪Φ,Δ); (undecided,{}) if neither Q nor Q are warranted
from (Π ∪Φ,Δ); and (unknown,{}), if Q is not in the language of (Π ∪Φ,Δ).

Example 2. Consider the DeLP-program P2 = (Π2, Δ2), where:
Π2 = {r} and Δ2 = {(m –≺ c), (∼m –≺ r), (c –≺ s), (∼c –≺ s, p)}.
Here, the letters m, r, c, s and p are the abbreviations of use metro, rush hour,
closed roads, snow and snowplow respectively. From P2, the answer for the
DeLP-query c is undecided, whereas the answer for the contextual query [{s}, c]
is (yes,{}) (s activates an argument for c). Note that the answer for [{s, p}, c] is
(no,{}) because now p activates a proper defeater. Observe that from P2, the
answer for ∼m is yes, however, the answer for the contextual query [{s}, ∼m]
is (undecided,{}) and the answer for [{s, p}, ∼m] is (yes,{}). Finally, the an-
swer for [{∼m, p, ∼r}, r] is (invalid,{r}). Since these contextual queries do not
actually make a change on program P2, after performing them, the DeLP-query
∼m will still remain warranted from P2 and c will not be warranted from P2.

Proposition 1. Given a DeLP-program (Π ,Δ) and a contextual query [Φ,Q], if
Q ∈Π ∪Φ then the answer for [Φ,Q] is (yes,{}). If Q ∈Π ∪Φ then the answer
for [Φ,Q] is (no,{}). Proof: By the proposition 5.1 given in [1], if Q ∈Π ∪Φ then
Q is warranted from (Π ∪ Φ,Δ). Hence, by Definition 7, the answer for [Φ,Q] is
(yes,{}). By the same cited proposition, if Q ∈Π ∪Φ then Q is warranted from
(Π ∪Φ,Δ) and hence, the answer for [Φ,Q] is (no,{}).

3.1 Generalized Contextual Queries

In a contextual query [Φ,Q], imposing that Π∪Φ must be a non-contradictory
set may be in some cases too restrictive. Although the agent will be informed in
case of an invalid query (Definition 7), the agent should have to reformulate the
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query in order to obtain an answer. Therefore, it would be useful to have a more
general type of query that, without imposing the mentioned restriction, resolves
the problem of a contradictory set before the query is processed.

In this section we propose three generalized types of contextual queries, each
one with a different policy for handling the mentioned problem. In the first one
(called non-prioritized contextual query), given a query [Φ,Q] and a program
(Π ,Δ), ifΠ∪Φ is contradictory, then the DeLP-Server will assign less priority to
the knowledge of the agent (Φ) than to the one in the Server (Π). Hence, those
literals from Φ that are problematic will be ignored when answering that query.
In contrast, in the third one (called prioritized contextual query), whenΠ∪Φ is
contradictory, more priority will be assigned to the literals in Φ than those inΠ .
Therefore, the literals in Π that produce the contradiction will be temporarily
ignored for answering that query. The second generalized type (called restrictive
contextual query) has the effect of temporarily ignore literals fromΠ while pro-
cessing the query. In this case, no policy is needed since no literals are added to
Π and a contradiction can never occur. The symbols “∗”, “+”, “−” will be used
to distinguish each type of query.

Definition 8 (Non-prioritized contextual query)
Given a DeLP-program P, a non-prioritized contextual query for P is denoted
[Φ∗,Q], where Q is a DeLP-query and Φ∗ is a non-contradictory set of literals.

Definition 9 (Warrant for a non-prioritized contextual query)
A query [Φ∗,Q] is warranted from (Π ,Δ) if Q is warranted from ((Π ⊗ Φ∗),Δ).
Let C(Π) = {L if L ∈ Π}, then (Π ⊗ Φ∗)= (Φ∗ \ C(Π)) ∪ Π.

In contrast with Def. 5, in a non-prioritized contextual query [Φ∗,Q] the setΠ∪Φ∗

can be contradictory. However, the set Φ∗ is required to be non-
contradictory as a minimal coherence principle. This type of query is useful
for agents that need to assign a preference to the information stored in the
Server. The operator ⊗ resembles a non-prioritized merge operator that assigns
a preference to the elements of Π when merging Π and Φ. Thus, the effect of
performing a non-prioritized contextual query [Φ∗,Q] to a program (Π ,Δ) will
be to temporarily consider in (Π ,Δ) only those literals from Φ∗ that are not
problematic. Thus, ifΠ∪Φ∗ is contradictory, those literals from Φ∗ that produce
contradictions will be ignored by the server. The subset of ignored literals will
be returned with the answer to inform that they have not been used for the
dialectical analysis. If [Φ∗,Q] returns (·,{}), all the literals of Φ were considered.

Definition 10 (Answer for a non-prioritized contextual query)
The answer for [Φ∗,Q] from (Π ,Δ) is a pair (Ans,S), where Ans ∈ {yes, no,

undecided, unknown, invalid} is computed as shown in Def. 7, and the set
S ⊆ Φ∗ will contain those literals that have been ignored by the DeLP-Server
while processing Q, ( i.e., L ∈ S if L ∈ Φ∗ and L ∈ Π). If Φ∗ is contradictory,
then Ans = invalid and S={L ∈ Φ∗ | L ∈ Φ∗} .

Example 3. Consider the DeLP-program P3=(Π3, Δ3), where Π3 = {r, p, ∼f}
and Δ3 = {(∼m –≺ r), (m –≺ c, r), (t –≺ ∼c)}. The letters m, r, c, p, f and t are
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the abbreviations of use metro, rush hour, closed roads, park closed, fog and
use taxi respectively. From P3 the answer for the query ∼m is yes whereas for
the non-prioritized contextual query [{c}∗, ∼m] the answer is (no,{}). Observe
that the query [{∼r}∗, ∼m] returns the answer (yes,{∼r}), since r ∈Π is pre-
ferred. The DeLP-query t has the answer no, whereas [{∼c, r, ∼p, f}∗, t] returns
the answer (yes,{∼p, f}). Note that [{∼c, ∼t}∗, t] returns the answer (no,{})
because {∼c, ∼t} ∪Π3 is non-contradictory and hence, the literal ∼t is included
for answering the query. Although there exists a defeasible derivation for t with
∼c and (t –≺ ∼c), if ∼t is present as a fact, in DeLP there is no argument for t.

Proposition 2. Given a DeLP-program (Π ,Δ) and a non-prioritized contextual
query [Φ∗,Q] it holds that:
1. if Q ∈ Π then the answer for [Φ∗,Q] will always be (yes,S).
2. if Q ∈ Φ∗ and Q �∈ Π then the answer for [Φ∗,Q] will always be (yes,S).
3. if Q ∈ Π then the answer for [Φ∗,Q] will always be (no,S).
4. if Q ∈ Φ∗ and Q �∈ Π will always be for [Φ∗,Q] will be always (no,S).

(Proof is omitted due to space restrictions)

Observation 3. A contextual query [Φ,Q] is a particular case of a non-prioritized
contextual query [Φ∗,Q] where (Π∪Φ∗) is a non-contradictory set.

The next type of contextual query will allow an agent to temporarily ignore
some literals from the program stored in a DeLP-Server with the purpose of
warranting Q. Since no literals will be added to the program in the server, then
no restriction over the literals included in the query is needed.

Definition 11 (Restrictive contextual query)
Given a DeLP-program P=(Π ,Δ), a restrictive contextual query for P is denoted
[Φ−,Q] where Q is a DeLP-query and Φ− is an arbitrary set of literals.

Definition 12 (Warrant for a restrictive contextual query). The query
[Φ−,Q] is warranted from (Π ,Δ) if Q is warranted from ((Π \ Φ−) ,Δ).

Definition 13 (Answer for a restrictive contextual query)
The answer [Φ−,Q] from (Π ,Δ) is a pair (Ans,S), where Ans ∈ {yes, no,

undecided, unknown} is computed as shown in Def. 7, and S = Φ− ∩Π, i.e.,
S will contain those literals that have been effectively ignored by the DeLP-Server.

Example 4. Consider P3 from Ex. 3. The answer for the restrictive contextual
query [{r}−, ∼m] will be (undecided,{r}). Observe that a query [Φ−,Q] might
include in Φ− literals that are not inΠ . This superfluous literals will have not ef-
fect to the query, and the agent will know them because they will not be returned
in the answer. For instance, the answer for [{r, z}−, ∼m] is (undecided,{r}) .

Observation 4. Given a restrictive contextual query [Φ−,Q] to a DeLP-program
(Π ,Δ), in the particular case that (Π∩Φ−) is empty, then the restrictive contextual
query behaves like a contextual query.

As stated above, the type of contextual query we propose next will assign a
preference to the information sent by the agent. Thus, if the Server has a program
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(Π ,Δ) and the query includes a set Φ such that (Π∪Φ) is a contradictory set,
then, some literals fromΠ will be ignored for answering the query.

Definition 14 (Prioritized contextual query)
Given a DeLP-program P, a prioritized contextual query for P is denoted [Φ+,Q]
where Q is a DeLP-query and Φ+ is a non-contradictory set of literals.

Definition 15 (Warrant for a prioritized contextual query)
The query [Φ+,Q] is warranted from (Π ,Δ) if Q is warranted from ((Π⊕Φ+),Δ).
Let C(Φ+) = {L if L ∈ Φ+}, then (Π ⊕ Φ+)= (Π \ C(Φ+)) ∪ Φ+.

The operator ⊕ resembles a prioritized merge operator. It removes (temporarily)
fromΠ the complement of the literals that belongs to Φ+ and then (temporarily)
adds Φ+. Both operations (the subtraction and then the addition) are made in
the same “transaction”. As remarked above, all of these changes to the set Π
are local to the warrant process of the contextual query, and they will not affect
other queries nor make permanent changes toΠ .

Definition 16 (Answer for a prioritized contextual query)
The answer for [Φ+,Q] from (Π ,Δ) is a pair (Ans,S). The first element Ans ∈
{yes, no, undecided, unknown, invalid} is computed as shown in Def. 7,
and the set S ⊆ Π will contain those literals that have been ignored by the
DeLP-Server while processing Q ( i.e., L ∈ S if L ∈ Π and L ∈ Φ+). If Φ+

is contradictory, then Ans= invalid and S={L ∈ Φ+ | L ∈ Φ+ } .

Example 5. Consider again P3 of Ex. 3. From (Π3, Δ3) the answer for the query
[{c}+, ∼m] is (no,{}). In contrast with the Ex. 3, the answer for [{∼r, c}+, ∼m]
is (undecided,{r}), because ∼m is warranted from ({p, ∼f, ∼r}, Δ3) since ∼r
is preferred over r ∈Π. The answer for [{∼c, r, ∼p, f}+, t] is (yes,{p, ∼f}).

Proposition 3. Given a DeLP-program (Π ,Δ) and a prioritized contextual
query [Φ+,Q] it holds that:
1. if Q ∈ Φ+ then the answer for [Φ+,Q] will always be (yes,S).
2. if Q ∈ Π and Q �∈ Φ+ then the answer for [Φ+,Q] will always be (yes,S).
3. if Q ∈ Φ+ then the answer for [Φ+,Q] will always be (no,S).
4. if Q ∈ Π and Q �∈ Φ+ then the answer for [Φ+,Q] will always be (no,S).

The proof is analogous to Proposition 2 and is not included due to space reasons.

Observation 5. The effect of considering a negated literal ∼L to answer a
query differs from the effect of removing its complement L (see Ex. 6).

Example 6. ConsiderΠ6 = {x} and Δ6 = {(a –≺ x), (b –≺ ∼x)}. From (Π6, Δ6)
the answer for the DeLP-query a is yes, and the answer for b is undecided.
Observe that the answer for [{x}−,a] is (undecided,{}) –since there are no ar-
guments for nor against a– and the answer for [{x}−,b] is also (undecided,{}).
Nevertheless, the answer for [{∼x}+,a] is (undecided,{x}), and the answer
for [{∼x}+,b] is (yes,{x}). Observe finally that the answer for [{∼x}∗,a] is
(yes,{∼x}), and the answer for [{∼x}∗,b] is (undecided,{∼x}).

Observation 6. A contextual query [Φ,Q] is a particular case of a prioritized
contextual query [Φ+,Q] where (Π∪Φ+) is a non-contradictory set.
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3.2 Extended and Combined Contextual Queries

Extending contextual queries to consider not only facts but also defeasible rules
is straightforward, because (as stated in Observation 1) if (Π ,Δ) is a DeLP-
program then (Π ,(Δ ∪ Δ1)) is also a DeLP-program for any set of defeasible
rules Δ1. The next example shows why this kind of queries are useful.

Example 7. Let Π7 = {f, h} and Δ7 = {(a –≺ g), (∼d –≺ h, g)}, from (Π7, Δ7)
the answer for the DeLP-query a is undecided, and the answer for ∼d is un-

decided. Consider an agent that has the DeLP-program ({g}, {d –≺ a}) as part
of its private knowledge. From (Π7, Δ7) the answer for [{g},a] will be (yes,{}).
Then, since the agent has the defeasible rule (d –≺ a) it could assume that if a
is warranted then d will be warranted. However, from (Π7 ∪ {g}, Δ7 ∪ {d –≺ a})
the answer for d is no, because there is a proper defeater that attacks d.

Definition 17 (Extended contextual query). GivenaDeLP-program (Π ,Δ),
an extended contextual query for (Π ,Δ) is a pair [P ,Q] whereQ is aDeLP-query and
P=(Φ,Δ1) is a DeLP-program such thatΠ∪Φ is a non-contradictory set.

Definition 18 (Warrant for an extended contextual query). The query
[(Φ,Δ1),Q] is warranted from (Π ,Δ) if Q is warranted from (Π∪Φ, Δ∪Δ1).

The definition of answer for [(Φ,Δ1),Q] will be the same as Def. 7 where Δ is
replaced by Δ∪Δ1. Thus, a contextual query [Φ,Q] is a particular case of an
extended contextual query [(Φ,{}),Q], where the set of defeasible rules is empty.

Extending non-prioritized, restrictive and prioritized contextual queries to
include defeasible rules is straightforward. The corresponding definitions will
not be included because they are analogous to the previous ones.

Although several types of contextual queries have been defined, there are some
modifications to the program in the server that cannot be performed (see Ex. 8).
Therefore, we propose a new type of query that is a generalization of the previous
ones: the combined contextual query. This type of query will allow an application
of successive changes to a DeLP-program.

Example 8. Consider the DeLP-program (Π8, Δ8), where Π8 = {a, b} and
Δ8 = {(z –≺ y), (y –≺ ∼b), (∼y –≺ a), (∼z –≺ ∼a)} Here, the answer for [{∼b}+,z]
is (undecided,{b}) because the argument {(z –≺ y), (y –≺ ∼b) } has {∼y –≺ a}
as a defeater. Suppose that an agent wants to add ∼b but to simultaneously re-
move a in order to “deactivate” the mentioned defeater. If it uses first [{∼b}+,z]
and then [{a}−,z], the literal ∼b will not be part of the program when the sec-
ond query is processed. Inverting the order of the queries does not solve the
problem because a will be present for the second query. On the other hand, if it
submits [{∼b, ∼a}+,z], the query will remove a but the literal ∼a will be added
(see Obs. 5). Therefore, the answer for [{∼b, ∼a}+,z] will be (undecided,{b, a})
because the argument {∼z –≺ ∼a} defeats {(z –≺ y), (y –≺ ∼b)}.

Definition 19 (Combined contextual query)
Given a DeLP-program P=(Π ,Δ), a combined contextual query for P is a pair
[(Seq, Δ1),Q] where Q is a DeLP-query, Δ1 is a set of defeasible rules and Seq
is a sequence of non-contradictory sets of literals, marked with ∗, + or −.
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Thus, a combined contextual query allows to apply several types of changes to
a program. This resolves issues like the one mentioned in Ex. 8. For example,
[([{a}−, {∼b}+],{}), z] will modify (Π8, Δ8) by removing a, and then adding ∼b
and removing b, before computing the DeLP-query z over the modified program.

The effect of performing a combined contextual query [(Seq, Δ1),Q] to a
DeLP-program (Π ,Δ) will be to consider the changes defined in the sequence
Seq, apply them in the given order, and then compute the answer for the DeLP-
query Q from the modified program. The program will be modified according to
Definitions 9, 12 and 14.

Example 9. Consider the program in Example 8, if we perform the combined
query [([{a, ∼b}−, {x}∗, {∼b}+], {a –≺ x}), z], then a and ∼b will be removed
fromΠ8 (∼b �∈Π8, so its exclusion has no effect); next, x is added toΠ8 (since
∼x �∈ Π8); finally, ∼b is added to Π8 and, collaterally, b is dropped from Π8.
Therefore, the program over which query z will be performed is (Π9, Δ9), where
Π9 = {x, ∼b} and Δ9 = {(z –≺ y), (y –≺ ∼b), (∼y –≺ a), (∼z –≺ ∼a), (a –≺ x)}.
Here, there is one argument for z: {(z –≺ y), (y –≺ ∼b)}, which is defeated by an
argument for ∼y: {(∼y –≺ a), (a –≺ x)}. Hence, the answer for
[([{a, ∼b}−, {x}∗, {∼b}+], {a –≺ x}), z] is (undecided,{a, b}).

4 Usage and Implementation

Several DeLP-Servers can be used simultaneously, each of them providing a
different shared knowledge base. Hence, agents may perform the same contex-
tual query to different servers, and they may share different knowledge with
other agents through different servers. Thus, several configurations of agents
and servers can be established (statically or dynamically). One possible configu-
ration is to have a single DeLP-Server with all the public knowledge of the system
loaded in it. This has the advantage of having the shared knowledge concentrated
in one point, but it has the disadvantages of any centralized configuration. In a
MAS with many client agents, several copies of the same DeLP-Server (provid-
ing the same knowledge) can be created, and each agent could select a different
server for sending its queries. Having several copies of the same DeLP-Server
is also useful in the case of time-consuming queries, because one agent may
distribute or parallelize its own queries.

Since public knowledge will not be restricted to be in a unique repository, then
it can be structured in many ways. For example, several servers with different
shared knowledge can be created. Thus, special-purpose DeLP-Servers can be
implemented, each of them representing knowledge of a specific domain. The
MAS may then have several groups of agents with specific tasks, and each group
can share specific knowledge through each special-purpose DeLP-Server.

Observe that, by using extended contextual queries, an agent may send a
complete DeLP-program (Π ,Δ) to a server in order to obtain answers for its
queries. Thus, in a MAS it will be possible to have some DeLP-Servers with
no public knowledge stored, which will receive pairs [(Π ,Δ), Q] and will return
the answer for Q from (Π ,Δ). This particular kind of servers will act only as
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reasoning services without using public knowledge. As mentioned above, having
more than one copy of this particular server without pre-loaded knowledge will
be useful for one agent to distribute or parallelize several queries.

It is important to note that, in our model, the public program stored in a
DeLP-server is loaded upon server creation and it remains unaffected thereafter.
That is, a client agent cannot make permanent changes to it. Our design choice
differs from other approaches that use a public shared space for storing knowl-
edge (as a blackboard or a tuple space) where every agent has permission to
change it. If client agents in our model were allowed to make permanent changes
to the public knowledge stored in a DeLP-server, then the model would collapse
to a shared memory repository, and several issues would have to be addressed.
For example, a permission model would have to be defined because one agent
can change information that is needed by other agents, a policy for updating
information that changes dynamically could be needed, etc.

The DeLP-Server was implemented as a stand-alone program that runs in
a host and interacts with client agents using the TCP protocol. It supports
the connection of several agents, which can be either in the same host, or in
different ones. Furthermore, an agent may connect to several DeLP-Servers, and
send queries to all of them. The DeLP-Server is implemented in SWI-prolog [5]
and client agents can be written in any language that supports TCP connections.

5 Conclusions and Related Work

In this paper we propose a model that allows agents to deliberate using de-
feasible argumentation, to share knowledge with other agents, and to represent
individual knowledge in a private manner. We have considered the design and
implementation of a Defeasible Logic Programming Server that handles queries
from several client agents distributed in remote hosts. Queries are answered us-
ing public knowledge stored in the Server and individual knowledge that client
agents can send as part of a query, providing a particular context for it. Different
types of contextual queries were presented and analyzed.

Our approach was in part inspired by Jinni/Bin-Prolog [6], where several
servers can be created, and knowledge can be shared through them. Neverthe-
less, both approaches have several differences. Their knowledge representation
language and their reasoning formalism is prolog, whereas we use DeLP. In
contrast with us, they share knowledge through blackboards where agents can
make permanent changes. Finally, we provide several types of contextual queries,
whereas they use prolog queries and Linda operations.

In [7] a description of a light-weight Java-based argumentation engine is given
that can be used to implement a non-monotonic reasoning component over the
Internet or agent-based applications. In contrast with us, they provide an appli-
cation programming interface (API) that exposes key methods to allow an agent
or Internet application developer to access and manipulate the knowledge base to
construct rules, specify and execute queries and analyze results. Therefore, their
engine allows the agent or Internet application developer to change the program
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or knowledge base. This capability, in a scenario where several agents try to
access to the same knowledge base requires that several issues have to be consid-
ered (e.g., synchronization and access/update permissions). Another difference
with our approach is that their engine is implemented in Java and presented as
a self-contained component that can be integrated into applications. In contrast,
a DeLP-Server is an independent stand-alone program that runs in a host and
interact with agents using the TCP protocol. In [7], it is not clear what are the
possible answers that an agent will obtain from the argumentation engine.

In [8], a query answering system employing a backward-chaining approach
is introduced. This query answering system, Deimos, is a suite of tools that
supports Defeasible Logic [9,10]. Although related, Defeasible Logic differs from
Defeasible Logic Programming (see [1] for a comparison of both approaches).
Similar to us, the system is prepared to receive and compute queries using rules
representing defeasible knowledge. In contrast with us, the query answering sys-
tem is accessible through a command line interface and a CGI interface. Thus, it
must be used by a human being, whereas, in our approach, a software agent or
any kind of application is allowed to interact with the Server, including a human
being through a proper program interface. Another difference with our approach
is that in Deimos there is no notion of argument. In order to decide between two
contradictory conclusions, Deimos compares only one pair of rules, whereas in
DeLP the two arguments that support those conclusions are compared. Com-
paring only a pair of rules may be problematic as we show in [1].
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Comisión Nacional de Investigaciones Cient́ıficas y Técnicas - CONICET
Artificial Intelligence Research and Development Laboratory (LIDIA)

Department of Computer Science and Engineering, Universidad Nacional del Sur
Av. Alem 1253 - (8000) Bah́ıa Blanca - Bs. As. - Argentina

{dcm,ajg,grs}@cs.uns.edu.ar

Abstract. Extended argumentation framework is a formalism where
defeat relations are determined by establishing a preference between ar-
guments involved in symmetric conflicts. This process possibly leads to
blocking situations, where conflicting arguments are found to be incom-
parable or equivalent in strength. In this work we introduce new argu-
mentation semantics for extended frameworks, by taking into account the
strength of an argument defense. Each of these new admissibility notions
relies on the presence of blocking defeaters as argument defenders.

1 Introduction

Argumentation has become an important subject of research in Artificial Intel-
ligence and it is also of interest in several disciplines, such as Logic, Philosophy
and Communication Theory. This wide range of attention is due to the constant
presence of argumentation in many activities, most of them related to social
interactions between humans, as in civil debates, legal reasoning or every day
dialogues. Basically, an argument is a piece of reasoning that supports a claim
from certain evidence. The tenability of this claim must be confirmed by analyz-
ing other arguments for and against such a claim. In formal systems of defeasible
argumentation, a claim will be accepted if there exists an argument that sup-
ports it, and this argument is acceptable according to an analysis between it
and its counterarguments. After this dialectical analysis is performed over the
set of arguments in the system, some of them will be acceptable, justified or
warranted arguments, while others will be not. The study of the acceptability of
arguments is the search for rationally based positions of acceptance in a given
scenario of arguments and their relationships. It is one of the main concerns in
Argumentation Theory.

Abstract argumentation systems [1,2,3,4] are formalisms for argumentation
where some components remain unspecified, being the structure of an argument
the main abstraction. In this kind of system, the emphasis is put on the semantic
notion of finding the set of accepted arguments. Most of them are based on the
single abstract concept of attack represented as an abstract relation, and ex-
tensions are defined as sets of possibly accepted arguments. For two arguments
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A and B, if (A, B) is in the attack relation, then the acceptance of B is condi-
tioned by the acceptance of A, but not the other way around. It is said that
argument A attacks B, and it implies a priority between conflicting arguments.
It is widely understood that this priority is related to the argument strengths.
Several frameworks do include an argument order [3,5,6], although this order is
used at another level, as the classic attack relation is kept.

In [7,8] an extended abstract argumentation framework is introduced, where
two kinds of defeat relations are present. These relations are obtained by apply-
ing a preference criterion between conflictive arguments. The conflict relation
is kept in its most basic, abstract form: two arguments are in conflict simply
if both arguments cannot be accepted simultaneously. The preference criterion
subsumes any evaluation on arguments and it is used to determine the direc-
tion of the attack. This argument comparison, however, is not always succesful
and therefore attacks, as known in classic frameworks, are no longer valid. For
example, consider the following argument, called NS1:

NS1: Buy new ski tables, because they are specially shaped to improve
turns.

The claim of NS1 is that new skis must be bought, for a reason about skiing
performance. Now suppose a new argument, called OS is introduced

OS: Buy used old ski tables, because they are cheap and your skills are
good enough to face any turn.

This argument exposes two reasons for buying old skis. Clearly, OS is in conflict
with NS1 as both arguments cannot be accepted altogether: we buy new skis,
or we buy old ones. Given this dichotomy, both argument must be compared to
each other. The claim of argument OS is supported by more reasons than NS1,
and one of them is also about skiing performance. Therefore, it is valid to state
that OS is preferable to NS1, and then the former became a proper defeater
of the latter. This is the strongest form of attack. Now consider two additional
arguments, called NS2 and NS3:

NS2: Buy new ski tables, as they are not expensive, and old used ski
tables are not helping to improve your skills.
NS3: Buy new ski tables, because the colors and graphic styles are cool.

Both arguments are supporting the same claim (“Buy new ski tables”), and
therefore they are in conflict with OS. Again, a comparison is needed. The
argument NS2 states that new skis are not expensive and they can improve
skills. As it refers to price and performance, the information exposed in NS2 is
as strong as the one exposed in OS. In fact, both arguments can be considered
equally strong when supporting its claims. Therefore, NS2 and OS are blocking
each other, and then both arguments are said to be blocking defeaters. On the
other hand, NS3 is based on style taste to support its claim. No reference to the
money invested or to personal skills is made. Although they are in conflict, NS3
and OS cannot be compared to each other. Arguments NS3 and OS are also
blocking defeaters, but of different nature, as they are incomparable.
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Extended argumentation frameworks (EAF ) are suitable to model situations
like above. In [8] a simple semantics based on suppression of arguments is
presented, and in [9] the well-formed structure of argumentation lines is in-
troduced. These are two characterizations of unique sets of accepted arguments,
according to specific dialectical interpretations. However, under the classic ac-
ceptability notions [1] in abstract frameworks it is possible to have several al-
ternative sets of acceptance (extensions) for a given argument scenario. This is
a common outcome of attack cycles (A1 is attacked by an argument A2, that
is attacked by A3,..., attacked by An, which in turn attacks A1). In extended
abstract frameworks this is also present: every argument in the ski example is
defeated by another argument. In this case, when searching for accepted argu-
ments it is not easy to find a starting point, as everyone has a defeater. Therefore,
several extensions arises. Using extended frameworks, however, it is more clear
how defeat occurs regarding to argument strength.

In this work we explore new semantic considerations based on the quality
of a defense. In the previous example, arguments NS2 and NS3 are defeaters
of OS, which is a defeater of NS1. Therefore, NS1 is said to be defended by
NS2 and NS3. The ideal defense is achieved by stronger arguments, but in
this case a defender is considered as strong as OS, and the other is actually
incomparable. This scenario leads to several argument extensions. However, in
extended abstract frameworks the strength of defenses is a pathway to compare
extensions, in a search for a position of acceptance following rational criteria.
The fact that arguments play the role of defenders with different strengths, and
how it can be used to define new extensions, is the motivation of this work.

This paper is organized as follows. In the next section, the extended argu-
mentation frameworks are formally introduced. In Section 3 a simple notion of
admissibility regarding blocked defeaters is presented. In Section 4 and Section 5
new admissibility sets are characterized taking the strength of defense into ac-
count. Finally, the conclusions and future work are presented in Section 6.

2 Extended Argumentation Framework

In our extended argumentation framework three relations are considered: con-
flict, subargument and preference between arguments. The definition follows:

Definition 1. An extended abstract argumentation framework (EAF) is a quar-
tet Φ=〈AR, �,C,R〉, where AR is a finite set of arguments, and �, C and R
are binary relations over AR denoting respectively subarguments, conflicts and
preferences between arguments.

Arguments are abstract entities, as in [1], that will be denoted using calligraphic
uppercase letters, possibly with indexes. In this work, the subargument relation
is not relevant for the topic addressed. Basically, it is used to model the fact
that arguments may include inner pieces of reasoning that can be considered
arguments by itself, and it is of special interest in dialectical studies [9]. Hence,
unless explicitly specified, in the rest of the paper �= ∅ . The conflict relation
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C states the incompatibility of acceptance between arguments. Given a set of
arguments S, an argument A ∈ S is said to be in conflict in S if there is an
argument B ∈ S such that {A, B} ∈ C. The relation R is introduced in the
framework and it will be used to evaluate arguments, modeling a preference
criterion based on a measure of strength.

Definition 2. Given a set of arguments AR, an argument comparison criterion
R is a binary relation on AR. If ARB but not BRA then A is strictly preferred
to B, denoted A � B. If ARB and BRA then A and B are indifferent arguments
with equal relative preference, denoted A ≡ B. If neither ARB or BRA then A
and B are incomparable arguments, denoted A �� B.

For two arguments A and B in AR, such that the pair {A, B} belongs to C the
relation R is considered. In order to elucidate conflicts, the participant arguments
must be compared. Depending on the preference order, two notions of argument
defeat are derived.

Definition 3. Let Φ=〈AR, �,C,R〉 be an EAF and let A and B be two argu-
ments such that (A, B) ∈ C. If A � B then it is said that A is a proper defeater
of B. If A ≡ B or A �� B, it is said that A is a blocking defeater of B, and
viceversa. An argument B is said to be a defeater of an argument A if B is a
blocking or a proper defeater of A.

Example 1. Let Φ1 = 〈AR, �,C,R〉 be an EAF where AR = {A, B, C, D, E},
�= ∅, C = {{A, B}, {B, C}, {C, D}}, {C, E}} and A � B, B � C, E �� C, C ≡ D.

Extended abstract frameworks can also be depicted as graphs, with different
types of arcs, called EAF-graphs. We represent arguments as black triangles.
An arrow ( �� ) is used to denote proper defeaters. A double-pointed straight
arrow ( �� �� ) connects blocking defeaters considered equivalent in strength,
and a double-pointed zig-zag arrow ( �� �������� ) connects incomparable blocking
defeaters. In Figure 1, the framework Φ1 is shown. Argument A is a proper
defeater of B. Argument B is a proper defeater of C, and E is an incomparable
blocking defeater of C and viceversa. Argument D and C are blocking defeaters
being equivalent in strength.

A � �� � �� � �� ����

��������
� D

B C
� E

Fig. 1. EAF-graph of framework Φ1

Example 2. The EAF of the introductory example about buying ski tables is
Φski = 〈AR, �,C,R〉 where
AR = {NS1, OS, NS2, NS3}, �= ∅, C = {{NS1, OS}, {OS, NS2}, {OS, NS3}}
and OS � NS1, OS ≡ NS2, OS �� NS3. The framework is shown in Figure 2.

The central element of attention in this work is blocking defeat. This kind of de-
feat arises when no strict preference is established between conflictive arguments.
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NS1 �

NS2 � �� �� �

��

����� �� �� �� NS3

OS

Fig. 2. EAF-graph of framework Φski

Even then, blocked arguments are able to defend other arguments, although this
defense is achieved with different strenght, as in Example 2. When this happens,
a good position to be adopted is the identification of good and bad defenses. In
the next section, we present new considerations about acceptability [1] regarding
blocking defeaters.

3 Admissibility

As said before, argumentation semantics is about argument classification through
several rational positions of acceptance. A central notion in most argument ex-
tensions is acceptability. A very simple definition of acceptability in extended
abstract frameworks is as follows.

Definition 4. Let Φ = 〈AR, �,C,R〉 be an EAF. An argument A ∈ AR is
acceptable with respect to a set of arguments S ⊆ AR if and only if every defeater
B of A has a defeater in S.

� ��� ��� � ��� �����

A B C D E F

Fig. 3. Simple extended abstract framework

Defeaters mentioned in Definition 4 may be either proper or blocking ones. In
the Figure 3, argument A is acceptable with respect to {C}. Argument C is ac-
ceptable with respect to the empty set. Argument D is acceptable with respect to
{F}, F is acceptable with respect to {F}, and so is E with respect to {E}. Note
that an argument that is not strictly preferred to another conflicting argument
is considered strong enough to stand and defend itself. In Figure 3, F is de-
fending itself against E . Because of this intrinsic property of blocked arguments,
a stronger notion of acceptability can be defined, by excluding self-defended
arguments.

Definition 5. Let Φ = 〈AR, �,C,R〉 be an EAF. An argument A ∈ AR is
x-acceptable with respect to a set of arguments S ⊆ AR if it is acceptable with
respect to S − {A}.
Clearly, the focus is put in those arguments that need their own defense. In
the framework of Figure 3, argument D is x-acceptable with respect to {F}.
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Argument F is not x-acceptable with respect to {F}, as this argument lacks of
other defense than the one provided by itself. In the framework AFski, argument
NS2 is x-acceptable with respect to {NS2, NS3}.

Following the usual steps in argumentation semantics, the notion of accept-
ability leads to the notion of admissibility. This requires the definition of conflict-
free set of arguments. A set of arguments S ⊆ AR is said to be conflict-free if
for all A, B ∈ S it is not the case that {A, B} ∈ C.

Definition 6. Let Φ = 〈AR, �,C,R〉 be an EAF. A set of arguments S ⊆ AR
is said to be admissible if it is conflict-free and every argument in S is acceptable
with respect to S.

An admissible set is able to defend any argument included in that set. As stated
before, some arguments can only be defended by themselves, although they can
be defenders of other arguments. Therefore, using the refined version of accept-
ability of Definition 5, the corresponding admissibility notion is as follows.

Definition 7. Let Φ = 〈AR, �,C,R〉 be an EAF. A set of arguments S ⊆ AR
is said to be x-admissible if it is conflict-free and every argument in S is x-
acceptable with respect to S.

An x-admissible extension S may include a blocked argument A only if the in-
trinsic self-defense of A is superfluous. Every x-admissible extension is admissible
by definition. In the framework of Figure 3, the set {D, F} is admissible, but
not x-admissible. In the framework Φski, the sets {NS1, NS2} and {NS1, NS3}
are admissible but not x-admissible. The set {NS1, NS2, NS3} is admissible and
x-admissible, as arguments NS2 and NS3 are defenders of each other.

When blocking defeat is present, x-admissiblity is a stronger notion than
classic admissibility. If a set S is admissible but not x-admissible, then at least
one argument A in S has a defender that can only be defended by itself. This may
be considered as a sign of weakness of S. Consider the framework of Figure 4.
The admissible sets are ∅, {A}, {B}, {C} and {A, C}. According to x-admissibilty
semantics, only the empty set and {A, C} are valid extensions.

� ����� �����

A B C

Fig. 4. {A, C} is x-admissible

An x-admissible set may be a good position of acceptance when trying to avoid
arguments that cannot be defended but by themselves. Sometimes, however,
these kind of arguments is mandatory for a defense, as in Figure 2 for argument
NS1. The first step is to distinguish an acceptance set due to defense based on
proper-defeaters. In the following section a new semantic notion characterizes
a set of accepted arguments only when they benefit from a strictly preferred
defense. In Section 5, an argument extension based on the strongest argument
defense is introduced.
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4 Acceptance Through Strongest Defense

When conflicts and preferences are considered as separate elements in the frame-
works, a deeper evaluation of extensions can be considered. Lets analyze the
situation depicted in Figure 5(a) where D �� B and E �� C.

�
�
�
�
�

(a) B (b) B
A � ��� ����� �� �� D A � ��� ����� D

�
��

����� �� �� E �
��

����� E
C C

Fig. 5. Argument A is defended by D and E

According to Definition 4, argument A is acceptable with respect to {D, E}.
The set {A, D, E} is admissible and it is also a complete extension (in the sense of
[1]). However, {A, D, E} it is not x-admissible, as D and E are blocked arguments.
In fact, no set including these arguments is x-admissible. Note that the defense
of A is a blockade-based one, that is, it relies on blocking defeat. Now consider
the same framework where D ≡ B and E ≡ C, as shown in Figure 5(b). There
is still a blockade of defeaters of A, but it is due to an equivalence of strength
between arguments. Again, A is defended by {D, E}, but the position is more
cohesive. The strenght of arguments can be measured, although only to conclude
that it is the same. This is a better defense than blockade by incomparability as
before. The quality of a defense determines the quality of an admissible set. For
an argument A, being acceptable with respect to a set S does not necessarily
means that is strongly defended by S. Following the previous example, it is clear
that the best defense of A occurs when D � B and E � C. In this scenario,
x-admissible sets are not a suitable semantics if a credulous position is desired,
as the only x-admissible set is the empty set. Thus, the ability to distinguish
quality among admissible sets is interesting.

Definition 8. Let Φ = 〈AR, �,C,R〉 be an EAF. Let A ∈ AR be an argument
with defeater B ∈ AR and let D ∈ AR such that {B, D} ∈ C. Then argument A
is said to be confirmed by D against B if D � B. It is said that A is sustained
by D against B if D ≡ B. Finally, A is said to be held up by D against B if
D �� B. In all cases D is said to be a defender of A.

Example 3. Consider the EAF of Figure 6. As several blocking situations are
present, many cases of defense can be found. For example, argument A is con-
firmed by D against B. It is held up by F against B, and sustained by E against
C. Argument C, in turn, is confirmed by B against A. Argument G is sustained
by itself against H.

In the framework of Figure 6, argument A is acceptable with respect to S1 =
{E , F}. It is also acceptable with respect to S2 = {E , D}. However, A is not
confirmed by any argument in S1, as it is done in S2. Therefore, {A} ∪ S2 may
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A � ��� B � G
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H

Fig. 6. Argument defense

be considered a stronger admissible set than {A} ∪ S1. This is reinforced by the
fact that D does not need defense.

Definition 9. Let Φ = 〈AR, �,C,R〉 be an EAF. An argument A is strong-
acceptable with respect to a set of arguments S ⊆ AR if A is confirmed by an
argument in S against every defeater of A.

In the extended framework of Figure 6, argument F is strong-acceptable with
respect to {D}. Argument A is not strong-acceptable with respect to any set,
because it cannot be confirmed against C. Argument D is strong-acceptable with
respect to the empty set, as it has no defeaters.

Definition 10. Let Φ = 〈AR, �,C,R〉 be an EAF. A set of arguments S ⊆ AR
is strong-admissible if every argument in S is strong-acceptable w.r.t. S.

In the EAF of Figure 6, the only strong-addmissible sets are {} , {D}, and
{D, F}. Note that argument A is excluded because its only defense against C is
a blockade-based one.

Example 4. Consider the EAF of Figure 7. The sets {B, D} and {A, C} are ad-
missible, but only {B, D} is strong-admissible. This is because C is not strong-
acceptable with respect to {A}. The set {B, D} is also x-admissible, as B is
acceptable with respect to {D} and D is acceptable with respect to {B}.

A � �� �������� �
��

B

D �

��

��� C

Fig. 7. The set {B, D} is strong-admissible

Strong-admissibility is a more skeptical criterion for argument acceptance than
classical admissible sets. Clearly, an admissible set may be not strong admissi-
ble, as in previous examples. Also an x-admissible set is not necessarily strong-
admissible: in the framework of Figure 4, the set {A, C} is x-admissible, but no
proper defeat is present and therefore it is not strong-admissible.

Proposition 1. If a set S is strong-admissible, then it is admissible and
x - admissible.

Proof. Let S be a strong-admissible set. If an argument A is strong-acceptable
with respect to a set S, then it is acceptable with respect to S, as a collective
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defense is achieved. Thus, every argument in S is acceptable w.r.t S, and then
S is admissible. Even more, no argument needs its own defense: every argument
X ∈ S is confirmed by an argument Y ∈ S. As no argument can be confirmed
by itself, then X �= Y and then X is acceptable with respect to S − {X}. Thus,
S is x-admissible. �
A strong admissible set is perhaps the most reliable defense that an argument
may acquire, as it is based only on strictly preferred arguments. It may be con-
sidered that an argument in a strong-admissible set is safely justified. However,
it is not always possible to count with this kind of defense. In the framework
Φski the only strong-admissible set is the empty set. In the framework of Fig-
ure 6 argument A is somehow defended, but it is rejected according to strong-
admissibility. Sometimes it is desirable to adopt a more credulous position of
acceptance. Therefore, it is interesting to evaluate the quality of a defense and
its alternatives when incomparable or equivalent-in-force defenders are involved.
This is addressed in the following section.

5 Weighing Up Defenses

An argument A may be collectively defended by several sets of arguments. In
Φski, argument NS is defended by {NS1} and it is also defended by {NS2}. As
a consequence, the union of these sets constitutes a defense for A. The final set
of accepted arguments depends on the position adopted by the rational agent,
for which the knowledge is modeled by the framework . Sometimes, maximality
is required, a position in which an agent accepts all it can defend. Another inter-
esting position is to accept a small set of arguments and its strongest defenders.
This corresponds to an agent that, given a special situation where arguments
are defended in different manners, decides to accept a minimal set where, if
not needed, weakest defenders are discarded. In particular, in extended abstract
frameworks, defense can occur with different levels of strength, and when a lot
of equivalent-in-force or incomparable arguments are involved in the defeat sce-
nario (leading to several extensions) it is interesting to target the construction
of valid extensions according to the appropriate defense.

This evaluation of defenses can be achieved by considering a rational, implicit
ordering of argument preferences. This is a common sense property: given two
arguments for which a preference must be made, the best scenario is where one
of them is effectively preferred to the other. If this is not the case, then at least
is desirable to acknowledge the equivalence in strength, so it is clear that both
arguments are somehow related. The worst case is to realize that both arguments
are not related enough even to evaluate a difference in force. This is formalized
in the next definition.

Definition 11. Let Φ = 〈AR, �,C,R〉 be an EAF. Let A and B be two argu-
ments in AR The function pref : AR × AR → {0, 1, 2} is defined as follows

pref(A, B) =

{ 0 if A �� B
1 if A ≡ B
2 if A � B
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The simple graduation of preference conclusions stated in Definition 11 allows
the comparison of individual defenses. For an argument A, the strength of its
defenders is evaluated as stated in Definition 12.

Definition 12. Let Φ = 〈AR, �,C,R〉 be an EAF. Let A ∈ AR be an argument
with defeater B, which is defeated, in turn, by arguments C and D. Then

1. C and D are equivalent in strength defenders of A if pref(C, B) = pref(C, D).
2. C is a stronger defender than D if pref(C, B) > pref(C, D). It is also said

that D is a weaker defender than C
In the framework Φski, argument NS2 is a stronger defender of NS than NS3.
In the framework of Figure 6, for argument A, the argument F is a weaker
defender than D and also than E . The evaluation of a collective defense follows
from Definition 12.

Definition 13. Let Φ = 〈AR, �,C,R〉 be an EAF. Let A ∈ AR be an argument
acceptable with respect to S1 ⊆ AR. A set of arguments S2 ⊆ AR is said to be a
stronger collective defense of A if A is acceptable with respect to S2, and

1. There does not exists two argument X ∈ S1 and Y ∈ S2 such that X consti-
tutes a stronger defense than Y

2. For at least one defender X ∈ S1 of A, there exists an argument Y ∈ S2
which constitutes a stronger defense of A.

A set of arguments S2 is a stronger collective defense of A than the set S1 if the
force of defense achieved by elements in S2 is equal or stronger than those in S1.
Informally, every argument X in S1 has a competitor Y in S2 that is a stronger
or equivalent in strength defender. Note that it is possible that X = Y.

In the framework Φski, the set {NS2} is a stronger defense than {NS3}.
The set {NS2, NS3} is not considered a stronger collective defense than {NS2}
(maximality is not relevant under this notion). On the other hand, {NS2, NS3}
is considered a stronger collective defense than {NS3}, because of the inclusion
of a stronger defender.

The strength of a defense is a pathway to evaluate admissible sets. In Dung’s
classic abstract framework, admissible sets may be compared, for instance, by set
inclusion, and then maximal extensions are of interest. Even then, two admissi-
ble sets with the same number of arguments may be considered indistinguishable
alternatives for acceptance, as in the Nixon Diamond example [1]. In extended
abstract frameworks, defeat may occur in different ways, according to prefer-
ence criterion R, and this can be used to evaluate the inner composition of an
admissible set.

Example 5. Consider the EAF of Figure 8. The admissible sets are ∅ (trivial),
every singleton set, {A, D} and {A, C}. Argument A is defended by sets {D}
and {C}, but the first one is a stronger collective defense than the second one.
Then {A, D} is an admissible set with stronger inner defenses than {A, C}.
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B
A � �� �� � �� ������ ���
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D �
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Fig. 8. {D} is a stronger defense of A than {C}

Proposition 2. Let 〈AR, �,C,R〉 be an EAF . If an argument A ∈ AR is
strong-acceptable with respect to a set of arguments S ⊆ AR, then no other set
S′ ⊆ AR constitutes a stronger collective defense than S.

Proof. Trivial, as every individual defense cannot be strengthened by another
argument because it is achieved by proper defeaters.

Definition 14. An admissible set of arguments S is said to be top-admissible if,
for any argument A ∈ S, no other admissible set S′ provides a stronger defense
of A than S.

In Figure 6, the set {A, D, E} is top-admissible, while the set {A, D, F} is not.
In the framework AFski, the admissible set {NS, NS1} is top-admissible. The
set {NS, NS2} is not, as NS can be benefited from a better defense. In the EAF
of Figure 8, the set {A, D} is top-admissible. Top-admissibility is also a measure
of strength, other than cardinality of admissible sets. Although every maximal
(with respect to set inclusion) admissible set is top-admissible, the converse is
not true. In Figure 6, the set {A, D, F} is top-admissible, but not maximal.

Definition 14 is a measure of quality. What top-admissibility semantics re-
quires is that best admissible sets are selected, according to the strength of
every defense. Note that every strong-admissible set is top-admissible, but a top-
admissible set may not be strong-admissible as the former is allowing blockade-
based defenses.

6 Conclusions and Related Work

In this work, new restricted notions of admissibility were introduced by taking
into account the strength of an argument defense in extended abstract frameworks
[8,9]. Each of the new admissibility notions presented relies on the presence of
blocking defeaters in the argument scenario. A set S is x-admissible if no blocked
argument in S needs its own defense. A set is strong-admissible if every argument
in that set is defended by arguments strictly preferred to its defeaters, discarding
any blockade-based defense. A set is top-admissible if no inner defense can be
individually strengthened. As said before, the final set of accepted arguments
depends on the position adopted by the rational agent. The aim of this work
was to provide new views for selecting an admissible set of arguments in extended
abstract frameworks.



On Defense Strength of Blocking Defeaters in Admissible Sets 151

Acceptability notions are defined in [1], and many interesting works are based
on these concepts. Other extensions based on acceptability of arguments were
defined, although using classic frameworks, and then usually maximal or minimal
sets are relevant. In [10] minimality is explored as a property of defenses by
distinguishing two types of arguments, one of them mandatory as a defense,
while the other used only when is needed. Thus, the defense is also weighed
out according to relevance of defenders. Despite the framework used, weaker
defenders in EAF may be considered as a form of restricted arguments in [10].

Preferences between arguments are also present in other works, notably in [4],
where the notion of strict-defense influenced strong-acceptability in EAF . Also
in that work an argument may defend itself, although in a different way: it is
preferable to its attackers. In EAF self-defended arguments are related to sym-
metric blocking and each argument’s context. Preference is used in [6], where
value-based argumentation frameworks are presented. In that work, defeat is
derived by comparing arguments. Similar to [4], an attack is overruled (i.e. it
does not succeed) if the attacked argument is preferred to its attacker. Oth-
erwise, a defeat relation arises, even when both argument may promote equal
or unrelated values. In EAF this leads to blocking defeat, the basis for dis-
tinguishing grades on defense, as it is done in the present work. In [11] prin-
ciples for the evaluation of extensions are presented; skepticism among them.
According to the weak skepticism relation, a strong-admissible set is more skep-
tical than admissible sets. Also top-admissibility is more skeptical than classical
admissibility.
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Abstract. We define an inference system to capture explanations based
on causal statements, using an ontology in the form of an IS-A hierarchy.
We first introduce a simple logical language which makes it possible to
express that a fact causes another fact and that a fact explains another
fact. We present a set of formal inference patterns from causal statements
to explanation statements. These patterns exhibit ontological premises
that are argued to be essential in deducing explanation statements. We
provide an inference system that captures the patterns discussed.

1 Introduction

We are aiming at a logical formalization of explanations from causal statements.
For example, it is usually admitted that fire is an explanation for smoke, on the
grounds that fire causes smoke. In other words, fire causes smoke is a premise
from which it can be inferred that fire is an explanation for smoke. In this
particular example, concluding from cause to explanation is immediate but such
is not always the case, far from it. In general, the reasoning steps leading from
cause to explanation are not so trivial:
Example. We consider two causal statements:

(i) Any ship that is about to sink causes her crew to launch some red rocket(s)

(ii) In France, July the 14th causes colourful rockets to be launched (fireworks)

So, if the place is a coastal city in France, on July the 14th, then red rockets
being launched could be explained either by some ship(s) sinking or by the French
national day.
In this example, it is needed to acknowledge the fact that a red rocket is a kind
of (colourful) rocket in order to get the second explanation, which makes sense.

Example (con’d). Suppose that we now add the following statement:

(i) Seeing a red rocket being launched triggers a rescue process

Now, a possible explanation for the triggering of the rescue process, as happens
in practice, is that we are on July the 14th in a coastal city in France.
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In this paper, we define a dedicated inference system to capture explanations
based on causal statements and stress that the rôle of ontology-based information
is essential. In the second section, we introduce the logical language that we
propose to use. In the third section, we define the set of patterns dedicated to
inferring explanations from causal statements and ontological information. In
the fourth section, we give the formal inference system allowing us to derive
explanations from a given set of formulas. We conclude by discussing the rôle of
ontology and by giving some perspectives.

2 Language

We distinguish various types of statements in our formal system:

C: A theory expressing causal statements. E.g., On(alarm) causes Heard(bell).
O: An ontology listing entities, in the form of an IS-A hierarchy which defines

classes and sub-classes. E.g., loud bell is a bell and soft bell is a bell.
W : A classical first order theory expressing truths (i.e., incompatible facts, co-

occurring facts, . . .). E.g., Heard(soft bell) → ¬Heard(loud bell).

We assume a logical language whose alphabet consists of constants a, b, c, . . . and
unary predicates such as P, . . . Intuitively, constants denote objects or entities,
including classes and sub-classes to be found in the IS-A hierarchy. The pred-
icates (unary for simplicity, they could be n-ary in theory) are used to express
facts or events on these objects or entities as Heard(soft bell) or Own(blue car).
The causal statements express causal relations between facts or events expressed
by these predicates as in On(alarm) causes Heard(bell).

Moreover, we assume that these unary predicates “inherit upwards” through
the IS-A hierarchy in the following sense: If b IS-A c then P (b) entails P (c).
Consider owning as an example, together with small car and car. Of course, a
small car is a car and “I own a small car” entails “‘I own a car”. This property
happens to be fundamental when designing inference patterns (next section) as
it allows us to apply inheritance properties between entities to facts and events
on these entities.. It also means that we restrict ourselves to those predicates
that “inherit upwards”, which precludes for instance the predicate Dislike as
Dislike(small car) does not imply Dislike(car). In the following, we say that
Heard(soft bell) is a specialization of Heard(bell) and that Heard(bell) is a
generalization of Heard(soft bell).

The formal system we introduce below is meant to infer (this inference will
be noted �C), from such premises C ∪ O ∪ W , formulas denoting explanations.

In the sequel, α, β, . . . denote the so-called sentential atoms (i.e., ground
atomic formulas) and Φ, Ψ, . . . denote sets thereof.

Atoms

1. Sentential atoms : α, β, . . . (Ground atomic formulas)
2. Causal atoms : α causes β.
3. Ontological atoms : b →IS−A c.
4. Explanation atoms : α explains β because possible Φ.
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An ontological atom reads: b is a c.
An explanation atom reads: α is an explanation for β because Φ is possible.

Notation: α explains β bec poss Φ abbreviates α explains β because possible Φ.

Formulas

1. Sentential formulas: Boolean combinations of sentential atoms.
2. Causal formulas: Boolean combinations of causal atoms and sentential atoms.

The premises of the inference �C , namely C∪O∪W , consist of sentential formulas
as well as causal formulas and ontological atoms (no ontological formula). Notice
that explanation atoms cannot occur in the premises.

The properties of causal and ontological formulas we consider are as follows.

1. Properties of the causal operator
(a) Entailing the conditional : If α causes β, then α → β.

2. Properties of the ontological operator
(a) Upward inheritance: If b →IS−A c, then α[b] → α[c]1.
(b) Transitivity: If a →IS−A b and b →IS−A c, then a →IS−A c.
(c) Reflexivity: c →IS−A c.

Reflexivity is unconventional a property for an IS-A hierarchy. It is included
here because it helps keeping the number of inference schemes low (see later).

W is supposed to include (whether explicitly or via inference) all condition-
als induced by the ontology O. For example, if loud bell →IS−A bell is in O
then Heard(loud bell) → Heard(bell) is in W . Similarly, W is supposed to
include all conditionals induced by the causal statements in C. For example, if
On(alarm) causes Heard(bell) is in C, then On(alarm) → Heard(bell) is in W .

3 Patterns for Inferring Explanations

A set of patterns is proposed to infer explanations from premises C ∪ O ∪ W .

3.1 The Base Case

A basic idea is that what causes an effect can always be suggested as an expla-
nation when the effect happens to be the case:

If

⎛

⎜
⎝

α causes β

and
W �|= ¬α

⎞

⎟
⎠ then α explains β because possible {α}

1 α[b] denotes the atomic formula α and its (only) argument b.
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Example. Consider a causal model such that W �� ¬On(alarm) and O is empty
whereas

C = {On(alarm) causes Heard(bell)}
Then, the atom

On(alarm) explains Heard(bell) because possible {On(alarm)}

is inferred. That is, On(alarm) is an explanation for Heard(bell).

By the way, “is an explanation” must be understood as provisional. Inferring that
On(alarm) is an explanation for Heard(bell) is a tentative conclusion: Should
On(alarm) be ruled out, e.g., ¬On(alarm) ∈ W , then On(alarm) is not an
explanation for Heard(bell).

Formally, with Form = On(alarm) explains Heard(bell) bec poss {On
(alarm)}: C ∪ O ∪ W �C Form; C ∪ O ∪ W ∪ {¬On(alarm)} ��C Form

3.2 Wandering the IS-A Hierarchy: Going Upward

What causes an effect can be suggested as an explanation for any consistent
ontological generalization of the effect:

If

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α causes β[b]
and
b →IS−A c

and
W �|= ¬α

⎞

⎟
⎟
⎟
⎟
⎟
⎠

then α explains β[c] because possible {α}

Example. C ={On(alarm) causes Heard(bell)} and O = {bell →IS−A noise}.
W contains no statement apart from those induced by C and O, that is:

W = {On(alarm) → Heard(bell), Heard(bell) → Heard(noise)}

Inasmuch as noise could be bell, On(alarm) then counts as an explanation for
Heard(noise).

C ∪ O ∪ W �C On(alarm) explains Heard(noise) bec poss {On(alarm)}

Again, it would take On(alarm) to be ruled out for the inference to be prevented.

Example. C = {On(alarm) causes Heard(bell)}

O = {bell →IS−A noise, hooter →IS−A noise}
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W states that a hooter is heard (and that Heard(bell) is not Heard(hooter))
and additionally expresses the conditionals induced by C and O, that is:

W =

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Heard(hooter)
¬(Heard(bell) ↔ Heard(hooter))

On(alarm) → Heard(bell)
Heard(hooter) → Heard(noise)
Heard(bell) → Heard(noise)

⎫

⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

Even taking into account the fact that bell is an instance of noise, it cannot
be inferred that On(alarm) is an explanation for Heard(noise). The inference
fails because it would need noise to be of the bell kind (which is false, cf hooter).
Technically, the inference fails because W � ¬On(alarm).

The next example illustrates why resorting to ontological information is essential
when attempting to infer explanations: the patterns in sections 3.2-3.3 extend the
base case for explanations to ontology-based consequences, not any consequences.

Example. Rain makes me growl. Trivially, I growl only if I am alive. However,
rain cannot be taken as an explanation for the fact that I am alive.

C = {Rain causes I growl}
W = {I growl → I am alive}

C ∪ O ∪ W ��C Rain explains I am alive bec poss {Rain}

3.3 Wandering the IS-A Hierarchy: Going Downward

What causes an effect can presumably be suggested as an explanation when the
effect takes place in one of its specialized forms:

If

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α causes β[c]
and
b →IS−A c

and
W �|= ¬(α ∧ β[b])

⎞

⎟
⎟
⎟
⎟
⎟
⎠

then α explains β[b] because possible {α, β[b]}

Example. Consider a causal model with C and O as follows:

C = {On(alarm) causes Heard(bell)} and O =
{

loud bell →IS−A bell
soft bell →IS−A bell

}

O means that loud bell is more precise than bell. Since On(alarm) is an explana-
tion for Heard(bell), it also is an explanation for Heard(loud bell) and similarly
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Heard(soft bell). This holds inasmuch as there is no statement to the contrary:
The latter inference would not be drawn if for instance ¬Heard(soft bell) or
¬(Heard(soft bell) → On(alarm)) were in W . Formally, with Form(loud) =
On(alarm) explains Heard(loud bell) bec poss {On(alarm), Heard(loud bell)}
and Form(soft) =
On(alarm) explains Heard(soft bell) bec poss {On(alarm), Heard(soft bell)}:
C ∪ O ∪ W �C Form(loud), C ∪ O ∪ W �C Form(soft), and
C ∪ O ∪ W ∪ {¬(Heard(soft bell) → On(alarm))} ��C Form(soft)

3.4 Transitivity of Explanations

We make no assumption as to whether the causal operator is transitive (from
α causes β and β causes γ does α causes γ follow?). However, we do regard
inference of explanations as transitive which, in the simplest case, means that if
α explains β and β explains γ then α explains γ.

The general pattern for transitivity of explanations takes two causal state-
ments, α causes β and β′ causes γ where β and β′ are ontologically related, as
premises in order to infer that α is an explanation for γ.

In the first form of transitivity, β′ is inherited from β by going upward in the
IS-A hierarchy.

If

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α causes β[b],
β[c] causes γ,

b →IS−A c,

and
W �|= ¬α

⎞

⎟
⎟
⎟
⎟
⎟
⎠

then α explains γ because possible {α}

Example. Sunshine makes me happy. Being happy is why I sing. Therefore,
sunshine is a plausible explanation for the case that I am singing.

C =
{

Sunshine causes I am happy
I am happy causes I am singing

}

W =
{

Sunshine → I am happy
I am happy → I am singing

}

So, we get:

C ∪ O ∪ W �C Sunshine explains I am singing bec poss {Sunshine}.

The above example exhibits transitivity of explanations for the simplest case that
β = β′ in the pattern α causes β and β′ causes γ entail α causes γ (trivially, if
β = β′ then β and β′ are ontologically related). Technically, β = β′ is obtained by
applying reflexivity in the ontology. This is one illustration that using reflexivity
in the ontology relieves us from the burden of tailoring definitions to capture
formal degenerate cases.
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Example. Let O = {bell →IS−A noise} and

C =
{

On(alarm) causes Heard(bell)
Heard(noise) causes Disturbance

}

W states the facts induced by C and O, that is:

W =

⎧

⎨

⎩

On(alarm) → Heard(bell)
Heard(noise) → Disturbance
Heard(bell) → Heard(noise)

⎫

⎬

⎭

So, we get:

C ∪ O ∪ W �C On(alarm) explains Disturbance bec poss {On(alarm)}.

In the second form of transitivity, β′ is inherited from β by going downward in
the IS-A hierarchy.

If

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α causes β[c],
β[b] causes γ,

b →IS−A c,

and
W �|= ¬(α ∧ β[b])

⎞

⎟
⎟
⎟
⎟
⎟
⎠

then α explains γ because possible {α, β[b]}

Example. O = {loud bell →IS−A bell}

C =
{

On(alarm) causes Heard(bell)
Heard(loud bell) causes Deafening

}

W =

⎧

⎨

⎩

Heard(loud bell) → Heard(bell)
On(alarm) → Heard(bell)

Heard(loud bell) → Deafening

⎫

⎬

⎭

On(alarm) does not cause Heard(loud bell) (neither does it cause Deafening),
but it is an explanation for Heard(loud bell) by virtue of the upward scheme.
Due to the base case, Heard(loud bell) is in turn an explanation for Deafening.
In fact, On(alarm) is an explanation for Deafening by virtue of transitivity.

Considering a causal operator which is transitive would give the same explana-
tions but is obviously more restrictive as we may not want to endorse an account
of causality which is transitive. Moreover, transitivity for explanations not only
seems right in itself but it also means that our model of explanations can be
plugged with any causal system whether transitive or not.
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3.5 Explanation Provisos and Their Simplifications

Explanation atoms are written α explains β because possible Φ as the definition
is intended to make the atom true just in case it is successfully checked that the
proviso is possible: An explanation atom is not to be interpreted as a kind of
conditional statement. Indeed, we do not write “if possible”. The argument in
“because possible” gathers those conditions that must be possible together if α
is to explain β (there can be others: α can also be an explanation of β wrt other
arguments in “because possible”).

Using
∧

Φ to denote the conjunction of the formulas in the set Φ, the following
scheme amounts to simplifying the proviso attached to an explanation atom.

If

(
W |= ∧

Φ →
∨n

i=1
∧

Φi and
for all i ∈ {1, · · · , n}α explains β because possible (Φi ∪ Φ)

)

then α explains β because possible Φ

4 A Formal System for Inferring Explanations

The above ideas are embedded in a short proof system extending classical logic:

1. Causal formulas
(a) (α causes β) → (α → β)

2. Ontological atoms
(a) If b →IS−A c then α[b] → α[c]

(b) If a →IS−A b and b →IS−A c then a →IS−A c

(c) c →IS−A c

3. Explanation atoms

(a) If

⎛

⎜
⎝

α causes β[b],
a →IS−A b, a →IS−A c

W �|= ¬(α ∧ β[a])

⎞

⎟
⎠

then α explains β[c] because possible {α, β[a]}

(b) If

(

α explains β because possible Φ

β explains γ because possible Ψ

)

then α explains γ because possible (Φ ∪ Ψ)

(c) If

(

W |= ∧
Φ → ∨n

i=1
∧

Φi and
for all i ∈ {1, · · · , n} α explains β because possible (Φi ∪ Φ)

)

then α explains β because possible Φ
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These schemes allow us to obtain the inference patterns described in the
previous section. E.g., the base case for explanation is obtained by combining
(2c) with (3a) (yielding another illustration of reflexivity in the ontology relieving
us from the burden of introducing further formal material) prior to simplifying
by means of (3c). Analogously, the upward case is obtained by applying (2c)
upon (3a) before using (3c).

A more substantial application is:

C =
{

α causes β[b]
β[c] causes γ

}

O = {b →IS−A c}

W =

⎧

⎨

⎩

α → β[b]
β[b] → β[c]
β[c] → γ

⎫

⎬

⎭

The first form of transitivity in Section 3.4 requires that we infer:

α explains γ because possible {α}

Let us proceed step by step:

α explains β[c] because possible {α} by (3a) as upward case
β[c] explains γ because possible {β[c]} by (3a) as base case
α explains γ because possible {α, β[c]} by (3b)

α explains γ because possible {α} by (3c) simplifying the proviso

5 A Generic Diagram

Below an abstract diagram is depicted that summarizes many patterns of inferred
explanations from various cases of causal statements and →IS−A links.

In this example, for each pair of symbols (σ1, σ2), there is only one “ex-
planation path”. E.g., we get α1 explains γ4 because possible {α1, γ1, γ4},
through α3 and γ1. Indeed, from α1 explains α3 because possible {α1} as well
as α3 explains γ1 because possible {α3, γ1} and
γ1 explains γ4 because possible {γ1, γ4}, we obtain
α1 explains γ4 because possible {α1, α3, γ1, γ4} (using transitivity twice).
Lastly, we simplify the condition set by virtue of W � α1 → α3.

In other examples, various “explanation paths” exist. It suffices that the in-
ference pattern 3a can be applied with more than one “a”, or that transitivity
(3b) can be applied with more than one β. We have implemented a program
in DLV [8] (an implementation of the Answer Set Programming formalism [1])
that takes only a few seconds to give all the results s1 explains s2 bec poss Φ, for
all examples of this kind, including the case of different explanation paths (less
than one second for the diagram depicted below).
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causesexplains

α1 α2

β1

α4

β3

δ1γ1

γ2

α5

γ3

γ4

β2

β4

β5

β8

β7

β9

α0

α3

β6

is_a

6 Back to Ontology

The explanation inferences that we obtain follow the patterns presented before.
The inference pattern (3a) is important, and, in it, the direction of the →IS−A

links a →IS−A b and a →IS−A c is important: Unexpected conclusions would
ensue if other directions, e.g., b →IS−A a and c →IS−A a were allowed.

We have considered ontological information in the most common form, as a
→IS−A hierarchy. A closer look at the process of inferring explanations reveals
that →IS−A links serve as a means to get another kind of ontological information
by taking advantage of the property of the unary predicates to “inherit upwards”.
The basis for an explanation are causal statements, and these apply to facts or
events [9]. Indeed, the ontological information which is eventually used in the
process of inferring explanations is about facts or events, through the “inherit
upwards” property. We eventually resort to an ontology over events.

Example. Getting cold usually causes Mary to become active. I see Mary jog-
ging. So, Mary getting cold might be taken as an explanation for her jogging.
This holds on condition that the weather is possibly cold, otherwise the inference
fails to ensue: In the presence of the information that the weather is warm, Mary
getting cold is inconsistent.

C = {Mary was getting cold causes Mary is moving up}
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O = {Mary is jogging →IS−A Mary is moving up}

W =
{

Mary was getting cold → Mary is moving up
Mary is jogging → Mary is moving up

}

If allowing such an ontology over events as in O, we could use an extended ver-
sion of our proof system to infer the atom

Mary was getting cold
explains Mary is jogging bec poss {Mary was getting cold}.

That is to say, Mary was getting cold would be inferred as an explanation
for Mary is jogging. Also, the inference would break down if for example both
Warm weather and Mary was getting cold → ¬Warm weather were in W .

7 Conclusion

We have provided a logical framework allowing predictive and abductive rea-
soning from causal information. Indeed, our formalism allows to express causal
information in a direct way. Then, we deduce so-called explanation atoms which
capture what might explain what, in view of some given information. We have
resorted to ontological information. Not only is it generally useful, it is key in
generating sensible explanations from causal statements.

In our approach, the user provides a list of ontological atoms a →IS−A b
intended to mean that object a “is a” b. The basic terms, denoted α, β are then
concrete atoms built with unary predicates, such as P (a). The user also provides
causal information in an intuitive form, as causal atoms α causes β (which can
occur in more complex formulas).

This makes formalization fairly short and natural. The ontology provided is
used in various patterns of inference for explanations. In our approach, such infor-
mation is rather easy to express, or to obtain in practice due to existing ontologies
and ontological languages. If we were in a purely propositional setting, the user
should write Own small car →IS−A Own car, Own big car →IS−A Own car,
and, when necessary Heard small car →IS−A Heard car, Heard big car
→IS−A Heard car, and so on. This would be cumbersome, and error prone.
This contrasts with our setting, which, moreover, is “essentially propositional”
in that, for what concerns the causal atoms, it is as if Own(small car) were a
propositional symbol Own small car, while, for what concerns the ontology, we
really use the fact that Heard and Own are predicates.

As always with knowledge representation, some care must be exercized as to
the vocabulary used. E.g., minimization formalisms such as circumscription or
predicate completion (see logic programming and its “offspring” answer set pro-
gramming) require to distinguish between “positive notions” (to be minimized)
from negative notions: Writing Fly vs. not F ly yields a different behavior than
writing not Unfly and Unfly. Here, we have a similar situation, since the infer-
ence patterns would not work properly if we were to use predicates that do not
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“inherit upwards” with respect to the ontology provided: We should not expect
to infer Dislike small car →IS−A Dislike car, since Dislike obviously fails to
“inherit upwards” when the ontology contains small car →IS−A car.

It does seem to us, that what we propose here is a good compromise be-
tween simplicity, as well as clarity, when it comes to describing a situation, and
efficiency and pertinence of the results provided by the formalism.

Our work differs from other approaches in the literature in that it strictly
separates causality, ontology and explanations. The main advantages are that
information is more properly expressed and that our approach is compatible with
various accounts of these notions, most notably causality. In particular, we need
no special instances of α causes α to hold nor γ (equivalent with β) to be an
effect of α whenever α causes β holds (contrast with [3,4,5,6,7,10] although in
the context of actions such confusion is less harmful). In our approach, these are
strictly limited to being where they belong, i.e., explanations. Space restriction
prevent us from giving more details on the differences with other approaches.
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Abstract. Prediction partners’ behaviors in negotiation has been an
active research direction in recent years. By employing the estimation
results, agents can modify their own ways in order to achieve an agree-
ment much quicker or to look after much higher benefits for themselves.
Some of estimation strategies have been proposed by researchers to pre-
dict agents’ behaviors, and most of them are based on machine learning
mechanisms. However, when the application domains become open and
dynamic, and agent relationships are complicated, it is difficult to train
data which can be used to predict all potential behaviors of all agents in
a multi-agent system. Furthermore because the estimation results may
have errors, a single result maybe not accurate and practical enough
in most situations. In order to address these issues mentioned above,
we propose a power regression analysis mechanism to predict partners’
behaviors in this paper. The proposed approach is based only on the
history of the offers during the current negotiation and does not require
any training process in advance. This approach can not only estimate a
particular behavior, but also an interval of behaviors according to an ac-
curacy requirement. The experimental results illustrate that by employ-
ing the proposed approach, agents can gain more accurate estimation
results on partners’ behaviors by comparing with other two estimation
functions.

1 Introduction

Negotiation is a means for agents to communicate and compromise to reach
mutually beneficial agreements [1] [2]. However, in most situations, agents do
not have complete information about their partners’ negotiation strategies, and
may have difficulties to make a decision on future negotiation, such as how
to select suitable partners for further negotiation [3] [4] or how to generate
a suitable offer in next negotiation cycle [5]. Therefore estimation approaches
which can predict uncertain situations and possible changes in future are required
for helping agents to generate good and efficient negotiation strategies. Research
on partners’ behaviors estimation has been a very active direction in recent
years. Several estimation strategies are proposed [6] [7] by researchers. However,
as these estimation strategies are used in real applications, some of limitations
are emerged.

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 165–176, 2007.
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Machine learning is one of the popular mechanisms adopted by researchers in
agents’ behaviors estimation. In general, this kind of approaches have two steps
in order to estimate the agents’ behaviors properly. In the first step, the proposed
estimation function is required to be well trained by training data. Therefore, in a
way, the performance of the estimation function is almost decided by the training
result. In this step, data are employed as many as possible by designers to train
a system. The training data could be both synthetic or collected from the real
world. Usually, the synthetic data are helpful in training a function to enhance
its problem solving skill for some particular issues, while the real world collected
data can help the function to improve its ability in complex problem solving.
After the system being trained, the second step is to employ the estimation
function to predict partners’ behaviors in future. However, no matter what and
how many data are employed by designers to train the proposed function, it is
unsuspicious to say that the training data will be never comprehensive enough
to cover all situations in reality. Therefore, even though an estimation function
is well trained, it is also very possible that some estimation results do not make
sense at all for some kind of agents whose behaviors’ records are not included
in the training data. At present stage, as the negotiation environment becomes
more open and dynamic, agents with different kinds of purposes, preferences
and negotiation strategies can enter and leave the negotiation dynamically. So
the machine learning based agents’ behaviors estimation functions may not work
well in some more flexible application domains for the reasons of (1) lacking of
sufficient data to train the system, and (2) requesting plenty of resources in each
training process.

In order to address those issues mentioned above, in this paper we propose
a power regression approach to analyze and estimate partners’ behaviors in ne-
gotiation. According to our knowledge, this is the first time that the regression
analysis approach is employed to estimate partners’ behaviors in negotiation.
By comparing with machine learning mechanisms, the proposed approach only
uses the historical offers in the current negotiation to estimate partners’ behav-
iors in future negotiation and does not require any additional training process.
So the proposed approach is very suitable to work under an open and dynamic
negotiation environment, and to make a credible judgements on partners’ be-
haviors timely. Also, because the proposed approach does not make any strict
assumption on agents’ purposes, preferences and negotiation strategies, it can
be employed widely in negotiation by different types of agents. Furthermore, the
proposed approach not only represents the estimation results in the form of in-
terval, but also gives the probability that each individual situation may happen
in future. By employing the proposed representation format, agents can have
an overview on partners’ possible behaviors and their favoritism easily, and then
modify their own strategies based on these distributions. Therefore, the proposed
approach provides more flexible choices to agents when they make decision in
negotiation.

The rest paper is organized as follows: Section 2 introduces both the back-
ground and assumption of our proposed approach; Section 3 introduces the way
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that how the proposed regression analysis works; Section 4 introduces the ways to
predict partners’ behaviors under different accuracy requirements based on the
regression analysis results; Section 5 illustrates the performance of the proposed
power regression function through experiments and advantages of the proposed
function by comparing with other two estimation approaches; and Section 7
concludes this paper and outlines future works.

2 Background

In this section, we introduce the background about the proposed power regres-
sion function for partners’ behaviors estimation in negotiation. The regression
analysis is a combination of mathematics and probability theory which can es-
timate the strength of a modeled relationship between one or more dependent
variables and independent variables. In order to simplify the complexity for the
proposed regression analysis approach, we make a simple assumption about the
negotiation as follows:

Assumption: The benefits which an agent gains from its partner in each nego-
tiation cycle should be a serial in monotone ascending order.

The reason behind this assumption is that partners will not break their
promises and the new offer will be no less than the existing one. According
to the assumption above, we propose a power regression function to predict the
partners’ behaviors. The proposed power regression function is given as follows:

u = a × tb (1)

where u is the expected utility gained from a partner, t (0 ≤ t ≤ τ) is the
negotiation cycle and both a and b (a ≥ 0, b ≥ 0) are parameters which are
independent on t. Based on our assumption and the proposed power regression
function, it is noticed that four types of partners’ behaviors [8] are distinguished
based on the range of parameter b.

– Boulware: when b > 1, the rate of change in the slope is decreasing, cor-
responding to smaller concession in the early cycles but large concession in
later cycles.

– Linear: when b = 1, the rate of change in the slope is zero, corresponding to
making constant concession throughout the negotiation.

– Conceder: when 0 < b < 1, the rate of change in the slope is increasing,
corresponding to large concession in early cycle but smaller concession in
later cycles.

– When b = 0, the rate of change of the slope and the slope itself are always
zero, corresponding to not making any concession throughout the entire ne-
gotiation.

In the following Section, we will introduce the proposed power regression
function to analysis and estimate partners’ possible behaviors in a more efficient
and accurate way.



168 F. Ren and M. Zhang

3 Regression Analysis on Partners’ Behaviors

In this section, we introduce the proposed power regression analysis approach
on the negotiation between two players. We do the equivalence transformation
on Equation 1 as follows:

ln(u) = ln(a × tb) = ln(a) + b × ln(t) (2)

Then let u∗ = ln(u), a∗ = ln(a) and t∗ = ln(t), Equation 2 can be rewrotten
as u∗ = a∗ + b × t∗. The new function indicates a linear relationship between
the variables t∗ and u∗. Both parameters a∗ and b are independent on t∗. Since
the above equation only estimates partners’ possible behaviors, the difference (ε)
between partners’ real behaviors (û∗) and the expected behaviors (u∗) should
obey the Gaussian distribution which is ε ∼ N(0, σ2), where ε = û∗−a∗+b× t∗.

Let pairs (t0, û0), . . . , (tn, ûn) are the instances in the current negotiation,
where ti(ti < ti+1) indicates the negotiation cycle and ûi(ûi ≤ ˆui+1) indicates
the real utility value the agent gained from its partners. We transform all pairs
(ti, ûi)(i ∈ [0, n]) to (t∗i , û∗

i ) by using t∗i = ln(ti) and û∗
i = ln(ui).

Because for each û∗
i = a∗ + b × t∗i + εi, εi ∼ N(0, σ2), û∗

i is distinctive, then
the joint probability density function for û∗

i is:

L =
n∏

i=1

1
σ
√

2π
exp[− 1

2σ2 (û∗
i − a∗ − bt∗i )

2]

= (
1

σ
√

2π
)n exp[− 1

2σ2

n∑

i=1

(û∗
i − a∗ − bt∗i )

2] (3)

In order to make L to achieve its maximum, obviously
∑n

i=1(û
∗
i − a∗ − bt∗i )

2

should achieve its minimum value. Let Q(a∗, b) =
∑n

i=1(û
∗
i − a∗ − bt∗i )

2, we
calculate the first-order partial derivative for Q(a∗, b) on both a∗ and b, and let
the results equal to zero, which are shown as follows:

{
∂Q
∂a∗ = −2

∑n
i=1(û

∗
i − a∗ − bt∗i ) = 0,

∂Q
∂b = −2

∑n
i=1(û

∗
i − a∗ − bt∗i )t

∗
i = 0.

(4)

Then it equals:

{

na∗ + (
∑n

i=1 t∗i )b =
∑n

i=1 û∗
i ,

(
∑n

i=1 t∗i )a
∗ + (

∑n
i=1 t∗2i )b =

∑n
i=1 t∗i û∗

i .
(5)

Because Equation 5’s coefficient matrix is:

∣
∣
∣
∣

n
∑n

i=1 t∗i∑n
i=1 t∗i

∑n
i=1 t∗2i

∣
∣
∣
∣
= n

n∑

i=1

t∗2i − (
n∑

i=1

t∗i )
2 = n

n∑

i=1

(t∗i − t)2 �= 0 (6)
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So parameters a∗ and b have their unique solutions, which is
{

b = n
∑n

i=1 t∗
i û∗

i −(
∑n

i=1 t∗
i )(

∑n
i=1 u∗

i )
n

∑
n
i=1 t∗2

i −(
∑

n
i=1 t∗

i )2 ,

a∗ = 1
n

∑n
i=1 û∗

i − b
n

∑n
i=1 t∗i .

(7)

In order to simplify the solution, let
⎧

⎪⎨

⎪⎩

Sxx =
∑n

i=1 t∗2i − 1
n (

∑n
i=1 t∗i )

2,

Syy =
∑n

i=1 û∗2
i − 1

n (
∑n

i=1 û∗
i )

2,

Sxy =
∑n

i=1 t∗i û∗
i − 1

n (
∑n

i=1 t∗i )(
∑n

i=1 û∗
i ).

(8)

Then a∗, b are represented as:
{

b = Sxy

Sxx
,

a∗ = 1
n

∑n
i=1 û∗

i − ( 1
n

∑n
i=1 t∗i )b.

(9)

and finally a = ea∗
.

4 Partners’ Behaviors Prediction

In last section, we proposed a power regression function to predict partners’
behaviors, and also specified how to decide parameters a and b. However, it has
to be mentioned that the proposed power regression function can only provide
an estimation on partners’ possible behaviors, which might not exactly accord
with the partners’ real behaviors. In reality, the real behaviors should similar
to the estimation behaviors, and the more similar to the estimated behaviors,
the higher probability it may happen. So we can deem that the differences (ε)
between the estimation behaviors and the real behaviors obey the Gaussian
distribution N(ε, σ2). Thus, if the deviation σ2 can be calculated, we can make
a precise decision on the range of partners’ behaviors. It is known that there
is more than 99% probability that partners’ expected behaviors locate in the
interval [u − 3σ, u + 3σ]. In this section, we introduce the proposed way to
calculate the deviation σ and to estimate the interval for partners’ behaviors.

In order to calculate the deviation σ, we firstly calculate the distance between
the estimation results (ui) and the real results on partners’ behaviors (ûi) as di =
ûi−ui. It is known that all di (i ∈ [1, n]) obey the Gaussian distribution N(0, σ2),

where σ =
√

∑ n
i=1(di−d)2

n and d = 1
n

∑n
i=1 di. By employing the Chebyshev’s

inequality, we can calculate (1) the interval of partners’ behaviors according to
any accuracy requirements; and (2) the probability that any particular behavior
may happen on potential partners in future.

5 Experiments

In this section, we demonstrate several experiments to test our proposed re-
gression analysis approach. We display an overview table and figure about all
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estimated results in each negotiation cycle, and a particular curve to show the
situation in the last negotiation cycle. Also, we compare the proposed power
regression approach with the Tit-For-Tat approach [8] and random approach.
The experimental results illustrate the outstanding performance of our pro-
posed approach. In order to simplify the implementation process, all agents
in our experiment employ the NDF [9] negotiation strategy. The partners’ be-
haviors cover all possible situations in reality, which are conceder, linear and
boulware.

5.1 Scenario 1

In the first experiment, a buyer want to purchase a mouse pad from a seller. The
acceptable price for the buyer is in [$0, $1.4]. The deadline for buyer to finish this
purchasing process is 11 cycles. In this experiment, the buyer adopts conceder
behavior in the negotiation, and the seller employs the proposed approach to
estimate the buyer’s possible price in the next negotiation cycle. The estimated
results in each negotiation cycle are displayed in Table 1. Each row in Table 1
illustrates the estimation result in each negotiation cycle in the form of estimated
power regression function, estimation results (μ), and deviation (σ). For example,
it can be seen in the 7th negotiation cycle, according to instances, the proposed
approach estimates a price of $1.26 from the buyer in next cycle. Then according
to the historical record in the 8th cycle, the real price given by the buyer in this
cycle is $1.27 which is very close to the estimation price. In Figure 1, we illustrate
the situation on the tenth negotiation cycle. It can be seen that the accuracy
of the estimation is very high because all estimated prices are in the interval
of [μ − 2σ, μ + 2σ] except the 4th and 5th negotiation cycle, and all estimated
results are almost exactly same as the real prices. For example, the estimation
prices for 2th, 3th and 8th are $1.06, $1.12 and $1.26, respectively. While the
real prices given by buyer in these cycles are $1.07,$1.13, and 1.26, which almost
have no difference with the real ones. Lastly, we also did a comparison between
the proposed approach and other two estimation approaches (Tit-For-Tat and
random approach). In Figure 2, the comparison results are illustrated. It can be
seen that even though the Tit-For-Tat approach can follow the trend of buyer’s
price changing, the errors (10% of acceptable price span in average) are also very
big. The random approach even cannot catch the main trend. The experimental
results convince us that the proposed approach outperforms both Tit-For-Tat
and random approaches very much when a buyer adopts conceder negotiation
behavior.

5.2 Scenario 2

In the second experiment, a buyer wants to buy a keyboard from a seller. The
desired price for the buyer is in the interval of [$0, $14]. We let the buyer to
employ the linear negotiation strategy, and still set the deadline to 11 cycles.
The estimated results are displayed in Table 2. For example, in the 6th cycle,
the estimated price is $7.57 and the real price is $7.4. In Figure 3, the situation
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Fig. 1. Prediction results for scenario 1 Fig. 2. Results comparison for scenario 1

Table 1. Prediction results for scenario 1

Cycle Instance Power regression Estimated
function (μ, σ)

2 (0.98, 1.07) price=0.98t0.14 (1.14, 0.00)

3 (0.98, 1.07, 1.12) price=0.98t0.13 (1.17, 0.00)

4 (0.98, 1.07, 1.12, 1.13) price=0.98t0.11 (1.18, 0.01)

5 (0.98, 1.07, 1.12, 1.13, 1.14) price=0.99t0.10 (1.18, 0.02)

6 (0.98, 1.07, 1.12, 1.13, 1.14, price=0.98t0.11 (1.22, 0.02)
1.23)

7 (0.98, 1.07, 1.12, 1.13, 1.14, price=0.98t0.12 (1.26, 0.02)
1.23, 1.26)

8 (0.98, 1.07, 1.12, 1.13, 1.14, price=0.97t0.12 (1.28, 0.02)
1.23, 1.26, 1.27)

9 (0.98, 1.07, 1.12, 1.13, 1.14, price=0.97t0.13 (1.30, 0.02)
1.23, 1.26, 1.27, 1.30)

10 (0.98, 1.07, 1.12, 1.13, 1.14 price=0.97t0.13 (1.32, 0.02)
1.23, 1.26, 1.27, 1.30, 1.32)

on the 10th cycle is displayed. It can be seen that the estimated power regres-
sion function fits the real prices very well. In Figure 4, the comparison results
among Tit-For-Tat approach, random approach and our proposed approach is
illustrated. It can be seen that errors between the estimated prices and the real
prices is the smallest value by employing the proposed approach, while it is the
biggest value by employing the random approach. Even the Tit-For-Tat approach
can fellow partner’s trend, but distances between the estimated prices and the
real prices are also very big. The second experimental results demonstrate that
when partners perform as the linear behaviors, the proposed approach also out-
performs other two approaches used for agents’ behavior estimation.
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Fig. 3. Prediction results for scenario 2 Fig. 4. Results comparison for scenario 2

Table 2. Prediction results for scenario 2

Cycle Instance Power regression Estimated
function (μ, σ)

2 (0.79, 1.50) price=0.79t0.94 (2.20, 0.00)

3 (0.79, 1.50, 3.15) price=0.74t1.23 (4.09, 0.21)

4 (0.79, 1.50, 3.15, 4.35,) price=0.74t1.26 (5.62, 0.18)

5 (0.79, 1.50, 3.15, 4.35, 5.09) price=0.75t1.22 (6.71, 0.24)

6 (0.79, 1.50, 3.15, 4.35, 5.09, price=0.77t1.17 (7.57, 0.34)
5.74)

7 (0.79, 1.50, 3.15, 4.35, 5.09, price=0.77t1.17 (8.77, 0.31)
5.74, 7.40,)

8 (0.79, 1.50, 3.15, 4.35, 5.09, price=0.79t1.15 (9.76, 0.35)
5.74, 7.40, 7.94)

9 (0.79, 1.50, 3.15, 4.35, 5.09, price=0.80t1.12 (10.62, 0.42)
5.74, 7.40, 7.94, 8.55)

10 (0.79, 1.50, 3.15, 4.35, 5.09, price=0.81t1.11 (11.68, 0.40)
5.74, 7.40, 7.94, 8.55, 10.15)

5.3 Scenario 3

In the third experiment, a buyer wants to purchase a monitor from a seller.
The suitable price for the buyer is in [$0, $250]. In this experiment, the buyer
employs a boulware strategy in the negotiation. The deadline is still 11 cycles.
According to Table 3, the estimated power regression function at the 10th cycle
is price = 0.64× t2.45. Also, the result estimated that it is more than 68.2% that
the real price at the 11th cycle is in [$222.17, $236.07]. According to Figure 5,
it can be seen that the estimated power function almost exactly fits all the real
prices given by the buyer. Therefore, the seller could have enough reasons to
trust and adopt the estimation result for the next cycle. Finally, the Figure 6



Predicting Partners’ Behaviors in Negotiation by Using Regression Analysis 173

illustrates the comparison results with other two estimation functions. It can be
seen that when the agent performs a boulware behavior, the proposed approach
outperforms other two approaches.

From the experimental results in the above three experiments on three gen-
eral kinds of agents, we can say that the estimated power function regression
approach can estimate partners’ potential behaviors successfully, and also the
estimation results are accurate and reasonable enough to be adopted by agents
to modify their strategies in negotiation. The comparison results among three
types of agents’ behaviors estimation approaches demonstrate the outstanding
performance of our proposed approach.

Fig. 5. Prediction results for scenario 3 Fig. 6. Results comparison for scenario 3

Table 3. Prediction results for scenario 3

Cycle Instance Power regression Estimated
function (μ, σ)

2 (0.59, 4.71) price=0.59t3.01 (15.95, 0.00)

3 (0.59, 4.71, 8.06) price=0.65t2.45 (19.50, 1.11)

4 (0.59, 4.71, 8.06, 21.94) price=0.64t2.52 (36.60, 1.27)

5 (0.59, 4.71, 8.06, 21.94, 27.51) price=0.67t2.40 (49.70, 2.59)

6 (0.59, 4.71, 8.06, 21.94, 27.51, price=0.68t2.38 (69.68, 2.36)
46.12)

7 (0.59, 4.71, 8.06, 21.94, 27.51, price=0.67t2.41 (99.99, 3.50)
46.12, 78.45)

8 (0.59, 4.71, 8.06, 21.94, 27.51, price=0.67t2.41 (132.56, 3.29)
46.12, 78.45, 99.38)

9 (0.59, 4.71, 8.06, 21.94, 27.51, price=0.65t2.43 (176.42, 5.15)
46.12, 78.45, 99.38, 148.86)

10 (0.59, 4.71, 8.06,21.94, 27.51, price=0.64t2.45 (229.12, 6.95)
46.12, 78.45, 99.38, 148.86, 199.08)
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6 Related Work

In this section, we introduce some related works and give discussions on the pro-
posed approach. In [10], Schapire et. al. proposed a machine learning approach
based on a boosting algorithm. In the first place, the estimation problem is re-
duced to a classification problem. All training data are arranged in ascending
order and then partitioned into groups equally. For each of the breakpoints, a
learning algorithm is employed to estimate the probability that a new bid at least
should be greater than the breakpoint. The final result of this learning approach
is a function which gives minimal error rate between the estimated bid and the
real one. Based on this function, agents’ behaviors can be estimated. However,
the accuracy of this approach is limited by the training data and classification
approach. So applications based on this approach can hardly achieve a satisfac-
tory level when negotiations happen in an open and dynamic environment.

In [11], Gal and Pfeffer presented another machine learning approach based
on a statistical method. The proposed approach is trained by agents’ behaviors
according to their types firstly. Then for an unknown agent, it will be classified
into a known kind of agents according to their similarities. Finally, based on
these probabilities, the unknown agent’s behavior is estimated by combining all
known agents’ behaviors. The limitation of this approach is that, in reality, it is
impossible to train a system with all different types of agents. Therefore if an
unknown agent belongs to a type which is excluded in the system, the estimation
result may not reach an acceptable accuracy level.

Chajewska et. al. [7] proposed a decision-tree approach to learn and estimate
agent’s utility function. The authors assumed that each agent is rational which
looks for maximum expected utility in negotiation. Firstly, a decision tree is
established which contains all possible endings for the negotiation. Each possi-
ble ending is assigned with a particular utility value and possibility. Based on
the partner’s previous decisions on the decision tree, a linear function can be
generated to analogy the partner’s utility function, and each item in the func-
tion comes from an internal node on the decision tree. The limitation of this
approach is the requirement that all possible negotiation endings and the cor-
responding probabilities should be estimated in advance, which is impossible in
some application domains when the variance of negotiation issues is discrete or
the negotiation environment is open and dynamic.

Brzostowski and Kowalczyk [12] presented a way to estimate partners’ be-
haviors based only on the historical offers in the current negotiation. In this
first place, partners’ types are estimated based on the given functions. For each
type of agents, a distinct prediction function is given to estimate agents’ be-
haviors. Therefore, based on the classification about partners’ types and their
individual estimation functions, the proposed approach can predict partners’ be-
haviors in next negotiation cycle. However, a partner can only perform as a time-
dependent agent or a behavior-dependent agent, which limits some applications.
Also the accuracy of classification on partners’ types may impact the accuracy of
prediction result.
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By comparing our approach with the above estimation strategies on agents’
behaviors, our proposed approach has two attractive merits. (1) The proposed
approach do not need any training or preparation in advance, and it can estimate
partners’ behaviors based only on the current historical records and generate
reasonable and accurate estimation results quickly and timely. Therefore, agents
can save both space and time resources by employing the proposed approach;
and (2) the proposed approach estimates partners’ possible behaviors in the form
of interval, and the probability that each particular behavior will happen in the
future is also represented by the proposed power regression function. Therefore,
agents can adopt the estimation results by the proposed approach much easier
and more convenient to administrate their own negotiation behaviors in future.

7 Conclusion and Future Work

In this paper, we proposed power regression function to estimate partners’ be-
haviors in negotiation. We introduced the procedures to calculate the parameters
in the regression function, and the method to predict partners possible behaviors.
The experimental results demonstrate that the proposed approach is novel and
valuable for the agents’ behaviors estimation because (1) it is the first time that
the regression analysis approach is applied on the agents’ behaviors estimation;
(2) the proposed approach does not need any training process in advance; (3)
the representation format of the estimation results is easy to be further adopted
by agents; and (4) the probability that each estimation behavior will happen in
future on partners is also a significant criterion for agents to dominate their own
behaviors in future.

The future works of this research will focus on two directions. Firstly, the
multi-attribute negotiation is another promoting issue in recent years. Therefore,
one of the emphases in our future works is to extend the proposed approach from
the single-issue negotiation to the multi-issue negotiation. Secondly, as the ne-
gotiation environment becomes more open and dynamic, the proposed approach
should be extended in order to predict not only agents’ possible behaviors, but
also impacts from potential changes on the negotiation environment.
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Abstract. One of the issues for Web-based learning applications is to
adaptively provide personalized instructions for different learning activ-
ities. This paper proposes a high level colored timed Petri Net based
approach to providing some level of adaptation for different users and
learning activities. Examples are given to demonstrate how to realize
adaptive interfaces and personalization. Future directions are also dis-
cussed at the end of this paper.

1 Introduction

Supporting adaptation in Web-based learning applications is a challenging task.
Before attempting a solution, we had better analyze the ground where a Web-
based learning application is constructed. Besides different technologies ranging
from database generated views to intelligent agents and user models, usually a
Web-based learning application is made up of a group of hypertext knowledge
nodes related to a specific knowledge field and connected to each other via hy-
perlinks. Students explore the knowledge space by following hyperlinks. Whilst
enjoying flexibility of selection, students are suffering from disorientation and
lack of personalized instructions in the hypertext knowledge space.

To prevent them from getting lost and to support some level of adaptation,
researchers have been studying adaptation from many perspectives:

Brusilovsky [1] distinguished two different forms of adaptation for Web ap-
plications: adaptive presentation and adaptive navigation support. Patterno [2]
proposed another adaptation, i.e. changes to the layout that do not affect the
content, such as colors, font type or font size.

Nora and Gustavo [3] summarized the above techniques and adaptive patterns
as follows:

• adaptive content consists of selecting different information, such as differ-
ent text, images, videos, animation, etc. depending on the current state of the
user profile. For example, an adaptive Web application provides an expert in
a certain domain with more straightforward information than the step by step
fundamental introductions for a novice.

• adaptive navigation consists of changing the anchors appearance, the link
targets or the number of anchors presented to the users as well as the order
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in which these anchors are presented. Adjusting links or anchors to make the
application adaptive are also treated as link adaptation.

• adaptive presentation shows different layout of perceivable user interface
elements, such as different type of media, different ordering or different colors,
font size, font type or image size.

The above adaptive techniques focus on different delivery levels: adaptive con-
tent is at content-level; adaptive navigation support is at link-level and adaptive
presentation is at presentation-level. We focus on realizing adaptive learning at
the link-level as a hyperlink is the key point of accessing a knowledge node.
It would be easier and more convenient to make a hyperlink/anchor visible or
invisible based on a given learning strategy or control mechanism.

Inspired by the ideas presented in [4][5][6] and [7], a model of hypertext learning
state space was proposed in [8]. The idea behind this model is categorizing closely
related knowledge nodes into one single learning state. A group of learning states,
connected by each other via outside links, builds up a hypertext learning state
space. Accessing the key knowledge node where an outside link resides in is a
key point of transiting from one learning state to another. A transition path of
learning states is called a learning path. By defining the learning state space and
manipulating learning-state-transition thresholds, students’ learning paths are
under control, while at the same time flexibility of the hypertext is maintained.

Given the similarity between learning state space and a Petri Net model [9]
[10], a timed Petri Net based approach was adopted to interpret the browsing se-
mantics of a learning state space in [11][12].In the future work of papers [11][12],
the authors mentioned that a timed Petri Net could possibly be extended to
integrate colored tokens. The extended model, called colored timed Petri Net,
would be an ideal tool to describe multiuser behavior in an event-driven envi-
ronment, where different users are granted different colored tokens. Transition
enabling and firing is decided by classified colors held by a place and the color
consuming function defined for each arc. In our case, if students at different
levels are represented by different colored tokens, their access control becomes a
matter of color allocation and consumption.

In this paper, the authors explain how colored tokens are allocated and con-
sumed, and how multiuser’s behavior is therefore controlled. The whole paper
is organized as follows: a brief background introduction to timed Petri Nets and
colored Petri Nets is in section two, followed by the description of the proposed
high level colored timed Petri Net model and its content and link adaptive opera-
tions on browsing semantic structure of a hypertext learning state space. Future
research directions are also discussed at the end of this paper.

2 High Level Petri Nets Background Knowledge

An original Petri Net (PN) [13] is invented by Carl Adam Petri, which con-
sists of two kinds of nodes called places (represented by circles) and transitions
(represented by bars) where arcs connect them.
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Based on the original Petri Nets, extension has also been made over the years
in many directions including time, data, color and hierarchy, which are all called
high level Petri Nets.

Timed Petri Nets are to describe the temporal behavior of a system, time
attributes can be associated with places (called P-timed), tokens (called age)
and transitions (called T-timed).

If two time attributes are adopted, one is defined as the minimum delay dmin

and the other as maximum delay dmax, the firing rules are that a transition is
enabled after the minimum delay dmin elapses; it remains enabled in the interval
(dmin, dmax) ; if after the maximum delay dmax, the enabled transition has not
been fired, it is forced to do so, moving tokens from its input places to the output
places. If the transition can not fire, the input tokens becomes unavailable. This
“dead end” should be avoided by setting appropriate (dmin, dmax) and adjusting
them dynamically.

In Figure 1(a), each place has a delay pair (dmin
i , dmax

i ). Token in place p1 is
not available until 2 time units elapse. If t1 is enabled but has not been fired
after 10 time units, it is forced to fire with token flows from p1 to p2 and p3. A
∞ value of dmax

4 means no maximum delay constraint applied to p4. If p4 has
an output transition, it can fire whenever it is chosen after 10 time units.

Colored Petri Nets can describe multiple resources(e.g. humans, goods, ob-
jects) of a system, using colors or types associated with tokens. In a colored Petri
Nets (CPN), each token has a value often referred to as “color”. Transitions use
the values of the consumed tokens to determine the values of the produced to-
kens. The relationship between the values of the “input tokens” and the values of
the “output tokens” is represented by a transition’s color consuming function or
arc function, denoted E. For instance, in Figure 1(b), Ef(p1,t1) = a, Ef(t1,p2) = b.

The firing rules of a CPN are that a transition is enabled after colored tokens
deposited in all of its input places satisfy the input arc functions of that tran-
sition. If fired, colored tokens are removed from input places; and new colored
tokens, produced by the output arc functions, are moved into output places.

In Figure 1(b), place p1 is marked with two colored tokens a, b from a color
set {a, b, c}, denoted m(p1) = {a, b}. t1 is enabled as its input arc only requires
one colored token a which is available in place p1. If fired, token a is removed
from p1, two new colored tokens b and c are generated by t1’s output arcs and
deposited in p2 and p3, respectively, as shown in Figure 1(c).
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Fig. 1. An example of P-timed Petri Net and colored Petri Net
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3 Colored P-Timed Petri Net Based Adaptation Model
for Hypertext Learning State Space

As specified in [11], a timed Petri Net can be used to model temporal events in
a discrete system. Students’ learning activities in a Web-based environment are
series of discrete events, such as reading hypertext, typing words and clicking
hyperlinks. These activities help students move around in hyperspace.

A colored Petri Net can be used to model multiple resources or objects in a
system. In a hypertext learning state space, each student is an individual object
which has different behavior and should be treated individually. Some nodes
contain advanced knowledge for “senior” students, while others are for “junior”.

If all these factors, especially link-clicking and multiple user access control,
are modeled with one colored timed Petri Net, we can not only benefit from
dynamic executive semantics of a Petri Net, but also embed path and access
control information in a Petri Net structure. Learning adaptation is, therefore,
realized in some degree.

While providing adaptation, the underlying structure should be kept intact.
In other words, students are only presented with a personalized interface and
the original underlying structure is kept untouched.

In the following sections, a colored P-timed Petri Net (CPTPN) based adap-
tation model for hypertext learning state space is proposed, followed by a dis-
cussion about how to realize adaptive instruction with such a model.

3.1 CPTPN Based Adaptation Model

An example used in [11] is also adopted here to demonstrate how a hypertext
learning state space(Figure 2) is converted to a CPTPN model(Figure 3).
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Fig. 2. An example of 18-hypertext learning state space

Assume students are categorized into three levels according to their entry
records: low, middle and high, represented by three different colored token l, m,
h, respectively. A CPTPN is obtained as shown in Figure 3 after applying the
four typical structure mapping rules (e.g. sequence, merging, forking and Multi-
path) discussed in [11] and allocating recommended learning time attributes and
colored tokens access control.
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Fig. 3. A converted CPTPN model of the above hypertext learning state space

To simplify Figure 3, smaller colored circles are used to represent colored
tokens instead of text notation. For a transition, only specific arc functions are
identified with colored tokens allocated on its input and output arcs. Transitions
with blank arc functions are assumed using identical arc function Id, which means
the output tokens are the same as input.

3.2 Firing Rules of CPTPN Based Model

In a CPTPN based model, when a place receives a colored token, its knowledge
nodes become accessible to the student at that level. Before minimum delay dmin,
the outside link is not click-able or visible. The student is required to concentrate
on the current learning state and freely select knowledge nodes inside this state.
A transition (which is an outside link) t is enabled only when each of its input
places pi has the colored tokens required by t’s input arc function and is still
in its (dmin

i , dmax
i ) interval, where the (dmin

i , dmax
i ) is measured relatively to the

time the place becomes visible. In the (dmin
i , dmax

i ) interval, the student is free
to select visible links, transferring to other related states. If no link is selected
by dmax

i , an enabled transition is chosen to fire by the system automatically,
the current content becomes unavailable and the student is recommended to
attempt other learning paths. The predefined firing priority of transitions and
the colored tokens allocated usually reflect teaching preference.

For instance, in Figure 3, p1 knowledge nodes are visible because of the three
colored tokens deposited in place p1. The link represented by transition t1 is
immediately activated due to the 0 value of dmin

1 and the identical arc function
Id. A student can browse knowledge nodes of p1 without any time constraint
because dmax

1 is set to ∞. If t3 is fired in sequence, p4, p8 and p14 become visible
simultaneously. A level m student can stay in p4 for at most 50 time units before
forced to leave for p5. Any level students can go for p7 without any constraint.
Assuming a m level student chooses p5 because he wants to learn more, he is
required to spend at least 6 time units in it. After the 15 time units, t5 is fired.
Token m is consumed and a new colored token h is generated in p7 due to the
level upgrade of that student.
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To activate t21, all the students should have accessed p7, p13 and p17 in what-
ever order. t21 has input and output Id arc functions, which means students at
any level can enable it. For a student, only when all the three input places p7,
p13 and p17 have tokens and are in their valid intervals, can transition t21 be
fired and p18 receives tokens.

Students can be upgraded and learning spaces can become accessible adap-
tively by adjusting delay pair values and arc functions based on predefined teach-
ing model. It is possible that a student does well in some states with higher level
tokens while with lower level tokens in others. State accessibility really depends
on the teaching strategies and control policies.

3.3 Access Control in CPTPN Based Model

Various access controls on place pi can be easily achieved by allocating colored
tokens and using appropriate arc functions, as shown in Table 1.

Table 1. Learning Access Control

Arc function Definition Notes
Id Id(ci) = ci Identical; student type kept intact

Dis Dis(ci) = • color removed; student types no longer distinguished

Succ Succ(ci) = ci+1 student type upgraded

Pred Pred(ci) = ci−1 student type degraded

Succ1 Succ1(ci, cj) = (ci+1, cj) upgraded one component i of a compound color

Succ2 Succ2(ci, cj) = (ci, cj+1) upgraded one component j of a compound color

Proj1 Proj1(ci, cj) = ci removed one component j of a compound color

Proj2 Proj2(ci, cj) = cj removed one component i of a compound color

Compound color can be used if more than one resource is involved in access
control. For instance, a student’s entry level and assessment record can be rep-
resented using one token with two colors (i.e. the compound color). Different
arc functions result in different learning paths. These functions provide user ori-
ented content and link adaptation to some degree, in addition to the adaptations
brought by delay pairs.

4 Adaptive Operations on the CPTPN Based Model

As discussed above, personalized learning paths can be produced by allocat-
ing colored tokens, adjusting arc functions, and updating the (dmin, dmax) pair.
Simple content and link adaptation can be accomplished by this means.

4.1 Content Adaptation

Content adaptation corresponds to place visibility. A place is invisible if its
preceding transitions never fire. A transition fires if its required tokens never
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arrive. If simply aiming at a particular group of students, content adaptation
can be achieved by updating transitions’ input arc functions. If aiming at all
students, only adjust the target place’s delay pair.

To transfer from user-oriented to non-user-oriented, arc function Dis can be
used to remove colors, which means the succeeding states no longer differentiates
leveled students.

Regardless of student levels, a place is skipped with (0, 0) delay pair, which
is called learning skip. When any colored token flows into this place, no delay
is permitted and it enters its successors instantaneously. If no such a successor
exists, students try other paths, or accept the system’s advise. However, students
are not able to see any content contained in that place.
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Fig. 4. Examples of content adaptation

Figure 4(a) illustrates a simply case where level l students are blocked from
accessing place p11. It can be easily achieved by changing the required input of
arc function from Id to Ef(t12 ,p11) = {m, h}.

Consider the complex situation like (b) where place p8 is to be inaccessible. If
(dmin

8 , dmin
8 ) is set to (0, 0), any tokens from p3 bypass p8 and flow into one of its

following places. Which enabled transition to fire depends on the transitions’ arc
functions and teaching model applied. For instance, if faster learning is preferred,
the place with the smallest dmin would be a better choice. If extra learning is
required, p10 is another choice. If equivalent dmin values, dmax is the next variable
to consider, like p9, p10, p12 and p13.

4.2 Link Adaptation

Link adaptation corresponds to deletion or addition of transitions. A hyperlink
becomes inactive if the associated transition never has the right colors to con-
sume or the delay pairs of its output places are set to (∞, ∞). If a link is to
be blocked only from a group of students, change its input arc function. If to
be blocked from all students, a delay pair (∞, ∞) is the best choice. According
to the executive semantics of CPTPN, if a token flows into a place with pair
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(∞, ∞), the token can only leave after infinite delay. Such a “dead-end” tran-
sition would never be activated, as well as its corresponding links. An effect of
link deletion is achieved.
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Fig. 5. Examples of link adaptation

Figure 5 demonstrates how deletion of a transition (or link) can be accom-
plished. Case (a) is simple where level l students can not get the target transition
t12 fired because of mismatching colored token if t12’s arc function is changed
from Id to Ef(p10 ,t12) = {m, h}. If the link deletion is for all students, (dmin

11 , dmax
11 )

can be set to (∞, ∞) to remove t12 and all its followed places.
For a more complex situation like (b), target transition t9 can be removed

by updating its input arc function if aiming at particular group of users; other-
wise, (∞, ∞) for p9 definitely makes t9 never be chosen. As it has three parallel
transition t11, t14 and t16, however, (81, 81) for p9 also works given dmax

13 is 80.

5 Discussion and Conclusion

Adaptive learning and personalized instruction is always one of the goals of
technology-enhanced learning environments. This paper first introduces some
background knowledge, such as the concept of timed Petri Nets and colored
Petri Nets. Then a colored P-timed Petri Net model is proposed to simulate
the learning state space and its link relationships. We benefit from the embed-
ded executive semantics and dynamic timing and access control mechanism of
CPTPN by mapping state to place, converting outside link to transition, using
time delay pair (dmin, dmax) and colored tokens.

According to Nora and Gustavo’s summary of adaptive pattern [3] , the adap-
tations proposed here are focusing at link level. By adjusting time delay pairs
and upgrading colored tokens conditionally, content and link adaptations become
possible.

There are many situations in which this adaptation model can be applied
to, for instance, multiuser involved temporal activity coordination and multiple
resources management in a time-sensitive system.
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In our future research, we are interested in analyzing the reachable space of
proposed CPTPN and applying colored timed Petri Net to adaptively coordinate
tasks and activities in collaborative working environment.
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Abstract. In this work we present the design and implementation of a system for
proof explanation in the Semantic Web, based on defeasible reasoning. Trust is a
vital feature for Semantic Web. If users (humans and agents) are to use and inte-
grate system answers, they must trust them. Thus, systems should be able to ex-
plain their actions, sources, and beliefs. Our system produces automatically proof
explanations using a popular logic programming system (XSB), by interpreting
the output from the proof’s trace and converting it into a meaningful represen-
tation. It also supports an XML representation (a RuleML language extension)
for agent communication, which is a common scenario in the Semantic Web. The
system in essence implements a proof layer for nonmonotonic rules on the Se-
mantic Web.

1 Introduction

The next step in the development of the Semantic Web will be the logic and proof
layers. The implementation of these two layers will allow the user to state any logical
principles, and permit the computer to infer new knowledge by applying these principles
on the existing data. Rule systems appear to lie in the mainstream of such activities.

Many recent studies have focused on the integration of rules and ontologies, includ-
ing DLP [1], [2] and [3], TRIPLE [4] and SWRL [5]. Ongoing standardisation work
includes the RuleML Markup Initiative [6], and the Rule Interchange Format (RIF)
W3C Working Group.

Apart from classical rules that lead to monotonic logical systems, recently researchers
started to study systems capable of handling conflicts among rules and reasoning with
partial information. Recently developed nonmonotonic rule systems for the Semantic
Web include DR-Prolog [7], DR-DEVICE [8], SweetJess [9] and dlvhex [10].

The upper levels of the Semantic Web have not been researched enough and contain
critical issues, like accessibility, trust and credibility. The next step in the architecture of
the Semantic Web is the proof layer and little has been written and done for this layer.

The main difference between a query posed to a “traditional” database system and a
semantic web system is that the answer in the first case is returned from a given collection
of data, while for the semantic web system the answer is the result of a reasoning process.

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 186–197, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Proof Explanation for the Semantic Web Using Defeasible Logic 187

While in some cases the answer speaks for itself, in other cases the user will not be con-
fident in the answer unless she can trust the reasons why the answer has been produced.
In addition it is envisioned that the semantic web is a distibuted system with disparate
sources of information. Thus a semantic web answering system, to gain the trust of a
user must be able, if required, to provide an explanation or justification for an answer.
Since the answer is the result of a reasoning process, the justification can be given as a
derivation of the conclusion with the sources of information for the various steps.

In this work we implement a defeasible reasoning system for reasoning on the Web,
which provides the additional capability of presenting explanations to users for the an-
swers to their queries.

2 Basics of Defeasible Logics

2.1 Basic Characteristics

Defeasible reasoning is a simple rule-based approach to reasoning with incomplete and
inconsistent information. It represents facts, rules, and priorities among rules. This rea-
soning family comprises defeasible logics [11] and Courteous Logic Programs [12]; the
latter can be viewed as a special case of the former [13]. The main advantage of this
approach is the combination of two desirable features: enhanced representational capa-
bilities allowing one to reason with incomplete and contradictory information, coupled
with low computational complexity compared to mainstream nonmonotonic reason-
ing. The basic characteristics of defeasible logics are: (i) they are rule-based, without
disjunction; (ii) classical negation is used in the heads and bodies of rules, (negation-
as-failure in the object language can easily be simulated, if necessary ; (iii) rules may
support conflicting conclusions; (iv) the logics are skeptical in the sense that conflicting
rules do not fire. Thus consistency is preserved; (v) priorities on rules may be used to
resolve some conflicts among rules; and (vi) the logics take a pragmatic view and have
low computational complexity.

2.2 Syntax

A defeasible theory is a triple (F, R, >), where F is a set of literals (called facts), R a
finite set of rules, and > a superiority relation on R. In expressing the proof theory we
consider only propositional rules. Rules containing free variables are interpreted as the
set of their variable-free instances.

There are three kinds of rules: Strict rules are denoted by A → p, where A is a finite
set of literals and p is a literal, and are interpreted in the classical sense: whenever the
premises are indisputable (e.g. facts) then so is the conclusion. Inferences from facts
and strict rules only are called definite inferences. Facts and strict rules are intended
to define relationships that are definitional in nature. Thus defeasible logics contain no
mechanism for resolving inconsistencies in definite inference.

Defeasible rules are denoted by A ⇒ p, and can be defeated by contrary evidence.
A superiority relation is an acyclic relation > on R (that is, the transitive closure of

> is irreflexive). Given two rules r1 and r2, if we have that r1 > r2, then we will say
that r1 is superior to r2, and r2 inferior to r1. This expresses that r1 may override r2.

The proof theory was studied in [11] and argumentation semantics in [14].
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2.3 Defeasible Logic Metaprogram

In order to perform reasoning over a defeasible theory, we have adopted the approach
proposed in [15], [16]. This approach is based on a translation of a defeasible theory D
into a logic metaprogram P(D), and defines a framework for defining different versions
of defeasible logics, following different intuitions. In particular, this framework is based
on two “parameters”: (a) the metaprogram P(D) and (b) the negation semantics adopted
to interpret the negation appearences within P(D). For part (b), different semantics have
been proposed and studied in the literature: the welll-founded semantics, answer set
semantics, and the classical negation-as-failure operator of Prolog.

In this work we use a similar metaprogram which fits better our needs for repre-
senting explanations. The first two clauses define the class of rules used in a defeasible
theory.

supportive_rule(Name,Head,Body):- strict(Name,Head,Body).
supportive_rule(Name,Head,Body):- defeasible(Name,Head,Body).

The following clauses define definite provability: a literal is definitely provable if it is a
fact or is supported by a strict rule, the premises of which are definitely provable.

definitely(X):- fact(X).
definitely(X):-strict(R,X,L),definitely_provable(L).
definitely_provable([X1|X2]):-definitely_provable(X1),definitely_provable(X2).
definitely_provable(X):- definitely(X).
definitely_provable([]).

The next clauses define defeasible provability: a literal is defeasibly provable, either if
it is definitely provable, or if its complementary is not definitely provable, and the
literal is supported by a defeasible rule, the premises of which are defeasibly provable,
and which is unblocked.

defeasibly(X):- definitely(X).
defeasibly(X):- negation(X,X1),supportive_rule(R,X,L),defeasibly_provable(L),
unblocked(R,X),xsb_meta_not(definitely(X1)).
defeasibly_provable([X1|X2]):-defeasibly_provable(X1),defeasibly_provable(X2).
defeasibly_provable(X):- defeasibly(X).
defeasibly_provable([]).

A rule is unblocked when there is not an undefeated conflicting rule:

unblocked(R,X):- negation(X,X1), xsb_meta_not(undefeated(X1)).

A literal is undefeated when it is supported by a defeasible rule which in not blocked:

undefeated(X):-supportive_rule(S,X,L),xsb_meta_not(blocked(S,X)).

A rule is blocked either if its premises are not defeasibly provable, or if it is defeated:

blocked(R,X):-supportive_rule(R,X,L),xsb_meta_not(defeasibly_provable(L)).
blocked(R,X):-supportive_rule(R,X,L),defeasibly_provable(L),defeated(R,X).
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A rule is defeated when there is a conflicting defeasible rule, which is superior and its
premises are defeasibly provable:

defeated(S,X):-negation(X,X1),supportive_rule(T,X1,V),
defeasibly_provable(V),sup(T,S).

We define the predicate negation to represent the negation of a predicate and evaluate
the double negation of a predicate to the predicate itself. Furthermore, we define the
predicate xsb meta not in order to represent the not predicate when executing a program
in XSB trace.

Our system supports both positive and negative conclusions. Thus, it is able to give
justification why a conclusion cannot be reached. We define when a literal is not defi-
nitely provable and when is not defeasibly provable. A literal is not definitely provable
when it is not a fact and for every strict rule that supports it, its premises are not def-
initely provable. A literal is not defeasibly provable when it is not definitely provable
and its complementary is definitely provable or for every defeasible rule that supports
it, either its promises are not defeasibly provable, or it is not unblocked.

3 Explanation in Defeasible Logic

3.1 Proof Tree Construction

The foundation of the proof system lies in the Prolog metaprogram that implements
defeasible logic, with some additional constructs to facilitate the extraction of traces
from the XSB logic programming system. XSB is the logic programming engine used
to run the metaprogram, but other Prolog systems could have been used. We use the
trace of the invocation of the metaprogram to generate a defeasible logic proof tree, that
subsequently will be transformed into a proof suitable to be presented to an end user.

The negation we use in conjunction with the metaprogram is the classical negation-
as-failure in Prolog. Unfortunately, the XSB trace information for well-founded seman-
tics does not provide the information we would require to produce meaningful explana-
tions.

To enable the trace facility, the XSB process executes the command trace. After the
loading of the metaprogram and the defeasible theory, the system is ready to accept
any queries which are forwarded unmodified to the XSB process. During the evaluation
of the given query/predicate the XSB trace system will print a message each time a
predicate is:

1. Initially entered (Call),
2. Successfully returned from (Exit),
3. Failed back into (Redo), and
4. Completely failed out of (Fail).

The produced trace is incrementally parsed by the Java XSB invoker front-end and a
tree whose nodes represent the traced predicates is constructed. Each node encapsulates
all the information provided by the trace. Namely:
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– A string representation of the predicates name
– The predicates arguments
– Whether it was found to be true (Exit) or false (Fail)
– Whether it was failed back into (Redo)

In addition to the above, the traced predicate representation node has a Boolean at-
tribute that encodes whether the specific predicate is negated. That was necessary for
overcoming the lack of trace information for the not predicate (see next section).

One remark is due at this stage: Of course our work relies on the trace provided by
the underlying logic programming system (in our case XSB). If we had used an LP
directly for knowledge representation, explanations on the basis of LP would have been
appropriate. However, here we use defeasible reasoning for knowledge representation
purposes (for reasons explained extensively in previous literature), thus explanations
must also be at the level of defeasible logics.

3.2 Proof Tree Pruning

The pruning algorithm, that produces the final tree from the initial XSB trace, focuses
on two major points. Firstly, the XSB trace produces a tree with information not rele-
vant for the generation of the proof tree. One reason for this is that we use a particular
metaprogram to translate the Defeasible Logic into logic programming. For the trans-
lation to be successful, we need some additional clauses which add additional informa-
tion to the XSB trace. Another reason depends on the way Prolog evaluates the clauses,
showing both successful and unsuccessful paths. Secondly, the tree produced by the
XSB trace is built according to the metaprogram structure but the final tree needs to be
in a complete different form, compliant with the XML schema described in section 6.
We will take a closer look at the details of these issues.

A main issue of the pruning process was the way Prolog evaluates its rules. Specifi-
cally, upon rule evaluation the XSB trace returns all paths followed whether they evalu-
ate to true or false. According to the truth value and the type of the root node, however,
we may want to maintain only successful paths, only failed paths or combinations of
them. Suppose we have the following defeasibly theory, translated in logic program-
ming as:

fact(a).
fact(e).
defeasible(r1,b,a).
defeasible(r2,b,e).
defeasible(r3,~(b),d).

If we issue a query about the defeasible provability of literal b, XSB trace fails at
first to prove that b is definitely provable and then finds a defeasible rule and proves
that its premises are defeasible provable. It produces a proof tree, which begins with the
following lines:

Proof
defeasibly(b):True

definitely(b):False
fact(b):False
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strict(_h144,b,_h148):False
negation(b,~(b)):True
supportive_rule(r1,b,a):True

strict(_h155,b,_h157):False
defeasible(r1,b,a):True

defeasibly_provable(a):True
defeasibly(a):True

definitely(a):True
fact(a):True

......

In this type of proof, we are only interested in successful paths and the pruning algo-
rithm removes the subtree with the false goal to prove that b is definitely provable and
the false predicate to find a strict supportive rule for b. It also prunes the metaprogram
additional negation clause. The complementary literal is used in next parts of the proof.
The corresponding final pruning subtree for this query has the following form:

Proof
defeasibly(b):True

supportive_rule(r1,b,a):True
defeasible(r1,b,a):True

defeasibly_provable(a):True
defeasibly(a):True

definitely(a):True
fact(a):True

......

Suppose we have the following defeasibly theory:

fact(a).
defeasible(r1,b,a).
defeasible(r2,~(b),a).

If we issue a query about the defeasible provability of literal b, XSB trace fails to
prove it and thus at first fails to prove that b is definitely provable. It produces a proof
tree, which begins with the following lines:

Proof
defeasibly(b):False

definitely(b):False
fact(b):False
strict(_h144,b,_h148):False

......

In this proof, we are interested in unsuccessful paths and the pruning algorithm keeps
the initial proof tree. Thus the pruning tree remains the same in the first lines.

The other heuristic rules deal with the recursive structure of Prolog lists and the
XSB ’s caching technique which shows only the first time the whole execution tree for
a predicate, during trace execution of a goal. Our pruning algorithm keeps a copy of the
initial trace so as to reconstruct the subtree for a predicate whenever is required.

Using these heuristic techniques, we end up with a version of the proof tree that is
intuitive and readable. In other words, the tree is very close to an explanation derived
by the use of pure Defeasible Logic.
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4 Graphical User Interface to the Proof System

The graphical user interface to the proof system, offers an intuitive way to interact with
the underlying system and visualize the requested proofs. The proofs are rendered as a
tree structure in which each node represents a single predicate. A tree node may have
child nodes that represent the simpler, lower level, predicates that are triggered by the
evaluation of the parent predicate. Thus, the leaf nodes represent the lowest level pred-
icates of the proof system, which correspond to the basic atoms of a defeasible theory
(facts, rules and superiority relations) which can not be further explained. Addition-
ally, if an atom has additional metadata attached to its definition, such as references for
the fact and rule predicates, those are displayed as a tooltip to the corresponding tree
node. This is an optional reference to a Web address that indicates the origin of the
atom.

The interaction with the graphical user interface is broken down to three or four
steps, depending on whether it is desirable to prune the resulting proof tree in order to
eliminate the artifacts of the meta-program and simplify its structure (see section 2) or
not. Thus, to extract a proof, the following steps must be carried out:

1. The Defeasible logic rules must be added to the system. Rules can be added by
pressing either the Add Rule or Add rules from file button at the right part of the
interface. The Add Rule button presents a text entry dialog where a single rule may
be typed by the user. Besides that, pressing the Add rules from file button allows the
user to select a file that contains multiple rules separated by newlines. The added
rules are always visible at the bottom part of the graphical user interface.

2. As soon as the rules are loaded, the system is ready to be queried by the user. By
typing a ‘question’ at the text entry field at the right part of the screen, just below
the buttons, and pressing enter, the underlying proof system is invoked with the
supplied input and the resulting proof is visualized to the tree view at the left part
of the interface.

3. By pressing the Prune button the system runs the algorithms described in the previ-
ous section to eliminate redundant information and metaprogram artifacts and thus
bring the visualized proof tree to a more human friendly form.

5 Agent Interface to the Proof System

The system makes use of two kinds of agents, the ‘Agent’ which issues queries and
the ‘Main Agent’ which is responsible to answer the queries. Both agents are based on
JADE (Java Agent DEvelopment Framework)[17]. JADE simplifies the implementation
of multi-agent systems through a middle-ware that complies with the FIPA specifica-
tions. The agent platform can be distributed across machines and the configuration can
be controlled via a remote GUI. The configuration can be even changed at run-time by
moving agents from one machine to another one, as and when required.

Figure 1 shows the process followed by the Main Agent in order to answer a query.
All the above steps are illustrated next.
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Fig. 1. The system architecture

1. An agent issues a query to the Main Agent. The query is of the form:
predicate::(proof/answer)
The predicate is a valid Prolog predicate, while the value in the parenthesis indicates
the form of the answer that the Main Agent is expected to return. The ‘answer’
value is used to request for a single true/false answer to the agent’s query, while
the ‘proof’ value is used to request for the answer along with its proof explanation.
Two examples of queries follow below:

defeasibly(rich(antonis))::proof
defeasibly(rich(antonis))::answer

2. Main Agent sends the Predicate to the Invoker. After receiving a query from
an agent, the Main Agent has to execute the predicate. For this reason it extracts
the predicate from the query and sends it to the Invoker who is responsible for the
communication with the XSB (Prolog engine).

3. Invoker executes the Predicate. The Invoker receives the predicate from the Main
Agent and sends it to XSB.

4. XSB returns the result trace. The XSB executes the predicate and then returns
the full trace of the result to the Invoker.

5. Invoker returns the result tree to Main Agent. The Invoker receives the trace
from the XSB and creates an internal tree representation of it. The result tree is
then sent back to the Main Agent.

6. Main Agent sends the result tree to the Pruner. The Main Agent after receiving
the result tree from the Invoker sends it to the Pruner in order to prune the tree.
There exist two kinds of pruning. One is used when the agent that issued the query
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wants to have the answer only. In that case the tree is pruned and the remaining is
just the answer (true or false). The other type of pruning is used when the agent that
issued the query also wants to have the proof. In that case, the brunches of the tree
that are not needed are pruned, so the remaining is a pruned tree only with brunches
that are needed.

7. Pruner returns the pruned result. The pruned result is sent back to the Main
Agent.

8. Main Agent sends the pruned result to the XML writer. This step is used only
when the agent that issued the query wants the proof. In this step the pruned result
(proof) is sent to the XML writer in order to create an XML representation of the
proof.

9. XML writer returns the XML Proof. The XML writer creates an XML represen-
tation of the proof, according to the XML schema, and sends it back to the Main
Agent.

10. Main Agent returns Answer or Proof. Finally the Main Agent sends back to the
agent that issued the query a string that contains the answer (true, false) or the proof
accordingly to what he asked. The format of the string that is sent follows one of
the three patterns:

– ANSWER(true — false) e.g ANSWERtrue This pattern is used when the
Main Agent wants to send only the answer. In this case it sends the string
‘ANSWER’ followed by the string representation of the answer (i.e. ‘true’ or
‘false’). There is no space between the two words.

– PROOF:(proof string) This pattern is used when the Main Agent wants to
send the proof. In this case it sends the string ‘PROOF:’ followed by the string
representation of the proof (written in XML)

– ERROR:(error message) e.g. ERROR:invalid mode This pattern is used when
an error occurs during the process. In this case the Main Agent sends the string
‘ERROR:’ followed by the string that contains the error message.

6 Extension of RuleML for Explanation Representation

The need for a formal, XML-based representation of an explanation in the Semantic
Web led us to design an extension of the Rule Markup Language (RuleML) [6]. RuleML
is an XML based language that supports rule representation for the Semantic Web.

In our XML schema, we use a similar syntax to RuleML to represent Facts and
Rules. Specifically, we use the Atom element which refers to an atomic formula, and
it consists of two elements, an operator element (Op) and a finite set of Variable (Var)
or/and Individual constant elements (Ind), preceded optionally by a not statement (in
case we represent a negative literal).

A Fact is consisted by an Atom that comprise a certain knowledge. The last primitive
entity of our schema is Rule. In defeasible logic, we distinguish two kinds of Rules:
Strict Rules and Defeasible Rules. In our schema we also note with a different element
these two kind of rules. Both kinds consists of two parts, the Head element which is
constituted of an Atom element, and the Body element which is constituted of a number
of Atom elements.
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The simplest proof explanation is in case of a definitely provable Atom. For that
proof, we first have to denote the Atom, and then give the Definite Proof that ex-
plains why it is definitely provable. This explanation can come out in two ways: either
a simple Fact for that Atom, or give a Strict Rule with Head this Atom and Body
an Atom that should be also proved definitely with the same way. If the Body consists
of multiple Atoms, then we state the definite provable explanation for every atom of the
Body. The structure of a definite proof explanation is the following:

<Definitely_provable>
<Atom>
<Op> rich </Op>
<Ind> Bob</Ind>
</Atom>
<Definite_Proof>
<Strict_rule Label="r1">
<Head>
<Atom>
<Op>rich </Op>
<Ind> Bob </Ind>
</Atom>
</Head>
<Body>
<Atom>
<Op>wins_lotto </Op>

<Ind>Bob </Ind>
</Atom>

</Body>
</Strict_rule>
<Definitely_provable>
<Definite_Proof>
<Fact>
<Atom>
<Op> wins_lotto </Op>
<Ind> Bob </Ind>
</Atom>
</Fact>

</Definite_Proof>
</Definitely_provable>
</Definite_Proof>
</Definitely_provable>

Defeasible provability is represented in a similar fashion, but is more complicated to
be presented in this paper. The full extension of RuleML will be presented in a
companion paper.

7 Related Work

Besides teaching logic [18], not much work has been centered around explanation in
reasoning systems so far. Rule-based expert systems have been very successful in ap-
plications of AI, and from the beginning, their designers and users have noted the need
for explanations in their recommendations. In expert systems like [19] and Explain-
able Expert System [20], a simple trace of the program execution / rule firing appears
to provide a sufficient basis on which to build an explanation facility and they gener-
ate explanations in a language understandable to its users. Work has also been done
in explaining the reasoning in description logics [21]. This research presents a logi-
cal infrastructure for separating pieces of logical proofs and automatically generating
follow-up queries based on the logical format.

The most prominent work on proofs in the Semantic Web context is Inference Web
[22]. The Inference Web (IW) is a Semantic Web based knowledge provenance infras-
tructure that supports interoperable explanations of sources, assumptions, learned infor-
mation, and answers as an enabler for trust. It supports provenance, by providing proof
metadata about sources, and explanation, by providing manipulation trace information.
It also supports trust, by rating the sources about their trustworthiness.
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It is an interesting and open issue how our implemented proof system could be regis-
tered in the Inference Web, so as to produce PML proofs (an OWL-based specification
for documents representing both proofs and proof meta-information). This would pos-
sibly require the registration of our inference engine, that is a defeasible logic reasoner,
along with the corresponding inference rules, which are used in the defeasible logic
proof theory and the explanations produced by our proof system. Extra work needs to
be done in Inference Web in order to support why-not questions. Current IW infras-
tructure cannot support explanations in negative answers about predicates. This is the
case that corresponds to our system ’s explanations when an atom is not definitely or
defeasibly provable.

8 Conclusion and Future Work

This work presented a new system that aims to increase the trust of the users for the Se-
mantic Web applications.The system automatically generates an explanation for every
answer to users queries, in a formal and useful representation. It can be used by individ-
ual users who want to get a more detailed explanation from a reasoning system in the
Semantic Web, in a more human readable way. Also, an explanation could be fed into
a proof checker to verify the validity of a conclusion; this is important in a multi-agent
setting.

Our reasoning system is based on defeasible logic (a nonmonotonic rule system)
and we used the related implemented meta-program and XSB as the reasoning engine.
We developed a pruning algorithm that reads the XSB trace and removes the redun-
dant information in order to formulate a sensible proof. Furthermore, the system can be
used by agents, a common feature of many applications in the Semantic Web. Another
contribution of our work is a RuleML extension for a formal representation of an expla-
nation using defeasible logic. Additionally, we provide a web style representation for
the facts, that is an optional reference to a URL. We expect that our system can be used
by multiple applications, mainly in E-commerce and agent-based applications.

There are interesting ways of extending this work. The explanation can be improved
to become more intuitive and human-friendly, to suit users unfamiliar with logic. The
XML Schema should be made fully compatible with the latest version of RuleML.
Finally, integration with the Inference Web infrastructure will be explored.
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Abstract. This paper proposes a method to automatically construct 
a common-sense attribute knowledge base in Chinese. The method first 
makes use of word formation information to bootstrap an initial attribute 
set from a machine readable dictionary and then extending it iteratively 
on the World Wide Web. The solving of the defining concepts of the 
attributes is modeled as a resolution problem of selectional preference. 
The acquired attribute knowledge base is compared to HowNet, a hand-
coded lexical knowledge source. Some experimental results about the 
performance of the method are provided. 

1 Introduction 

It is well known that lexical knowledge bases are very important to natural 
language processing. In general, a lexical concept can be represented as a set 
of attribute-value pairs. For instance, attributes such as density, popularity and 
temperament play very important roles in defining and distinguishing different 
concepts. 

Attribute can be defined using Woods’ linguistic test [1] : A is an attribute 
of C if we can say ”V is a/the A of C”, in which, C is a concept, A is an 
attribute of C and V is the value of the attribute A. For example, in ”brown is 
a color of dogs”, color is an attribute of concept dog with the value brown. For 
such a definition, several essentials need to be made clear. First, attributes are 
nouns. Second, attributes are defined on concepts and must allow the filling of 
values. If a C or V cannot be found to fit Woods’ test, A cannot be an attribute. 
Third, different concepts can have the same attribute. For example, besides dog, 
concepts such as elephant, furniture can also have the attribute color. 

In this paper, we propose a method to automatically construct a large common
sense attribute knowledge base in Chinese. The attribute base we built contains 
not only attributes, but also their associated defining concepts. Such an attribute 
centered knowledge source will be of great use, for example, for knowledge en
gineering and natural language processing. In knowledge engineering, because 
different concepts can have the same attribute, an attribute centered view will 
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help very much for the engineers to select the most appropriate attributes for 
defining related concepts. Also, many natural language processing applications 
such as noun clustering, text categorization can benefit from such an knowl
edge source. [2] illustrated that enriching vector-based models of concepts with 
attribute information led to drastic improvements in noun clustering. 

Our proposed method for constructing the attribute knowledge base contains 
two phases. The first is attribute set acquisition and the second is defining con
cept resolution. In the first phase, word formation information is used to first 
bootstrap a basic attribute set from a Machine Readable Dictionary (MRD) in 
Chinese. Then, the attribute set is extended and validated on the World Wide 
Web using lexical patterns. In the second phase, we model the solving of the cor
responding defining concepts for the final extended attribute set acquired in the 
first phase as a resolution problem of selectional preference. The Web is again 
exploited as a large corpus to compute the associated concepts of the attributes. 
To evaluate our method, we compare the automatically acquired attribute base 
to a hand-coded lexical knowledge source HowNet [3]. The experimental results 
show that our method is very effective. 

The remainder of the paper is organized as follows: Section 2 describes the re
lated works. Section 3 introduces the method for the extraction of a set of general 
purpose attributes. Section 4 gives descriptions of the algorithm for solving the 
defining concepts for the attributes. Section 5 presents the experimental results. 
Finally, in Section 6, we give the conclusions and discuss future work. 

2 Related Works 

Two main sources have been exploited for the task of lexical resource acquisition 
in general. One is MRD, the other is large scale corpus. The definitional informa
tion in an MRD describes basic conceptual relations of words and is considered 
easier to process than general free texts. So, MRDs have been used as a main 
resource for deriving lexical knowledge from the beginning. [4, 5] constructed 
hyponymy hierarchies from MRDs. [6–8] extracted more semantic information 
from MRDs beyond hyponymy such as meronymy etc. The main difficulty of 
using MRDs as a knowledge source, as noted by [9], is that many definitional 
information of a word are inconsistent or missed. 

Corpus is another important source for lexical knowledge acquisition. [10] 
used lexical-syntactic patterns like ”NP such as List” to extract a hyponymy hi
erarchy and [11, 12] acquired part-of relations from the corpus. Data sparseness 
is the most notorious hinder for acquiring lexical knowledge from the corpus. 
However, the World Wide Web can be seen as a large corpus [13–15]. [16, 17] 
proposed Web-based bootstrapping methods which mainly employed the inter
action of extracted instances and lexical patterns for knowledge acquisition. 

Specific to attribute discovery, previous methods fall into two categories. One 
is to use mainly the layout information of web pages [18, 19], such as HTML ta
bles and structural tags like TD, CAPTION etc., which can be clues of attributes 
for describing specific objects. However, such kind of methods suffers from the 
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subjectivity of the web page writer. The other kind of method exploits lexico-
syntactic patterns in which an object and its attributes often co-occur. [2] used
the pattern ”the * of the C [is|was]” to identify attributes from the Web in
English. But as noted by [20], using such pattern matching directly results in
too many false positives.

Overall, in attribute acquisition, all the previous works have concentrated on
the acquisition of the attributes given a concept or an instantiated object. No
work has ever attempted to automatically construct a common-sense attribute
centered knowledge base.

3 Attribute Acquisition

3.1 Basic Attribute Set Extraction

Different from western languages, Chinese is a character-based language like
Japanese and Thai. Several works have been done for exploring characters for
processing such kind of languages [21–23]. In Chinese, a word is composed of one
or several characters1. Almost each character is a morpheme with its own mean-
ing. Usually, the constituent characters of a word can provide strong clues for the
word’s meaning. For example, the character Ý(du) has the meaning measure.
When used as the morpheme head (the rightmost character) in word formation,
the resulted words such as a1Ý(photosensitivity) are usually quality mea-
sure attributes. Such compositional information is very useful for identifying
attributes.

Given: A  seed set of M attribute indicating morphemes.

       A MRD containing W words.

Begin:

      Find subset  S of W with a morpheme head in M.

      Get a validated set S’ of  S using web-based  attribute filter.

      While |S’| can still increase do

 Find a new set X of W , such that every  x in X  have a hypernym  in S’ .

            S’=S’ X’.

End.

Output: An initial set S’ of attributes from MRD.

Fig. 1. The Algorithm for Attribute Extraction

1 In most cases, a morpheme in Chinese is a character. In the following, they are used
interchangeably.

2 The Standard Dictionary of Modern Chinese, Li Xingjian Ed., Foreign language
teaching and research press, 2005

In the phase of attribute acquisition of our algorithm, we first make use of the
word formation information stated above to extract a basic attribute set. Such an
algorithm, which is illustrated in Figure 1, uses both an MRD2 and the Web. In

.
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which, a seed set of attribute indicating characters (morphemes) is needed for the
algorithm to boot off, such that when they are used as head morpheme in word

            Get a validated set X’ of  X using web-based attribute filter.



formation, the resulting word will be very likely to be attributes. The initial seed
set used in our experiment contains 15 attribute indicating morphemes selected
manually according to Chinese linguistic knowledge which is listed as follows:þ(liang), 5(xing), Ý(du), §(cheng), G(zhuang), ¹(kuang), �(tai), ³(shi),?(ji), å(li), /(xing), m(mao), U(neng), �(zhi), �(xiang). Such a seed set
is not an exhausted set of head morphemes for forming attributes but just some
prototypical attribute morphemes to boot off.

All the words in the MRD that have a morpheme head in the above set of
seed morphemes are extracted as attribute candidates. After validation, all the
hyponyms of the validated attribute set are extracted from the MRD iteratively
using the simple heuristic pattern (1) for finding hyponyms from word definitions,
where A is a known attribute and H is the identified hyponym of A.

(1) H: * �(de) A , |; |.

For example, §Ý(wen-du, temperature) is an attribute with a seed morphemeÝ(du) as the head. The word X:(bing-dian, freezing-point) has the defini-
tion in the MRD as (2). It matches the template (1), which suggests that X:(bing-dian) is also a possible hyponym of§Ý(wen-du), and thus is a possible
candidate of the attribute set.

(2) a. X:: Ym©v(¤X��§Ý.
b. bing-dian: water start to freeze de wen-du.
c. freezing-point: the temperature when water start to freeze.

3.2

In every iteration of the above Algorithm, the newly identified attribute can-
didates must be verified before the start of next iteration. In some cases, even
words with a morpheme in the initial morpheme set are not truly attributes.
For example, while most nouns with a morpheme head §(cheng) such as ¾§(course-of-disease) are attributes, the word ó§(gong-cheng, project) is not
an attribute word. So, a web-based classifier is used to filter out the false
positives.

The classifier is based on the assumption that semantic information can be
learned by matching certain associating lexico-syntactic patterns. Suppose Ta is
the pattern set indicating that the word X is an attribute and Tc the pattern set
indicating X as a defining concept. We use a likelihood ratio λ [24] for decision
making:

λ =
P (Ta, X)/P (Ta)

P (Tc, X)/P (Tc)

We will call such a likelihood ratio the attribute score. The pattern set Ta and Tc

are some variants of Woods’ linguistic definition of attribute, illustrated as (3)

Web-Based Attribute Filter
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and (4) that express the syntactic behavior of attributes and defining concepts
respectively.



(4) b1: x �(de, ’s) * é(hen ,very)

b2: x �(de, ’s) * Ǒ(wei ,is)

The computation of the frequencies such as f(Ta, X) is approximated by the
web counts returned by the Google3 search engine. The pattern set Ta and
Tb contain two patterns a1 and a2, b1 and b2 respectively. The frequencies
such as f(Ta, X) is computed by a simple linear combination of f(Ta1, X) and
f(Ta2, X). For example, if the word X is X:(freezing-point), f(Ta, X) will be
the web counts returned by Google for the query ”�X:é” (’s freezing-point
very) combined with the web counts for query ”�X:Ǒ” (’s freezing-point is).
Using a small set of labeled training data, we can get a threshold H of λ for
filtering, that is, the attribute candidates with an attribute score lower than H

will be filled out.

3.3 Extending the Basic Attribute Set on the Web

We don’t think it possible to exhaust the attributes used in natural language.
This is mainly because that attribute words can be compounds and newly com-
pounded attributes are emerging everyday. For example, the attribute word abil-
ity can compound with flying and language to form new attributes flying ability
and language ability respectively. However, in this paper, we make a closed world
assumption for the attributes covered by a general MRD, because we think that
such an attribute set can form a solid base for defining and differentiating various
concepts.

The initial set of attributes extracted from the MRD doesn’t contain all the
attribute words in the MRD. Actually, it acts as a basic seed set for the second
stage of extraction. The World Wide Web is used as a large corpus for extending
the initial attribute set. The algorithm is illustrated in figure 2.

The method for extending the attribute set uses the conjunctive phrase
pattern (5).

(5) �(de, ’s) x Ú(he, and) NP.

The motivation for using such a phrase pattern is based on Resnik’s assumption
[25] that coordinated parts have strong semantic similarity. Given a known at-
tribute x, we can assume that its coordinated part NP in (5) is also an attribute.

3 www.google.com
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For example, if x is a1Ý(photosensibility), the conjunctive phrase (6) will be
a good indication that ¯��Ý(shutter speed) is also an attribute.

(6) �(’s) a1Ý(sensibility) Ú(and) ¯��Ý(shutter-speed).

(3) a1: * �(de, ’s) x é(hen ,very)

a2: * �(de, ’s) x Ǒ(wei ,is)



Fig. 2. The Algorithm for Attribute Extending

cific to the conjunctive phrase (6), for example, because ¯�(shutter) and �Ý(speed) are both nouns, there exist structural ambiguities in a1ÝÚ¯��Ý(sensibility and shutter speed), as illustrated in (7).

(7) a1. [ a1ÝÚ¯�] �Ý
a2. [ sensibility and shutter ] speed
b1. [ a1Ý] Ú[ ¯��Ý]
b2. [ sensibility ] and [ shutter speed ]

In (a), the parallel part of a1Ý(sensibility) is ¯�(shutter), while in (b), the
corresponding part is ¯��Ý(shutter speed).

We use a method called position exchanging search (PES) to solve the prob-
lem. PES assume that if A and B are coordinated part in coordination ”A and
B”, then there would be enough pragmatic evidence for the structure ”B and
A”. Then, given a known attribute a and a possible coordination b recognized
by a NP chunker. We search for the phrase ”�(’s) b Ú(and) a” on the Web to
test the appropriateness of b to be an attribute candidate. If b passed the PES
test, it will then be sent to the web filter introduced in Section 3.2 for further
validation.

The algorithm for extended attribute acquisition is an iterative one. In the
End of each iteration, the newly extended attribute set would be used as the
known attribute set in the new iteration to further acquire more attributes.
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The main difficulty for employing the conjunctive pattern above for extended

Given: A basic set S’ of  attributes extracted from MRD.

           A conjunctive template t for extending S’.

           A MRD containing W words.

Begin:

           Initialize known attribute set KS=S’ and  extended attribute set ES=empty.

           While iteration<N  do

 For every s in KS

         Instantiate t by s and get a query q.

         Get the Google result set R of q.

         Use an NP chunker to find the candidate coordination set C of s in R.

         Use PES to find the candidate attribute set A of  s in C.

         Get a validated set A’ of A using Web  Attribute Filter.

        A’=A’     W  and  ES=ES A’.

KS=ES and S’=S’ ES.

End.

Output:  A full set S’ of attributes of the MRD. 

attribute acquisition lies in determining the boundary of the coordination. Spe-

4 Finding the Defining Concept for Attributes

Given a known attribute acquired by the first phase of our algorithm, we model
the solving of its defining concept as a selectional preference resolution problem.
Selectional preferences are limitations on the applicability of natural predicates



to arguments [26]. Most works on selectional preference resolution are conducted
for the verb predicates. For example, the verbal concept eat has the AGENT
preferences for human and animal, and a PATIENT preference for food. Sim-
ilarly, the defining concepts associated with a specific nominal attribute also
have preference selection. For example, while the attribute financial-power is
strongly related to organization involved in marketing activities, the attribute
vital-capacity is restricted to human and animal.

The sub-algorithm for solving the defining concepts is illustrated in Figure 3.
In the algorithm, first, a training set of <concept word , attribute word> pairs is
extracted from the Web. For an attribute A, the heuristic pattern (8) is used to
extract from the returning results of Google (www.google.com) for the possible
concept words (the noun N in the pattern) associated with it. For example, if
the attribute is MEå(creativity), we can extract from the Web using (8) for
the possible attribute words such as �(young), 
ó(staff ), ¯f(children),
etc.

(8) N �(de, ’s) A é(he, and).

From a large set of such <concept word , attribute word> pairs, then, we
generalize for the concept classes using HowNet’s IS-A concept taxonomy and
get the space of candidate preference classes for specific attributes. The appropri-
ateness of the candidates is evaluated using the selectional association measure
[26].

Given:  A training set of <concept word, attribute word> extracted from the Web.

  An IS-A concept  hierarchy.

Begin:

  Create the space of candidate preference classes for each attribute.

  Evaluate of the appropriateness of the candidates by a statistical measure. 

  Select the most appropriate subset in the candidate space to express the

        selectional preference.

End.

Output: The Domain of defining concepts for each attribute.

Fig. 3. The Algorithm for Defining Concept Resolution

Formally, let A be a random variable ranging over the set a1, ..., am of at-
tributes under consideration. Let C be a random variable ranging over the set
c1, ..., cn of classes in the taxonomy. The selectional association between an at-
tribute ai and a class c can be defined as:
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Assoc(ai, c) =
P (c|ai) log P (c|ai)

P (c)

S(ai)

In which, S(ai) is called the selectional preference strength of the attribute ai

that is modeled as the relative entropy between the probability distribution

P (c|ai) and P (c) as:



S(ai) =
∑

c

P (c|ai) log
P (c|ai)

P (c)

The joint probabilities in the model were estimated from the training set of
<concept word, attribute word> pairs as follows:

P (ai, c) =
1

N

∑

n∈words(c)

1

|classes(n)|
freq(ai, n)

where words(c) denotes the set of nouns for which any sense is subsumed by
c, classes(n) denotes the set of classes to which noun n belongs. freq(ai, n) is
the number of times n appeared as the concept word of attribute ai and N is
the total number of instances in the extracted data set. After the evaluation of
the association score of each candidate class, the most appropriate subset in the
candidate space is selected for each attribute as its domain of defining concept.

5 Experimental Results

5.1 Results of Attribute Extraction

The MRD we used to extract the attribute set contains totally 35219 nouns.
Using the 15 attribute indicating morphemes, 745 candidate attribute words
whose morpheme head is in the seed morpheme set are first extracted from the
MRD. From which, we randomly selected 300 words for training and testing
the web attribute filter introduced in Section 3.2. Two PhD student majored
in computational linguistics are employed for annotating the words as either
attributes or non-attributes. The inter-annotator agreement measured by Kappa
Score [27] is 91%. After discussion on a final annotation, 225 words are used to
train the threshold of the log likelihood ratio and 75 words are used to test the
classifier. A correct classification rate of 88.0% is achieved.

Using such a classifier to classify the above 745 candidate attribute words, we
get a validated set S’ of 521 attributes. The hyponyms of such a known attribute
set are found from the MRD iteratively. Figure 4 shows the result of the numbers
of newly extracted attributes before and after validation by the web-based filter
in each iteration. After 5 iterations, we get a basic attribute set of totally 880
attributes from the MRD.
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Using the conjunctive pattern and PES discussed in Section 3.3 to determine
the coordination, we extend the 880 attributes using the web-based extending
algorithm illustrated in Section 3.3. The number of attributes extracted before
and after filtering by the Web-based attribute filter is illustrated by Figure 5. In
which, for example, in the first iteration, the 880 attributes are used as seeds for
the coordination based extending. Before web-based filtering, a number of 1235
attribute candidates is extracted and after filtering, a validated subset of 841
attributes is used as known attributes for the next iteration of extending. 1462
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Fig. 4. Number of Attributes Extracted from MRD in Basic Attribute Extraction
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Fig. 5. Number of Attributes Extracted from MRD during Web-Extending

new attributes are got in the second stage of extraction and totally we acquire
2342 attributes. Among them, 1927 are correct after manually inspecting.

5.2 Results of Defining Concept Resolution

For the extracted attribute set, we totally acquired 220M <concept word, at-
tribute word> training pairs from the Web to compute the defining concepts.
When using such a training set and the concept class taxonomy to create the
space of candidate classes, a threshold is used to ignore the possible noise in-
troduced by the training set. Specifically, only those classes that have a higher
number of the occurrences than the threshold are considered.

For an attribute, the domain of its defining concepts is explicitly computed
by selecting from the candidate preference concept classes using the selectional
association measure discussed in section 4. Table 1 illustrates some examples
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of the selectional preferences acquired. In which, for example, the domain of
defining concept of attribute í�(temperament) is <(human). The quality of
the acquired defining concepts of the attributes is compared to HowNet.

HowNet is a hand-coded common-sense lexical knowledge base describing
inter-conceptual relations and inter-attribute relations of concepts as connoting
in lexicons of the Chinese and their English equivalents. The top-most level of

classification in HowNet includes entity, event, attribute and attribute value.



Table 1. Examples of Acquired Selectional Preferences of Attributes

Defining Concept Selectional Association Examples of Concept Wordí�(temperament)<(human) 0.51 å¯(girl) ,I5(man)m�(book-size)ÖÔ(readings) 0.28 Ïr(periodical) ,�á(teaching-material)Ká(subject-matter)&E(information) 0.31 �¯(story) ,²â(art)?¸(plight)<(human) 0.55 Ø¬(resident), çõ(beggar)|¤(InstitutePlace) 0.1 �¤(clinic), è�(enterprise)ìN(community) 0.05 [Ì(family), ¥è(team)

Under the attribute level, it contains 2093 attribute words each with a definition
like follows:

(9) Æ·(life-span): attribute|á5, age|#, &animate|)Ô
which means that Æ·(life-span) is an attribute word with the defining con-
cept )Ô(Animate). The attribute base of HowNet provides a test-bed for the
resulted selectional preferences of the attributes.

There are 1037 attributes in the set of extracted attributes overlapping with
HowNet’s attribute base. Among which, 110 attributes are randomly selected
to test the appropriateness of the selectional preference computed above. The
candidate preference class with the highest preference score are used to compare
with HowNet’s definition. Table 2 shows the number and the percentage of the
defining concepts which are exactly matched, not matched at all, or matched by
more general or more specific classes in the taxonomy.

The results of the comparison is encouraging. About 43.6% of the resulted
selectional preferences exactly match with HowNet’s definition and about 25.3%
can match by 1 or 2 level of hyperonym or hyponym expansion. For example,
our resulted defining concepts for�Ý(attitude) is human while HowNet animal.
Such an example is included in the case of ”1 level of hyperonym” though we
think that human is more appropriate than animal.
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Table 2. Comparison of Acquired Defining Concepts with HowNet

exactly matched 48 (43.6%)
matched by 1 level hyperonym 12 (10.9%)
matched by 1 level hyponym 8 (7.2%)
matched by 2 level hyperonym 5 (4.5%)
matched by 2 level hyponym 3 (2.7%)
matched by >2 level hyperonym 13 (11.8%)
matched by >2 level hyponym 1 (0.91%)
not matched 20 (18.2%)



large difference between the selectional association for the concept class human
and InstitutePlace which can’t be reflected by HowNet at all. Such an example
is included in the case of ”matched by >2 level hyperonym” in Table 2.

6 Conclusions and Future Work

In this paper, we have presented a method for the automatic construction of
a common-sense attribute knowledge base in Chinese. We first applied word-
formation information to extract a basic set of attributes from an MRD and
then extended it using a conjunctive pattern on the Web. During the extraction
process, a web-based attribute filter is used to control the level of false positives.
Then, by using an algorithm of selectional preference resolution, we computed
the domain of defining concepts and the selectional preference strength for each
extracted attributes, which provided a solid basis for applying such a source to
various natural language tasks.

However, much work need to be done in the future. Currently, we don’t dif-
ferentiate senses of the attribute words. About 16.7% of the extracted attributes
have more than one nominal senses in the MRD. To get a more precise computa-
tion of the defining concepts for each attribute, different senses of the attribute
words should be disambiguated. Also, the constructed attribute knowledge base
is a flat one by now. In the future, the attributes extracted should be clustered
and a hierarchy of such attributes should be constructed.
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Abstract. Ontologies are widely used for capturing and organizing
knowledge of a particular domain of interest, and they play a key role
in the Semantic Web version, which adds a machine tractable, repur-
poseable layer to complement the existing web of natural language hy-
pertext. Semantic annotation of information with respect to a underlying
ontology makes it machine-processable and allows for exchanging these
information between various communities. This paper investigated ap-
proaches for Ontology Population from the Web or some big corpus and
proposed context-profile based approaches for Ontology Population. For
each term extracted from web sites and web documents, we build a con-
text profile of the term. The context profiles are represented as vectors
such that we can calculate the similarity of two vectors. In our experi-
ments we populate the CRAB Ontology with new instances extracted by
presented approaches. Both theory and experimental results have shown
that our methods are inspiring and efficient.

Keywords: Knowledge Extraction, Semantic Annotation Ontology
Population, Context Profile.

1 Introduction

An ontology is an explicit formal conceptualization of a specific domain of in-
terest. Ontologies play a key role in the Semantic Web version, which adds a
machine tractable, repurposeable layer to compliment the existing web of nat-
ural language hypertext [1]. Therefore, ontologies are popular in a number of
fields such as knowledge engineering and representation [2,3], information re-
trieval and extraction [4], knowledge management [5], agent system, and more
[6]. The World Wide Web is probably the most and richest available reposi-
tory as the source of information. The enrichment of the web with semantic
annotations (metadata) is fundamental for the accomplishment of the Semantic
Web [7]. Although there is no a univocally accepted definition for the Ontol-
ogy Population task, a useful approximation has been suggested [8] as Ontology
Driven Information Extraction, where, in place of a template to be filled, the

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 210–220, 2007.
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goal of the task is the extraction and classification of instances of concepts and
relations defined in a Ontology. The task has been approached in a various of
similar perspectives, including term clustering [9,10] and term categorization.
Automatic Ontology Population(OP) with knowledge extracted from a web cor-
pus is very beneficial. Ontology Population has recently emerged as a new field
of application for knowledge acquisition techniques [11], however, manual on-
tology population is very labour intensive and time consuming. A number of
semi-automatic approaches have investigated creating documents annotations
and storing the results as ontology assertions. Our approaches which as many
others are based on Harris’ distributional hypothesis [12], i.e. that words that
are semantically similar to the extent to which they share syntactic contexts.

The rest of the paper is structured as follows. Section 2 describes the state-of-
the-art methods in Ontology Population. Section 3 gives information concern-
ing the ontology of the Semantic-Based Intelligent Search Engine for Chinese
documents CRAB1. Section 4 presents our approach. Section 5 reports on the
experimental settings, results obtained, and gives a discuss. Section 6 concludes
the paper and suggests directions for future work.

2 Related Works

Automated approaches for ontology population based on information from web
documents are given by more and more attentions, since they are closely related
with Semantic Web. There may be two classes to be distinguished for present
approaches of Ontology Population. The first class is unsupervised approaches
[13], which relies on no labeled training data but have low performance, while the
another class is supervised approaches [14], which need to build a tagged training
set manually. It is a time-consuming and burdened task that leads to a bottleneck
for the latter in large scale applications. There are two main paradigms in state-
of-art Ontology Population approaches [15]. The first one called Class-Pattern
is performed using patterns [16] or relying on the structure of terms [17]. The
second one called Class-Word is addressed using contextual features [13]. Our
investigation focus on so-called Class-Example approach [15], which is based on
Class-Word approach and adds an additional training set of training examples
for each class, and then automatically learn s syntactic model- a set of weighted
syntactic features. These training sets are produced by adding a few simple
instances to each class. There are no restrictions on the training examples rather
than except that they have to appear in Corpus.

3 The CRAB Ontology

The ontology used in our case study describes the financial domain, especially
focuses on the stocks. The CRAB Ontology has been manually constructed using
1 CRAB is a partial result of the project supported by NSFC Major Research Program

60496321; Basic Theory and Core Techniques of Non Canonical Knowledge.
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the Protégé-based2 management system developed in the context of the CRAB
system. The CRAB ontology was implemented in OWL DL, a sublanguage of
Web Ontology Language(OWL). Due to the complication of financial knowledge,
we focus on the concepts and properties which are important and more interested
by users, such as stocks, funds, bonds, companies, etc. and daily rates, prospect
etc. Additionally, there is a “has attribute” property for each concept which links
it either to another concept (e.g. concept “company” has attribute “launch”)
which its range could be a string (the name of a stock) or a numeric data-type
(the code of a stock). Also, there are constraints on the range of numerical data-
types which are defined by a minimum and maximum value. Moreover, we have
populated a number of instances for the concepts. The CRAB ontology contains
200 concepts, 265 properties and 1000 instances as far as now. We enrich it by
now and in future.

4 Our Approaches

We define Ontology Population as following process similar to Class-Word ap-
proach without more restrictions. Given a set of terms T = t1, t2, . . . , tn, a
document collection D, where terms in T are supposed to appear, and a set
of predefined classes C = c1, c2, . . . , cm, denoting concepts in a given ontology,
each term ti has to be assigned to a proper class in C. There a finite set Ii of
sample instances for each class Ci. We build a context profile for each term to
be classified using two kinds of context information, which are window profiles
and syntactic profiles.

4.1 Window Profiles

We choosed n words to the left and right of a certian word of interest excluding
so called stop-words and without trespassing sentencing boundaries, then the
length of the window is n, and these words are called window profiles. For each
sample instance in Ii, we calculate its feature weight vector WinFeaV ea(Iij),
from which we get the feature weight vector WinFeaV ec(ci) of the class by
uniting all feature weight vectors of its sample instances. The weight of a feature
fci ∈ F (c), is calculated [15] in three steps. F (c) is a set of features of the
class c.

1. The co-occurrence of with the training set is calculated:

weight1(fci) =
∑

Iij∈Ii

α.log(
P (fci , Iij)

P (fci), P (Iij)
) (1)

where P (fci , t) is the probability that feature fci co-occurs with t, P (fci) and
P (t) are the probability that fci and t appear in the corpus, α=14 for

2 Protégé Web Site: Http://protege.standord.edu
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syntactic features with lexical element noun and α =1 for all the other syn-
tactic features.

2. Normalize the feature weights: for each class c, to find the feature with
maximal weight and denote its weight with mxW (c);

mxW (c) = maxfci
∈F (c)weight1(fci) (2)

Next, the weight of each feature is normalized by dividing it with mxW (c);

weightN(fci) =
weight1(fci)

mxW (c)
(3)

3. Obtain the final weight of fci by dividing weightN(fci) by the number of
classes in which this feature appears.

weight(fci) =
weightN(fci)
|Classes(fci)|

(4)

where |Classes(fci)| is the number of classes for which fci is present in the
syntactic model.

We compute the feature weight vectors for each class denoted as

WinFeaV ec(c) = [(fc1,wc1), . . . , (fcn,wcn)]

by the procedure described above. Next, we calculate the feature weight vector
for a testing instance t.

1. To get the weight of testing instance in a new document, we use well-known
formula of Term Frequency Inverse Document Frequency(TF-IDF).

w
′

t = tf × idf =
freqt

Σk(freqk)
× log(

N

nt
) (5)

where N is the number of all documents in the Corpus, nt is the number of
documents in which the word t occurs, freqt is the number of occurrences of the
word t.

2. To get the feature weight vector of testing instance t in the Corpus similar
to the procedure calculating the weights of classes. This feature weight vector is
denoted as

WinFeaV ec(t)′ = [(ft1, wt1), . . . , (ftm, wtm)]

3. Combining the two weights above, we modify each weight in WinFeaV ec(t).
Since t occurs in a new document which is to be dealt with, for example to be
annotated, that’s why we load the weight of t in new document into the weights
in Corpus in order to highlight the features . Then we get the final the feature
weight vector of testing instance t denoted as WinFeaV ec(t).

WinFeaV ec(t) =
[

(f1,
w1

w1 + w′
t

), . . . , (fm,
wm

wm + w′
t

)
]
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As far as now, we get the feature weight vectors for each class and the feature
weight vector for t, we implement the classification by similarity formula:

sim(WinFeaV ec(ci), WinFeaV ec(t)) = cos θ

n∑

k=1
w1k × w2k

√(

(
n∑

k=1
w2

1k)(
n∑

k=1
w2

2k)
) (6)

We sketch the algorithm for window-profile based Ontology Population.

Algorithm 1: Window-Profile based Ontology Population(WPOP)
Input : Corpus, Ontological concept sets C , sample instance sets I , document

d , testing instance t , window length l.
Output: class ci to which belongs.
for (each ci ∈ C, 1 ≤ i ≤ |C|) do

for (each Iij ∈ Ii, 1 ≤ j ≤ |Ii|) do
F (ci) =

(

fcij
| the distance between fcij

and Iij ≤ l
)

end
for (each fc ∈ F (ci)) do

calculate the weight of fc ;
WinFeaV ec(ci) = [(fci1 , wci1), . . . , (fcin , wcim)]

end
end
Calculate the feature weight of t in document d ;
w

′
t = tf × idf = freqt

Σk(freqk) × log( N
nt

) ;
Calculate the feature weight vector of t in Corpus;
F (t) = (fti | the distance between fti and t ≤ l);
for (each ft ∈ F (t)) do

calculate the weight of ft;
end
WinFeaV ec(t)′ = [(ft1, wt1), . . . , (ftn, wtm)];

WinFeaV ec(t) =
[

(f1,
w1

w1+w′
t
), . . . , (fm, wm

wm+w′
t
)
]

;

class(t) = argmaxci∈Csim(WinFeaV ec(ci), W inFeaV ec(t));
Return class(t).

4.2 Syntactic Profiles

Syntactic Parse. In our approach, the Corpus is parsed by JAVA NLP API3

developed by Stanford University. It supports Chinese national language pro-
cessing well. We give an example. Here is a segmented sentence “
2007 1 9 601628 (China Life
officially landed the Shanghai Stock Exchange in January 9, 2007, the number
is 601628 )”.

The parsed result as follows, and Fig.1 shows the syntactic parse tree.
3 http://www-nlp.stanford.edu/
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(ROOT

(IP

(IP

(NP (NR ))

(VP

(PP (P )

(NP (NT 2007 1 9 )))

(ADVP (AD ))

(VP (VV )

(NP (NN )))))

(PU ,)

(IP

(NP (NN ))

(VP (VC )

(QP (CD 601628))))

(PU .)))

Fig. 1. The syntactic parse tree using Stanford JAVA NLP API

A parse tree contains kinds of information about syntactic relationship be-
tween words. In order to extract syntactic features from the parse tree, we first
define three definitions and the process that how to extract syntactic features
for a instance from a parse tree(see Alg2.).

Definition 1. A node is a root inflexion, if it is the first IP node and it is a
successor of root node.

Definition 2. A node is an inflexion, if it is a node labeled by IP and it is
a successor of root inflexion. We call each branch of an inflexion a cluster,
especially, a branch of root inflexion is root cluster. Two cluster having same
inflexion are sibling clusters.

Definition 3. Two nodes are in a modificatory relationship, if the two node are
in the same cluster or two sibling clusters. Accordingly, one node is a modifier
of another node.
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Algorithm 2: Get Syntactic Features from the Parse tree(GetSynFeature)
Input : PaserTree, an instance name t.
Output: SynFeaVec(t).
Traversal the parsing tree, find out the note where t occurs, and get the label and
number of t;
Get all modifiers of t;
for (each modifer m ∈ ModiferRelatedSetM) do

if m is labeled DEG then
ignore m node

else
if number(t) > number(m) then

SynFeaV ec(t) = SynFeaV ec(t)
⋃

t − m − adj
else

SynFeaV ec(t) = SynFeaV ec(t)
⋃

t − m − adjof
end

end
end
Start from t, backtrack to the first node labeled by NP, and then get all brother
nodes of this NP node.
for (each brother ∈ Brothers Set Brother) do

if brother is labeled by V P then
find the VP’s successor and leaf node v labeled by VV or VC;
if number(t) > number(v) then

SynFeaV ec(t) = SynFeaV ec(t)
⋃

t − v − subject
else

SynFeaV ec(t) = SynFeaV ec(t)
⋃

t − v − subjectof
end
if there exists a brother of v labeled by NP (or NN, QP,NT ) then

if number(t) > number(o) then
SynFeaV ec(t) = SynFeaV ec(t)

⋃
t − o − objof + sub

else
SynFeaV ec(t) = SynFeaV ec(t)

⋃
t − o − subof + obj

end
end

end
end

Feature Weight. Maximal Likelihood Ratio(MLHR) [18] is used for word co-
occurrence mining in [19], while MLHR is used to calculate feature weight in our
approach. That is because it is supposed to be outperforming in case of sparse
data, a situation that may happen in case of questions with complex patterns
that return small number of hits.

MLHR(t, i) = −2α log λ

λ = L(p,k1,n1)L(p,k2,n2)
L(p1,k1,n1)L(p2,k2,n2)

(7)

where L(p, k, n) = pk(1−p)n−k, p1 = k1
n1

, p2 = k2
n2

; p = k1+k2
n1+n2

; k1 = hits(i, t), k2 =
hits(i. − t); n1 = hits(i), n2 = hits(−t).
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Here, hits(i, −t) is the number of appearances of instance i when the feature
t is not present and it is calculated as hits(i) − hits(i, t). Similarly, hits(−t)
is the number of documents of the Corpus where t does not appear and it is
calculated as hits(−t) = Maxage−hits(t)(Marage is the number of documents
in Corpus).

The α parameter reflects the linguistic intuition that nouns are most infor-
mative than all other, and verbs is more informative than adverbs or adjectives.
α = 14 in MLHR for syntactic features with lexical element noun and α = 1 for
all other syntactic features. The values of α is alterable according to different
contexts.

Syntactic features with weights of a class are expressed in the form of a vec-
tor, and we share the same process in window-profile approach to obtain the
similarity between a class and an instance to be classified.

5 Experimental Settings and Results

We evaluated the performance of context-profile based approaches for Ontology
Population presented in section 4 on the stocks domain of the CRAB ontology.
Our intention is to evaluate the proposed methods in populating the CRAB with
new instances exploited from web documents. We conducted experiments con-
cerning a given domain-specific corpus, which includes 8000 financial documents
crawled from four portal web sites: Sina, Sohu, Yahoo, NetEase. The proposed
method requires the pre-processing of the corpus by an Chinese word segmen-
tation system which identifies text tokens in the Web pages. The corpus was
parsed and syntactic profiles were extracted from the parse trees. We considered
four classes: Company, Stock, Fund, Bond. For each class we created a training
instance set.

Table 1. Performance of the Context-Profile approaches

Classes Context-Profile P (%) R(%) F (%)
Window-Profile 73 77 75Company
Syntactic-Profile 78 84 81
Window-Profile 72 78 75Stock
Syntactic-Profile 76 82 79
Window-Profile 67 63 65Fund
Syntactic-Profile 72 68 70
Window-Profile 65 61 63Bond
Syntactic-Profile 70 66 68

The performance of the window-profile based approach and syntactic-profile
based approach are evaluated separately using the precision and recall measures
as well as their combination F measure. Table 1 shows results for 4 concepts
chosen from the CRAB ontology. For each class, the first row shows the results of
applying the window-profile based method, and the second row shows the results
of the syntactic-profile based method. It is worth noting that the syntactic-
profile based case performs better than the window-profile based case. For each
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Table 2. Macro Average Performance of the Context-Profile approaches

Context-Profile MacroP (%) MacroR(%) MacroF (%)
Window-Profile 69 70 69
Syntactic-Profile 74 75 70

Table 3. Performance of the Context-Profile approaches

Classes Context-Profile P (%) R(%) F (%)
Window-Profile 73 77 75Company
Syntactic-Profile 78 84 81
Window-Profile 72 78 75Stock
Syntactic-Profile 76 82 79
Window-Profile 67 63 65Fund
Syntactic-Profile 72 68 70
Window-Profile 65 61 63Bond
Syntactic-Profile 70 66 68

Table 4. The result with alternative α in the syntactic-profile approach

Classes α P (%) R(%) F (%)
6 62 68 65
10 68 78 73Company
14 78 84 81
6 63 70 66
10 66 78 72Stock
14 76 82 79
6 56 52 54
10 60 56 58Fund
14 72 68 70
6 54 50 52
10 58 54 56Bond
14 70 66 68

approach we measured macro average precision, macro average recall, macro
average F-measure and the result is in Table 2.

As we have already pointed out, that α could be referred to an heuristic
parameter, which reflects the syntactic feature of a word and gives modificatory
information to around words. We assigned different values to α, the comparative
evaluation is shown in Table 3. The value of α is more higher, it is more easier to
distinguish the word from its modifiers. Therefore, we get the best result when
the value of α is 14.

6 Conclusion

In this paper we presented two kinds of context-profile based approaches for
ontology population. Experimental results show that the context-profile based
approaches enable as accurately and fast as to capture instances in application
domains. It’s is important to the CRAB system because CRAB Ontology plays
a key role in the system and it is a core component. In our approaches, we
aim to identify new instances for our CRAB Ontology by context-profiles of
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samples instances and testing instances. We populate the CRAB Ontology with
these identified instances and put each instance into an appropriate place in the
concept hiberarchy. The experimental results show our approaches are inspiring
and gainful. Moreover, the CRAB will be enriched with more and more new
instances, and it can provide more knowledge and information to users.
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Abstract. The AMP-activated protein kinase (AMPK) acts as a metabolic 
master switch regulating several intracellular systems. The effect of AMPK on 
muscle cellular energy status makes this protein a promising pharmacological 
target for disease treatment. With increasingly available AMPK regulation data, 
it is critical to develop an efficient way to analyze the data since this assists in 
further understanding AMPK pathways. Bayesian networks can play an 
important role in expressing the dependency and causality in the data. This 
paper aims to analyse the regulation data using B-Course, a powerful analysis 
tool to exploit several theoretically elaborate results in the fields of Bayesian 
and causal modelling, and discover a certain type of multivariate probabilistic 
dependencies. The identified dependency models are easier to understand in 
comparison with the traditional frequent patterns.  

1   Introduction 

AMP-activated protein kinase or AMPK plays an important role in cellular energy 
homeostasis [1, 2]. It consists of three subunits (α, β andγ) and regulates several 
intracellular systems. It has been proved that there is a close correlation between 
AMPK and mitochondria, glucose transport, lipid metabolism and adipocytokine [2]. 
Therefore, the investigation into the degree of activation and deactivation of subunit 
isoforms of AMPK can assist in better understanding of AMPK and the treatment of 
the type 2 diabetes, adiposity and other diseases [2, 3].  

However, the efforts to develop methods to analyze AMPK regulation data lag 
behind the rate of data accumulation. Most of the current analysis rests on isolated 
discussion of single experimental results. Also, there has been a lack of systematic 
collection and interpretation of diverse AMPK regulation data. Besides, the existing 
approaches that seek to analyze biological data cannot cope with the AMPK 
regulation data that contains status messages of subunit isoforms and stimulus factors. 
This calls for the use of sophisticated computational techniques. 

Recently, association rule mining was attempted to analyze the AMPK regulation 
data in [1]. It used Frequent Pattern Tree algorithm to identify the implicit, frequent 
patterns from the AMPK regulation data. However, not much work has been found to 
focus on the dependencies and causalities between the subunits and stimulus items of 
the AMPK regulation data. Hence, it is necessary to develop novel method to deal 
with the data. 
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Bayesian network is a model to present the dependencies and can effectively 
express causal relationship. Learning Bayesian networks is to find the best Bayesian 
network that models the observed correlations for giving data instances. WEKA [4] 
and B-Course [4, 11] are the popular Bayesian networks learning software. WEKA 
uses Hill Climbing algorithm, iteratively improve the best solution，Whereas B-
Course uses Random and greedy heuristic robust learning algorithm. In comparison to 
WEKA, B-Course is an advanced analysis tool for interpretation and simple in use. 

In this paper, we analyse the AMPK regulation data derived from the published 
experimental results by using the powerful tool, B-course, by which the dependency 
model, naive causal model and not-so-naive causal model are identified.  The models 
express the dependencies and causalities between the subunits and stimulus items of 
the AMPK regulation data. They provide an easier way to understand the AMPK 
pathways in comparison with the traditional frequent patterns. 

This paper is organized as follows. In section 2, the published experimental results 
of the AMPK regulation data was presented and the B-course approach was 
introduced as well. Section 3 shows the experimental results by using B-course. 
Conclusions and future work are discussed in section 4. 

2   Data and Method 

Bayesian networks are the directed acyclic graphs (DAGs) in which the nodes 
represent multi-valued variables and arcs signify the existence of direct causal 
influence between the linked variables [4,5].  For example, consider the dataset with 4 
attributes: Cloudy(Yes/No), Sprinker(On/Off), Rain(Yes/No), WetGrass(Yes/No).  

Table 1. A dataset with 4 attributes 

 Cloudy Rain Sprinker WetGrass 
1 
2 
3 
4 
5 
6 
7 

Yes 
No 
No 
Yes 
Yes 
Yes 
Yes 

Yes 
No 
No 
No 
No 
No 
Yes 

Off 
On 
Off 
Off 
On 
Off 
Off 

Yes 
Yes 
No 
Yes 
Yes 
No 
Yes 

Claudy

Sprinker Rain 

WetGrass  

Fig. 1. A Bayesian networks representing the associations in Table 1 
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From the dataset, we can get the associations as follows, WetGrass correlates with 
Sprinkers On/Off, WetGrass correlates with Rain, Sprinker negatively correlates with 
Rain, etc. Hence, we get the Bayesian networks as in Figure 1. 

Bayesian networks are attractive for their powerful ability to deal with the 
uncertainty. Recently they have been successfully applied to analyse expression data 
and predict the diseases [6-10]. 

B-Course is a free web-based online data analysis tool for Bayesian modelling 
(http://b-course.cs.helsinki.fi/obc/). It offers two kinds of trail, “C-trail” and “D-trail”. 
“C-trail” data service offers a possibility for building classification models. “D-trail” 
offers a tool for building dependency models, it allows the users to analyse their data 
for multivariate probabilistic dependencies which are represented as Bayesian 
networks dependency model, naive causal model and not-so-naive causal model[11]. 
B-Course was to adopt the Bayesian framework which easier to understand than the 
classical frequent framework and has better performance than over the classical 
framework. 

2.1   Data 

In this paper we consider the AMPK regulation data which has been derived from the 
published experimental results, the same as in the paper Mining frequent patterns for 
AMP- activated protein kinase regulation on skeletal muscle[1]. AMPK contains 
catalytic subunit isoforms alpha1(α1) and alpha 2(α2) and regulatory subunit isoforms 
beta1(β1), beta2(β2), gamma1(γ1), gamma2(γ2) and gamma3(γ3). Plus the stimulus 
items and other parameters, there are seventeen variables in our database, namely, 
α1a, α1e, α1p, α2a, α2e, α2p, β1e, β2e, γ1e, γ2e, γ3e, Training, Glycogen, Diabetes, 
Nicotinic acid, Intensity, Duration. They are all the discrete variables. For α, β and γ 
subunits, there are four state items, “highly expressed”, “expressed”, “no change” and 
“no”. For the stimulus items, the stimuli include “high intensity”, “intense”, 
“moderate” and “low”.  

2.2   Dependency Modeling Using Bayesian Networks 

In B-Course, dependency modeling means finding the model of the probabilistic 
dependences of the variables.  Let us look at a simple example to illustrate the type of 
models B-course searches for. There are four variables α1a, α1e, β1e and γ1e. The 
statements about dependencies were listed in Table 3.  

Table 2. An Example of Experimental Database 

EID α1a α1e β1e β2e Intensity 
E1 no expressed No change expressed moderate 
E2 expressed No no no intense 
E3 Highly expressed No no no moderate 
E4 No change Highly expressed expressed expressed High intensity 

In order to make the task of creating dependency model out of data computational 
feasible, B-Course makes two important restrictions to the set of dependency models 
it considers.  
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Table 3. An example of a dependency model 

1a and 1e are dependent on each other if we know something about 1e or 1e (or 
both). 

1a and 1e are dependent on each other no matter what we know and what we don’t 
know about 1e or 1e (or both). 

1e and 1e are dependent on each other on matter what we know and what we don’t 
know about 1a or 1e (or both). 

1e and 1e are dependent on each other no matter what we know and what we don’t 
know about 1a or 1e (or both). 

 

First, B-course only considers models for discrete data and it discretizes 
automatically all the variables that appear to be continuous. Secondly, B-Course only 
considers dependency models where the list of dependencies can be represented in a 
graphical format using Bayesian networks structures[11]. In this way, the list of 
dependencies in Table 3 can be represented as a Bayesian networks in Fig. 2. 

1a

1e

1e 1e

 

Fig. 2. A Bayesian network representing the list of dependencies in Table 2 

2.3   Weighted Dependencies 

It is natural to ask how probable or strong certain unconditional dependency statement 
represented by an arc in the dependency models. However, in non-liner models it is 
not an easy task to give “strengths” to arcs, since the dependencies between variables 
are determined by many arcs in a somewhat complicated manner. Furthermore, the 
strength of a dependency is conditional on what you know about the other variables.  
 

Table 4. The different weights of dependencies in the model 

Arcs Arc 
weights(W) explanation 

1e 2e W 109
The arc linked between 1e and 2e is so “strong” that 
removing it would cause the probability of the model go 
down to less than one billionth of the probability of 
original model. It means the arc is an important arc. 

1e 1e 109>W 106
The arc linked between 1e and 2e is an important arc 
that removing it would cause the probability of the 
model decrease to less than one millionth of that of the 
original model.  

1a 2a 35516 The model is 35516 times as probable as the model in 
which the arc has been removed. 

1a 1e 25 
The arc linked between 1a and 1e is a “weaker” arc. 
The model is 25 times as probable as the model in which 
the arc has been removed. 
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Fortunately we can get a relatively simple measure of the importance of an arc by 
observing how much the probability of the model is changed by removing the arc. In 
the models, different arcs are used to describe the different probability. If the removal 
makes the model much worse (i.e., less probable), it can be considered as an 
important arc (dependency). If removing the arc does not affect the probability of the 
model much, it can be considered to be a weak dependency. Table 4 shows the 
different weights of dependencies in the model. 

2.4   Inferring Causality 

The current version of B-Course supports causal analysis of data and implements both 
“naive” and “not so naive” causal models. Naive causal models are built on 
assumptions that there are no latent (unmeasured) variables in the domain that causes 
the dependencies between variables. In naive causal model, there may be two kinds of 
connections between variables: undirected arcs and directed arcs. Directed arcs denote 
the causal influence from cause to effect and the undirected arcs denote the causal 
influence directionality of which cannot be automatically inferred from the data.  Not 
so naive causal models restrict that every latent variable is a parent of exactly two 
observed variables, and none of the latent variables has parents. There are three kinds 
of arcs in not so naive causal models. Table 5 is the explanation. 

Table 5. The different kinds of arcs in causal models 

Arcs Explanation 

1e        2e
1e has direct causal influence to 2e(direct meaning that causal 

influence is not mediated by any other variable that is included in the 
study) 

1e       1e
There are two possibilities, but we do not know which holds. Either 

1e is cause of 1e or there is a latent cause for both 1e and 1e. 

1a       2a
There is a dependency but we do not know wether 1a causes 2a or if 

2a causes 1a or if there is a latent cause of them both the 
dependency. 

 

3   Discovering Dependencies Using B-Course 

3.1 Experimental Results 

“D-trail” has been chosen as our data analysis method. We uploaded our data file to 
the B-Course server and made the search last for 15 minutes (the system search time 
limit). Then we got the dependency model (Fig. 3) as follow.  

In Fig. 3, different arcs represent the different weights of the arcs, details can be 
seen in Table 6.We also get the naive causal model (Fig. 4), which is built by the 
assumption that all the relevant variables of the domain have been included in the 
study, in other word, there are no unmeasured latent variables causing dependence. 
There may be two kinds of connections between variables: indirected arcs and  
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directed arcs. Directed arcs denote the causal influence from cause to effect and the 
undirected arcs denote the causal influence directionality of which cannot be 
automatically inferred from the data. For example, under the situation of that there are 
no latent variables causing dependence, α2e was caused by α1a and α1e.In general all 
the dependencies between the variables might be caused by one latent variable.  

Table 6. The arc weights of dependency model for AMPK 

The kinds of the arcs   Arcs Arc weights 

α1e  α2e W≥109 
So strong arcs 

α2p  α1p W≥109 

α1e   β1e 109>W≥106 

α1e  Training 109>W≥106 Pretty strong arcs 

γ3e  γ2e 109>W≥106 

Glycogen  Training 43365 

α1a  α2a 35516 

α1p  Training 7805 

β1e  Diabetes 3204 

β1e  Training 2294 

Less important arcs 

α1a  α2e 2110 

γ3e   γ1e 618 

α2p   Training 400 

γ1e   β2e 248 

β1e   γ3e 190 

α2p   Glycogen 70 

Training   Duration 69 

β1e   γ1e 68 

α2a   Diabetes 50 

α1a   β1e 25 

Training   γ3e 12 

α1e   γ3e 5.53 

Intensity   Glycogen 3.56 

γ3e   Duration  2.72 

Duration   Nicotinic acid 1.77 

γ3e   β2e 1.13 

γ2e   Diabetes 1.08 

β2e   Diabetes 1.05 

Unimportant arcs 

γ3e   Diabetes 1.05 
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Fig. 3. The dependency model for AMPK 

By restricting the latent variable that every latent variable is a parent of exactly two 
variables, and none of the latent variables has parents, we can get the “not-so naive 
causal models”(Fig.5). According to Fig. 5, we can get the following information: 

 β1e has direct causal influence to diabetes, γ1e, γ3e, training. 
 Training has direct causal influence to γ3e, duration. 
 γ3e has direct causal influence to γ1e, β2e, γ2e, duration, diabetes. 
 γ1e has direct causal influence to β2e. 
 β2e has direct causal influence to diabetes. 
 Duration has direct causal influence to nicotinic acid. 

      

Fig. 4. The Bayesian networks naive causal 
model for AMPK 

Fig. 5. The Bayesian causal model for AMPK 

3.2   Interpretation 

From the experimental results, it is obvious that the arcs linked with γ1e, β2e, 
duration and nicotinic acid respectively are unimportant arcs. Therefore, they can be 
moved from the networks to build the final Bayesian causal model to describe AMPK 
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regulation in skeletal muscle, show in Fig. 6. According to Fig. 6 and Fig. 3, we can 
obtain the dependent and causal relationships between the AMPK isoform expression, 
subunits and activity. Some of them also has been demonstrated in recent experiment 
[1]. For example, the arcs α1e  α2e, α2p  α1p, α1e   β1e and γ3e 

 γ2e are very strong arcs, in [1] there are rules 7, 8, 10 and 12. In addition, we 
see that γ3e has direct causal influence to γ1e, β1e has direct causal influence to 
diabetes, and there is a strong strength of correlation between α1a and training and  
so on. 

 

Fig. 6. The final Bayesian causal model for AMPK 

4   Conclusions and Future Work 

AMPK has emerged as an important energy sensor in the regulation of cell 
metabolism. Recent experiments reveal that physical exercises are closely linked with 
AMPK activation in skeletal muscle. This paper learns the dependency model and 
finds the causal model for AMPK regulation data.  

As we know that one of the most important advantages of the Bayesian modelling 
approach is that is offers a solid theoretical framework for integrating subjective 
knowledge with objective empirical observation empirical observations. However in 
the current version of B-Course this opportunity was neglected and aims to be as 
objective as possible.  A new data analysis tool P-Course makes an attempt to modify 
it so that domain knowledge can be combined with the statistic data [12].  
Unfortunately, P-Course is only designed for classification problems (C-trail). How to 
combine the domain knowledge with the statistic data in dependency problems (D-
trail) is what we plan to do in the future. 

Acknowledgements. We would like to thanks Dr. Jiyuan An and Feng Chen for some 
useful suggestion on writing this paper. 
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Abstract. Since Web resources are formatted in diverse ways for human
viewing, the accuracy of extracting information is not satisfactory and,
further, it is not convenient for users to query information extracted by
traditional techniques. This paper proposes WebKER, a wrapper-driven
system for extracting knowledge from Web pages in Chinese based on do-
main ontologies. Wrappers are first learned through suffix arrays. Based
on HowNet, a novel approach is proposed to automatically align the raw
data extracted by wrappers. Then knowledge is generated and described
with Resource Description Framework (RDF) statements. After merged,
knowledge is finally added to the Knowledge Base (KB). A prototype of
WebKER is implemented and in the experiments, the performance of our
system and the comparison between querying information stored in the
KB and querying information extracted with traditional techniques are
given, indicating the superiority of our system. In addition, the evalua-
tion of the outstanding wrapper and the method for merging knowledge
are also presented.

1 Introduction

With the emergence of the World Wide Web, making sense of large amount of
information on the Web becomes increasingly important. Since most of the Web
pages are written in the formatting language HTML nowadays, when users do
some queries, the search engine cannot understand the semantics of the searching
results or make the data sensible. Recently, Information Extraction (IE) tech-
niques are more and more widely used for extracting relevant data from Web
documents. The goal of an IE system is to find and link the relevant information
while ignoring the extraneous and irrelevant one [2]. Among these techniques,
wrappers are widely used for converting Web pages to structured data. However,
the layouts of Web pages from different Websites are usually different. Moreover,
the layout of a specific Web page may be updated from time to time. Therefore, to
find out a generic method for automatically or semiautomatically generating
wrappers becomes one of the hottest issues in information science community.

Several tools have already been applied in generating wrappers [3,6,7]. To the
best of our knowledge, little work has been done to give complete frameworks or
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systems for extracting knowledge form diverse Web pages in Chinese based on
IE techniques and domain ontologies. Moreover, due to the lack of semantics, the
traditional way of storing information is not convenient for users to query and
sometimes the returned results are not ample. Motivated by the above analysis,
in this paper, we expect to apply domain ontologies to assist users in extract-
ing information from Web documents and then querying. We propose WebKER,
a domain-ontology-based system for extracting knowledge from Chinese Web
pages with wrappers generated based on pattern learning. Moreover, our system
can be easily modified to deal with the Web documents in other languages if
the corresponding ontologies and Name Dictionary are provided. The remain-
der of this paper is organized as follows. Section 2 describes the framework of
WebKER. Section 3 describes the method of normalizing Web pages. Section 4
describes the raw-information-extraction process using wrappers based on pat-
tern learning. Section 5 describes the knowledge-management process, including
knowledge generation and knowledge merging. Section 6 gives the experiments
in which the performance of our system and the comparison between querying
information stored in our Knowledge Base (KB) and querying information stored
in traditional database are presented. Section 7 describes the related works of
recent information extraction techniques. Finally, some concluding remarks and
our future research directions are described in section 8.

2 Framework

In this section, we describe the framework of WebKER. In Figure 1, Retriever
block retrieves Web documents from the internet. Then these documents are
transformed from ill-formed expression into well-formed expression with Trans-
former block. Two documents which are of the same layout are compared by

Fig. 1. Framework of WebKER
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Information Block Extractor block and then the generated HTML snippet is
sent to Translator block. According to the tag mapping table, tags are replaced
with specific characters. Suffix Array Constructor block generates the repeated
patterns hidden in the Web documents. According to the predefined criteria,
Selector block finds out the most reasonable one from aforementioned repeated
patterns. Then the properties and their values can be extracted and stored in
XML files. Since the names of properties may not be identified by the domain
ontologies, based on HowNet [19] and a Name Dictionary, these names are re-
placed with the predefined ones in domain ontologies by Name Mapper block.
Finally, knowledge is generated and merged by Knowledge Generator block and
Knowledge Merger block respectively before added to the KB.

3 Web Documents Preprocess

Most Web pages are written using HTML and much of their content is ill-formed.
For instance, sometimes there is no close tag corresponding to an open tag. This
will bring us troubles in the IE procedure when we need to determine the posi-
tions of interesting information. Therefore, we must first transform original Web
documents from ill-formed expression into well-formed expression. XML expres-
sion is well-formed and XHTML is the extension of HTML based on XML. Thus
we can transform the original HTML documents into XHTML documents to pre-
pare for the extraction. Here, we use Tidy [18] to repair tags in original HTML
documents. In Figure 1, Document Pre-processor module can fulfill this task.

4 Raw Information Extraction

Definition 1. W is a Web page including information of interests. A wrappers
generation problem is to determine a reflection R which maps the important
information in W to a data pattern P.

Wrappers are specialized programs which identify data of interests and map
them to some suitable format [8]. In this section, we give our approach for
wrapper construction by finding out patterns hidden in the Web documents. In
Figure 1, Pattern Processor module can fulfill this wrapper-construction task.
In Definition 1, R can identify the Web pages which are similar to W . “Two
Web pages are similar” indicates that the layouts or the ways of describing data
are similar in both pages, however, their concrete contents are different. It is
known that a Web documents may contain several information blocks. Some
of these blocks contain information users are interested in. We recognize this
kind of blocks as Information Content Blocks of Interests (ICBI). Other blocks
may contain advertisements or unhelpful information for users. After identifying
the ICBIs, we use suffix arrays [17] to generate wrappers. In 1993, Manber and
Myers proposed the suffix array as a space-efficient substitute for suffix trees.
It is simpler and more compact than the suffix tree structure. The suffix array
of a string is the array of all its suffixes sorted by lexicographically. Since each
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Web document can be recognized as a string, we can use a suffix tree to store all
the semi-infinite strings which is a substring of the text, defined by its starting
position and continuing to the right as far as necessary to make the string unique.
With the suffix array data structure to substitute for the suffix tree, we can
analyze each sistring and discover helpful patterns. Actually, these patterns tell
us how to construct wrappers to extract information from Web pages. Here, we
give five steps to find out the most reasonable patterns as follows:

Step 1: Insignificant Block Elimination. There are some blocks in original
HTML documents which do not contain any information. We first use regular
expressions to match these blocks and then omit them. For instance, we can find
out Script blocks using regular expression “< SCRIPT [∧>] ∗ (> | \ n∗)”.

Step 2: Information Block Extraction. In order to extract ICBIs, we com-
pare each two lines of two documents generated from the same template (we can
obtain these two documents by referring to their URLs). During the comparison,
the line containing the same source codes is denoted by letter S(same) and the
line containing different source codes is denoted by letter D(different). Then we
can obtain a string composed of S and D. Through large amount of observation,
we found that the number of S is usually much larger than that of D. Then the
substring containing only one kind of characters is recognized as a lines group. If
the number of S in a lines group exceeds a predefined threshold (20 characters),
the corresponding source codes in the Web page will be omitted. Otherwise, the
source codes will be retained.

Step 3: Suffix Array Construction. The distribution of tags can reflect the
pattern of information in Web documents. We do not concern about the at-
tributes within tags here. We omit them and only retain the tag names. More-
over, Tag Translator block replaces the literal content between two tags with a
new tag </txt> and maps each tag to an identical letter. Now, we can get a
string of letters representing tags in the Web document. Then based on algo-
rithm described in [17], the suffix array of this string is constructed by Suffix
Array Constructor block as shown in Figure 1.

Step 4: Pattern Discovery. Based on the generated suffix array, we expect
to find out the maximal repeats hidden in its corresponding Web document.
Suppose this array is denoted by SA and has n elements. We define an auxiliary
array A with n + 1 dimensions. A[i] contains the length of the longest common
prefix between adjacent suffixes SA[i−1] and SA[i], where 0 < i < n. To simplify
the algorithm, the first element A[0] and the last element A[n] are both equal to
zero. We also define another array SP to store the start positions of the above
common prefixes. The algorithm for generating array A and array SP are shown
in Algorithm 1. According to array SA and array A, we can get the repeated
substrings in the Web document string. By mapping them back to original tags
we can obtain hidden patterns. For instance, a substring is a repeated patterns
if it starts with the position SP [i] and its length is A[i + 1], where 0 � i < n.

Step 5: Pattern Selection. Since most of the extracted patterns are incom-
plete or redundant and some of them are even invalid, we should find out the
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Algorithm 1. Patterns discovery algorithm

Input:The suffix array sa for a Web document string denoted by an array d
Output:The maximal common suffixes(patterns)

1. Initialize the auxiliary array a;
2. for(i = 0; i < the length of sa; i++) {

2.1 Store the start position of sai−1 of d in left idx;
2.2 Store the start position of sai of d in right idx;
2.3 Initialize a counter: count = 0;
2.4 while(left idx < the length of d && right idx < the length of d)

2.4.1 if(dleft idx == dright idx{
2.4.1.1 count = count+1; left idx = left idx+1; right idx = right idx+1;}

else{2.4.1.2 ai = count;break;}
}//generating the auxiliary array A

3. Initialize the serial-number array sp = b1, b2, ..., bn and a temporary stack s;
4. Initialize the two integers: t = 0, u = 0;
5. for(int i = 0; i < the length of sp+1; i++) {

5.1. if(sp is empty && ai > 0)
5.1.1. s.push(i);
else{

5.1.2. Store the top element of s in t;
5.1.3. if(at < ai)5.1.3.1. Push i into s;

else if(at == ai)5.1.3.2. continue;
else{5.1.3.3. spu = s.pop(); u = u + 1; i = i − 1;}}

}//generating the serial-number array SP

criteria to select an outstanding pattern. Here, “outstanding” means that with
this pattern we can extract most interesting information from a specific kind of
Web documents. In Figure 1, Selector block can fulfill this task. We give our
patterns-selection method based on some of their features as follows:

– F1: Tag Loop. Based on the above pattern-discovery method, inevitably,
some patterns contain tags loops. For instance, “<td><txt/></td><td><
txt/></td><td>” and “<td><txt/></td>” are equivalent patterns
within the information-extraction process. This kind of longer patterns
should be simplified firstly.

– F2: Pattern Length. Sometimes, the length of a pattern is too short (less
than three or four tags). This kind of patterns can not match much of ICBI
and the extracted information is usually incomplete, since they are incom-
plete. Therefore, if the length of a pattern dose not exceed the predefined
threshold, we abandon it.

– F3: First Tag. A complete and valid pattern should start with an opening
tag (like < TagName >) or a single tag (like < TagName/ >). Therefore,
we omit the pattern starting with a closing tags (like < /TagName >).

– F4: Coverage Percentage. Some patterns can only cover small part of
the string in the ICBI. Here, we give a function to calculate the Coverage
percentage of patterns. Suppose there is a document string S and a candidate
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pattern P . After matching, there are k break points point1, point2,..., pointk.
Each break point indicates a start position of the substring that this pattern
matches. The Coverage percentage CP is defined as follows:

CP =
k × Length(P )

Length(S)
(1)

Here, Length(X) denotes the length of string X . If the covering percentage
of a pattern exceeds a predefined threshold, we retain it. Otherwise, we
abandon it.

Through the above selections, we can get a more reasonable pattern for the
ICBI. Of course, users can modify the pattern manually if necessary. We use
a regular expression to describe this outstanding pattern and recognize it as
the wrapper to extract raw data from its corresponding Web documents. The
properties and their values of extracted individuals are saved in XML files finally.

5 Knowledge Generation and Merging

In this section, we give our approach for generating and merging knowledge. In
Figure 1, Knowledge Processor module fulfills this task.

5.1 Names Mapping

The data newly extracted in Section 4 is raw since the names of extracted prop-
erties are the original names in Web pages and one property may have several
synonymous names on different Websites. Therefore, before generating knowl-
edge statements, we should map the original names of properties to the names
predefined in domain ontologies. This process is named as name mapping and
Name Mapper block fulfills this task.

HowNet is a bilingual general knowledge-base describing relations between
concepts and relations between the attributes of concepts in Chinese and En-
glish [19]. Based on Hownet, we establish a Names Dictionary (ND) to fulfill the
name mapping. ND is actually a table with two columns and each record appear-
ing in the ND denotes a resource (class, property or individual). The resources’
names predefined in the domain ontologies are listed in the left column (re-
marked as OntName). The corresponding synonymous names of resources from
various Websites are listed in the right column. Figure 1 shows that synonymous
names can be accumulated manually according to the users’ specific needs if
these names are not included in HowNet. Within the mapping process, the pro-
gram will check the name of each resource stored in the XML files generated in
section 4. If a specific resource’s name is found in the right column of ND, it will
be replaced with the corresponding name predefined in the domain ontologies.
Otherwise, users will be invoked to decide whether the resource’s corresponding
ontology exists in the domain ontologies or not. If it is a known resource, the
name will be recognized as a new synonymous name and replaced with its corre-
sponding OntName. Otherwise, it will be abandoned finally. In order to get high



236 J. Sun et al.

efficiency of consulting ND, we use Binary Balance Tree (BBT) data structure
to rearrange and store the resources’ names.

5.2 Knowledge Generation

In this subsection, we use Resource Description Framework (RDF) [20] state-
ments to represent knowledge. In RDF statements, things have properties which
have values. The knowledge can be described as follows.

Definition 2. The knowledge K is denoted by a 3 tuple K=(subject, predicate,
object):

a. subject is the part that identifies the thing that the statement is about;
b. predicate is the part that identifies the property or characteristic of the subject

that the statement specifies;
c. object is the part that identifies the value of that property.

Based on Definition 2, extracting information from Web pages is actually a
process of extracting subjects, predicates and objects. Moreover, through large
amount of observation, we find that predicates and their values often appear
pairwise in structured content. Therefore, we can easily extract the names of
properties and identify the subject and the object of each property by referring to
domain ontologies. Ontologies can be expressed with RDF graphs and Jena [21]
can query them easily. By querying the domain and the range of a specific prop-
erty, we can identify the subject and the object of a specific property respectively.
Then we can obtain the XML file which contains all the properties and their val-
ues using the wrapper generated in section 4. We also identify the type of each
property before we get the final RDF statements. In the XML file, the properties
can be extracted in the depth-first search manner. For each node in the XML
tree structure, the domain and the range of its corresponding property are inves-
tigated respectively. Thereafter, we can get all the properties by referring to the
domain ontologies and knowledge is generated by Knowledge Generator block.

Algorithm 2 describes the process for generating RDF statements. Noteworthy
is that there may be some relationships between newly generated subjects. For
instance, some subjects may be redundant resources which should be excluded
or some subjects may be linked to other subjects through some properties pre-
defined in the domain ontologies.

5.3 Merge Newly Generated Individuals in KB

When a new individual is generated, before adding it to the KB, we should
check whether the individual has already been included in KB or not. This
process is named as individual aligning. It is known that the same individual
is usually described in different ways on different Websites. However, the RDF
statement describing an specific individual should be unique in KB. Suppose
indA denotes an individual which has already been stored in KB and indB

denotes a newly generated individual. The set of indA’s properties PA is denoted
by {PindA1, P indA2, ..., P indAn}; the set of indB’s properties PB is denoted by
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Algorithm 2. Knowledge generation algorithm
Input:The properties pro appearing in the mapped XML files and the domain on-
tologies ont.
Output:The RDF files which contain the extracted knowledge.

1. for(i = 0; i < the number of pro; i++){
1.1. Generate a new individual subi;
1.2. if(proi is an object property){

1.2.1 Generate a new individual obj using the class of proi’s range;
1.2.2 Add the property proi and the value obj to subi;}
else if(proi is a data property){
1.2.3 Add the property proi and its value to subi;}

1.3. Link the new individual subi to the individuals in ont;
1.4. Merge the new individual subi and the individuals in ont;
}

2. Return the RDF statements in ont;

{PindB1, PindB2, ...,PindBm}. Here, we recognize the values of properties as
strings. Since a string can be recognized as a set of characters or digits, we
calculate the similarity of string α and string β by the function simSTR(α, β)
defined as follows:

simSTR(α, β) =
α

⋂
β

min(|α|, |β|) (2)

Here, |α| and |β| denote the length of string α and string β respectively. If the
similarity exceeds a predefined threshold 0.75, two strings will be recognized as
similar strings. We give the following definition to decide whether two individuals
are equivalent or not.

Definition 3. indA and indB are equivalent iff their similarity simIND
(indA, indB)≥ η, and

simIND(indA, indB) =

|PA

⋂
PB |∑

k=1
simSTR(pvA(Pk), pvB(Pk))

|PA

⋂
PB | (3)

Here, η denotes a predefined threshold; pvA(Pk) denotes the value of a specific
property in indA and it is the kth property in set PA

⋂
PB; pvB(Pk) denotes the

value of a specific property in indB and it is the kth property in set PA

⋂
PB .

|PA

⋂
PB | denotes the length of set PA

⋂
PB.

Based on Definition 3, we can decide whether two individuals are equivalent or
not. If there is an individual stored in KB satisfying that the similarity between
it and the newly generated individual exceeds the threshold η, they will be
recognized as equivalent individuals and the new properties will be linked to the
individual in KB. Otherwise, the newly generated individual and its properties
will be added to KB. The above merging task can be fulfilled by Knowledge
Merger block.
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6 Experiments

The experiments for our approach are carried out on a PC with an Intel Pen-
tium 1.8GHz CPU and 512MB main memory. In order to provide maximum
transparency of our approach’s performance, we gather a sample set of Web doc-
uments randomly from Sina, Sohu, Yahoo China, NetEase, Tencent which are
large Websites in Chinese language covering a lot of information about finance,
and HengXin, AllInOneNet, HeXun and GuTianXia which are professional Web-
sites about negotiable securities. From each Website, we retrieve 20 documents
and based on them, we expect to extract information about corporations which
have come into the market.

Fig. 2. Excerpt of a Web page and a snapshot of WebKER’s extraction window

We developed a graphical user interface WebKER (Web Knowledge Extract-
oR) for extracting Web knowledge using the Java language. Figure 2 describes
an excerpt of a Web page associated with the basic information for “

” (Anhui Expressway Company Limited) from Yahoo
China and shows a screen snapshot for our interface after knowledge extraction
from this Web page. We evaluate the performance of our approach by calcu-
lating Recall(R), Precision(P) and F-measure(F ). Assume that the individuals
extracted by domain experts are sound and complete. Recall and Precision are
defined as follows:

R =
|SIES

⋂
SDE |

|SDE | × 100%, P =
|SIES

⋂
SDE |

|SIES | × 100% (4)

Here, SIES denotes the set of individuals extracted by our IE system and SDE

denotes the set of individuals extracted by domain experts manually. F-measure
is another way of evaluating the extraction performance, defined as follows:
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F =
(β2 + 1)RP

R + β2P
× 100% (5)

Here, β is a predefined value which adjusts the importance degrees of Recall and
Precision. After normalized, all the “broken” tags in this document are repaired
and then its corresponding suffix array is established. Then wrappers can be
generated and used for extracting raw data. We can get the XML file describing
raw information in this Web page. Based on ND, we map the resources’ original
names to ONT names and creates a new version of the XML file to describe this
corporation. See the interface snapshot in Figure 2, the names with red back-
ground in the bottom left table are replaced with the ones with blue background
in the bottom right table. Now, the mapped XML file can be used for generating
knowledge based on the domain ontologies. According to Algorithm 2 described
in subsection 5.2, the individuals can be extracted and finally described by RDF
statements. After merged, these individuals can be added to the KB directly,
since the knowledge in the KB are also described by RDF statements. Table 1
shows the performance of extracting the knowledge from the aforementioned
Websites using our system.

Table 1. Performance of individual extraction

Websites URL Individuals Performance
Extracted By DECor.Err. Prec. Rec. F1

S1Sina www.sina.com 141 141 19 88.13% 100% 93.69%

S2Sohu www.sohu.com 100 100 20 80.00% 100% 88.89%

S3Yahoo Chinawww.yahoo.com.cn 125 125 15 89.29% 100% 94.34%

S4NetEase www.163.com 120 0 0 0% 0% 0%

S5Tencent www.qq.com 58 58 22 65.00% 100% 78.79%

S6HengXin www.hengx.com 99 99 1 99.00% 100% 99.50%

S7AllInOneNet info.cmbchina.com 71 71 9 86.25% 100% 92.62%

S8HeXun www.hexun.com 100 100 0 100% 100% 100%

S9GuTianXia www.gutx.com 80 60 0 100% 75.00%85.71%

From Table 1, we can see that for most Websites, Precisions, Recalls and F-
measures are satisfactory. The extraction from NetEase fails, since the content
of the ICBI in the documents on this Website is generated dynamically with
JavaScript. So our system is helpless to the case that helpful information is not
stored in the inputed HTML files. The recall for GuTianXia is lower than those
for other Websites’ since the values of a specific properties are missed in all
pages. However, the Table 1 indicates that our approach can be applied to most
of Websites well.

Traditional methods store information extracted by wrappers in a database
for users’s queries. This task can be easily fulfilled by saving the generated
XML files into the relational database. Here, we compare the performance of
querying the database with that of querying our KB. Focusing on five Websites,
we ask 40 users to generate 120 queries information about these corporations.

www.sina.com
www.sohu.com
www.yahoo.com.cn
www.163.com
www.qq.com
www.hengx.com
info.cmbchina.com
www.hexun.com
www.gutx.com
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Table 2. Querying database versus querying the KB

Websites Ques. Performance For DB Case Performance For KB Case
Cor.Err. Prec. Rec. F1 Cor.Err. Prec. Rec. F1

S1Sina 120 67 9 88.16%55.83%68.37% 91 15 85.85%75.83%80.53%

S2Sohu 120 72 14 83.72%60.00% 69.9% 99 0 100% 82.50%90.41%

S3Yahoo China 120 57 7 89.06%47.50%61.96% 88 20 81.48%73.33%77.19%

S6HengXin 120 49 1 98.00%40.83%57.64% 119 0 100% 99.17%99.58%

S8HeXun 120 52 1 98.11%43.33%60.11% 120 0 100% 100% 100%

Table 2 shows the results of this comparison. In this table, we can see that the
Recalls of querying the KB are all higher comparing to those of querying the
traditional database. The higher values of F-measures indicate the superiority
of our domain-ontology-aided system.

7 Related Work

IE techniques are used for identifying and extracting specific resource fragments
from corpus. Some related works have addressed the IE problem [1,3,6,7,10].
With the growth of the amount of information, the utilization of robust Web IE
tools becomes necessary. Traditional IE concentrates on domains consisting of
grammatical prose. Some researchers try to extract information using databases.
It is known that the data in database are structured. However, most data on the
Web are semi-structured or unstructured. So the conventional database cannot
do the extraction work and some methods are proposed to extract data from
Web sources to populate databases for further handling [4]. Some IE systems
have also been proposed, which are usually based on wrappers and take a single
approach or attack a particular kind of domain [3,6,7]. At the beginning, wrap-
per generation is tedious and time-consuming since it is usually done manually.
Recently, some wrapper induction systems are proposed by researchers. Gen-
erally speaking, most of the recently developed wrappers are usually based on
query languages [9], HTML structure analysis [11], grammar rules [12], machine
learning [13], data modeling [14], ontologies [15], etc. The lack of homogeneity in
the structure of the source data in the Websites becomes a most obvious problem
in designing a system for Web IE. To the best of our knowledge, little work has
been done to give complete frameworks to extract knowledge form diverse Web
pages in Chinese.

8 Conclusions and Future Work

In this paper we propose an IE system WebKER based on suffix arrays and do-
main ontologies. It can automatically learn wrappers from Web documents and
generate knowledge for users to easily query. Experiments on documents from
large Chinese Websites yielded promising results. Our current-research goal fo-
cuses on improving our pattern processor by adding heuristics in the pattern
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discovery and selection. The performance of our system is based on the sound-
ness and the completeness of the interrelated domain ontologies, and our long
term goal is to automatically or semiautomatically extend the domain ontologies
dynamically based on the raw information extracted with wrappers.
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Abstract. In this paper we propose a statistical model of Chinese lexical con-
cepts based on the Google search engine and distinguish concepts from chunks
using it. Firstly, we learn concept boundary words which can be seen as the sta-
tistical feature of concepts in large-scale corpora using Google. The instinctive
linguistics hypothesis we believe is that if a chunk is a lexical concept, there must
be some certain ”intimate” words abut on its ”head” and its ”tail”. Secondly, we
construct a classifier according to the concept boundary words and then distin-
guish concepts from chunks by it. We consider the conditional probability, the
frequency and the entropy of the concept boundary words and propose three at-
tributes models to build the classifier. Experiments are designed to compare the
three classifiers and show the best method can validate concepts with an accuracy
rate of 90.661%.

Keywords: concept acquisition, knowledge discovery, text mining.

1 Introduction

Concepts play an essential role in human knowledge. In natural languages, concepts are
expressed by lexical words called lexical concepts [1]. Extracting lexical concepts from
large-scale unstructured text has become an important task in knowledge acquisition
nowadays and is also helpful for information extraction, ontology learning, informa-
tion retrieval, etc. It is an urgent task and great challenge to learn concepts from text
automatically.

Recent related researches primarily center on term recognition. Terms are lexical
concepts that are used in special domains, extraction of which is based on domain-
specific corpora. Typical approaches are based on linguistic rules [2,3,4], statistical anal-
ysis [5,6,7] and a combination of both [8,9]. The accuracy of linguistic rules based ap-
proaches is very high, but they do not work well for Chinese corpora, because the
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corpora need to be segmented, which is a real hard work. Comparing with linguistic
rules, statistic methods are easier because of the independency of lexical structure and
grammar. Frequency of occurrence, Mutual Information [5], Log-likelihood ration [6,7]

are commonly used statistical devices. Besides, the methods are not restricted in a spe-
cial domain. The combined methods are proven to be e�ective recently, especially in
the field of Chinese term extraction [8,9].

Google has been used to extract similarities between words and phrases as normal-
ized Google distance (NGD) based on information distance and Kolmogorov complex-
ity in recent research[11,12,13], through which the World Wide Web (WWW) can be used
as a large database with automatic semantics of useful quality. Because of the unique
linguistic characteristics of Chinese language, methods of NGD cannot be directly ap-
plied to Chinese term. However, we can take advantage of the idea to serve the concept
learning.

In our research, we realize that concepts are not just terms. Term is domain spe-
cific while concepts are general-purposed. Furthermore, terms are just restricted to sev-
eral kinds of concepts such as named entities. So we cannot use the methods of term
recognition directly to learn concepts from text even though from which we can benefit
a lot.

In this paper, we propose a statistical acquisition model of Chinese lexical concepts
based on Google. We achieve this by two statistical learning processes. Firstly, we learn
concept boundary words which can be seen as the statistical features of concepts in
large-scale corpora. The basic idea is that if a chunk is a lexical concept, there must
be some certain ”intimate” words in its context as its ”head” (i.e. before the chunk)
and its ”tail” (i.e. after the chunk). Secondly, we construct a classifier according to
the concept boundary words and then identify concepts from chunks using the classi-
fier. The second step is to build a decision tree model which can finally tell concepts
from other chunks based on the boundary words. This paper develops three di�erent
experiments to find the optimized classifier model considering the conditional prob-
ability, the frequency and the entropy of concept boundary words. The best method
can validate concepts with an accuracy rate of 90.661%. Furthermore, our method
does not require the corpora be segmented and pos-tagged, and therefore is domain
independent.

The paper is organized as follows. Section 2 proposes our hypothesis concerning the
Chinese lexical concept statistical feature and defines word associations and boundary
words. In Sect.3 we describe the boundary words learning methods and an algorithm of
building concept classifiers. Experimental results and comparisons are given in Sect.4.
Section 5 concludes the paper.

2 Acquisition Model

Before presenting our method, we introduce a linguistics hypothesis which is the basis
of our method:

Hypothesis 1. If a chunk is a lexical concept, there must be some certain ”intimate”
words abut on its ”head” and its ”tail” in a corpus.
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Once such words are found, we can take advantage of Google to index the association
of a certain chunk with patterns in Google and then determine whether the chunk is a
concept or not. Figure 1 shows the acquisition process of concepts in our method.

Google-based Concepts Acquisition Model

Chunks 
Boundary 

Association 

Boundary Words

Concept 
Classifier 

Google  Concepts 

Fig. 1. Acquisition Model

We used selected Chinese lexical chunks as the input, Google then was used to run
out the boundary association vector of the chunks, that is, the association metric be-
tween target word and boundary words set, which will be discussed in following sec-
tions. The vector was input to a classifier we trained and finally we were able to draw
the conclusion whether the chunk is a concept or not.

Definition 1. Denoting a web page as p and a keyword term as x, we write x � p if p
is returned while querying x in Google. Let the page collection X � �p : x � p�. The
probability of a term x is defined as p(x) � �X��T where T means the total number of
pages the Google indexes. Sometimes we need to index pages by combining two terms
x,y immediately together, denoting by x � y. The joint probability p(x� y) � p(x � y) �
��p : x � y � p���T means the number of web pages in which term y occurs immediately
after x. Generally, p(x� y) and p(y� x) are not equal if terms x,y are not the same.

For a word x and a chunk y, the probability that x occurs right before ck right before
ck on the Web is defined as the head word association:

phead(x�ck) � p(x� ck)�p(ck)

Similarly the probability that x occurs immediately after ck on the Web is defined as the
tail word association:

ptail(x�ck) � p(ck� x)�p(ck)

Note that in the calculation, constant T is divided out, which means we only need the
number of pages returned by Google. Defined the frequency f (x) as the number of
pages returned by Google with the search term x, we have:

f (x) � p(x) � T� f (x� y) � p(x� y) � T�

Lemma 1. Rewrite of Definition (1):

phead(x�y) � f (x� y)� f (y)� ptail(x�y) � f (y� x)� f (y)

The definitions and notions above are the fundamental statistical framework of our ac-
quisition model.
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Definition 2. The Google boundary words (boundary words for short) are divided into
two classes. The head boundary words are the words that usually occur right before a
concept on Webpages, while tail boundary words are ones that usually appear immedi-
ately after concepts. According to our hypothesis, concepts and their boundary words
are more ”intimate” than other chunks in Web pages. We will consider three factors
soon to reflect the degree of ”intimacy”.

Essentially, the boundary words incarnate the embedded semantic features of lexi-
cal concepts through syntax. For example, denote the concept as < cpt >, the pattern
< >< cpt >may mean < cpt > is owned by someone, while the pattern < cpt >< >
may mean < cpt > can own something.

3 Recognizing Concepts Based on Boundary Words

3.1 Learning Concept Boundary Words with Google

The acquisition process of concept boundary words is a statistical learning process,
as shown in Fig.2. We use manually extracted lexical concepts as our training set, in
which Google is used to index such lexical concepts. Paragraphs that contain the lexical
concepts are retrieved in Google results to extract and accumulate the frequency of
words abut on concepts, which helped us to select candidate boundary words.

Fig. 2. Acquisition process of boundary words

The candidate boundary words need to be verified by a test set, which will be discuss
later in this section. At the same time, some unpredictable interferences can disturb the
test results, which makes it necessary to do a manual selection.

In our experiment, a training set of 1800 concept is used to extract candidate bound-
ary words. Results of top eight candidates of each group are shown in Table 1, with
each word assigned a unique ID. Note that most of such words are prepositions or con-
junctions of a single Chinese character. In our experiment, some punctuation such as
comma, semicolon and quotation marks also performed well. However, they are impos-
sible to become boundary words in our system since Google will filter them from query
terms.

The method above can find candidate words that are highly associated with lexical
concept, yet it is hard to tell if the words are associated well with chunks which are not
concepts. Thus, an extra selection process is required.
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Table 1. Candidate Concept boundary words (Top 8)

Head Boundary Words Tail Boundary Words

ID Words Frequency ID Words Frequency

h0 of 6141 t0 of 55128
h1 is 1224 t1 is 13025
h2 at 1101 t2 at 9035
h3 and 1187 t3 and 8068
h4 for 1033 t4 in 9509
h5 have 711 t5 have 6377
h6 and 746 t6 and 4597
h7 748 t7 not 4485

Definition 3. A lexical chunk is defined to be a Head Bad Non-Concept if its associa-
tion of head boundary words is comparatively lower than that of common lexical con-
cepts. Accordingly, we define a Tail Bad Non-Concept if its association of tail boundary
words is comparatively lower. One chunk is a concept only if it has comparatively high
association probability of both head boundary words and tail boundary words.

Definition 4. For a candidate head boundary word set H, a candidate tail boundary
word set T , a concept set C and a non-concept set composed of head bad non-concept
set NChead and tail bad non-concept set NCtail. The average association of concept AC
and average association of non-concept ANC of a certain boundary word:

ACh j �

�

i

phead(h j�ci)��C�� ANCh j �

�

i

phead(h j�nci)��NChead �

ACt j �

�

i

ptail(t j�ci)��C�� ANCt j �

�

i

ptail(t j�nci)��NCtail�

where h j � H� t j � T� ci � C� nci � NC

The Lexical Concept Association (LCA) of a boundary candidate b is defined as:

LCAb � ANb � ANCb

The LCA is a metric of measuring the quality of boundary words. The higher AC value,
the more likely the word is genuinely a boundary word for a concept. We say a that
word with better ability of signaling concepts only if the word has a higher AC value
and a lower ANC value. Thus, using LAC as the metric, we are able to choose the real
concept boundary words in the next step.

We use 9000 concepts and 12000 non-concepts (5500 labeled head bad and 6500
labeled tail bad) for experiment, and the result is shown in Fig.3.

As seen in Fig.3, it is still a little ambiguous to determine which candidate bound-
ary words are real ones. However, we adopt a heuristic: the words with higher a LCA
value.
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Fig. 3. Boundary word candidate association (AC and ANC value)

3.2 Building Concept Classifiers Using Boundary Words

Classifier Models Based on Statistics of Boundary Words. Once we select the bound-
ary words, we are able to calculate the lexical chunks’ conditional associations with
such boundary words, or boundary word associations. In our experiment, several ap-
proaches based on di�erent techniques are used to build the concept classifier based on
concept boundary word associations. We build a decision tree to distinguish the lexical
concepts from other chunks. In this method, the boundary word associations are used as
attributes. Concept and non-concept sets are used to train the tree using J4.8 Algorithm,
implemented by Weka [14,15]. In our first trial, we directly used the boundary word asso-
ciations as the attributes. For a lexical chunk w and the probability of association p(b�w)
with a boundary word b, we have:

attrib[b] � p(b�w) (1)

We view (1) as a conditional probability attributes (CP) for b in building classifiers.
Experimenting with such attributes gives pretty good results. But form the experiment
result, we noticed that the boundary word associations only represent the conditional
probability features. However, for some lexical concepts with very high frequency f (w),
p(b�w) with some boundary word b could be quite small even though f (b� w) is very
large, which resulted in misleading results. This point led us to improve our conception
of attributes:

attrib[b] � p(b�w) � log( f (w)) (2)

However, we still find some problems that some concepts with a very low frequency
are poorly recognized, shown as Fig.4(a). Such low frequency concepts are not associ-
ated well with all the boundary words. In fact, they may be only associated with one or
two of them. This problem cannot be solved by only improving the expression of the
attribute; according to our experiment, most common chunks have the frequency larger
than 25600, shown in Fig.4(b). Hence, we separate them from our experiment.

From the results using CPF, we found that high frequency non-concept words may
be well associated with some boundary words, which are considered to be concepts by
the classifier. For this, we considered the entropy of the boundary association.

The Shannon’s entropy is a good measure of randomness or uncertainty[16]. For a ran-
dom variable X taking a finite number of possible values x1� x2� � � � � xn with probabilities
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Fig. 4. Word Frequency Experiment Results

p1� p2� � � � � pn, where pi � 0� i � 1� 2� � � � � n and
�

pi � 1. The entropy of X can be
defined as:

entropy(p1� p2� � � � � pn) � �

n�

i�1

pilogpi

For a boundary word set B � b1� b2� � � � � bn and a chunk w, first we need to unify the
probability as follow:

fw(bn) � p(bn�w)�
n�

i�1

p(bi�w)�
n�

i�1

fw(bi) � 1

Accordingly, we have the Boundary Entropy of the chunk w:

Ew � entropy(b1� b2� � � � � bn) � �

n�

i�1

fw(bi)log( fw(bi))

We divided our experiment into two parts, that is, the head boundary entropy and
tail one. The result as shown in Fig.5, indicates that the boundary entropy of a lexical
concept are generally higher than that of the non-concept ones, which provides us an
important feature of concept recognition.

However, another question is raised: is the entropy used as a separate attribute or
as a weight to other attributes. In our experiment, we chose the latter one, the rea-
son is that boundary entropy for concepts is generally higher but is far from being a
device to distinguish concepts from non-concepts, especially for the tail boundary en-
tropy. Hence, we define the new attribute as conditional probability with frequency and
entropy (CPFE):

attrib[b] � p(b�w) � log( f (w)) � Ew�

Building Classifiers. During the training process of the decision tree, we first tried
to use all the attributes of both head and tail boundary words at the same time; that
is, totally with 16 boundary words, and 100,000 training samples. The output tree is
enormous in size and has bad results, shown in Fig.6.
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Fig. 5. Boundary entropy distribution

Fig. 6. Partial decision tree with 16 boundary words

The reason for the bad performance of the tree is that J4.8 Algorithm always gives a
result with best precision of in-set test even if there is actually no any relation between
input samples. To avoid this problem, there must be enough training samples according
to the total attribute space. In our experiment, we considered the attribute space of each
boundary association is 1000 (since the precision is 0.001). Suppose we use a boundary
word set with this size, the size of samples should be 103n; that is, a boundary word set
with size 16 should used a sample set size of 1048, which is impossible to prepare such
a training set because of the cost of time and space.

Additionally, we noticed that some leaves, as shown in Fig.6 with bold style, judge
a non-concept by some attributes larger than some of leaves, which appear against our
hypothesis. Through further analysis found that most of these leaves are over fitted; that
is, with few samples support. Such leaves ostensibly increased the accuracy of the tree in
the sample set, while in fact they lower the accuracy in open verification. Consequently,
we need to manually split the tree in order to clear such mistaken leaves.

Arguments above led us to reduce the size of boundary word set, which means our
training samples only allow us to use at most 2 boundary words according to the actual
attribute space based on our precision. We divided our training process into two steps:
building the head boundary tree and tail boundary tree independently. Therefore we
could use 2 head boundary words and 2 tail boundary words to build the two trees.
The former one is used to validate the head boundary, while the latter one is used in
tail boundary. From the result, the sizes of trees are smaller than what we have built
before, which gives us higher accuracy in the supplied data set. However, some over
fitted leaves still exist in our boundary trees, which need to be manually split.
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4 Experimental Results and Discussion

In the experiment, we used a data set with over 20,000 Chinese lexical concept and non-
concept instances. Table 2 shows our data set. The estimated confidence of the data set
is 90%. We run the data set in three classifiers, trained by CP, CPF and CPFE, shown
as Fig. 7(a), Fig.7(b), Fig.7(c). Their accuracy results are shown as Table 3.

Table 2. Verification of data set

Type Size

Concept 10103
Head bad non-concept 5968
Tail bad non-concept 8456
Total 24527

Table 3. Classifier accuracy comparison

Section CP CPF CPFE

Concept Head 95.800% 97.816% 97.200%
Concept Tail 95.083% 94.355% 95.049%
Concept Total 87.668% 89.729% 89.819%
Non-Concept Head 95.552% 95.890% 95.111%
Non-Concept Tail 90.044% 88.805% 89.594%
Non-Concept Total 91.771% 91.292% 91.367%
Total 89.900% 90.580% 90.661%

The overall accuracy reflects the improvement in our attribute selection, which can
be seen from Table 3, the accuracy of CPF and CPFE are over 90% and that of CP
is very close to 90%. The high accuracy is expected since the cost of time in retriev-
ing boundary associations is higher than other methods. From the results we can see
that every improvement of the attribute has a comparably higher accuracy on the ”con-
cept total” section, although some lower the non-concept accuracy, resulting from the
improving on constrains of our attributes. CPFE is a balanced choice between the pre-
cision and recall, considering its high accuracy in ”concept” section and total accuracy,
which is thought to be the best attribute.

From the results, we find that the accuracy of chunks with di�erent numbers of char-
acters varies obviously. Fig.8 reveals that the accuracy is high when the word is com-
posed of 5 or 6 characters and decreases more or less. We also noticed that chunks with
more than 6 characters tend to have complex structures which are generally have a rel-
ative lower frequency. On the other hand, some complex non-concept chunks may have
good association with boundary words.

Carrying out the experiment several times via the same data set with several months,
we find that the results are slightly fluctuating over an interval of [�0�0001��0�0001].
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Fig. 7. Boundary word decision trees based on our training data set (Dec.2006)

Fig. 8. Accuracy distribution of chunks composed of varying characters
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Generally these changes are moving towards higher accuracy, because the pages in-
dexed by Google can be thought as a dynamic corpus which is inevitable to fluctuate,
and is however acceptable.

5 Conclusion

This paper presented a Google-based statistical acquisition model of Chinese lexical
concepts. We constructed three decision trees based on di�erent models and used the
models to recognize concepts from chunks. Experiments are designed to compare the
three models and show the best method should take (1) conditional probability, (2) the
frequency and (3) the entropy of the concept boundary words into account, which can
identify concepts with an accuracy rate of 90.661%.

Future research will be put into acquisition of chunks with low frequency and ap-
proaches such as structural analysis of chunks are needed to process complex chunks.
Context of chunks extracted from Google can also be used in concept recognition.
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Abstract. This paper presents a new model for automatic acquisition of lexical
concepts from text, referred to as Concept Inner-Constructive Model (CICM).
The CICM clarifies the rules when words construct concepts through four as-
pects including (1) parts of speech, (2) syllable, (3) senses and (4) attributes.
Firstly, we extract a large number of candidate concepts using lexico-patterns
and confirm a part of them to be concepts if they matched enough patterns for
some times. Then we learn CICMs using the confirmed concepts automatically
and distinguish more concepts with the model. Essentially, the CICM is an in-
stances learning model but it differs from most existing models in that it takes
into account a variety of linguistic features and statistical features of words as
well. And for more effective analogy when learning new concepts using CICMs,
we cluster similar words based on density. The effectiveness of our method has
been evaluated on a 160G raw corpus and 5,344,982 concepts are extracted with
a precision of 89.11% and a recall of 84.23%.

Keywords: concepts acquisition, Concept Inner-Constructive Model, knowledge
discovery, text mining.

1 Introduction

From the cognitive point of view, knowing concepts is a fundamental ability when hu-
man being understands the world. Most concepts can be lexicalized via words in a
natural language and are called Lexical Concepts. Currently, there is much interest in
knowledge acquisition from text automatically and in which concept extraction is the
crucial part[1]. There are a large range of other applications which can also be benefit
from concept acquisition including information retrieval, text classification, and Web
searching, etc.[2–4]

Most related efforts are centralized in term recognition. The common used ap-
proaches are mainly based on linguistic rules[5], statistics [6, 7] or a combination of both [8, 9].
In our research, we realize that concepts are not just terms. Terms are domain-specific
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while concepts are general-purpose. Furthermore, terms are just restricted to several
kinds of concepts such as named entities. So even we can benefit a lot from term recog-
nition we can not use it to learn concepts directly.

Other relevant works are focused on concepts extraction from documents. Gelfand
has developed a method based on the Semantic Relation Graph to extract concepts from
a whole document[10, 11]. Nakata has described a method to index important concepts
described in a collection of documents belonging to a group for sharing them[11]. A
major difference between their works and ours is that we want to learn huge amount
of concepts from a large-scale raw corpus efficiently rather than from one or several
documents. So the analysis of documents will lead to a very higher time complexity
and does not work for our purpose.

In this paper, we use both linguistic rules and statistical features to learn lexical
concepts from raw texts. Firstly, we extract a mass of concept candidates from text using
lexico-patterns, and confirm a part of them to be concepts according to their matched
patterns . For the other candidates we induce an Inner-Constructive Model (CICM)
of words which reveal the rules when several words construct concepts through four
aspects: (1) parts of speech, (2) syllables, (3) senses, and (4) attributes.

The structure of the paper is as follows. Section 2 will show how to extract concept
candidates from text using the lexico-patterns. The definition of CICM and CICM-
based concepts learning algorithm will be discussed in Sect. 3. In Sect. 4, we will show
experimental results. Conclusion and future works will be given in Sect. 5.

2 Extracting Concepts from Text sing Lexico-Patterns

In this research, our goal is to extract huge amount of domain-independent concept
candidates. A possible solution is to process the text by Chinese NLU systems firstly
and then identity some certain components of a sentence to be concepts. But this method
is limited dut to the poor performance of the existing Chinese NLU systems, which still
against many challenge at present for Chinese[12]. So we choose another solution based
on lexico-patterns.

2.1 The Lexico-Patterns of Lexical Concepts

Enlightened Hearst’s work[13], we adopt lexico-patterns to learning lexical concepts
from texts. But first design a lot of lexico-patterns patterns manually, some of which are
shown in Table 1.

Here is an example to show how to extract concepts from text using lexico-patterns:

Example 1. Lexico-Pattern No 1 {
Pattern: <?C1><是><一 |><个|种><?C2>
Restrict Rules:

not contain(<?C2>,<!标点>) ∧
lengh greater than(<?C1>,1) ∧

U
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Table 1. The Lexico-Patterns for Extracting Concepts from Text

(Only 20 are listed and detail restrictions about the patterns are omitted for simplicity.
<?C> stands for concepts, and <?X> represents any characters.)

ID Lexico-Patterns
1 <?C1><是><一|><个|种|><?C2>
2 <?C1><、><?C2><或者|或是|以及|或|等|及|和|与><其他|其它|其余>
3 <?C1><、><?C2><等等|等><?C3>
4 <?C1><如|象|像><?C2><或者|或是|或|及|和|与|、><?C3>
5 <?C1><、><?C2><是|为><?C3>
6 <?C1><、><?C2><各|每|之|这><种|类|些|样|流><?C3>
7 <?C1><或者|或是|或|等|及|和|与><其他|其它|其余><?C2>
8 <?C1><或者|或是|或|及|和|与><?C2><等等|等><?C3>
9 <?C1><中|里|内|><含|含有|包含|包括><?C2>
10 <?C1>由<?C2><组成|构成>
11 <?C1><包括|包含><?C2>在内的<?C3>
12 <?C1><是|作为|成为><?C2>部分<之一|>
13 <?C1>是<用|由><?C2><做|制|作|加工|炼|制造><而成>
14 <?C1><是|以|是以><?C2><为原料>
15 <?C1><作为|是><?C2>的<开始|开端|开头|中间过程|结束|结尾|结局>
16 <?C1><又称|简称|全称|俗称|旧称|今称|人称|史称|中文名称|英文名称><?C2>
17 <?C1><!左括号><?C2><!右括号><?X>
18 <?C1><的><?C2><是><?C3>
19 <?C1><称为><?C2>的<?C3>
20 <?C1><被视为|被称为|被誉为><?C2>

lengh less than(<?C2>,70) ∧
not end with(<?C1>,<这|那>) ∧
not end with(<?C2>,<的|而已|例子|罢了>) ∧
not begin with(<?C2>,<这|的|它|他|我|那|你|但>) ∧
not contain(<?C2>,<这些|那些|他们|她们|你们|我们|他|它|她|你|谁>)

}
Sample sentences and the concepts extracted:
(1) 地球是一个行星，地球会爆炸吗？(The earth is a planet, will it blast?)

→<?C1>=地球(The earch); <?C2>=行星(a planet)
(2) 很久很久以前地球是一个充满生机的星球.(Long long ago the Earth is

a planet full of vitality.) →<?C1>=很久很久以前地球(Long long ago the Earth);
<?C2>=充满生机的星球(a planet full of vitaligy)

How to devise good patterns to get as much concepts as possible? We summarized
the following criteria through experiments:

(1) High accuracy criterion. Concepts distributing in sentences meet linguistics
rules, so each pattern should reflect at least one of these rules properly. We believe that
we should know linguistics well firstly if we want create to good patterns.

lengh greater than(<?C2>,1) ∧
lengh less than(<?C1>,80) ∧
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scribe physical objects, concepts and the concepts which describe time) is a good
methodology for designing good patterns to get more concepts.

2.2 Confirming Concepts sing Lexico-Patterns

Obviously, not all the chunks we got in section 2.1 are concepts, such as <?C1>=很久
很久以前地球(Long long ago the Earth) in Example 1 above.

In order to identify concepts from the candidates, we introduce a hypothesis, called
Hypothesis 1.

Hypothesis 1. A chunk ck extracted using lexico-patterns in section 2.1 is a concept
if (1) ck has been matched by sufficient lexico-patterns, or (2) ck has been matched
sufficient times.

To testify our hypothesis, we randomly draw 10,000 concept candidates from all the
chunks and verify them manually. The association between the possibility of a chunk to
be a concept and its matched patterns is shown as Fig. 1:

Fig. 1. Association between the lexico-patterns number / the times matched by all the patterns of
chunks and their possibility of being concepts

The left chart indicates our hypothesis that the chunks which matched more patterns
are more likely to be concepts and the right chart shows that the frequency of the chunk
does work well to tell concepts from candidate chunks too. In our experiments, we take
the number of patterns matchings to be 5 and threshold of matching frequency as 14,
and single out about 1.22% concepts from all the candidate chunks with a precision rate
of 98.5%. While we are satisfied with the accuracy, the recall rate is rather low. So in
the next step, we develop CICMs to recognize more concepts from chunks.
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(2) High coverage criterion. We want to get as much concepts as possible. Classi-
fying all concepts into three groups by their characteristics, (i.e. concepts which de-
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3 Learning Concepts sing CICM

The CICM is founded on an instinctive hypothesis:

Hypothesis 2 Most lexical concepts obey certain inner constructive rules.

That means, when some words form a concept, each word must play a certain
role and has certain features. We develop the hypothesis enlightened mainly from the
knowledge of linguistics [14] and the cognitive process of human beings creating lexical
concepts[15]. Some examples will be given to illuminate the Hypothesis 2 after present
the definition of CICM.

3.1 Definition of CICM

According to Hypothesis 2, we can tell whether an unknown chunk is a concept or not
by checking whether each word in it whether obeys the CICM. The problems are how
to materialize these rules and how to get them. The POS models can reveal these rules
using the parts of speech of words but is not precise enough and has many defections[16].
To get better performance we probe into the structure of concepts more deeply and find
that besides POS, we must ensure each word’s more definite role through at least other
three aspects.

Definition 1. The word model W=<PS, SY, SE, AT> of a word w is a 4-tuple where (1)
PS is all the parts of speech of w; (2) SY is the number of w’s syllable; (3) SE is the
senses of w in HowNet; and (4) AT is the attributes of w.

The word models are integrated information entities to model words. The reason of
choosing these four elements listed above will be clarified when we construct CICMs.

Definition 2. Given a concept cpt = w1 . . .wi−1wiwi+1,wn with n words, the C-Vector
of the word wi towards cpt is a n-tuple:

C − Vector(wi) = <i,W1, . . . ,Wi−1,Wi+1, . . . ,Wn> (1)

The C-Vector of a word stands for one constructive rule when it forms concepts by
linking other words and i is its position in the concept. A word can have same C-Vectors
towards many different concepts. The C-Vector is the basis of CICM.

Definition 3. The Concept Inner-Constructive Models (CICMs) of a word w is a bag
of C-Vectors, in which each C-Vector is produced by a set of concepts contain w.

Essentially, CICMs of words represent the constructive rules when they construct
concepts. In the four elements of word models, PS and SY embody the syntactical
information which have significant roles when conforming concepts in Chinese[14] and
are universal for all types of words. SE and AT reveal the semantic information of
words and are also indispensably. HowNet is an elaborate semantic lexicon attracted
many attentions in many related works[17]. But there are still some words which are
missing in it so we need to introduce attributes as a supplement. Attributes can tell the

U
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Table 2. CICM of “生产”

ID C-Vectors Sample Concepts
1 <1, W(管理) > 生产管理
2 <1, W(许可证) > 生产许可证
3 <1,W(实习),W(报告)> 生产实习报告
4 <2,W(食品)> 食品生产
5 <2,W(分布式)> 分布式生产
6 <2,W(国民),W(总值)> 国民生产总值
7 <2,W(新疆),W(建设),W(兵团)> 新疆生产建设兵团
8 <3,W(广东省),W(春耕)> 广东省春耕生产
9 <3,W(国家),W(安全),W(监督),W(管理局)> 国家安全生产监督管理局

. . . . . . . . .

semantic differences at the quantative level or qualitative level between concepts. Tian
has developed a practicable approach to acquire attributes from large-scale corpora[18].

Table 2 displays the CICMs for the word “生产(produce, production)”:
Note that we omit the details of each word vector for simplicity.Taking “国民生产

总值” for example, the full C-Vector is:
< 2,
<{n},2,{属性值,归属,国,人,国家},{有组成,有数量}>,
<{n},2,{数量,多少,实体},{有值域,是抽象概念}> >

3.2 Learning CICMs

Using CICMs as the inner constructive rules of concepts, our next problem is how to
get these models. We use the confirmed concepts obtained in section 2.2 as a training
set and learn CICMs hidden in them automatically. It is an instance learning process
and the following procedure is implemented for this task:

Algorithm 1. CICMs Instance Learning Algorithm:
(1) Initializing the resources including (1.1) A words dictionary in which each one

has fully parts of speech; (1.2) The HowNet dictionary; and (1.3) An attributes base of
words[18].

(2) Constructing a model set MSet to accommodate all the words’ models which is
empty initially.

(3) For each concept cpt in the training set, segment it and create each word’s
C-Vector(wi). Subsequently, if C-Vector(wi) ∈ MSet(wi), then just accumulate the fre-
quency; otherwise add C-Vector(wi) to MSet(wi).

(4) Removing the C-Vectors which have low frequency for each word’s MSet.

Based on experiments, we choose 10% as the threshold of the number of the concepts
containing the word in the training set. We exclude the vectors which have low fre-
quency, that is, if a C − Vector for a word is supported by just a few concepts, we look
at it as an exception.
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4 Clustering Words for More Efficient Analogy

Essentially, CICMs are models of instance analogy. We want to learn new concepts
by “recalling” the old ones just as human beings. For example, we can build CICMs
for the word “生产(produce, production)” like Table 2 and then identify that “药品
生产(pharmaceutical production)” is also a concept, because the latter has the same
constructive rule as “食品生产(food production)”.

But unluckily, even we know “药品生产” is a concept, our system still can not tell
whether “药品制造(pharmaceutical manufacture)” is also a concept for there are no
CICMs for the word “制造”. The reason for this is that the system still can not make
use of word similarity. Therefore, we need to cluster words based on the similarity of
CICMs and then learn more new concepts.

4.1 Similarity Measurement of Words

The similarity measurement of CICMs is the basis of clustering words in our task. Our
measurement is founded on the intuitive distribute hypothesis that:

Hypothesis 3. In concepts, similar words have similar CICMs.

According to Hypothesis 3, the similarity of two words w1, w2 is defined as:

sim(w1,w2) = sim(CICM(w1),CICM(w2)) (2)

The commonly used similarity measure for two sets includes minimum distance,
maximum distance, and average distance. Considering that there are still some noises
in our training set which would result in some wrong C−Vectors in CICMs, we choose
the average distance for it is more stable for noisy data, that is:

sim(w1,w2) =
1

|CICM(w1|
∑

veci∈CICM(w1)

sim(veci,CICM(w2)

=
1

|CICM(w1||CICM(w2|
∑

veci∈CICM(w1)

∑

vec j∈CICM(w2)

sim(veci, vec j)
(3)

Now the problem is how to calculate the similarity of two C−Vectors of two words
now. For two C-Vectors:

C − Vectori =< i,W1, . . . ,Wn >,C − Vector j =< j,W1, . . . ,Wm > (4)

We standardize them to an N-Vector that is:

C − Vectori =< W i
−N , . . . ,W

i
N >,C − Vector j =< W j

−N , . . . ,W
j
N > (5)

and Wk = Ø if there is no word model in position k for both of them. We adopt the
cosine similarity when compare two vectors, that is:

sim(veci, vec j) = cos(−−→veci,
−−−→vec j) =

−−→veci · −−−→vec j

|−−→veci| × |−−−→vec j|
(6)
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4.2 Clustering Words ased on the Density

Among all the clustering methods using density functions has prominent advantages–
anti-noisiness and the capability of finding groups with different Inspired by DENCLUE[19],
we define a influence function of a word w0 over another word w:

f w
B = fB(w0,w) (7)

which is a function proportionately to the similarity of w0 and w, and reveals the
influence degree w0 over w. Commonly used influence functions include Square Wave
Function and Gauss Function. The former is suitable for the data which dissimilar
distinctly while the later is more suitable for reflect the smooth influence of w0. Because
a word is related with many other words in different degrees but no simply 1 or 0 in
corpus, it is more reasonable to choose Gauss Influence Function:

f w
Gauss(w0) = e

−(1−sim(w0 ,w1))2

2σ2 (8)

We call Equation (8) the Gauss Mutual Influence of w, w0 for f w
Gauss(w0) = f w0

Gauss(w).
It makes each word linked with many other words to some extent. According to it, we
can cluster words into groups. Before giving the definition of a word group, we develop
some definitions first for further discussing:

Definition 4. Given a parameter ξ, ξ region(w0) = {w| fGuess(w,w0) > ξ} is called
ξ region of w0. Given a parameter MinPts, w0 is called a CoreWord if |ξ region(w0)| >
MinPts. The minimal ξ which makes w0 to be a CoreWord is called the CoreDistance
of w0 and be marked as ξ∗.

Definition 5. We call w0 is direct reachable to w′ if w0 is a CoreDistance and w′ ∈
ξ region(w0) and marked as dreachable(w0,w′). For a set of words w0,w1, . . . ,wn =

w′, if d reachable(wi,wi+1) for all wi, 1 ≤ i < n, then w0 is reachable to w′, that is,
reachable(w0,w′).

Based on the definitions above, a word group can be seen as the maximal words
set based on the reachable property. The corresponding clustering algorithm is given
below:

(1)Taking ξ=ξ∗ and for all the words w perform the following operation:

B

ξcur = ξ∗; cw cur = {w}
while(ξcur < 1){

cw pre = cw cur;
i f (|ξcur region(w0)| > MinPts){
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Build a word group cvcur which contains all the words in ξcur region(w)
and takes w as the CoreWord o f it.

i f (
|cvcur − cvpre|
|cvcur | < α){break; }

}//i f

else{break; }
ξpre = ξcur; ξcur+ = ∆;

}//while

}cw = cwpre;

(2)For each pair of CoreWords wi,w j

i f (d reachable(wi,w j)
Merge cwi, cw j into a new group cwi+ j which has two CoreWords cwi and cw j

(3)Repeate (2) until no new groups are generated.
Many groups with different density will be generated in (2) for we set value for ξ

not a single number but a large range of field. The groups with high density will be
created firstly and be covered by the dilute groups. We escape choosing the parameter
of ξ by doing this.

4.3 Identifying Concepts sing CICMs

Having the learned CICMs and word cluster, identifying method of new concepts is
straightforward. Given a chunk, we just create its local L−Vector and judge whether it
satisfies one of its or its similar words’ C − Vector we have learned.

Definition 6. For a chunk ck = w0 . . .wn, the Local C-Vector for a word wi in it :
L Vector(wi, ck) =< i,W0, . . . ,Wi−1,Wi+1, . . . ,Wn, >.

Theorem 1. For a chunk ck = w0 . . .wn , for each word wi in it, there is L Vector(wi, ck) ∈
CICM(gwi), then ck is a concept, where gwi is the similar word group of wi.

5 Experimental esult and Discussion

5.1 Measurement and Result

Our system is called Concept Extractor (CptEx) and use the following formulae to
evaluate its performance:

p =
||ma

⋂
mm||

||ma|| , r =
||ma

⋂
mm||

||mm|| , F − Measure =
2 × p × r

p + r
(9)
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where ma are the concepts CptEx extracts and mm are the ones built manually. To
calculate the performance, we selected 1000 chunks from the raw corpus and label the
concepts in them manually. We compare the results based on CICMs with those based
the Syntax Models and the POS Models as shown in Table 3:

Table 3. Performance of CptEx

Measurement Syntax Models POS Models CICM
p 98.5% 86.1% 89.1%
r 1.2% 87.8% 84.2%

F-measure 2.3% 86.9% 86.6%

Having adopted CICMs to distinguish concepts from the chunks extracted by lexico-
patterns, the precision rate drops down to 89.1% while the recall rate flies to 84.2%. The
precision rate reduces because there are still some improper CICMs which will confirm
fake concepts. The samples below in Table 4 will show this.

Compared with POS Models, CICMs has a higher accuracy rate because we con-
sider more factors to clarify the inner constructive rules rather than using part of speech
only. On the other hand, our stricter models result in a lower recall rate.

5.2 Limitations and Analysis

Table 4 shows some chunks and their output result after introducing CICMs in CptEx.

Table 4. sample concepts extracted by CptEx

ID Chunks mm ma

1 照相/器材/ 照相器材 照相器材

2 打印/过程/ 打印过程 打印过程

3 学生/思想/政治/工作/ 学生思想政治工作 学生思想政治工作

4 国际/特/奥/会/董事会/ 国际特奥会董事会 国际
董事会

5 网上/交易/可以/降低/经营/成本 网上交易 网上交易
经营成本 经营成本

6 在/整个/数码/处理/过程/ 整个数码处理过程 整个数码处理过程

7 加盟/汉堡/ 加盟汉堡 汉堡

We look into the chunk ck1 =“照相/器材/”. The L − Vectors of words “照相” and
“器材” are as below:
+ L Vector(“照相”, ck1) = <1, <{n},2,{器具},{有形状,有功能,是物质}>>
+ L Vector(“器材”, ck1) = <2, <{v},2,{拍摄},{是行为}>>

and the CICMs of the two words are as below:
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+ CICM(“照相”) ={
- <2, <{b, n},2,{器具},{有形状,有功能}>, <{n},2,{器具},{有形状,有功能}>>
- <1, <{n},2,{器具},{有形状,有功能,是物质}>>
- <1, <{n},1,{场所，商，设施，机构},{有形状}>>
- . . .

}
+ CICM (“器材”) ={

- <3, <{n},2,{地点},{有功能,是物质}><{k, n},2,{事务,传播,信息},{有功能,是
抽象}>, <{n},1,{场所,制造,厂房},{有形状,有功能}>>

- <2,<{k, n},2,{事务,传播,信息},{有功能,是抽象}>,<{n},1,{场所,制造,厂房},{有
形状,有功能}>>

- <2, <{v},2,{保护},{是行为}>>
- <2, <{v},2,{拍摄},{是行为}>>
- <1, <{n},1,{树,木},{有形状,有高度,是植物}>>
- . . .

}
Then we can see that (1) L Vector(“照相”, ck1) ∈ CICM (“照相”) ,and (2) L Vector

(“器材”, ck1) ∈ CICM(“器材”). and can confirm “照相器材” is a concept. Chunks
2/3/5/7 are the same.

On the other side, for the chunk ck4= “国际特奥会董事会”, CptEx doesn’t work
at present. The reason for this is that “特奥会” is a abbreviation but be wrongly parsed.
CICMs of these three separate characters don’t be helpful for there are not much similar
training concepts.

The chunk “加盟汉堡队” has been wrongly extracted for the CICMs of “加盟”,
“汉堡队”. And for Chunk ck8=“加盟/v 汉堡/n”, the L Vectors are all in the CICMs
and then produce errors. We are going to cope with this problem through setting con-
fidence of each C − Vector of CICMs according to the frequency of training samples
which support it. And the confidence of the concept confirmed by CICMs with the same
confidence of the C − Vector in L Vector of it. The concept with a low confidence will
be discarded or validated again in open corpus.

6 Conclusion and uture orks

We have described a new approach for automatic acquisition of concepts from text
based on Syntax Models and CICMs of concepts. This method extracted a large number
of candidate concepts using lexico-patterns firstly, and then learned CICMs to identify
more concepts accordingly. Experiments have shown that our approach is efficient and
effective. We test the method in a 160G free text corpus, and the outcome indicates the
utility of our method.

There are still some more works be done to get better performance for there are
some improper CICMs. We plan to validate concepts in an open corpus such as in the
World Wide Web in the future.
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Abstract. Despite its success as a preferred or de-facto source of information, 
the Web implicates two key challenges: To provide improved systems that 
retrieve the most relevant information available, and, secondly, how to target 
search on information that satisfies user’s need with accurate balance of novelty 
and relevance. Nevertheless, Web content is not always easy to use. Due to the 
unstructured and semi-structured nature of the Web pages & design 
idiosyncrasy of Websites, it is a challenging task to organize & manage content 
from the Web. Web Mining tries to solve these issues that arise due to the 
WWW phenomenon. This paper proposes a novel context-based paradigm for 
improving Web Information Retrieval, given a multi-term query. The technique 
referred to as the Contextual Proximity Model (CPM), captures query context 
and matches it against term context in documents to determine term 
significance and topical relevance. It makes use of the co-information metric to 
detect the query context. This contextual evidence is used as an additional input 
to disambiguate and augment the user’s explicit query and dynamically 
contribute to the term frequency metric to ensure a vital, positive impact on 
retrieval accuracy.  

Keywords: Web Retrieval, Co-information, Query Context, Term Proximity, 
Contextual Similarity. 

1   Introduction 

The unabated growth of the Web and the increasing expectation placed by the user on 
the search engine to anticipate and infer his/her information needs and provide 
relevant results uphold the inevitable creation of intelligent server and client-side 
systems that can effectively mine for knowledge both across the Internet and in 
particular web localities. Despite its success as a preferred or de facto source of 
information, the Web implicates two key challenges: To provide improved systems 
that retrieve the most relevant information available, and, secondly, how to target 
search on information that satisfies user’s need with accurate balance of novelty and 
relevance. Web Mining tries to solve these issues that arise due to the WWW 
phenomenon [1, 2]. It tries to overcome these problems by applying data mining 
techniques to content, (hyperlink) structure and usage of Web resources.  

On the Web, the most commonly used tool for learning is the search engine [3]. 
The user first submits a query representing the ‘subject of interest’ to a search engine 
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system, which finds and returns the related Web pages. He/she then browses through 
the returned results to find those suitable Web pages. Search engines are critically 
important to help users find relevant information on the World Wide Web. In order to 
best serve the needs of users, a search engine must find and filter the most relevant 
information matching a user’s query, and then present that information in a manner 
that makes the information most readily palatable to the user. However, the current 
search techniques are not designed for in-depth learning on the Web. The impetus for 
the work presented in the paper arises from the current state of development of the 
Web Search paradigm which is sufficient if one is looking for a specific piece of 
information, e.g., homepage of a person, a paper etc. But it is insufficient for open-
ended research or exploration, for which more can be done. Moreover, user queries 
are often not best formulated to get optimal results. The goal is to drive the next 
generation of Web search with the key to support relevant search results by 
effectively and efficiently digging out user- centric information. This means retrieving 
as many relevant web documents in response to an inputted query that is typically 
limited to only containing a few terms expressive of the user’s information need. The 
generic IR task can be specified as “Retrieve that amount of information which a user 
needs in a specific situation for solving his/her current problem” [4]. This definition 
implies two major research issues:  

• IR should consider the specific user, the situation and the problem to be 
solved. This view leads to the notion of contextual retrieval. 

• For retrieving the necessary information, all accessible sources should be 
exploited. 

At their heart, most information retrieval models utilize some form of term 
frequency. The notion is that the more often a query term occurs in a document, the 
more likely it is that document meets an information need. We examine an alternative. 
We propose a model which assesses the presence of a term in a document not by 
looking at the actual occurrence of that term, but by a set of non-independent 
supporting terms, i.e. context. This yields a weighting for terms in documents which 
is different from and complementary to TF-based methods, and is beneficial for 
retrieval. In this paper we propose Contextual Proximity Model (CPM), novel context-
based paradigm for improving Web Information Retrieval, given a multi-term query. 
CPM interprets and makes use of context for retrieval to determine term significance 
and relevancy. It makes use of the Co-information metric for formulating a context 
coverage list to finally extract the query context. The aim is to dynamically generate a 
measure for document term significance during retrieval that is used as an additional 
input to disambiguate and augment the user’s explicit query. This contextual evidence 
contributes to the term frequency metric to ensure a significant and positive impact on 
retrieval accuracy.  

2   Background Work 

Traditionally, a term in a given document is considered to be significant if it occurs 
multiple times within that document. This observation, commonly referred to as Term 
Frequency (TF), was made by Luhn [5]. His study was based on the fact that the 
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authors of documents typically emphasize a topic or concept by repeatedly using the 
same words. Since then, most information retrieval approaches [1, 6] have adopted TF 
(or variations of it) as a benchmark for indicating term significance or relevance 
within a given document. In particular, it is normally combined with inverse 
document frequency (IDF) to form the TFIDF measure [7]. Even with the emergence 
of Web Information Retrieval, TF still continues to be a standard measure of term 
significance within a document. There are several examples content-based web 
information retrieval systems [8, 9, 10, 11] that assess term significance using TF. But 
as is the case for many potentially relevant documents, TF is not always the best or 
most useful indicator of term significance or relevancy. Quite often, there are relevant 
documents that contain only a single or a few occurrences of a particular term. 
Consequently, through TF these terms will rarely be considered significant, and thus 
never contribute impressively to the rank score of the potentially relevant document 
they appear within. This is especially the case when infrequently occurring terms 
appear in large documents containing hundreds or even thousands of terms.  

In the query-centric approaches to retrieval [15, 16], queries can be classified to aid 
in the choice of retrieval strategy. Kang et al. [15] classify queries as either pertaining 
to topic relevance, homepage finding or service task and use this classification as a 
basis of dynamically combining multiple evidences in different ways to improve 
retrieval. Plachouris et al. [17] use WordNet in a concept-based probabilistic approach 
to information retrieval where queries are biased according to their calculated scope. 
In their work, scope is an indication of generality or specificity of a query and is used 
as a factor of uncertainty in Dempster–Shafer’s theory of evidence.  

The use of context in information retrieval is not a new idea. Jing et al. [18] use 
context as a basis of measuring the semantic distances between words. During 
indexing, the context of terms in documents is generated and stored in vector form. 
During retrieval, the context of a term in a query is generated and is used to measure 
the semantic distance between itself and candidate morphological variants in 
documents. Mutual information of terms is used to match related terms during the 
calculation of context distance. Billhardt et al. [19] propose a context-based vector 
space model for information retrieval. After the term-document matrix has been 
constructed, it is used is a basis for generating a term context matrix where each 
column is considered a semantic description of a term. This term context matrix is 
then combined with the document vectors from the term-document matrix to 
transform it into the final document context vector used for retrieval. The WEBSOM 
[20] system is an example of another way in which context has been used for 
information retrieval. It uses a two level Kohonen’s self-organizing map approach to 
group words and documents of contextual similarity. Context in WEBSOM is limited 
to the terms that occur direct either sides of the term in question. IntelliZap [21] is a 
context-based web search engine that requires the user to select a key word in the 
context of some text. The approach makes effective use of the contextual information 
in the immediate vicinity of the keywords selected, so that retrieval precision can be 
improved. Inquirus [22, 23] is another web search engine that uses contextual 
information to improve search results. A user must specify some contextual 
information, considered as preferences, pertaining to the query. This context 



270 M.P.S. Bhatia and A. Kumar Khalid 

(preferences) provides a high-level description of the users information need and 
ultimately control the search strategy used by the system. Hyperlink information can 
be a very valuable source of evidence for web information retrieval and it is either 
based on a set of retrieved documents during retrieval or on a global analysis of the 
entire document collection during indexing. Kleinberg [24] illustrates how hyperlink 
information in web pages can be used for web search when using a set of retrieved 
documents. An approach that also uses the characteristics of link information from a 
set of retrieved documents for topic distillation is presented by Amitay et al. [25].  

PageRank, as proposed by Brin et al. [26], is hyperlink-based retrieval algorithm 
that calculates document scores by considering the entire hyperlink connected graph 
represented by all the links in the entire document collection. It uses link information 
to model user behavior by calculating the probability that a user will eventually visit a 
certain page. This probability or PageRank of a page is used to prioritize its ranking 
during retrieval. The model with the most similar form of ours is [32], though it uses 
traditional query expansion to determine context of query. Another closely related 
work [31], implicitly deduce context using three different algorithms. Finally [30], 
offers Term context model as a new tool for accessing term presence in a document. 

A novel technique called Contextual Proximity Model (CPM) is presented in this 
paper. It is a technique that generates term support in a fundamentally different way to 
TF. With CPM, a term appearing infrequently in within a large document can 
potentially be given a high confidence. It does not rely on the number of times a 
particular term appears in a document to determine whether it is significant or not. 
This is a significant characteristic of CPM that makes it different to TF. Secondly, we 
use the co-information metric to determine a context coverage list and form the query 
context. This context is then used as a basis for matching contexts with terms in 
documents and ultimately calculating term significance.  

3   Proposed Technique 

Contextual search refers to proactively capturing the information need of a user by 
automatically augmenting the user query with information extracted from the search 
context; for example, by using terms from the web page the user is currently browsing 
or a file the user is currently editing. The notion of Topical Relevance is atomic, 
vague and not explicit. Its essence is reasoning from evidence to a conclusion of 
concern (an answer to the user’s query). We intend to use the simple criterion called 
domain dependency (Contextual Similarity) of words to structure topics.  

The context of both terms in documents and terms in queries is fundamental to 
Contextual Toning (CT). The aim is to use “Context as a query” and treat the context 
as a background for topic specific search. The technique is based on the notion that if 
a term occurs in a document in the same context as the query, then that term is 
deemed significant to that document. The result of the technique is the generation of a 
Term Support. Contextual Support (CS) is a measure that yields a weighting for terms 
in document that can potentially complement TF. 
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Fig. 1. Overview of the Contextual Proximity Model 

3.1   Multi-term Query 

Query, which entails a group of keywords, plays a quintessential role in the Web 
search paradigm. Recent studies claim that queries involving one or two keywords are 
most common in Web searches. While most Web Search engines perform very well 
for a single-keyword query, their precision is not good for query involving two or 
more keywords because the search results usually contain a large number of pages 
with weak relevance. Also, the users have a well-defined query re-formulation 
behavior, i.e., most multiple term queries include more than one context and users 
usually reformulate their queries by context instead of terms. A context is usually 
included as a sub-query in a user’s query and it has strong impacts on the quality of 
search results. Thus we focus on how to detect the context of a user query.  

A query typically contains only a few terms, which provide limited information. 
One straightforward method is to submit a query to a search engine to get the top 
ranked search pages. Those retrieved results provide some richer information about 
the query. In other words, we call the retrieved results of query as the local 
information of this query. Meanwhile, a query has its global information, based on the 
whole corpus, to provide more information. However, the global based approach can 
cause high computational complexity and it was shown in [2] that a local based 
approach outperforms the global based approach. In our approach, the top ranked 
search results are utilized to enrich the query. 

Mathematically, we define a Multi-term query as: 
 

A query Q = t1 t2 ... tn of n terms, where ti (1<= i<=n) is the ith term of Q. 
 

Any subsets of {t1, t2, …,tn}, i.e., any combinations of t1 t2…..tn define the sub-
queries. The set of sub-queries is defined as SQ = {sqk}, 1<=k<=2n+1-2. 

Our goal is to detect several sub-queries from SQ which could relate and contribute 
to the context. Given the search results for a query, we need to decide what features 
should be extracted from the search engine to construct the enrichment. Generally, 
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three kinds of features are considered: the title of a page, the snippet generated by the 
search engine, and the full plain text of a page [3]. We use the top N ranked snippet 
retrieved by search engine as the local search result of query. 

3.2   Co-information Metric 

Intuitively, co-information measures the information that two discrete random 
variables share: it measures how much knowing one of these variables reduces our 
uncertainty about the other. As for a sub-query generated by the original query, the 
Co-Information between its terms can be used to measure the information bound up in 
those terms. The more information bound up one sub-query has, the higher possibility 
to be a topic it has. Mathematically this information-theoretic measure is defined as  

      

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛ −
 =   ∑∑

⊆

− .(p(T)) log 
''

)x..., ,x,x( )x...; ; x;I(x
''

)1(nl2j1i
,...,,

nl2j1i

Tvlji

Tv
p

 (1) 

where v’ = (x1i ; x2j ; …; xnl) and T ’ is any subset of v’. 'v  means the number of 

elements in v’, and the same with 'T . In this way, for n events x1i, x2j, …, xnl, we 

define the co-information, CI, between them I (x1i ; x2j ; …; xnl) by 

−
 =   ∑

⊆

− (p(T)). log 
''

 )x...; ; x;I(x
''

)1(nl2j1i

Tv

Tv
 (2) 

We utilize the Co-Information metric to measure the degree of one sub-query being a 
topic. In our approach, the probability space of one query is built based on the local 
results of all sub-queries.  

Given a query Q = t1 t2 …tn, where ti (1<= i <=n) is the ith term of Q, we obtain the 
context coverage list as described in the following algorithm: 

3.2.1 Coverage List Detection Algorithm 
Step 1: Get the set of all sub-queries, SQ = {sqk}, 1<=k<=2n+1-2, where 1<=k<=2n+1-2 
is the number of all sub-queries and  2n-2 = S1

n +S2
n +…+Sn-1

n 
Step 2: Enrich each sub-query by submitting it into search engine and get the top N 
ranked snippets. In this way, we can get (2n-2). N* snippets for query q. The snippet 
set is defined as S(Q) = {sni}, 1<=i<=(2n-2). N*, where sni is the ith snippet. N* = 
min(N, N’), where N’ is the actual number of retrieved snippets by search engine for 
each query. 
Step 3: The probability of sub-query in S (Q) is defined as 
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p (sqk ) is the probability of occurrence of  sqk in collection. 
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Step 4: As for sqk, we get its sub-query set, defined as SQk = { sqk sqk2,….sqk2
k
-2}.  

According to the theory of Co- information we mentioned in Section 3.2, CI value of 
sqk is 
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Step 5: Order all sub-queries in a descendant value of Co-information and split it into 
two parts by the threshold of zero. In other words, the first part includes the sub-
queries with positive CI and the last part includes the sub-queries with negative CI. 
Step 6: Finally, the list of context words we detected from SQ is defined as: Context 
Coverage List, CL = { C1, C2, …., Ci,…CM }, where Ci is one sub-query which has 
positive CI and M is the total number, and I(Ci) >= 0, I(Ci)>=I(C i-1), 1<= i<=M. 

3.3   Query Context 

The context of a query consists of two sub-contexts, each of which is a set of terms 
with corresponding relatedness values: 

• Set original query terms Q, and 
• Set of context coverage terms CL. 

These two sets of terms are sub-contexts and together they form the query context C= 
{Q, CL}. 

3.4   Contextual Toning 

The aim of Contextual toning is, using the query context determine the confidence 
that a term in a document is significant to that document. If a query term occurs in a 
document and it occurs in the context of the query, then it is considered to be 
important and given a high significance. The following sub-sections expound the 
contextual toning technique. 

3.4.1   Proximity of Query Terms  
Based on recent studies, the most common queries in Web searches involve one or 
two keywords. While most Web search engines perform very well for a single-
keyword query, their precisions is not as good for queries involving two or more 
keywords. Search results often contain a large number of pages that are only weakly 
relevant to either of the keywords. One solution is to focus on the proximity of 
keywords in the search results. Proximity and semantic relationship between query 
terms can be used for web retrieval [28]. The relationship between query terms of a 
multi-term query can be mainly categorized into the following two types:  
 
3.4.1.1   Topic Modifying. One query term represents a particular topic and the other 
modifies it. The query terms are subordinating. 
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3.4.1.2   Topic Collocating. Query terms represent individual topic.  
 
3.4.2   Measures of Term Proximity  
Proximity matters because terms that are close to each other in the text are more likely 
to be closely connected in the meaning structure of the text. 
 
3.4.2.1   First-Appearance Term Distance (FTD). FTD means the term distance (TD) 
between the first appearances of X and Y in a document. The reason for using FTD is 
based on the hypothesis that important terms always appear in the forefront of a 
document, i.e, query terms emerge at the top of a document when they are contained 
in the subject of the document. 

(Y)).first  (X),(first  TD  Y)(X, FTD =  (5) 

3.4.2.2   Minimum Term Distance (MTD). MTD means the smallest of all the term 
distances between X and Y in a document. The reason for using MTD as a proximity 
measure is based on the hypothesis that related terms appear in close proximity. 

Y)}). (X, ({TDmin   Y)(X, MTD =  (6) 

 

3.4.3   Contextual Proximity 
Given a term q and a set of terms that constitute a context C (i.e., Q or CL), then the 
Contextual Proximity (CP) of the occurrence of q in document D can be calculated 
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(7) 

where, c is a term in the context C, FTD q, c, D is the First-appearance term distance, i.e. 
is the term distance between the first appearances of q and c in D, MTD q, c, D is the 
Minimum Term Distance, i.e., the smallest of all distance between q and c in D and 
Rc is the relatedness of c to the original query Q. The Equation above effectively tones 
the contexts during retrieval. The best match is when terms in C occur directly next to 
occurrences of q in D. (During indexing, the position of the term in the document is 
recorded and stored in the index.) 

For each query term, the technique separately calculates contextual proximity 
using both the original query Q and context coverage terms CL as contexts. The final 
measure is the Contextual Support (CS), which is a combination of the CP from  
both sub-contexts Q and CL. Given a query term q in the query Q, its CS is calculated 
by 

)).11((CP   w1)* (CP    CS DCL,q,D Q,q,Dq, w− ∗ )+=     
 

(8) 

where, w1 is a weighting factor that is set to 0.5 by default. The resultant CS is a 
value in the range [0, 1] where a value close to 1 indicates a high confidence that the 
term q occurring in document D is a significant term and important indicator of 
relevance for D given Q. A value close to zero indicates insignificance and a low 
confidence of relevancy. The more related terms (terms in the context) that occur at a 



 Contextual Proximity Based Term-Weighting 275 

closer distance to the occurrence of the query term in the document, the higher the 
resultant confidence. On the other hand, the less related terms that occur a further 
distance from the occurrence of the query term, the lower confidence. 

Unlike TF, that calculates term significance by counting the number of times a 
term occurs within a document, CPM relies on the context of the query and the 
context of term in the document to determine importance. Consequently, it has the 
significant advantage of potentially giving high confidence to terms that occur 
infrequently within documents. For example, consider a document D where term q 
occurs only once and each term in QC occurs only once. If q is close to the 
occurrences of terms in QC, then the resultant CSq,D will be high. The Toning 
technique heavily favors terms occurring very close to each other. The further they 
are apart or the closer to a distance of d, the less important the relationship of 
proximity is.  

3.5   Combining CS and TF 

As mentioned earlier, TF has long been used as a reliable indicator of term 
significance. We chose to incorporate it into CS by combining it with CS to give a 
final confidence measure of a term in a document. Given that contextual toning has 
been performed and we have a CS value for a term q in a document D, the final step 
of the technique is to combine CS with TF to give a final term confidence measure. 
TF is calculated by 

.(numWords log / 1)   count log(    TF 1DD q,Dq, )+= +     (9) 

where countq,D is the number of times q occurred in D, and numWords is the number 
of terms in document D. TFq,D is calculated during indexing. Having both TFq,D and 
CSq,D, the term confidence(TC) of q in D is calculated by 

)).21((CS     w2)* TF (    TC Dq,D q,Dq, w− ∗+=     

 
(10) 

During retrieval the w2 is a weighting factor that is set to 0.5 by default. 
There are a few important aspects of CPM that make it unique and different from 

existing techniques. Firstly, unlike TF that relies on a term to occur many times 
within a document to be considered significant or infrequently to be considered 
insignificant, CPM generates CS based on the notion that a term in a document is 
significant only if it occurs in the context of the query. This makes it frequency 
independent. Secondly, CPM is dynamic; the term significance is calculated at the 
retrieval time and not during indexing.  

3.6   Efficiency 

The added complexity of the CPM technique results in processing time overheads 
during retrieval. This is mainly because of the calculation of the closest distance 
between terms q and c that must be determined during matching so that chosen 
distance function can determine its importance as apart of CI calculation.  Improved 
efficiency of CPM could be achieved by developing advanced functionality in the 
determination of closest distance between terms q and c. At the moment, the 
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calculations iteratively to determine the closest distance between an occurrence of 
other term and the list of occurrences of the given term stored as a flat list of integers 
in memory. This can be thought as a type of linear search and is probably the most 
exhaustive and inefficient method of performing the determination of closest distance 
for context based matching. But on the other hand this type of data structure is easily 
created and managed during the reading of the term index from the file. Other 
methods such as binary tree base search may be introduced to improve efficiency, but 
was outside the scope of this research and not investigated. 

4   Conclusion 

The World Wide Web is undeniably “the place” for accessing information on any 
domain or subject. In this paper we discussed a novel context-based technique 
targeted to effectually mine user-centric information on Web. The proposed technique 
captures query context and matches it against term context in documents to determine 
term significance and relevance. It makes use of the Co-information metric for 
formulating a context coverage list to finally extract the query context. The model 
assesses the presence of a term in a document not by looking at the actual occurrence 
of that term, but by a set of non-independent supporting terms, i.e. context. This 
yields a weighting for terms in documents which is different from and complementary 
to TF-based methods, and is beneficial for retrieval. Given a multi-term query Q and a 
document collection DC, the technique can be used in a retrieval process in the 
following way: 
 

I. Generate query context QC for Q 
 Retrieve initial documents ID. 
  Perform multi-term context detection on ID to obtain the context 

coverage list CL. 
  Form Query context QC from Q & CL. 

II. Retrieve documents 
 For every query term q in Q 

 For every document D in DC containing q. 
 Tone QC with the term context of term q in D to calculate 

Contextual Support CS. 
 Combine CS with TF to give term confidence TC for q in 

D. 
 Add TC to rank score of D 
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Abstract. Discovering resource descriptions and merging results obtained from 
remote search engines are two key issues in distributed information retrieval 
studies.  In uncooperative environments, query-based sampling and normalizing 
scores based merging strategies are well-known approaches to solve such 
problems. However, such approaches only consider the content of the remote 
database and do not consider the retrieval performance. In this paper, we 
address the problem that in peer to peer information systems and argue that the 
performance of search engine should also be considered. We also proposed a 
collection profiling strategy which can discover not only collection content but 
also retrieval performance. Web-based query classification and two collection 
fusion approaches based on the collection profiling are also introduced in this 
paper. Our experiments show that our merging strategies are effective in 
merging results on uncooperative environment.  

Keywords: distributed information retrieval, peer to peer, collection fusion, 
collection profiling. 

1   Introduction 

As internet bandwidth become wider and wider and the network cost is continuing 
decrease, people are willing to share their own data collection with others over the 
internet. As a consequence peer to peer (P2P) systems become an important part of 
the cyber world. Since personal computers become more and more powerful and disk 
space is getting larger and cheaper, personal collection of data becomes larger and 
larger. Searching information in those large independent distributed collections can be 
treated as distributed information retrieval. According to the relationship between 
peers, distributed information retrieval systems can be divided into cooperative 
systems and uncooperative systems. Under cooperative environment, various 
information such as resource description, centralized index and collection statistics, 
etc., is hold in a central place. Clients can use such information to help their search. 
Under uncooperative environment, each client is independent and knows nothing 
about others. Clients can answer queries and return documents, but they do not 
provide other information such as collection statistics, collection description or 
retrieval model.   
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Collection fusion is one of key research area in distributed information retrieval 
systems. Collection fusion is referred to integrate the results from each individual 
distributed client. The final merged result list should include as more as relevant 
documents as possible and the relevant documents should have higher ranks. It is a 
difficult task because document scores returned by distributed collections are usually 
not comparable. In most case, collection statistics (e.g., size of the collection, inverse 
document/term frequency, etc.) are used to calculate document scores in most of the 
retrieval model such as Boolean model, probability model and vector space model. 
The use of collection statistics makes the document score quite different in different 
databases. Even the same document will have different score if it is in different 
databases. Therefore, merging results from different collections becomes a very 
complex task. 

In this paper, we present our approach on collection fusion for uncooperative 
distributed IR systems. Specifically, we introduce a collection profiling technique for 
collection fusion which does not rely on sampling remote collections. The remainder 
of this paper is structured as follows: in section 2, we investigate on current collection 
fusion techniques; we present our web-based approach in section 3. Experimental 
evaluation and results discussion are presented in section 4 and we conclude in 
section 5. 

2   Related Work 

Under cooperative environment, global index is the most common technique for result 
merging. As the problem of result merging comes from the lack of collection statistic 
and the information of retrieval model, if the distributed collection can be treated as a 
logical centralized collection but documents are physically located distributed, there 
would be no merging problem. In global index architecture, usually there is a 
directory server that holds all the information of the distributed collections. Clients 
can get global collection statistics via the directory server then merge the distributed 
results together. As the document scores are calculated based on global collection 
statistics, the documents can be simply sorted by their scores. STARTS[3] is one of 
the best known protocols for the communication of peer to peer system. Clients can 
exchange their collection statistic via STARTS protocol. The global index 
architecture can achieve nearly 100% of the centralized information retrieval 
performance because a client will have all the information to calculate a document 
score as if they are in a centralized place. This architecture requires a deep 
collaboration between clients and fits well when all the clients are happy to share their 
entire collections such as libraries. However, this architecture is not practical in real 
word large scare distributed network because not all clients want to share their 
collection.   

Normalized-score merging is a solution to real word large scare distributed 
information retrieval.[7, 8] The underlying idea is instead to keep all the information 
in a global index server, peers keep some information locally. Each collection is 
signed a rank according to their important. When merging, each document score is 
normalized by the rank of the corresponding collection, for example, increase 
document score if it comes from an import collection and decrease the document 
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score if it comes from a less important collection. The collection rank can be 
calculated by collection ranking algorithms. CORI[2] and GlOSS[5] are two of the 
best known collection ranking algorithms. The collection information for collection 
ranking algorithms can be gathered by query-based sampling, user feedback or other 
training algorithms. 

In GlOSS, collections are ranked by the similarity for a query. The similarity is 
calculated by the number of documents in the collection that are relevant to the query. 
This algorithm works very fine with large collection of heterogeneous data. Gravano 
and García-Molina[4] also suggest a variation of GlOSS known as gGlOOS which is 
based on vector space model. The similarity is calculated by the vector sum of the 
relevant documents instead of the number of relevant documents. 

CORI is based on probabilistic inference network which is originally used for 
document selection. Callan [2] introduced this algorithm for collection selection. 
CORI uses document frequency (df, the number of documents containing the query 
term in a collection) and inverse collection frequency (icf, the number of collection 
not containing the query word) which is similar to term frequency (tf) and inverse 
document frequency (idf) in inference network. One of the advantages of CORI is it 
only use 0.4% the size of the original collection.  

However, the merging strategies based on CORI and GlOSS are linear combination 
of the score of database and the score of the documents. It still requires the clients use 
the same indexing and retrieval model thus the document scores can be normalized. In 
today’s p2p network environments, it is impossible to require peers to use the same 
software to manage their data. For example, in the popular BitTorrent and edonkey 
network, people use hundreds of different client softwares to share their files. It is 
reasonable to assume the trend of p2p network is to use various client softwares under 
the same communication protocol. Therefore, the document scores returned from 
peers may be based on different retrieval models. Thus the document scores cannot be 
normalized as the scores are not comparable. In some case, peers will only return an 
ordered list of documents without document score. Round-robin merging strategy is 
suggested to be use in the case that document scores are not comparable. Round-robin 
merging interleaves the results of each peer based on their original rank. It has been 
proved that the approach is simple but efficient when distributed collections have 
similar statistics and the retrieval performances are similar. However, Round-robin 
merging strategy will fail significantly when distributed collections have quite 
different collection statistics; for example, distributed collections are focus on 
different domains. 

In summary, most of the result merging approaches requires information about the 
distributed collections’ content, which is called resource descriptions. When 
processing a query, the collections will be signed ranks based on similarity between 
query and resource descriptions. In merging stage, the document score will be 
adjusted according to the collection rank. Query-based sampling by J. Callan and M. 
Connell (2001) [1]is the most famous technique to discover resource descriptions in 
uncooperative environment. It sends one-term query to distributed collections each 
time and learns the resource descriptions according to the returned top N documents. 
As the query terms are high frequency terms e.g. stop words, the sampling process 
can be treated as randomly selected files from distributed collections. It has been 
proved that this technique can produces accurate resource descriptions.  
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Voorhees et.al [9] present an merging approach based on the learning of past 
results of the past queries. Once training is complete, new queries are answered by 
matching the new query’s content to that of the training queries and using the 
associated models to compute the number of documents to retrieve from each 
collection. Our work is based on Voorhees’ work but differs in term of collection 
profiling and query clustering, which will be described in the rest of this paper in 
detail.  

3   Web-Based Collection Profiling for Collection Fusion   

In p2p networks, peer collections are managed by various IR systems. The retrieval 
performance of different IR systems could be quite different to a certain query. The 
retrieval performance should be taken into consideration when merging the results 
from different IR systems. In order to obtain both content quality and search engine 
retrieval quality, user feedback can be used together with collection ranking 
approaches such as CORI. This paper proposes a method that obtains resource 
descriptions and retrieval performances based on users’ feedback. 

Before we describe our approach, let us review how a user performs a query to 
distributed information systems. For the purpose of illustration, let’s suppose that 
there are three remote collections: CA, CB and CC, and users have no prior 
knowledge of the content of the collections; each collection can be treated as a “Black 
Box”. A user sends a query about art and computer science to these collections. 
Suppose that the user chooses 10 returned documents as relevant from each 
collection, if the 10 documents from CA are related to arts, the 10 documents from 
CC are related to computer sciences, and 5 each from CB are related to arts and 
computer sciences, it is reasonable to estimate that CA contains documents about arts 
but no computer sciences. CC contains documents about computer sciences but no 
arts. CB contains both computer sciences and arts. Therefore, according to query 
topics and user feedback, we could construct collection content profiles.  This simple 
example also tells us that the remote IR systems will have different retrieval 
performance on different topics. An IR system that mainly contains computer science 
documents would not have good retrieval performance on art topics. User feedback 
can provide the information about how good a remote IR system’s performance is on 
particular topics. Our idea is that the profiles of remote IR systems can be constructed 
based on user feedback. Based on the profile, the collection fusion can be improved 
by considering not only the content description but also the retrieval quality.   

3.1   Query Classification  

The internet provides huge amount of information. Some researchers have been 
studying on extracting topics classification from the internet.[6] However, their 
studies are based on western languages and their works are trying to build a complex 
tree structure for describing the relationship about various topics. Their works are 
effectiveness in homogeneous collections however, in a p2p environment, the 
documents are usually heterogeneous. Also, there are limited resources on text 
classification for Asian languages.  
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According to our investigation, many news websites classify their news into groups 
based on topics. For example, Yahoo news Taiwan (http://tw.news.yahoo.com/) 
groups their Chinese news into 12 topics. Google news Taiwan (http://news.google. 
com/news?ned=tw) groups their news into 9 topics. Those websites also provide very 
powerful search features on news. When searching in Yahoo news Taiwan, a list of 
news that contains the query term will be returned together with the source of the 
news, the catalogue and the news summary. Google news Taiwan would not return 
catalogue information of the news but it enables the user to search news within a 
specific catalogue. Mining such information may find the topics that a query term is 

related. For example, when searching for term “雅虎” (Yahoo) in Yahoo news, most 
of the returned news are about computer science. Therefore, we can determine that 

term “雅虎 ” (Yahoo) has strong relationship to computer science but has no 
relationship to arts, for example. As a result, with the help of such news sites, we can 
discover the relationship between a query term and a topic. Such information will 
then help identify query topics.  For example, searching for “Linux” in Yahoo news 
Taiwan, out of 28 returned news, returns 20 news under topic “SCI/TECH”, 1 news 
under topic “world news”, 3 news under topic “financial” and 4 news under topic 
“education”. This result indicates that, the term “Linux” will have a chance of 72% to 
be in topic “SCI/TECH”, 4% to be in topic “world”, 10% to be in topic “financial” 
and 14% to be in topic “education”. By searching the term in all the catalogues in 
Google news Taiwan and calculating the number of results returned from each 
catalogues, we can also get the percentages that a term belongs to a particular 
catalogues.  

Let 1 2{ , , , }CC c c c= L  be a set of predefined classes, i.e., jc C∈ is a class or 

catalogue, ),( ji cwN  be the number of news in class cj returned from querying term 

wi in a news web site. The probability that the term wi belongs to a topic class cj can 
be calculated by the following equation: 
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As a result, we can calculate the probability that a query Q belongs to a topic cj by 
using the equation above. 

,,....1, miWwi =∈∀  the topic of a query { }1 2, , , mQ w w w= L is c∈C which 

is determined by the following equation: 

( ))|(max)|( QcPQcP j
Cc j∈

=  (4) 

3.2   Collection Profiling 

For most of the existing work, collection profiles only contain resource description. 
Both collection selection and collection fusion are based on collection rank which is 
determined by the similarity of query and collection description. Our approach will 
consider both collection description and retrieval performance. In our system, a 
collection profile contains information about the contents and the performance of the 
search engine. A matrix {pi,j} is used to present the historical performance of 
collections,  pi,j represents the average retrieval performance in catalogue cj of 
collection i.  

The performance of a search engine is usually measured by precision and recall. As 
most of the users only read top N results, the precision of top N results, denoted as 
PN, is a reasonable benchmark for the search engine performance. The average PN of 
a collection can measure how well a remote search engine preformed in the pass. 
However, using absolute value cannot tell if the performance is stable. For example, 
A= {0.6, 0.4, 0.5, 0.5} and B= {0.9, 0.1, 0.2, 0.8} are two historical performance for 
two collections. Their average performances are the same, however, obviously 
collection A is much stable than collection B. These results indicate that collection B 
is sensitive to some topics. For general use, collection A is a better choice than 
collection B.  We introduce Overall Position (OP) as a measurement of the 
collections’ performance. 

Overall Position is a relativity measurement. Every time a collection returns 
results, it will be assigned a position according to its PN. For example, suppose tht we 
have totally M collections, the collection that has highest PN will be ranked 1; the one 
has second highest PN will have rank 2 etc. The collections that have no relevant 
documents will have rank M. The OPs indicate how well a collection performed 
comparing to other collections. The average position of pervious runs for collection i 
is denoted as OPi.   

3.3   Collection Fusion 

In an uncooperative p2p environment, document scores may not be available in the 
result lists or the document scores are not comparable. In this section, we will 
introduce our merging strategy in an uncooperative p2p environment. Generally, the 
retrieval process is conducted with the following steps. Firstly the user’s query Q is 
classified using equation (4) and then broadcasted to all the remote peer IR systems. 
When results are returned from peer IR systems, the results will be merged according 
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to the query catalogue and collection profile. We propose a merging method called 
Sorted round robin strategy which incorporates collection profile into the standard 
round robin method to enhance the quality of result merging. 

The basic idea of the round robin merging, in general, is to interleave the result list 
returned from each remote peer. Every time the top document in the list from each 
peer will be popped up and inserted into the final result list. The order of the peers to 
be visited is usually the order of the peer collection id. It is obvious that the basic 
round robin approach does not consider the performance of remote peers. In the worst 
case, the results from the worst peer will be popped up first and the results from the 
best peer will be popped up last. Therefore, the irrelevant documents will appear on 
the top of the merged result list. As a result, the distributed retrieval performance will 
be harmed significantly in the worst case. Further more, remote systems will have 
different retrieval performances on difference topics, as we described in previous 
sections. However, traditional round robin always sorts the results from remote 
systems in same order. Therefore, even the order of the remote systems have been 
optimized, the performance of the merged result cannot be guarantee.  

For the above reasons, we proposed a modified round robin approach called sorted 
round robin margining strategy. Instead of using fixed order of remote system to 
merge results, we dynamic change the order of remote system based on query classes 
and pervious performance. In other words, the order of the visiting is determined 
based on the matrix {pi,j}. The merging strategy can be described as following  
steps: 

1. Determine query class cj using equation 4.  
2. Sort Collections by {pi,j}. 
3. Using round robin strategy to merge results, based on the collection order 

generated in step 2. 
4. Repeat steps 1-3 for all input queries. 

By using such merging strategy, we always ensure the order of the merge order be 
optimized no matter what type of query we are using. The more important collection 
will always be visited first and the quality of merged results can always be guarantee. 

We also propose another merging strategy called Sorted Rank. The idea of round 
robin merging is one-by-one merging strategy. This strategy means if we have n 
remote systems, the second document in the most important system will be in the n+1 
position in the merged result list. However, from our intuition, the more important 
system should have more documents in the top of the merged result list than the less 
important one. The simplest way to calculate a document score is to make the score 
linear to the collection rank (OP) and original rank in the remote system. Therefore, 
the designed the document score calculated by the following equation: 

        jiijiji prcicScorercrscore ,*),(*),( ==                                    (5) 

Where ri is the document rank, i is collection that returns the document, cj is the 
catalogue that the query belongs to and pi,j is the historical performance of collection i 
in collection j. Then the documents will be sorted by the calculated scores.   
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4   Evaluation  

4.1   Test Set 

We conducted the experiments with 30 databases from NTCIR6 CLIR track 
document collections (http://research.nii.ac.jp/ntcir/ntcir-ws6/). The documents in the 
collection are news articles published on United Daily News(udn), United 
Express(ude), MingHseng News(mhn), and Economic Daily News(edn) in 2000-
2001, all together 901,446 articles. The articles are evenly separated into 30 databases 
which makes each database has around 30048 documents. In order to make the 
databases cover different topics, according to relevance judgments, relevant 
documents on different topics are manually put into different databases. 50 queries 
from NTCIR5 CLIR task are used as training set. That is, the collection profiles were 
created based on those 50 queries. P20 were used in profiling. 50 queries from 
NTCIR6 CLIR task are used in evaluation.   

4.2   Retrieval System  

The documents were indexed using a character-based inverted file index. In the 
inverted file, the indexer records each Chinese character, its position in the document, 
and the document ID. Chinese phrase is determined by each Chinese character 
position and document ID. A character sequence will be considered as a phrase in the 
document only when character positions are consecutive and have the same document 
ID.  The English word and numbers in the document are also being recorded in the 
inverted file. The retrieval model that is used in the system is a Boolean model with 
tf-idf weighting schema. All retrieval results are initial search results without query 
expansion.  

4.3   Experiment Design 

Several runs were conducted in the experiments which are defined as follows: 

• Centralize: all documents are located in a central database.  
• Round robin (RR): results are merged using the standard round robin method. The 

order of visiting result lists is the order of collection id. 
• Sorted round robin (SRR): results are merged using sorted round robin method 

described in section 3.3. The order of visiting result lists is the order of 
corresponding collection rank (OP). 

• Sorted rank (SR): results are merged using sorted rank method described in  
section 3.3. Document scores are calculated by equation 6 and ascending sorted.   

5    Results and Discussion  

The average precision in table 1 show that SR is the most effective way of merging 
distributed results while the standard round robin method produced the lowest 
precision. If we use the centralized system’s precision as the baseline, the precision 
produced by SR is 9.2% higher than SRR’s and 15.2% higher than RR’s, and the 
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precision of SSR approach is about 6% higher than RR’s. As the only difference 
between SRR and RR is the order of the collections to be visited, it is easy to 
conclude that sorting the returned results according to the importance of the 
collections can improve the precision. If we only at P5 and P10, SRR is 21% better 
than RR at P5 and about 9.1% better than RR at P10. The P-R curves clearly indicate 
that the precision of SRR is much higher than RR at the top of result list. The 
performance gain of SRR is mostly come from high precision up to P20.  

Table 1. Average Precision 

 RR SRR SR Central  
P5 0.1400 0.2323 0.2720 0.4360 
P10 0.1680 0.2080 0.2340 0.4040 
P15 0.1640 0.1987 0.2170 0.3787 
P20 0.1560 0.1880 0.2000 0.3500 
P30 0.1587 0.1580 0.1900 0.3167 
All 0.0896 0.1029 0.1230 0.2202 
% of central 
(all) 

40.7 46.7 55.9 - 

 

Fig. 1. P-R curves of 4 runs 

SR has 9.2% improvement than SRR. This is because the SRR method sorts the 
collections simply according to their importance. The results from distributed 
collections are still evenly distributed in the merged result list. In SR, the more 
important the collection is the more documents from the collection will appear in the 
top of the merged result list. For example, if collection A has OP 5 and collection B 
has OP 20. According to equation (5), the first 3 documents from A will have higher 
rank than the first document in B. P-R curves clearly show that SR is much better than 
SRR in extracting relevant documents in the middle of the result list. Table 1 also 
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shows the same result. At P10 and P15, SR is only about 5% better than SRR but 
from P20, SR is about 10% better than SRR. 

Although centralized collection produces the highest precision, SRR and SR still 
provide reasonable better performance than the standard round robin method.   

6   Conclusion  

In this paper, we proposed and evaluated our approach on result merging that can be 
applied to uncooperative distributed information environments such as p2p systems. 
A Web based query classification method is also introduced in this paper. Learning 
user behaviors and using query classification can create collection profiles which 
contain not only collection content but also performance of remote information 
retrieval systems. Using the information in the profile can help merging results. Our 
experiments proved that our proposed SRR and SR approaches can provide much 
better results than the standard round robin method.   
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Abstract. Software component retrieval is an important task in soft-
ware reuse; after all, components must be found before they can be
reused. In this paper, we propose the use of compound index to inte-
grate two types of information (i.e functional and structural) that are
used to represent a component in a component retrieval system. The
proposed mechanism is flexible as it can be expanded to include ad-
ditional information extracted from a software component. In order to
retrieve components that are relevant to a given query, similarity mea-
surement based on vector model and data distribution were performed.
Experiments of program retrieval undertaken using existing approach
(function-based) and the combination approach were also performed.

1 Introduction

Software component retrieval is an important task in software reuse [1]; after all,
components must be found before they can be reused. Based on existing work
in software component retrieval [2,3,4,5,6,7,8,9,5,10,11], there are two types of
retrieval: function-based and structure-based.

Given a query that emphasizes what a component should do, function-based
retrieval presents developers with software components that act similarly. This
means that the retrieved components illustrate the same function as that defined
in the query. Similarities between the query and components in the repository
may have been performed using the textual analysis approach [6,12,7], which uses
term occurrences to represent the function of a program. Nevertheless, various
other methods have been used in representing functionality of a software com-
ponent and these include textual description (e.g facet-based [2]), operational
semantics (e.g execution-based [4]) and denotational semantics (e.g signature
matching [13]).

In contrast to function-based retrieval which identifies components that act
similarly, structure-based retrieval presents developers with components that
look alike. A simple example would be two distinct programs that illustrate
factorial function using different approaches, e.g. recursion and looping; even
though they have the same function, they have a different structure. Among the
existing studies that focus on structure information contained in a component
are the work by Willis [14], and Santanul and Atul [15].
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In this paper, we are proposing to combine the two types of retrieval by inte-
grating the functional and structural descriptors into a single index. This index
known as a compound index is used to represent a search query and components
(i.e program source code) in a software repository. The work described in this
paper is based on the following:

Definition 1. Functional descriptors consist of information extracted from a
program that represents the functionality of the program. This includes terms
(identifier names) extracted from the code and comment statements written in a
program.

Definition 2. Structural descriptors are information inferred from relationships
between properties (e.g methods, objects) of a program. Such relationships in-
cludes class inheritance, interface hierarchies, method invocations and dependen-
cies, parameters and return types, object creations, and variable access within a
method. In this paper, the information inferred using the structural relationships
are the design patterns and software metrics.

Definition 3. A compound index is an index containing several indices which
includes functional and structural descriptors. Elements of this index are repre-
sented using continuous value (e.g 1, 4, 10, etc.) which indicates the importance
of a term in the program or existence of a particular structural descriptor.

Based on the work undertaken by Mili et al. [16], relevant components can be
retrieved by identifying components that minimize some measure of distance to
the user query. Such an approach expects that the outcome will either be an exact
match [16] or (failing an exact match) one or more approximate matches [16]. As
many studies [17,3,18] have demonstrated the effectiveness of using vector model
in identifying similarities between two objects (e.g text documents, images), we
investigate the use of this model in retrieving programs that are similar to a
given query. Details of the formulas (i.e Euclidean Distance and Cosine Measure)
which are based on this model are described in section 4.2. On the other hand, we
also investigate the use of information on distribution of data (in a compound
index) as the distance measure. The idea is to investigate whether programs
with similar data distribution illustrate similar function and structure. An elab-
oration on similarity measurement based on a data distribution can be seen in
section 4.1. In section 6, we present the results of program retrieval undertaken
using existing approach (function-based) and the combination approach.

2 Related Work

Approaches undertaken in software component retrieval that employ functional
descriptors as components representation are identified as using either infor-
mation retrieval [6,12,7], descriptive [2,19,3], operational semantics [10,11,4] or
denotational semantics methods [8,9,5]. The first method depends on a textual
analysis of software components while the second relies on an abstract represen-
tation of the components, such as facet-based [2]. In the operational semantics
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methods, components are represented by how they function (e.g sample of in-
put/output). On the other hand, the denotational semantics is an approach to
formalizing the semantics of a component by constructing mathematical objects
(called denotations or meanings) which express the semantics of these compo-
nents (e.g using a formal language).

Function-based retrieval is very important, as it can provide effective and
precise retrieval results [2,9,7]. Unfortunately the semantics of a software com-
ponent identified using information retrieval and descriptive methods may be
hard to determine if the software is not well-documented. Therefore there has
been studies on using structure information as the basis of comparison between
a query and components in a repository. Such information is based on structural
relationships, thus it does not rely on the semantics of the natural language that
exist in a component. Existing work on structure information includes the use
of programming cliches [14,20] and pattern language [15]. A cliche is a pattern
that appears frequently in many different programs (and possibly many different
languages). For example, developers have probably already learnt the pattern for
iterating through an array and can write such behaviour very quickly and reli-
ably. Paul and Prakash [15] presented a framework in which pattern languages
are used to specify interesting code features. In SCRUPLE [15], specifications
for a software component are written using a pattern language, which is an
extension of the programming language being used.

3 Model of Program Retrieval Using a Combination
Approach

Figure 1 illustrates the model of program retrieval used in this work. There
are three types of information extraction performed on a program. The first
extractor, namely Descriptor, builds a functional index file of a program-term
matrix (see Definition 4). This index file is updated whenever the repository
receives new applications to be stored or when there is a request to withdraw
any particular applications.

Definition 4. A program-term matrix contains rows corresponding to the pro-
grams and columns corresponding to the weighted terms. Terms extracted from a
program are given different weights to indicate their importance in determining
the program’s function. An example of such matrix as follow:

The second extractor, which is known as the Design Pattern, is used to identify
the existence of three design patterns (i.e Singleton, Composite and Observer)

Table 1. Program-term matrix

database connect connectString setDriver driver

P1 3 2 2 0 0
P2 3 0 0 2 2
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Fig. 1. Model of Program Indexing and Retrieval using a Combination Approach

in a program. Meanwhile, the Software Metrics extractor, extracts software
metrics from a program and uses these metrics to classify the program into the
appropriate application domain. Information on the program’s application do-
main and relevant software metrics, that depict the reusability of the program
[21,22], are later submitted to an Integrator. The Integrator will then com-
bine this information with that obtained from the Design Pattern and generate
the following:

1. confidence level of the existence of design patterns - (p1, p2, p3). The higher
the value of pi in a program, the more the program is believed (through the
existence of structural relationships) to employ a particular design pattern.

2. confidence of classification of a program into appropriate application domain
- (d1, d2). The greater the value of di, the more a program is believed to be
in a particular application domain.

3. software metrics used in determining program complexity and reusability -
(m1, m2, m3, m4, m5, m6, m7). The fewer the value of mi in a program, the
more reusable the program is.

Variable p comprises data on the existence of three different design patterns,
namely Singleton(p1), Composite(p2) and Observer(p3). The second variable, d,
is built upon information generated by topic classifiers that currently classify a
given program into either database(d1) or graphics(d2). Finally, a total of seven
software metrics is assembled in variable m that represents the complexity and
reusability of a program. All of this information is mapped into a program-
structural matrix which is later used to create the structural index file. In the
context of this paper, such matrix is defined as follows:
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Definition 5. A program-structural matrix contains rows corresponding to the
programs and columns corresponding to the structural descriptors. An example
of such a matrix is as follows:

Table 2. Program-structural matrix

p1 p2 p3 d1 d2 m1 m2 m3 m4 m5 m6 m7

P3 2 0 3 1 0 0 8 7 0 0 7 1
P4 0 2 0 0 1 5 2 5 1 1 2 1

A program that is submitted to the retrieval system as a search query will
undergo the same process: the Descriptor extracts relevant weighted terms from
the program while the Integrator integrates information on design patterns,
application domain and software metrics of the program. This information is
then sent to the Matcher which will combine them into a compound index. This
index is later known as a Query Compound Index (Qci).

For example: given a program, Q as the query, the Integrator produced the
following compound index Qci = 3, 2, 2, 2, 0, 3, 1, 0, 0, 8, 7, 0, 0, 7, 1. This index is
built upon the following:

Weighted terms (w): {3, 2, 2 } These values represent the three terms (e.g
database, connect, connectString) extracted from program Q.

Design pattern (p): {2, 0, 3 } The three values in the tuple represent the ex-
istence of three design patterns in a program. For example, value 2 illustrates
that two of Singleton’s rules have been fulfilled while the value 3 indicates
that there are three structural relationships in the program that illustrate
existence of Observer design pattern.

Topic Classification (d): { 1, 0 } The values in this tuple depict how sure
the topic classifiers are in predicting the topic of a given program. Value 1
as index number 4 shows that all three classifiers have categorized the query
as being in the database domain.

Program Reusability (m): { 0, 8, 7, 0, 0, 7, 1 } The first two indices rep-
resent the complexity of a program while the rest of the values are used in
determining the reusability of a given program. These metrics are based on
the metrics defined by Chidamber and Kemerer [23].

Upon creating the Qci to represent a search query, the Matcher creates an-
other program-term matrix. This matrix contains rows corresponding to the pro-
grams in the repository and columns corresponding to the weighted terms (e.g
database, connect, connectString) in Qci. Nevertheless, the matrix only includes
programs that contain term(s) as defined in the query. For each of the programs
in the matrix, the Matcher combines the weighted terms, based on data in the
functional index file (i.e generated by the Descriptor), with structural descrip-
tors defined in the structural index file, into a Program Compound Index (Pci).
Similarities between a Qci and each of the Pci, (Pcin), are determined in order
to present the user with relevant programs.
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4 Similarity Measurement

In this section similarities between programs (represented as Qci and Pci) are iden-
tified using calculation undertaken based on vector model and data distribution.

4.1 Data Distribution

In the context of this paper, data distribution is the information on how data in
a compound index are distributed. An example of data distribution measures is
the skewness [24]. In order to determine similarities between two programs, the
distance between the data distribution measurement (i.e skewness) is calculated.

Each of the programs stored in our repository is represented by its skewness
value, which is determined based on the distribution of the indices in its com-
pound index. Skewness characterizes the degree of asymmetry of a distribution
around its mean [24]. For the data in a compound index, w1, w2, ..., wn, the
formula for skewness is:

skewness =
∑

(wi − w)3

(n − 1)s3 (1)

where w is the mean, s is the standard deviation, and n is the number of indices
in the compound index.

Our idea is for the Matcher to retrieve programs that illustrate similarities
in both descriptors, functional and structural, when compared to a given query.
Negative values for the skewness indicate data that are skewed left and positive
values for the skewness indicate data that are skewed right. In the context of this
paper, if data in a compound index is skewed left, it means that the program is
represented more by its functional descriptors, and vice versa when it is skewed
to the right. Based on a Qci, the Matcher identifies programs from the repository,
with skewness values similar to Qci. These programs are then sorted based on
their skewness values to be presented to the user. Programs having the same
value of skewness as the Qci will be presented on the top of the hit list while
others with the least value of difference will be sorted decreasingly.

4.2 Vector Model

Using the vector model as the similarities measurement, a program cj and a user
query q are represented as t-dimensional vectors. In this work, the vector model
evaluates the degree of similarity of the component cj with regard to the query
q using two calculations: Cosine Measure and Euclidean Distance.

Cosine Measure proposes to evaluate the degree of similarity of the component
cj with regard to the query q as the correlation between the vectors cj and q. This
correlation can be quantified, for instance, by the cosine of the angle between
two vectors. That is,

sim(cj , q) =
∑n

i=1 wi,cj ∗ wi,q
√

∑n
i=1(wi,cj )2 ∗ √∑n

i=1(wi,q)2
(2)
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Ranking for Cosine Measure is done from highest value to the lowest value,
i.e. highest Cosine Measure are placed first.

Euclidean Distance or simply ED, examines the root of square differences
between indices of a pair of compound index. In mathematics, the Euclidean
Distance or Euclidean metric is the distance between the two points that one
would measure with a ruler, which can be proven by repeated application of the
Pythagorean theorem. By using this formula, the distance between a program
in a repository and a given query can be obtained using the following:

distance(cj, q) =

√
√
√
√

n∑

i=1

(wi,cj − wi,q)2 (3)

For the ED, ranking is done from lowest distance to highest distance, i.e. the
program with lowest ED is placed first.

5 Experiments

Based on the elaboration in the previous section, each of the programs in the
repository are represented by: weighted terms, design patterns and software met-
rics. The search query which is in the form of a program is also represented by the
same type of information. Experiments of program retrieval undertaken using
distinct similarities measurements were then conducted to investigate whether
one of the retrieval techniques outperforms the other for a given set of queries. A
total of ten queries were used in the experiment. The relevance of programs re-
trieved by the system was determined by the researcher, (i.e identifying programs
that the researcher thought to be relevant to the query). This is undertaken by
determining similarities in terms of (1) function, (2) design patterns and (3) ap-
plication domain. The sets of relevant programs determined by the above criteria
are by no means extensive.

5.1 Retrieval Evaluation

Performance of the retrieval system using different similarity measurements was
undertaken based on the average value of the measurement scores (i.e precision
and recall) at a fixed document cut-off value (DCV), i.e n = 10. Precision is the
ratio of the number of relevant programs retrieved to the total number of all
(irrelevant and relevant) programs presented in a hit list, while recall is the ratio
of the number of relevant programs retrieved to the total number of relevant
programs in a repository.

Three similarity measurements are supported by our retrieval system, namely,
Skewness, Euclidean Distance and Cosine Measure. The precision and recall
values obtained from the experiments undertaken are depicted in Table 3 .

From the data depicted in Table 3, it can be seen that program retrieval for 9
out of 10 queries undertaken using ED as the similarity measurement generated
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Table 3. Precision and Recall Scores for the Top 10 Programs

Query # Relevant Skewness Euclidean Distance Cosine Measure
Programs Precision Recall Precision Recall Precision Recall

Q1 67 0.3 0.045 0.6 0.090 0.6 0.090
Q2 194 0.2 0.010 0.4 0.031 0.5 0.026
Q3 15 0.2 0.133 0.3 0.2 0.3 0.2
Q4 20 0.3 0.150 0.4 0.2 0.4 0.2
Q5 28 0.4 0.143 0.6 0.214 0.5 0.179
Q6 45 0.5 0.111 0.7 0.156 0.7 0.156
Q7 105 0.5 0.048 0.8 0.076 0.8 0.076
Q8 88 0.4 0.045 0.6 0.068 0.6 0.068
Q9 275 0.5 0.018 0.7 0.025 0.7 0.025
Q10 144 0.6 0.042 0.8 0.056 0.7 0.049

a precision greater or at least similar to using the Cosine Measure. The highest
precision (i.e 0.8) for program retrieval was obtained when the ED and Cosine
Measure were used as the similarity measurements for Q7. In addition, by using
ED as the similarity measurement, we also obtained the highest recall (i.e 0.214)
in the experiment, and this is revealed by the recall score for Q5. The low scores
in recall can be accounted for the small value of DCV used in the experiment. If
the DCV is smaller than the number of relevant programs, it is difficult to obtain
a recall score of one. For example, if only five programs are examined and 50
relevant programs exist for a given query, then the recall is only 0.1 (10%) even
if all the programs examined are relevant. Hence, this makes the search methods
(i.e similarity measurements) appear much worse than they actually are.

We also reveal the average of precision and recall scores for all ten queries that
were used in the experiment undertaken and this can be seen in Table 4. The
results suggest that program retrieval is better undertaken using the Euclidean
Distance rather than Cosine Measure and skewness as the similarity measure-
ments. Therefore, it has been used as the default similarity measurements in our
program retrieval system.

Table 4. Average values of Precision and Recall Scores

Skewness Euclidean Distance Cosine Measure
Precision Recall Precision Recall Precision Recall

Average 0.390 0.075 0.590 0.112 0.580 0.107

The decision of choosing ED rather than Cosine Measure or skewness as the
similarity measurement in our program retrieval system is also supported by the
statistical analysis. We performed the ANOVA test [24] (as the scores were nor-
mally distributed) to detect significant difference in the retrieval scores across
multiple similarity measurements. In implementing the test, our null hypothesis,
H0, was that all the similarity measurements being tested were equivalent in
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terms of precision and recall. If the p-value obtained in the test is less then the
identified significance level, α, we could conclude that the similarity measure-
ments were significantly different. In this test, the α value was set to be 0.05
which is an acceptable value in any statistical test [24]. The ANOVA test reveals
that there was a statistically significant difference in precision scores across the
three similarity measurements as the obtained p-value was 0.004 (smaller than
the α). The statistical significance of the differences between each pair of similar-
ity measurements is later identified through Post-Hoc test [24]. The test reveals
that there was a significant different in the scores between skewness and ED and
between skewness and Cosine Measure.

6 Comparison with Other Tools

Our retrieval approach concerns the use of functional and structural descriptors
in representing a program. It is similar to other work that is related to source
code retrieval such as Google code search [25], Koders search engine [26] and
SCRUPLE [15], nevertheless this work focuses on using functional or structural
descriptors on their own. Comparing our approach to [25,26,15], which involves
searching for code samples that match a specified regular expression [26], our
approach include the identification of information that may not be explicitly
available in a program (e.g design patterns and software metrics). Such an ap-
proach is required to fulfill users’ search requirements that may include both
types of descriptions; function and structure. For example, a developer may re-
quire programs that illustrate how to connect to a SQL database. Therefore
the required programs need to determine whether or not the user has the ap-
propriate JDBC driver loader. If so, then only the connection to the database
can be made. Such functionality depicts dependencies between two objects –
loader and database. Hence, illustrating existence of Observer design pattern.
However, information on design patterns employed in a program are not usually
included explicitly in the code or comment statements, for example, comment
statement such as This class implements the Observer pattern. Therefore, includ-
ing the keyword Observer into the search query may not be useful as relevant
comparison could be made by the retrieval system. With this, program retrieval
undertaken based on semantic terms, as employed by Koders search engine and
Google code search, may present developers with programs that illustrate the
required function only.

In order to determine whether the combination of structural and functional
descriptors increase the effectiveness of program retrieval, we performed two
experiments. The retrieval mechanism which is similar to the one used in Koders
search engine [26] is employed as the functional approach, and our approach
of combining functional and structural descriptors represents the combination
approach. In Table 5, we present the processing times and precision scores that
are calculated based on the top 10 programs presented in the functional and
combination approach hit lists.
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Table 5. Precision Scores and Processing Times

Functional approach Combination approach
Query Precision Time(ms) Precision Time(ms)

Q1 0.1 835 0.4 1141
Q2 0.2 880 0.3 1188

Data in Table 5 shows that there is an improvement in precision when the
retrieval system employed the combination approach. The precision has increased
from 0.1 to 0.4 for Q1 and from 0.2 to 0.3 for Q2. Even though it took a longer
time to generate a hit list when the combination approach was employed, the
extra time was caused by the need of identifying structural descriptors in the
query, and creating the appropriate compound index.

7 Conclusion

We have demonstrated the use of a compound index to integrate information
on the function and structure of a program. As the functional descriptors rep-
resent what does a component do, structural descriptors symbolize structural
relationships that exist in achieving the function. Therefore, an integrated index
of functional and structural descriptors represents a component better, compared
to using either the functional or structural descriptors on their own. The com-
pound index is flexible as the number of functional and structural descriptors
used to represent a query and/or a component is not fixed. It can be expanded
to include other information that relates to a component, such as the software
architecture (structural descriptor) and the sample of input/output for the com-
ponent (functional descriptors). In addition, the index is generated automatically
by the retrieval system and therefore is economical as it does not require the
involvement of a human (expert) such as in a facet-based approach [2].

Based on the results depicted in Tables 3 and 4, it is suggested that it is
better to use Euclidean Distance (ED) in identifying programs that are relevant
to a given query. Because the evaluation showed that ED generates the best
performance (compared to Cosine Measure and skewness), the default setting
of the program retrieval system is to use ED in calculating similarities between
a given query and programs in the repository. Even though there is work re-
porting that Cosine Measure works no worse than ED in a retrieval system [27],
the experiment undertaken in this work shows that ED has outperformed the
Cosine Measure. One possible explanation is that, as we are using program as
the query, we intent to identify programs that show the least difference (i.e dif-
ferences between elements of the Qci and Pci) as relevant (i.e similar function
and structure) to the query. Using ED as the similarity measurement, we showed
that program retrieval is better undertaken using a combination of functional
and structural descriptors rather than using functional descriptors on their own.
The experiment undertaken showed that precision scores of the combination
approach have doubled the scores obtained using the functional approach.
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In future, a similarity measurement that includes weighting schema can also
be introduced. This is to help users of the software repository system to sort
the importance of descriptors used in identifying the most relevant programs. If
a user requires examples of programs that illustrate a particular design pattern
and h/she does not emphasis on the programs’ function, then larger weight can
be given to the compound index element representing the design pattern. With
such an approach, the retrieval system will be more flexible as it can easily be
modified to represent users’ search requirements and preferences.
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Abstract. Business application systems traditionally have menu-driven
interfaces (whether stand-alone or web-enabled etc.) that users operate
on. However, such an interface can become rather cumbersome for users
who want some data from the system, but do not know how to get it.
Natural language based user-interface to business applications is one al-
ternative. Further, as email and SMS based interactions becomes more
ubiquitous, future business application systems may enable email and
SMS based interfaces to their systems. This would entail a natural lan-
guage interface to business applications. We describe a framework for
text-based natural language conversational user-interface, for business
applications. Our framework permits the user to carry out a dialog with
the system in order to fetch relevant data and carry out various tasks
of the system. The framework uses semantic web based ontology of the
domain, to aid in the retrieval of the relevant data and concepts from
the system.

Keywords: Conversational systems, Natural Language Interface, se-
mantic web, ontology, email.

1 Introduction

Business applications are designed to be used by end-users for a variety of possi-
ble actions in the business domain. Most of the user-interface of such systems is
menu-driven in order to cater to a wide variety of users. In a sense, menu-driven
interfaces have become a standard interface for most of the business applica-
tion systems, for example ERP packages, online banking systems, e-commerce
applications etc. However, while the advantages of menu-driven interfaces are
significant, such interfaces can become cumbersome for applications with large
number of choices and options. Further, a user needs to be logged into the sys-
tem to use the business application. Natural language interfaces are designed to
provide a mechanism to allow the user of an application to interact with the
system in a natural human language, such as English. Natural language is one
of many ”interface styles” (or ”interaction modalities”) that can be used in the
dialog between a user and a computer. There is a significant appeal in being
able to address a system and direct its operations by using the same language as
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we use in everyday human-to-human interaction. By implementing natural lan-
guage interface to business applications, the user interaction can move from just
pushing buttons and dragging options, to specifying operations and assessing
their effects through the use of language.

This paper describes a framework for natural language conversational user
interface to a business application system, wherein inputs to the system are de-
scribed in text-based natural language, either through an email to the system
or through a text interface to the system. The idea is to carry out a conversa-
tion with the user, in order to drill down to what the user actually wants and
then identify the application task(s) that would carry out the user’s requirement.
Thus, instead of the user going through the process of translating his require-
ments into the exact set of system commands, in a conversational interface a
user specifies the task that needs to be done at a high-level and then the sys-
tem carries out a dialog to map it to the exact set of commands of the system.
The natural language interface interprets the text and calls appropriate APIs of
the application or generates the appropriate query to accomplish the requested
tasks. The main advantage of such a system is that the user is free to enter any
information that he has, in the raw unstructured form. It is the job of the system
to process that and get whatever else is required.

2 State of Art

A number of attempts have been made to build natural language interfaces
to business applications. Sybase Inc. has built a system called ”Answers Any-
where” [11], to provide a natural language interface to a business application
through a wireless phone, a handheld PDA, a customized console, or a desktop
computer. Their method is based on agents and networks. An agent processes
requests either directly or by combining its processing with results produced by
other agents. While their system shows promise, their approach does not in-
volve ontology based querying or retrieval. Further, they do not handle semantic
description of web resources, or traversal of the ontology graph. PRECISE NLI
system [1] is designed for a broad class of semantically tractable natural language
questions, and guarantees to map each question to the corresponding SQL. The
problem of finding a mapping from a complete tokenization of a question to a
set of database elements such that the semantic constraints are satisfied is re-
duced to graph matching problem. PRECISE uses the max-flow algorithm in
order to solve the problem. While their work seems quite interesting, they re-
strict each question to start with ”wh” token. Further, there does not seem to be
any provision for firing domain based rules. Though a lot of other related work
in Natural Language Interface to databases has been done, none of them use
ontology based methodologies to answer the queries posed. NaLIX system [12]
discusses about construction of generic Natural Language query interface to an
XML database. On the other hand TRIPS [3] enforces strict turn taking between
the user and the system and process each utterance sequentially through three
stages – interpretation, dialogue management and generation. These restrictions
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make the interaction unnatural [6]. Some efforts for carrying out conversations
in common-sense knowledge domains, such as ELIZA [7], Cyc project [2] and
Open Mind Common Sense project [10] have been carried out. However, none
of these address natural language interface with business applications.

3 Issues in Natural Language Interface to Business
Applications

In our framework we have focused on the following core issues which we believe
should be addressed in a NL interface to business systems:

a) Ontology of the domain: How can the domain ontology be created from
the application data? How can it be seeded automatically?

b) Concepts of the domain: what should be the concepts of the domain?
How should they be represented?

c) Handling queries of the domain: what should be the mechanism for
resolving the queries posed on the domain?

d) Application specific tasks: how should the NL interface handle applica-
tion specific tasks – especially tasks that require detailed application logic?

e) Context resolution and clarification: Often, the system cannot fully
identify user’s intent, in such a scenario what should be the ways and means
of clarifying the user’s intent.

4 Framework for NL Interface

In our framework we discuss some mechanisms for addressing the core issues
discussed above.

4.1 Ontology Creation

The ontology of the domain describes the domain terms and their relationships.
We use semantic web technology to create the ontology. Semantic Web technol-
ogy allows seamless integration of different resource definitions that semantically
mean the same thing. This permits easier integration of domain knowledge, which
in turn makes the natural language system more robust in answering queries
posed by the user. The application data (i.e. the database of the business appli-
cation) forms a part of the domain terms and their relationships in the ontology.
This helps forms the main concepts of the domain and their relationships with
a <subject-predicate-object> structure for each of the concepts. Figure 1 shows
the ontology creation process and the levels of ontology.

The Seed Ontology describes the basic relations that are applicable in the
domain, for example in a Project Management domain where details about all
the employees, projects and the relation between the employees and the projects
are handled; facts like ”project has a project number”, ”an employee is a person”,
etc populate the Seed Ontology. The Application Data (also termed as static
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facts) provides the actual data that is present in the system. The Ontology
Generator takes in the Seed Ontology and Application Data and creates an
instance of the Seed Ontology populated with the application data. This is called
the Application Ontology. Next, the rules of the application domain are then
evaluated together with the Application Ontology by a Rule Engine, such as
Closed World Machine (CWM) [5], to create the Domain Ontology. Domain
Ontology is used by the Natural language Interface system to answer questions
on / carry out the tasks of the domain.

Fig. 1. Ontology Creation

In our work, domain-specific rules (defined manually for each specific domain)
are defined on the ontology in W3C’s N3 format to state possible derivable facts
about data. For example, “has boss” can be inferred from the rule as shown
below:

{?x ds:NAME ?a. ?x ds:Role ds:ProjectLeader. ?y ds:NAME ?b.
?y ds: Role ds:TeamMember.} => {?b ds:has_boss ?a}.

Thus, If x=1, a = Ritesh, y=2, b = Rajat. Then Rajat has boss Ritesh
The ontology is used in conjunction with the domain rules on the data and new
facts are derived based on the data of the domain. These new facts are called
derived facts. The static and derived facts are then converted into Resource
Description Framework (RDF) format. The RDF format has each fact (both
static and derived) as a set of URLs in XML form.

4.2 Concepts of the Domain

The RDF file is read and a <subject-predicate-object> graph structure in cre-
ated in the memory. Once we have the domain ontology in memory, we can
traverse it using the graph traversal functions to get the subject, predicate or
object (or a combination of these). A set of class objects is created in memory to
represent each subject, predicate and object of the <subject-predicate-object>
structure as concept of the domain. Each concept has the concept name and its
synonyms to help identify the concept from the natural language sentence that
the user inputs. The synonyms are derived by posing the concept name to Word-
Net - an open source lexical reference system [8]. In WordNet, English nouns,
verbs, adjectives and adverbs are organized into synonym sets, each representing
one underlying lexical concept. Different relations link the synonym sets. The
relevant synonyms are loaded with each concept in memory.
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4.3 Handling Queries of the Domain

As mentioned earlier, the system drills down from the concepts to the answers
in three possible ways:

a) Firing of SPARQL queries
b) Ontology Traversal
c) Retrieving answers through API

The queries that are executed are written in a generic form in SPARQL (which
is a query language for RDF) [4]. Since the domain ontology is in RDF for-
mat, the general structure of the query is (subject, predicate, object). We have
identified seven types of queries for the subject-predicate-object (hence forth
referred to as <s-p-o>) structure of our ontology; these are: s (only subject); p
(only predicate); o (only object); s-p (subject and predicate); s-o (subject and
object); p-o (predicate and object); s-p-o (subject, predicate and object speci-
fied). The actual query is formulated by binding the value of the concept raised
in the input sentence to the generic SPARQL query of one of the above seven
types, in order to formulate the precise query and retrieve the answer. For ex-
ample, let the question be “In which project is Ritesh a group leader?”. The
concepts raised for this particular query are, “Project”, “Ritesh” and “Group
Leader”. Post concept identification, the system will try to fire one of the above
seven mentioned SPARQL query. For this example, since s, p, and o are known,
therefore following SPARQL query is fired (shown below).

Select = (‘‘?f’’)
where=GraphPatttern([(‘‘?a’’,ds[prd1],ds[val1]),(‘‘?b’’,ds[prd2],
ds[val2]), (‘‘?a’’, ’’?c’’, ’’?a’’) , (‘‘?b’’, ’’?c’’ ,’’?a’’) ,
(‘‘?b’’ , ’’?d’’ , ’’?e’’) , (‘‘?e’’, ’’?d’’, ’’?e’’) ,
(‘‘?e’’, ds[prd], ’’?f’’)])
result = sparqlGr.query (select, where)

Where val1=Ritesh and prd1= ename, val2 = Group Leader and prd2 = role
and prd = pname This query states that for an unknown subject “a” having
“ename” as predicate and “Ritesh” as object , there is a “b” having “role” as
predicate and “Group leader” as object, also subject ”b” is bound to objects “a”
and “e” with predicates “c” and “d” respectively, also there exists some “e” such
that this “e” having “pname” as a predicate gives us the value for the project
“f”. In case the query generation does not fetch an answer then the system
traverses the RDF graph. Ontology traversal takes in concepts identified from
the input sentence and determines which part of the ontology these concepts
satisfy. That is, the concepts could be leaf nodes or some intermediate nodes in
the ontology graph. Once this is established, the traversal tries to determine the
relationship (direct or inherited) between the concepts identified in the graph
structure. When the application data is transformed into the Domain Ontology,
a graph structure is created in the memory. It is this graph structure that is
traversed in order to obtain an answer for the query. The graph traversal figures
out the node which is directly or indirectly connecting two or more different
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nodes. Thus questions like “what is common between X and Y?” which are
quite cumbersome to be answered by a query or through an API function, are
answered easily through ontology traversal. For example, if a user wants to know
“what is common between Anubha and Shefali”, the query generation mechanism
is not going to give an answer; whereas an ontology traversal answers “Anubha
and Shefali are in the VirginAtlantic project”.

4.4 Handling Application Specific Tasks

In case both SPARQL as well as ontology traversal does not lead to an answer,
the system tries to pose the concepts to the application. This requires tasks to be
identified that can be carried out by the application system. For each possible
task of the application, a task description file describes the concepts that are
required to perform the task. From the concepts that are identified from the
input sentence, the task that has the maximum number of raised concepts is
carried out. The answers generated by the application system are then fed to
a response manager, which formulates the appropriate response and sends it to
the user in natural language.

4.5 Context Resolution and Clarification

One of the issues is the need for context resolution and clarification. This need
arises in conversations, especially in case of input sentences such as ”what is his
allocation percentage?” The framework tries to relate the pronoun/determinant
in the input sentence with the corresponding context of the conversation with
the user. In our framework, the set of interactions carried out with a user in
a session is used to identify the context of that session. The system resolves
gender-specific pronouns based on the concepts identified from the context of
a session However, in case the question posed by the user is ambiguous or
the system is unable to resolve the pronoun, the system responds back to the
user through e-mail and seeks clarification. To understand this better, con-
sider the following conversation between a user and a natural language enabled
application.

User: Who all are allocated to Technology Program?
System: Employees in TechnologyProgram are.

Puneet Shefali Ritesh Rajat
User: What is his allocation percentage?
System: We are talking about 3 men -- Puneet, Ritesh and Rajat

when you say ’ his ’ whom do you mean? Your answer
User: Puneet
System: Puneet’s allocation percentage is 25 percent.

The moment the user clarifies the content, Puneet in this case, the system fetches
the answer and replies back.
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5 Our Architecture

We have implemented an email-based Natural language interface to business
applications, called NATAS, based on the framework discussed in Section 4,
wherein the explicit domain ontology is described using semantic web technology.
The natural language interface uses the ontology and the data, to derive facts
and reason on them in order to answer the user’s input. In this section, we
describe the architecture of our natural language interface system. Figure 2 shows
the overall architecture of the interface system, where the arrows depict the
information flow in the system. A conversation is initiated when the user types
in the input that s(he) wants to convey to the system.

Fig. 2. Broad Architecture

5.1 Dialog Manager

The input is received by a Dialog Manager (DM) which manages the user inter-
action. Since we have implemented an email-based interaction, our architecture
has an email parser. Alternatively, it could also be a direct input into a text-box
in a business application system. The DM is the main dialoguer in the system
and keeps track of the user preferences, the current context, the concepts referred
in the previous interactions (if any) etc.

5.2 Domain Ontology

The application ontology is described in N3 notation, using OWL schema. The
rules on the application ontology that describe the possible derivable facts are
also described in N3. For example, in a “Project Allocation and Monitoring
system, the basic application ontology is shown below.
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ds:WON rdfs:subClassOf ds:project.
ds:SWON rdfs:subClassOf ds:project.
ds:project ds:has_status "created, submitted, approved, active,closed".
ds:employees ds:has_param "empno, name".

The rules on the application ontology describe inferences that can be carried
out on the ontology. For example, a “manager” can be inferred from the project
allocations as shown below:

{?x ds:role ds:GroupLeader. ?z ds:role ds:TeamMember.
?x ds:projectno ?y. ?z ds:projectno ?y }=>{?x ds:has_manager ?z }.

Combining these rules with the basic application ontology and the actual data,
gives the complete domain ontology for the application. Since we are using OWL
schema, which is based on Description logics, it is easily possible to express
complex concepts of a domain. Complex concepts can be expressed as a set of
terms using quantification and composition operators of description logics.

5.3 Domain Parser

Domain Parser (DP) tags the input with parts-of-speech (such as Proper Nouns,
Nouns, Verbs, Adverbs and Adjectives etc.) Next, the root words for each of
the tagged words are determined. We use open source software, MontyLingua,
for carrying out the tagging and root-word identification [9]. The parser next
reads in the domain ontology(RDF) and identifies the relevant concepts from
the tagged set of root-words. Concepts can be queried using the Graph traversal
functions. While creating the domain concepts, we use WordNet [8] to find the
synonyms of each concept. This is required to find a match of the concept with
other words having the same meaning.

5.4 Task Manager

The concepts are used to identify the task which the user wants to carry out.
The task may require just a traversal of the domain ontology which is loaded
in memory, or may correspond to an API call in the application system. The
Task Manager first tries to carry out the task by traversing the ontology with
reference to all the concepts referred by the Concept Manager. If the task cannot
be carried out by ontology traversal, the Task Manager tries to formulate a query
on the RDF graph using one of the seven types of queries discussed in section
4.3. If such a query cannot come up with an answer, the relevant API of the
application is invoked. The answers retrieved are formulated and sent to the
user.

6 Examples of Implementation

6.1 Project Management System

We consider a logical subset of the Project Management System for an orga-
nization. In this example the system consists of a number of tables containing
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data about the projects, the various costs associated with the projects, employ-
ees and their allocations in different projects. The important tables are named
ProjectDetails, Employees, Cost Details and Allocations.

Let us assume that we want to find out, “What is the revenue of the project in
which Ritesh is a Group Leader?” Clearly from the above give data this query
involves joins over four tables in order to extract answer. NATAS fetches answer
for this query in the following manner. The domain ontology is loaded into the
memory as RDF triples <subject, predicate, object>. An example of the domain
ontology follows:

Table 1. ProjectDetails

Project No Name ... Type Status Startdate Endate
100582 TechProg ... SWON Active 01-01-05 31-12-05

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
200315 Bechtel ... WON Created 10-10-05 31-12-06

Table 2. CostDetails

Cost No Project No ... Costing Billing Revenue Realized
12 200234 ... 25 25 75 20

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
10 100582 ... 70 56 1000 60

Table 3. Allocations

Alloc No Project No ... Emp No Start Date End Date Alloc Per Role
100 100582 ... 160784 01-09-05 31-12-05 100 Team Member

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
1000 100582 ... 180180 01-01-05 01-10-05 50 Project Leader

Table 4. Employees

Employee No Name Age ... Gender
160982 Shefali 24 ... Female

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
180180 Ritesh 28 ... Male
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<rdf:Description rdf:about=
"http://Demo:Demo@172.21.107.145:8080/SfleXProd/#180180">

<age rdf:resource=
"http://Demo:Demo@172.21.107.145:8080/SfleXProd/#27"/>

<dob rdf:resource=
"http://Demo:Demo@172.21.107.145:8080/SfleXProd/#08-01-1979"/>

<eName rdf:resource=
"http://Demo:Demo@172.21.107.145:8080/SfleXProd/#Ritesh"/>

<empNo rdf:resource=
"http://Demo:Demo@172.21.107.145:8080/SfleXProd/#180180"/>

<sex rdf:resource=
"http://Demo:Demo@172.21.107.145:8080/SfleXProd/#Male"/>

</rdf:Description>

The primary key forms the subject, fieldname forms the predicate whereas the
values of the fields forms the object in the ontology file.

SPARQL Query One of the seven query templates is chosen for this example
it is:

select = ("?g")
Where= GraphPattern([("?a", ds[prd1],ds[val1]),("?a","?c","?a"),
("?b", "?c" ,"?a"),("?b", ds[prd2], ds[val2]),("b", "?d" ,"?e"),
("?f", "?d" ,"?e"),("?f", ds[prd], "?g" )])
result = sparqlGr.query(select, where)

This query when fired fetches the appropriate answer. The deduction is as
follows:

If empno 180180 (a) has name (prd1 ) Ritesh (val1) & 180180 (a) has
empno (c) 180180 (a) &Some allocation 100(b) has empno (c) 180180 (a) &
Same allocation 100(b) has projectno(d) 100582 (e) & Same allocation 100 (b)
has role(prd2 ) Projectleader (val2 ) & Some cost No (f) has projectno (d)
100582 (e) & Same cost No (f) has revenue (prd) 1000 (g) Hence deducing:
The revenue is 1000.

Domain Rules Domain specific rules are written over the ontology to de-
scribe the facts that can be derived from the given set of static facts. The rules
operate on the ontology provided and generate an RDF structure containing facts
as well as derived facts. With the help of these rules all the queries regarding
the data can be answered. A typical rule is as follows:

{?s ds:name ?o . ?x ds:empno ?s . ?x ds:role ds:TeamMember .
?x ds:projectno ?y . ?z ds:projectno ?y . ?z ds:role ds:ProjectLeader .
?z ds:empno ?p . ?p ds:name ?q } => {?o ds: has_manager ?q }.

This rule when instantiated for a data item would derive the appropriate answer.
Anubha has manager Ritesh.
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6.2 Retail Management System

In case of retail outlet, having a number of products, promotion offers and
catering to a large customer needs. Consider the following query posed by the
customer.

User: Which camcorders have more than 20% discount?
Concepts Identified: Camcorders, more than, 20%, discount.
SPARQL Fired:

Select= ("? f")
where.addPatterns([("?a","?c","?a"),("?a",ds[prd],"?f"),

("?b","?c","?a"),("?b","?d","?e"),("?b",ds[prd2],ds[val2]),
("?e","?d","?e"),("?e", ds[prd1], ds[val1])])
result = self.sparqlGr.query(select,where)

System: The Camcorders are
DXG 3MP Digital Camcorder - DXG-301V
Panasonic Mini DV Camcorder
Aiptek IS-DV2 Digital Camcorder
Panasonic 2.8" LCD Digital Camcorder with 3CCD Technology

- Silver (SDR-S150).

We show a screen shot of the interaction for the above query.

Fig. 3. Sample Output
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7 Conclusion

We have described a text-based conversational user-interface as an alternate
mechanism of interaction with business application systems. This not only en-
ables the user to interact with a business application in a language that one
uses in their day-to-day conversation but also enables the user to carry out a
dialog with the application. The use of semantic web ontology allows the nat-
ural language system to interact ”intelligently” with the user by traversing the
domain ontology for both static as well as derived facts. This permits easier inte-
gration of domain knowledge, which in turn makes the natural language system
more robust in answering queries posed by the user. We have implemented an
email-based interaction with business applications using the above framework.
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Abstract. Ontology is an important technique for semantic interpre-
tation. However, the most existing ontologies are simple computational
models based on only “super-” and “sub-class” relationships. In this
paper, a computational model is presented for ontology mining, which
analyzes the semantic relations of “part-of”, “kind-of” and “related-to”,
and interprets the semantics of individual information need. The model
is evaluated by comparing the knowledge mined by it, against the knowl-
edge generated manually by linguists. The proposed model enhances Web
information gathering from keyword-based to subject(concept)-based. It
is a new contribution to knowledge engineering and management.

1 Introduction

The semantic interpretation of a user’s information need is a great challenge in
Web intelligence. Ontology, as a formal description and specification of knowl-
edge, provides a common understanding of topics to be communicated between
users and systems [2,11]. By using an ontology, information systems are expected
to be able to understand the semantic meanings of words and phrases, and to
compare information needs by concepts instead of keywords [8]. Thus, ontology is
deemed by the Web intelligence community as one of the most useful techniques
for the semantic interpretation.

Over the last decade, many attempts have been suggested to use ontology
to describe and specify the knowledge possessed by humans. A great work con-
ducted by Maedche & Staab [9] is a comprehensive ontology learning framework
consisting of four phases: Import, Extract, Prune, and Refine. Li & Zhong [6]
proposed a method aimed to discover the top backbone of an ontology based on
the interesting patterns found in documents. Gauch et al. [3] proposed to learn
personalized ontology based on the online portals. King et al. [4] learn ontology
from the Dewey Decimal Classification system1. However, these existing works
are only based on “super-” and “sub-class” relationships, and do not specify the
semantic relations of “part-of” and “kind-of” well. In previous works, the seman-
tic relations existing between the classes in the ontology are either pre-defined
constantly, or mined from the related text without a well-defined structure. How-
ever, a user may not really follow the pre-defined semantic relations that exist
1 Dewey Decimal Classification, http://www.oclc.org/dewey/
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in the concepts, while he/she is going through the process of generating a topic
for the information need. Web users do possess a concept model in the process
of information gathering. Usually, users can easily determine if a Web page in-
terests them or not while they read through the content. The rationale behind
this is that users implicitly possess a concept model based on their knowledge,
although they may not be able to express it [6]. Consequently, these ontology
mining methods are neither comprehensive nor realistic in the real world knowl-
edge acquisition.

In this paper, a computational model is presented, along with two novel con-
cepts of Exhaustivity and Specificity, for mining knowledge from a subject on-
tology. The semantic relations existing between the subjects in the ontology
are dynamically analyzed, instead of being constantly defined by the traditional
means. The proposed method is evaluated by applying to a system that gathers
information from a large corpus. The proposed model can improve the seman-
tic interpretation of information needs and thus the performance of the Web
information gathering systems. It is a significant contribution to knowledge en-
gineering and knowledge management in the Semantic Web.

The paper is organized as follows. Section 2 presents the formal definitions of
the subject ontology discussed in this paper. Section 3 introduces the proposed
ontology mining method for the semantic interpretation. Section 4 discusses the
experiments and the results. Finally, Section 5 presents the related work, and
Section 6 makes the conclusions.

2 Formalization of the Subject Ontology

The subject ontology is constructed based on a taxonomic knowledge base, which
is built by using the Library of Congress Subject Headings2 (LCSH) system as
the backbone and each subject heading as a class node. The taxonomic knowl-
edge base is formalized as follows.

Definition 1. Let OntoBASE be a taxonomic ontology base. An ontology base
is formally defined as a 2-tuple OntoBASE :=< S, R >, where

– S is a set of subjects S := {s1, s2, · · · , sm};
– R is a set of relations R := {r1, r2, · · · , rn}.

Definition 2. A subject s∈S is formalized as a 3-tuple s :=< label,instanceSet,
σ >, where

– label is a label assigned by experts to a subject s in the LCSH system;
– instanceSet is a set of objects associated to the subject s, in which each

element is an instance denoted by inst and specifying a semantic meaning
referring by s;

– σ is a signature mapping (σ : s → 2s) that defines a set of relevant subjects
to the given s.

2 The Library of Congress, http://www.loc.gov/
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Definition 3. A relation r ∈ R is a 2-tuple r :=< type, rν >, where

– type is a set of relationships, type = {kindOf, partOf, relatedTo};
– rν ⊆ S × S. Each (x, y) ∈ rν may be written as rν(x, y), means that y is the

subject who holds the type of relation to x, e.g. sx is kindOf sy.

KindOf is a directed relation in which one subject is in different form of another
subject. PartOf is also a directed relation but used to describe the relation-
ship held by a compound subject class and its component classes. KindOf and
partOf hold properties of transitivity and asymmetry. Transitivity means if s1
is a kind (part) of s2 and s2 is a kind (part) of s3, then s1 is a kind (part) of
s3 as well. Asymmetry means if s1 is a kind (part) of s2 and s1 �= s2, s2 may
not be a kind (part) of s1 necessarily. RelatedTo is a non-taxonomic relation
describing the relationship held by two subjects that overlap in their semantic
spaces. RelatedTo holds the property of symmetry but not transitivity. If s1 is
related to s2, s2 is also related to s1. However, if s1 is related to s2, s2 is related
to s3, s1 may not be related to s3 necessarily.

The subject ontology facilitates a user’s concept model. It is dynamically
constructed based on a user’s individual information need. The user interacts
with the system and identifies the positive and negative (ambiguous) subjects
according to a topic (in this paper a user’s information need is called as a topic)
and the possessed concept model. A subject ontology is built based on the user
feedbacks and the taxonomic knowledge base. Fig. 1 presents an incomplete
subject ontology constructed for the topic “Economic espionage”, where the
white nodes are positive subjects, the dark gray are the negative, and the light
gray are the unlabelled subjects. The unlabelled subjects are those in the volume
of a positive subject but not being identified by the user as either positive or
negative. The semantic relations existing between the subjects are addressed
by different type of lines. A subject ontology is formalized by the following
definition.

Fig. 1. Ontology Constructed for Topic “Economic Espionage”
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Definition 4. The structure of an ontology that formally describes and specifies
topic T is a 5-tuple O(T ) := {S, R, taxS , rel, AO}, where

– S is a set of subjects and S ⊆ S. S has three subsets, where S+ ⊆ S is a
set of positive subjects to T , S− ⊆ S is a set of negative subject to T , and
S� ⊆ S is a set of unlabelled subjects to T ;

– R is a set of relations and R ⊆ R;
– taxS : taxS ⊆ S × S is a taxonomic backbone of the ontology, which consists

of two directed relations kindOf and partOf ;
– rel is a function defining non-taxonomic relations;
– AO is a set of rules mined from O.

Given a subject s, its vol(s) refers to the union of all subjects in its volume,
dom(s) refers to the set of its directed child subjects and dom(s) ⊆ vol(s). Where
dom(s) = {s1}, for partOf(taxS) = rν(s1, s) one may also write partOf(s1, s)
meaning that s1 is a part of s, for kindOf(taxS) = rν(s1, s) one may also write
kindOf(s1, s) meaning that s1 is a kind of s.

3 Ontology Mining Model

The expert knowledge can be mined from the ontology backbone and the in-
stances associated to the subjects. An ontology requires expert knowledge to fill
the taxonomic backbone with instances [1]. Usually each information item in a
library is briefly described by the information provided by the author, e.g. title,
table of content, and linguists, e.g. summary, a list of subject headings. An in-
formation item specified and summarized forms an instance inst in the ontology.
The belief bel of an instance inst to a subject s can be determined by:

bel(inst, s) =
1

ι(s) × ξ(inst) × �(s)
(1)

where ξ(inst) is the length of a list of subjects assigned to inst by linguists;
ι(s) is the index of s in the list (starting from 1); �(s) indicates how well
a linguist assigned subject heading matches a subject class in the ontology.
Usually, a subject heading assigned by linguists is formed by several divisions,
e.g. “Business intelligence – History – Congresses”. Each division specifies the
information item into more details. If the subject heading matches a subject’s
label label(s) perfectly, �(s) = 1. Starting from the most subtle division on the
right hand side, if the heading can match a label(s) with one division off, �(s)
increases by 1. The greater �(s) value indicates that more information lost in
in the matching of the linguists assigned subject heading and a subject in the
ontology. Consequently, the belief of an instance to a subject increases while
there are less subjects in the associated list, the higher position the subject is
indexed at, and the less divisions are cut off from the subject heading in order
to match a subject in the ontology.
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Fig. 2. Mappings of Subjects and Instances Related to “Economic Espionage”

3.1 Semantic Matrix Between Subjects and Instances

Let Ω = {inst1, inst2, . . . , insti} be a finite and nonempty set of instances in
O(T ), inst ↔ s be the binary relation between inst and s. Based on an inst ∈ Ω,
we may have the mapping:

η : Ω → 2S , η(inst) = {s ∈ S|inst ↔ s} ⊆ S. (2)

The mapping function η(inst) is used to describe the subjects to which the
instance is relevant. In order to classify the list of instances, we may have the
reverse mapping μ of η:

μ : S → 2Ω, μ(s) = {inst ∈ Ω|inst ↔ s} ⊆ Ω. (3)

The mapping μ(s) divides the list of instances and assigns them to a group
of subjects, and reveals the relationship between instances and subjects. Each
inst is relevant to one or more subjects in S, and each s refers to one or more
instances in Ω. Each pair of (inst, s) is assigned with a belief value defined by
Eq. (1). Fig. 2 presents an incomplete mapping related to the topic “Economic
espionage”, where the top is for μ(s) and the bottom for η(inst). These mappings
aim to explore the semantic matrix existing between the subjects and instances.
Based on the mappings, the binary relation (inst ↔ s) can be defined by:

(inst ↔ s) = {(inst, s)} ⊆ Ω × S. (4)

And the complement c of (inst ↔ s) can be defined by:

(inst ↔ s)c = {(inst, s)|¬(inst ↔ s)} = Ω × S − (inst ↔ s). (5)

An instance inst does not refer to the set of subjects {s ∈ S|(inst ↔ s)c} =
(η(inst))c ⊆ S. A subject s is not referred by the set of instances {inst ∈
Ω|(inst ↔ s)c} = (μ(s))c ⊆ Ω.

Let s1 ∈ S, s2 ∈ S. The semantic relation held by s1 and s2 is defined
by the taxonomic knowledge base, e.g. kindOf(s1, s2), partOf(s1, s2), or
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relatedTo(s1, s2). The belief of the relation, however, is not given by the knowl-
edge base. For example, in the ontology illustrated by Fig. 1, “Economic es-
pionage”, “Business espionage”, and “Industrial espionage” are defined by the
LCSH system as a part of “Business intelligence” subject. However, the LCSH
system does not supply any evidence which one of the three subjects forms a
bigger part of “Business intelligence”. One solution may be simply dividing the
semantic extent of “Business intelligence” by three and allocating one third to
each of the three subjects. However, in the real world, not every component
assembling a compound carries an equal part. Based on the mappings, we may
have an alternative approach to measure the belief of a semantic relation held
by two subjects. The belief bel of the semantic relation existing between s1 and
s2 can be measured by the following equation, in respect to s1:

bel(s1|s2) =

∑

inst∈(μ(s1)∩μ(s2))

bel(inst, s1) +
∑

inst∈(μ(s1)∩μ(s2))

bel(inst, s2)

2 ×
∑

inst∈μ(s1)

bel(inst, s1)
(6)

Since (μ(s1) ∩ μ(s2)) ⊆ μ(s1), the bel(s1, s2) value is between [0,1], where 0
indicates that the relationship held by s1 and s2 is not supported at all, although
it may be stated existing according to the LCSH system, and 1 indicates that
the semantic space referred by s1 is completely contained by the semantic extent
of s2, and the relationship held by s1 and s2 is fully supported by the expert
knowledge.

Based on the mappings, the belief of an instance inst to a topic T in the
ontology O(T ) can be determined by:

bel(inst, T ) =
∑

s∈η(inst)∧s∈S+

bel(inst, s) −
∑

s∈η(inst)∧s∈S−

bel(inst, s). (7)

If bel(inst, T ) > 0, the instance supports the topic. Otherwise, it is against
the topic or makes the topic more confusing. The instances associated to an
unlabelled subject count nothing to the topic because there is no evidence that
they appreciate any site of positiveness or negativeness. Similarly, the belief of
a subject to the topic is determined by:

bel(s, T ) =
∑

inst∈μ(s)

bel(inst, T ). (8)

If bel(s, T ) > 0, the subject supports the topic. Otherwise, it is against the topic
or makes it more confusing. The greater bel(s, T ) value makes the support (or
confusion) stronger. Again, the unlabelled subjects hold belief value of 0 to the
topic because their beliefs can not be clarified. Comparing to the positive and
negative subjects in the feedback from a user, these subjects may be called “con-
firmed” positive and negative subjects, and those subjects in the user feedback
may be called “candidate” subjects.
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3.2 Exhaustivity and Specificity of Subjects

Mining an ontology means discovering knowledge from the backbone and the
concepts that construct and populate an ontology. Two concepts are introduced
here for mining an ontology: specificity (spe for short) describing the focus of the
semantic meanings of a subject according to a topic, whereas exhaustivity (exh
for short) restricting the extent of the semantic meanings covered by a subject.
They aim to assess the certainty belief of a subject in the ontology constructed
to facilitate a user’s knowledge model about a given topic. A subject in the
ontology may be highly exhaustive, although it may not be specific to the topic.
Similarly, a subject may be highly specific, although it may deal with only a few
aspects of the topic.

Input: O(T ): the constructed ontology; s ∈ S: a subject in O(T );
θ: a parameter between (0,1);

Output: δ(s): the parameter applied to specificity assignment;

1. δ(s) = 1 //initialize δ(s)
2. Let S = dom(s), (S ⊂ S);//determine direct child subjects

S1 ⊆ S such that ∀s1 ∈ S1 ⇒ rν(s1, s) = kindOf(s1, s);
S2 ⊆ S such that ∀s2 ∈ S2 ⇒ rν(s2, s) = partOf(s2, s);

3. Let δ1 = 1, δ2 = 1;
4. If S1 �= ∅, calculate δ1 = θ × min{δ(s1)|s1 ∈ S1};
5. If S2 �= ∅, calculate δ2 =

∑

s2∈S2
δ(s2)

|S2| ;

7. δ(s) = min{δ1, δ2}.

Algorithm 3.2. Analyzing Semantic Relations for Specificity Assignment

The specificity of a subject refers to the semantic extent of the subject accord-
ing to a topic. There are a few rules applied to the determination of a subject’s
specificity. The specificity of a subject increases if more instances refer to it, and
if greater belief of these instances are to the topic. Secondly, the specificity de-
creases if a subject is at a higher level in the taxonomy as its description becomes
more abstractive and less focused, e.g. from “Economic espionage” to “Business
intelligence” in Fig. 1. Based on these, the specificity of a subject is defined by:

spe(s, T ) = bel(s, T ) × δ(s), (9)

where δ(s) is a relative parameter applied by the semantic relation held by s
and its peers. Algorithm 3.2 presents the technique of how δ(s) is determined,
based on the analysis of semantic relations. In the algorithm, θ is a parameter
indicating the graduate decrease of specificity from the leaves to the root in the
ontology. While in the experiments we set θ as 0.9. The specificity is used to
determine the strength of a subject in the personalized ontology supporting or
against a topic.
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The exhaustivity of a subject refers to the extent of the semantic meanings
dealt by the subject. The semantic extent spreads if more subjects related and
more details these subjects hold. Two different kinds of exhaustivity are pro-
posed: the lower-bound ⊥ exhaustivity of a subject s refers to the semantic
extent covered by s, and is compounded by all the subjects appeared in vol(s):

exh⊥(s, T ) =
∑

s′∈vol(s)

bel(s
′
, T ). (10)

The upper-bound exhaustivity refers to the semantic extent dealt by the s, and
is compounded by all the subjects appeared in its lib(s). It is defined by the same
technique as Eq. (10), but s

′ ∈ lib(s). According to Eq. (8), bel(s, T ) may be pos-
itive, negative, or zero, in respect to that s is a confirmed positive, negative, or
unlabelled subject. Consequently, exh⊥(s, T ) and exh�(s, T ) may be resulted in
positive or negative as well. A subject with the positive lower-bound exhaustiv-
ity values makes the semantic meaning of the topic clearer. In contrast, a subject
with the negative lower-bound exhaustivity values makes the topic more confus-
ing. Thus, the lower-bound exhaustivity is used to extract expert knowledge for
a topic, e.g. the positive lower-bound exhaustive subjects for the extraction of
positive training set, and the negative lower-bound exhaustive subjects for the
negative training set. The upper-bound exhaustivity indicates the importance
of a subject in O(T ). A subject with a low upper-bound exhaustivity would not
have significant impact to the given topic T .

4 Experiments and Discussions

The Reuters Corpus Volume 1 (RCV1) is used as the testbed in the experiments.
RCV1 is an archive of 806,791 documents produced by the Reuters journalists.
It is the official testbed used in TREC-11 2002. TREC-11 has topics designed
by linguists and associated with the training sets and testing sets. These topics
(R101-120) are used in the experiments.

A system is implemented for Web information gathering by employing differ-
ent models that attempt to interpret the semantic meanings of a user’s infor-
mation need from a training set (see [6] for more details). The performance of
the system relies on the semantic interpretation of the information need, where
the information gathering method remains the same. In the experiments, three
models, TREC, Web, and Ontology model, are developed for training set:

TREC model. The training sets are manually generated by the TREC lin-
guists who read each document and mark it either positive or negative ac-
cording to a topic [12]. These training sets reflect a user’s concept model
perfectly, and may be deemed as the “perfect” sets;

Web model. The training sets are automatically generated from the Web (see
[14] for technical details). The model analyzes a given topic and identifies the
relevant subjects, then uses the subjects to gather a set of Web documents
by using a selected Web search engine (Google is chosen for the experiments
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as it has become the most popular search engine nowadays). The model
then measures the certainty of each document supporting/against the topic
and assigns a float type of positive (or negative) judgment to the document.
These documents then become the input training set to the Web information
gathering system;

Ontology mode.l The training sets are generated by the instances associating
to the subjects and representing the expert knowledge. Each document d
is generated by an instance inst in the training set, and holds a specificity
value spe(dinst) of supporting, against, or unlabelled to the topic:

spe(dinst) = bel(inst, T ) ×
∑

s∈η(inst)

spe(s, T ). (11)

The documents with positive spe value go to the positive set, with negative
value go to the negative set, and with zero go to the unlabelled set. The world
knowledge base contains 394,070 topical subjects. A large volume (138MB)
of information stored in the catalogue of a library3 is used in the experiments
for knowledge extraction. The text pre-processing of the information volume
includes stopword removal, word stemming, and word grouping. As a result,
there are total of 448,590 documents and 162,751 unique terms in the volume.

Fig. 3. The Recall-Precision Average Results

The performances of the system by applying the three models are compared
and analyzed in order to find out if the Ontology model outperforms the TREC
and Web models. The performance is assessed by two methods: the precision av-
erages at 11 standard recall levels, and F1 Measure. The former is used in TREC
evaluation as the standard to compare the performance of different information
filtering models [15]. A recall-precision average is computed by summing the

3 The Queensland University of Technology Library, http://www.library.qut.edu.au/



322 X. Tao, Y. Li, and R. Nayak

Table 1. The Detailed Experiment Results

Macro-F1 Measure Micro-F1 Measure
Topic TREC Model Web Model Onto Model TREC Model Web Model Onto Model
R101 0.733318 0.655451 0.597792 0.666026 0.598174 0.542757
R102 0.728482 0.558831 0.575412 0.671198 0.517944 0.532683
R103 0.359997 0.334705 0.385867 0.324216 0.305887 0.344459
R104 0.644069 0.616248 0.628044 0.585115 0.566150 0.578606
R105 0.554753 0.566169 0.578187 0.509154 0.516342 0.529305
R106 0.232358 0.243348 0.279385 0.222259 0.227022 0.258641
R107 0.229675 0.202800 0.205733 0.206138 0.186638 0.193576
R108 0.179407 0.152000 0.138759 0.167580 0.142408 0.129480
R109 0.450758 0.656368 0.665913 0.420498 0.602643 0.611943
R110 0.217572 0.156042 0.280089 0.201898 0.146614 0.256817
R111 0.108190 0.090479 0.126678 0.101694 0.086330 0.121804
R112 0.193970 0.174479 0.198679 0.179967 0.163100 0.181294
R113 0.315167 0.212564 0.351950 0.286667 0.197450 0.325234
R114 0.412804 0.424706 0.419160 0.373158 0.389225 0.384021
R115 0.506326 0.539497 0.507864 0.452275 0.483148 0.455121
R116 0.632010 0.555766 0.574003 0.577878 0.511178 0.525036
R117 0.361151 0.370189 0.290755 0.330699 0.339865 0.270744
R118 0.111399 0.166860 0.220595 0.107719 0.159185 0.208374
R119 0.409717 0.289761 0.290104 0.380344 0.273500 0.272663
R120 0.672907 0.649673 0.632343 0.614788 0.587924 0.569371

Average 0.402701 0.380797 0.397366 0.368964 0.350036 0.364596

interpolated precisions at the specified recall cutoff at first, and then dividing
by the number of experimental topics:

∑N
i=1 precisionλ

N
(12)

where λ = {0.0, 0.1, 0.2, . . . , 1.0} and N denotes the number of topics. Fig. 3
illustrates the recall-precision average results of the three models. The perfect
TREC model slightly outperforms others before reaching recall cutoff 0.3, and
then the Ontology model catches it up. The latter method, F1 Measure [5], is
well accepted by the community of information retrieval and Web information
gathering. F1 Measure is calculated by:

F1 =
2 × precision × recall

precision + recall
. (13)

Precision and recall are evenly weighted in F1 Measure. The macro-F1 Measure
averages each topic’s precision and recall values and then calculates F1 Measure,
whereas the micro-F1 Measure calculates the F1 Measure for each returned re-
sult in a topic and then averages the F1 Measure values. The greater F1 values
indicate the better performance. The detailed F1 Measure results are presented
in Table. 1. The TREC model performs best, followed by the Ontology model,
and then the Web model. In 11 out of 20 topics (the highlighted rows), the On-
tology model outperforms the TREC model. The number of documents included
in a TREC training set is limited (about 61 documents per topic in average).
Consequently, some semantic meanings contained by the topic are not fully cov-
ered by the TREC training set. In contrast, the expert knowledge extracted by
the Ontology model is from a large volume of expert classified information stored
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in library. The broad semantic coverage is the Ontology model’s strength. The
Ontology model has about 1568 documents per topic in average, covering much
broader semantic extent than the TREC training set. Although in average, the
perfect TREC model outperforms the Ontology model slightly, considering the
TREC model employs the manpower of linguists to read every single document
in the training set, which reflects a user’s concept model perfectly, it is not
realistic to expect that it can be beaten. Bear in mind of these, the close perfor-
mance to the TREC model is a great achievement. Therefore, the experiments
are evaluating the proposed method and confirm the success of it.

5 Related Work

Much effort has been invested in ontology learning or mining for semantic in-
terpretation. Staab & Studer [13] formally define an ontology as a 4-tuple of a
set of concepts, a set of relations, a set of instances and a set of axioms. Slightly
different, Maedche & Staab [9] have another slightly different definition which
differentiates the relations to hierarchical and plain relations. Zhong [16] pro-
posed a learning approach for task (or domain-specific) ontology, which employs
various mining techniques and natural-language understanding methods. Li &
Zhong [6] proposed an semi-automatic ontology learning method, in which a
class is called compound concept assembled by primitive classes that are the
smallest concepts and can not be divided any further. Navigli et al. built an on-
tology called OntoLearn [10] to mine the semantic relations among the concepts
from Web documents. Gauch et al. [3] used reference ontology and personalized
user profile built based on the categorization of online portals and proposed to
learn personalized ontology for users. However, their work does not specify the
semantic relationships of “part-of” and “kind-of” existing in the concepts but
only “super-class” and “sub-class”. Singh et al. [7] developed ConceptNet ontol-
ogy and tried to specify common sense knowledge. However, ConceptNet does
not count expert knowledge. Developed by King et al. [4], IntelliOnto is the
one closest to the goal of facilitating the human user’s concept model. It is built
based on DDC system, and tries to describe the world knowledge. Unfortunately,
IntelliOnto covers only a limited number of concepts, which limits the coverage
of the world knowledge described.

6 Conclusions

In this paper, a computational model is proposed for ontology mining. Two novel
concepts, specificity and exhaustivity, are introduced for analyzing the semantic
relations in the ontology. The model aims (i) to discover knowledge from the
ontology, and (ii) to help interpret the semantic meanings underlying from a
user’s information need. In this paper, the semantic relationships of “kind-Of”,
“part-of”, and “related-to” existing between the subjects in the ontology are
investigated in respect to the information need, and the strength of relations is
analyzed dynamically according to the related expert knowledge. The semantic
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extent of a subject in the ontology is formally restricted by using the concepts
of exhaustivity and specificity according to the information need. The proposed
model improves the semantic interpretation of information needs for the Web
information gathering systems, and enhances Web information gathering from
keyword-based to subject(concept)-based as shown by the experiments. The on-
tology mining model is a significant contribution to the knowledge discovery and
knowledge management by using ontology.
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Abstract. Knowledge is a critical property that organizations use to gain and 
maintain competitive advantages. In the constantly changing business 
environment, organizations have to exploit effective and efficient approaches to 
help knowledge workers find task-relevant knowledge, as well as to preserve, 
share and reuse such knowledge. Hence, an important issue is how to discover 
knowledge flow (KF) from the historical work records of knowledge workers in 
order to understand their task-needs and the ways they reference documents, 
and actively provide adaptive knowledge support. This work proposes a KF-
based document recommendation method that integrates KF mining and 
collaborative filtering recommendation mechanisms to recommend codified 
knowledge. The approach consists of two phases: the KF mining phase and the 
recommendation phase. The KF mining phase can identify each worker’s 
knowledge flow by considering the referencing time and citation relations of 
knowledge resources. Then, based on the discovered KF, the recommendation 
phase applies sequential rule mining and the CF method to recommend relevant 
documents to the target worker.  Experiments are conducted to evaluate the 
performance of the proposed method and compare it with the traditional CF 
method using data collected from a research institute laboratory. The 
experiment results show that the proposed method can improve the quality of 
recommendation. 

Keywords: Knowledge Flow, Clustering, Sequential Rule, CF Recommendation. 

1   Introduction 

Knowledge and expertise are generally codified in textual documents, e.g., papers, 
manuals and reports, and preserved in the knowledge base. This codified knowledge 
can be circulated in an organization to support workers engaged in management and 
operational activities. Because most of these activities are knowledge-intensive tasks, 
knowledge management performs a key role in preserving and sharing organizational 
knowledge. Consequently, the effectiveness of knowledge management depends on 
providing task-relevant documents to suit the information needs of knowledge 
workers for tasks. 

The KnowMore system [1] provides context-aware knowledge retrieval and 
delivery to support the procedural activities of workers. The task-based K-support 
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system [2, 3] adaptively provides knowledge support to suit a worker’s dynamic 
information needs. However, previous researches on task-based knowledge support 
do not analyze and utilize the flow of knowledge among various codified knowledge 
(documents) to provide effective recommendations of task-relevant documents.  

Knowledge flow (KF) research focuses on how KF can carry, share, and 
accumulate knowledge when it passes from one team member/process to another. 
Working knowledge may flow among workers in an organization, while process 
knowledge in a workflow may flow among various tasks [4, 5]. However, there is no 
systematic method that can flexibly identify KF in order to understand the 
information needs of workers. Furthermore, conventional KF approaches did not 
focus on analyzing KF from the perspective of information needs and recommending 
relevant documents based on the discovered KF. 

This work proposes a KF-based document recommendation method based on the 
KF model. The proposed method identifies the flow of knowledge and the 
information needs of knowledge workers by analyzing their historical work records. 
Workers who are similar to the target worker are identified based on KF and 
similarity analysis. Then, sequential rules discovered from the neighbors of the target 
worker are applied in order to recommend topics and documents. As a result, our 
method keeps track of the KF by analyzing a worker’s knowledge referencing 
behavior for a task over time, and by proactively providing relevant topics and 
support documents to the worker. 

2   Background 

In this section, we introduce the background of this research, including knowledge 
flow, information retrieval, document clustering, and collaborative filtering system.  

Knowledge Flow: The concept of knowledge flow has been applied in various 
domains, e.g., scientific research, communities of practice, teamwork, industry, and 
organizations [6-8]. Scientific articles represent the major medium for disseminating 
knowledge among scientists to inspire new ideas. A knowledge flow model combined 
with a process-oriented approach has been proposed to capture, store, and transfer 
knowledge. KF in weblogs (blogs) is regarded as a communication pattern whereby 
the post of one blogger links to the post of another blogger to exchange knowledge. 

Information Retrieval: Information retrieval (IR) deals with the representation, 
organization, storage, and access to information items [9]. The vector space model 
[10] is typically used to represent documents as vectors of index terms and the 
weights of the terms are measured by the tf-idf approach.  

Association Rule Mining: Association rule mining [11] is a data mining technique 
that is widely used to generate recommendations in recommender systems. An 
association rule can describe the relationships among items, such as products, 
documents or movies, based on patterns of co-occurrence across transactions. To 
identify association rules in transactions, the Apriori algorithm is usually employed. 

Collaborative Filtering Recommendation: Collaborative filtering (CF), the most 
successful recommendation approach available, is used in many applications [12, 13]. 
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CF is based on the concept that if like-minded users like an item then the target user 
will probably like it as well [14]. Therefore, CF predicts and recommends items, e.g., 
products, movies, and documents, based on the preferences of people who have the 
same or similar interests to those of the target user. The CF approach involves two 
steps: neighborhood formation and prediction. The neighborhood of a target user is 
selected according to user similarity, which is computed by Pearson’s correlation or 
the cosine measure. Either the k-NN (nearest neighbor) approach or a threshold-based 
approach is used to choose the most similar n users to the target user. In this study, we 
use the k-NN approach. In the prediction step, the predicted rating is calculated from 
the aggregate weights of the selected k nearest neighbors’ ratings, as shown in Eq. 1: 
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where Pu,j denotes the prediction rating of item j for the target user u; 
ur and 

ir   are the 

average ratings of user u and user i, respectively; w(u,i) is the similarity between 
target user u and user i; ri,j is the rating of user i for item j; and n is the number of 
users in the  neighborhood. 

3   Knowledge Flow-Based Document Recommendation 

An overview of the propose method is illustrated in Fig. 1. KFs are identified from a 
large number of documents of tasks and workers’ log. A knowledge flow mining 
technique is used to determine the KF of each worker. According to the different level 
of knowledge abstraction, a topic-level KF and a codified-level KF are derived from 
the referenced documents with access time recorded in worker’s work logs on a 
specific task. Workers with similar KF to that of the target worker are considered as 
neighbors of the target worker. The behavioral patterns of these neighbors are 
identified by a sequential rule mining method. According to the discovered sequential 
rules and the KF of the neighbors, relevant topics and documents are recommended to 
the target worker to support the execution of the task at hand and enhance work 
efficiency.  

The proposed document recommendation method consists of two phases: a 
knowledge flow mining phase and a recommendation phase. The knowledge flow 
mining phase identifies the knowledge flow of a knowledge worker. The 
recommendation phase recommends documents to the target worker based on his 
knowledge flow. The knowledge flow mining phase involves four steps: document 
profiling, document clustering, knowledge flow mining, and knowledge flow 
adjustment. Each document is represented as a document profile which is an n-
dimensional vector. Then, the document profiles are used to group documents with 
similar content into clusters according to the similarity of profiles. Next, the topic-
level and codified-level KFs are generated. Finally, the codified-level KFs are 
adjusted by the number of times documents are cited.  
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Fig. 1. An overview of the KF-based recommendation 

The recommendation phase also comprises four steps: flow comparison, sequential 
rule mining, rule matching, and recommendation. In the flow comparison step, 
knowledge workers’ KFs are compared to derive the similarity of the workers. Next, 
to identify the referencing behavior of workers, sequential rules are mined in the 
topic-level KF. The rules are used to match topic-level KF and then recommend 
topics. Moreover, the CF recommendation method is used to recommend documents 
relevant to the recommended topic. 

3.1   Knowledge Flow Model 

Knowledge Flow Definition.  A knowledge flow (KF) is defined as the evolution of a 
worker’s knowledge requirements on conducting a task, including information needs, 
preferences and referencing behavior for codified knowledge; KF is identified from 
the worker’s work logs on historical task executions.  

A KF consists of two levels: the codified level and the topic level. The knowledge 
in the codified-level indicates the knowledge flows among documents based on the 
access time. In most situations, the knowledge obtained from a document prompts 
knowledge workers to access the next relevant document (codified knowledge). The 
document sequence contains several task-related documents. Moreover, documents 
with similar subjects of interests can be grouped into the same topic to form a topic-
level abstraction of knowledge. The codified-level KF can be abstracted to form a 
topic-level KF, which represents the transition among various topics of codified 
knowledge. The knowledge in the topic-level indicates that task knowledge may flow 
among topics and prompt knowledge workers to obtain knowledge from the next 
related topic. 
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3.2   Knowledge Flow Mining Phase 

KF mining consists of document profiling, document clustering and KF mining.  

Document Profiling and Clustering: Two profiles, a document profile and a topic 
profile are needed to identify a worker’s KF. The document profile describes the 
characteristics of a document based on its content. A document can be represented as 
an n-dimensional vector composed of terms with respective weights derived by the tf-
idf approach [9, 15]. The approach derives the term weights by measuring the term 
frequency and the inverse document frequency to estimate the degree of importance 
of terms in a document [10]. Based on the term weights, the terms with higher  
values are selected as discriminative terms to describe the characteristics of a 
document. The document profile of 

jd  is composed of these discriminative terms  
and represented by an n-dimensional vector. Let the document profile be 

>=< njnjjjjjj dtwdtdtwdtdtwdtDP :,,:,: 2211 L , where 
ijdt is the term i in 

jd . To 
cluster documents, the document profiles are used to measure the similarities of the 
documents; then, the documents with similar profiles are grouped together. 

Documents are clustered to form a topic set based on the similarity among 
documents. We use a single-link hierarchical clustering method [16] to automatically 
group documents into clusters of documents. Each cluster is defined as a topic and a 
topic profile is used to describe the key features of the cluster. A topic profile  
can be derived from the profiles of the documents within a cluster. Let 

>=< nxnxxxxxx dtwttttwttttwttTP :,,:,: 2211 L  be the profile of topic (cluster) x, where ixtt is a 

topic term and ixttw is the weight of the topic term. Let Dx be the set of documents in 

cluster x. The weight of a topic term is determined by Eq. 2. 
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where ijdtw is the weight of term i in document j, xD is the number of documents in 

cluster x, and ixtf is the frequency of term i in cluster x. The terms with higher average 

term weights and frequency are selected as topic terms. 

Knowledge Flow Mining: The KF mining approach considers the time factor to keep 
track of the accumulation of knowledge and determine each knowledge worker’s KF. 
This mining approach identifies two kinds of KF: codified-level KF and topic-level 
KF. The codified-level KF is extracted from the documents recorded in the worker’s 
work log. The documents are arranged according to the time they were accessed and 
then a document sequence as a codified-level KF is obtained. Each worker has his/her 
own codified-level KF, which represents his/her process of knowledge accumulation.  

The topic-level KF is derived by mapping documents into corresponding clusters. 
We use the document clustering results to map the documents in the codified-level KF 
into topics (clusters) to build the topic-level KF. The knowledge in the topic-level KF 
is an abstraction of the codified-level KF, and indicates how knowledge flows among 
various topics.  
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3.3   Recommendation Phase 

The recommendation phase consists of four steps: flow comparison, sequential rule 
mining, pattern matching, and CF recommendation. To determine the similarity of 
various topic-level KF, the KF of the target worker is compared with those of other 
workers in the flow comparison step. Workers with similar KF to that of the target 
worker are regarded as the latter’s neighbors and their topic-level KF are used to 
identify sequential rules for the target user. Then, we set a knowledge window on the 
target user’s KF and compare it with the discovered sequential rules by computing the 
matching degree of rules. The rules with higher matching degrees are selected to 
recommend topics. Moreover, documents belong to the recommended topics will be 
recommended to the target user based on the CF approach. Next, we describe 
recommendation phase in detail. 

Flow Comparison 
To find the target worker’s neighbors, the topic-level KF of the target user is 
compared with those of other workers to compute the flow similarities. Since the KFs 
are sequences, we need to compute the similarity of two sequences. The sequence 
alignment method [17, 18], which basically computes the cost of aligning one 
sequence to another sequence, can be used to compute the similarity of two 
sequences. Moreover, the similarity of two workers can also be derived based on the 
similarity of their referenced documents. Accordingly, we propose a hybrid similarity 
measure, which is composed of the KF alignment similarity and the aggregated 
profile similarity, as shown in Eq. 3.  

),()1(),(),( jiPjiaji APAPsimTKFTKFsimTKFTKFsim ×−+×= αα  (3) 

where ),( jia TKFTKFsim represents the KF alignment similarity, ),( jip APAPsim  
represents the aggregated profile similarity, andα is a parameter used to adjust the 
relative importance of these two types of similarity. 

We adopt the sequence alignment method [17] to derive the KF alignment 
similarity, ),( jia TKFTKFsim , by adding the estimation of the overlapping of topics in 

the two compared topic-level KF, as shown in Eq.4.  
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where 
iTKF and 

jTKF are the topic-level KF of workers i and j respectively; δ is the 

normalized maximal flow alignment score derived by the dynamic programming 
approach [17]; Ti and Tj are the set of topics in topic-level KF TKFi and TKFj 

respectively. ji TT ∩ is the intersection of topics common to TKFi and TKFj; and 

iT and
jT are the number of topics in topic-level KF TKFi and TKFj respectively.  

The aggregated profile similarity, defined as ),( jip APAPsim , computes the 

similarity of two workers based on their aggregated profiles that are derived from  
the profiles of documents referenced by them; 

iAP  and 
jAP are two vectors of the 
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aggregated profile of workers i and j respectively. The cosine formula is used to 
calculate the similarity between two aggregated profiles. The aggregated profile of a 

worker i is defined as ∑
=

×=
T

t

tTti DPtwAP
1

,
, where 

Tttw ,
is the time weight of the 

document x referenced at time t in KF; T is the index of the time the worker 
referenced the latest documents in his KF; and tDP is the profile of the document 

referenced by worker i at time t. The aggregation considers the time decay effect of 
the documents. Each document is assigned a time weight according to the time the 
document was referenced. If a document was referenced in the recent past, it is given 
a higher time weight; otherwise, a lower time weight is given. The time weight of 

each document profile is defined as 
StT

Stt
tw Tt −

−=,
, where St is the start time of the 

worker’s KF.  

Mining the referencing behavior 
Based on the similarities mentioned in the previous sub-section, knowledge workers 
with similar referencing behavior (high similarities) are grouped together and 
regarded as neighbors of the target worker. Using the topic-level KF of each group 
member, we apply time-based association rule (sequential rule) mining [19, 20] on the 
KF to identify topic-level sequential rules for the target worker. Let Ry be an 
association rule with time constraints, as defined in Eq. 5. 

Ry: ry,T-l,…, ry,T => ry,T+1  (Supporty, Confidencey) 
where ry,T-s∈TKF or φ and ry,T+1∈TKF; s=0 to l (5) 

The conditional part of the sequential rule is <ry,T-l,…,ry,T>, and the consequent part is 
ry, T+1. TKF is the set of all topics. The values of support and confidence are 
determined in order to evaluate the importance of a rule. Based on the values, the 
significant rules can be chosen for recommending topics.  

Sequential Rule Matching 
The sequential rules obtained in the previous step are matched with the topic-level  
KF of the target worker to predict the topics required at time T+1. We set a 
knowledge window on the KF before time T+1. Let the knowledge window 

>=< +−− T

u

lT

u

lT

uu TPTPTPKW ,, 1L  be on the topic-level KF of the target worker u before time 
T+1. Note that sT

uTP − is the topic referenced by user u at time T-s, s=0…l. The 
matching method compares the topic subsequences derived from the conditional part 
of a sequential rule with a given knowledge window. The matching degree is 
calculated based on the similarity of topics to identify the sequential rules qualified to 
recommend topics at time T+1. 

CF Recommendation 
There are two phases in the CF recommendation step: recommending topics and 
recommending documents. In our recommendation method, topics are recommended 
first based on the sequential rules, and then documents belonging to those topics are 
recommended. According to the sequential rule matching results, we sort the rules in 
descending order of their degree of matching, and then take the top-N rules with  
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high-matching degrees to compile a topic recommendation list for the target worker at 
time T+1. After recommending topics, our method recommends the top-N documents 
with the highest predicted ratings that belong to the recommended topics. User 
similarity is calculated according to the similarity of user profiles. A user profile UPu 
of a worker u can be derived from the profiles of the documents referenced by u on 
conducting a task, which is similar to the derivation of topic profile (Eq. 2). Let NBa 
be the set of target worker a’s neighbors that are selected according to the similarity 
derived using Eq. 3. The predicted ratings of documents are measured by Eq. 6: 
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where 
aR /

xR is the average rating given by the target worker a / worker x, UPa/UPx is 
the user profile of the target worker/ worker x; 

tdxR ,,
 is the rating of document d that 

belongs to topic t and worker x; 
dc is the number of times a document d is cited by 

other documents in the document set Ζ; 
ddf is the document frequency, i.e., the 

number of times that document d was referenced by worker a’s neighbors; λ is the 
normalized factor to normalize the value of )( dd dfc × to the range from 0 to 5; 
and β is the weighting determined by experiments. We note that the rating score is 
from 0 to 5, thus λ is equal to 5 divided by the maximum value of )( dd dfc × over all d 
∈Ζ. In Eq. 6, we modify the predicted formula in the traditional CF method and add 
two parameters, namely, the number of times a document is cited and the document 
frequency, to improve the recommendation quality. If a document has been cited 
many times and referenced by many neighbors, it has the first priority for 
recommendation. To recommend documents, the top-N documents with highest 
predicted ratings are chosen and recommended to the target worker.  

4   Experiments and Evaluation 

We use 35 knowledge workers from a research laboratory and a real-world dataset 
consisting of 424 research papers to evaluate the proposed method. For each worker, 
the documents and the time they were referenced are used to identify the worker’s 
referencing behavior on conducting a task. The dataset is divided as follows: 80% for 
training and 20% for testing. The training set is used to generate recommendation 
lists, while the test set is used to verify the quality of the recommendations. 

We compare three recommendation methods: KF-based recommendation, KF-
based recommendation without topics, and the traditional CF method. The KF-based 
recommendation (with topic) method recommends topics based on sequential rules 
and then recommends documents belonging to the recommended topics (Eq. 6). 
Similar to the KF-based recommendation with topics, the KF-based recommendation 
without topics uses Eq 6 to derive the predicted ratings of documents. However, it 
recommends relevant documents without restricting the documents belonging to the 
topics recommended by the sequential rules. The traditional CF method uses Eq. 1 to 
derive the predicted rating, where user similarity is computed based on user profiles.  
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To evaluate the quality of recommendations, we use recall and precision measures, 
which are widely used in recommender systems [21]. Recall represents the percentage 
of total known helpful documents that are recommended. Precision represents the 
percentage of recommended documents that the user finds helpful. The F1-metric [21, 
22] is used to balance the trade-off between precision and recall. The F1-metric 
assigns equal weight to both recall and precision and is used in our evaluation, as 
shown in Eq. 7. 

precisionrecall

precisionrecall
F

+
××= 2

1  (7) 

4.1   Experiment Results 

We conduct several experiments to measure the recommendation quality of our 
proposed method. First, documents in the data set are grouped into eight clusters 
using a single-link clustering method. Based on the clustering results, topic-level KF 
are generated by mapping documents from the codified-level KF into these clusters 
for each knowledge worker. Then, the topic-level and codified-level KF are used to 
enhance the quality of document recommendation. We set α=0.3 and β ranges from 0 
to 1 in order to obtain the average F1 values for KF-based recommendation methods.  

From the results shown in Fig 2, we observe that the F1 value decreases as k 
increases, and KF-based recommendation performs better than the other methods. 
Both KF-based recommendation methods obtain better F1 scores when k=2, whereas 
the CF method performs better when k= 4.  
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Fig. 2. Compare the KF-based recommendation method with CF under different k 

Fig. 3 shows the comparison of the three recommendation methods under various 
numbers of top-N documents. The F1 scores of both KF-based recommendation 
methods increase as the number of top-N increases. When recommending the top-25 
documents, both methods have higher F1 scores. By comparison, CF performs well if 
it recommends the top-10 documents. The KF-based recommendation method 
performs better than other methods. 
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Fig. 3. Compare the KF-based recommendation method with CF under various Top-N 

5   Conclusions  

We have proposed a KF-based document recommendation method that integrates KF 
mining and collaborative filtering techniques to proactively recommend codified 
knowledge to knowledge workers. We evaluated the recommendation quality of the 
proposed method under various parameters and compared it with the traditional CF 
method. The experiment results show that the method improves the quality of 
document recommendation and performs better than the traditional CF method. The 
recommended documents not only meet the information needs of workers, but also 
facilitate knowledge sharing among workers who have similar KFs.  
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Finding Similar RSS News Articles Using

Correlation-Based Phrase Matching
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Abstract. Traditional phrase matching approaches, which can discover
documents containing exactly the same phrases, fail to detect documents
including phrases that are semantically relevant, but not exact matches.
We propose a correlation-based phrase matching (CPM) model that can
detect RSS news articles which contain not only phrases that are exactly
the same but also semantically relevant, which dictate the degrees of sim-
ilarity of any two articles. As the number of RSS news feeds continue to
increase over the Internet, our CPM approach becomes more significant,
since it minimizes the workload of the user who is otherwise required
to scan through huge number of news articles to find related articles of
interest, which is a tedious and often an impossible task. Experimental
results show that our CPM model on matching bigrams and trigrams
outperforms other phrase, including keyword, matching approaches.

1 Introduction

Phrase queries are frequently used to retrieve documents from the Web. A phrase,
which is often defined as a sequence of words [3], can be represented in two folds:
(i) the syntactic structure that the words are organized in, and (ii) the semantic
content it delivers. Changing either one of the two representations may result
in a phrase with a different meaning. Traditional phrase matching techniques
aim to retrieve documents including phrases that match exactly with the query
phrase, although some advanced approaches tolerate errors to some extent (e.g.,
proximity of words, word order, and missing words in a phrase). These inherent
characteristics draw restrictions on their potential usages, i.e., they may fail
to detect potentially relevant phrases and hence documents. For example, the
phrase “heterogeneous node” (on wireless networks) is semantically relevant to
“heterogeneous device” and “heterogeneous transport,” which could be used
along with “heterogeneous node” in retrieving closely related documents.

Neither keyword matching (nor traditional phrase matching as mentioned ear-
lier) can solve the inexact phrase matching problem. Using keywords “heteroge-
neous” and “node” individually in keyword search could match documents that
include either the word “heterogeneous” or “node,” but not necessarily both, and
thus the content of retrieved documents might be totally unrelated to “hetero-
geneous node.” Some of these documents may address “heterogeneous alloys,”
whereas others may discuss “homogeneous node.” Even though the “matched”
documents include both words, they are not necessarily in the same order, which

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 336–348, 2007.
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might run into the same “content mismatched” problem. The more sophisti-
cated similarity matching approaches, such as [15], can detect documents that
include similar (not necessarily the same) words; they, however, cannot resolve
the word-ordering problem. For example, consider the sentences “They jog for
thirty minutes and walk for an hour” and “They run for an hour and stroll for
thirty minutes.” Ignoring the word order and simply considering the degrees of
(single-)word similarity, i.e., jog versus run and walk versus stroll, causes these
sentences to be treated as closely related, even though they are semantically
different, and filtering out mismatched documents manually is a waste of time.

We propose a correlation-based phrase matching (CPM) model that can de-
tect RSS news articles which contain phrases that are semantically relevant, in
addition to exact matches. We are interested in RSS news articles, since there is
no precedent in the amazing amount of online news that can be accessed by In-
ternet users these days. Thus, the problem of seeking information in online news
articles is not the lack of them but being overwhelmed by them. This brings a
huge challenge in finding related online news with distinct information automat-
ically, instead of manually, which is a labor-intensive and impractical process.
The proposed CPM model measures the degrees of similarity among different
RSS news articles using phrase similarity to detect redundant and discover sim-
ilar news articles. We call the proposed model correlation-based, since we adapt
the correlation factors in fuzzy sets to model the similarity relationships among
different phrases. For each phrase p, its fuzzy set S is constructed that captures
the degrees of memberships, i.e., closeness, of p to all the other phrases in S,
which are called phrase correlation factors.

The rest of the paper is organized as follows. In section 2, we discuss research
work in phrase matching. In section 3, we present the design of CPM. In section 4,
we verify the accuracy of CPM in detecting related documents using various test
cases. In section 5, we draw a conclusion and include future work on CPM.

2 Related Work

Phrase matching has been applied in solving different problems, such as ranking
relevant documents, document clustering [3], and Web document retrieval [1]. In
[1], a system for matching phrases in XML documents, called PIX, is presented.
PIX allows users to specify both (i) tags and annotations in an XML document
to ignore and (ii) phrases in the document to be matched. This technique relies
on exact and proximity phrase matching (i.e., words in a phrase that are within
a distance of k(≥ 1)-words in a document) in retrieving relevant documents.

[3] cluster Web documents based on matched phrases and their levels of sig-
nificance (e.g., the title and the body) in the documents. This method uses exact
phrase matching to determine the degrees of overlap among documents, which
yield their degrees of similarity.

[14] use phrase matching for ranking medical documents. The similarity of
any two phrases in [14] is detected by the number of consecutive three-letter
triples in common, with various scores assigned to different triples of letters,
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e.g., uncommon three-letter triples are given a higher weight, three-letter triples
at the beginning of a word are more important than the ones at the end of the
word, and long phrases are discounted to avoid bias on their lengths. In [14]
phrases are treated as documents and tri-grams of letters are treated as words.

[8], who use phrase and proximity terms for Web document retrieval and treat
every word in a query as a phrase, show that the usage of phrases and proximity
terms is highly beneficial. However, their experimental results show that even
though phrases and proximity terms have a positive impact on 2- or 3-word
queries, they have less, or even negative, effects on other types of queries.

[2] present a compression method that searches for words and phrases on
natural-language text. This method performs an exact search for words and
phrases on compressed text directly using any sequential pattern-matching al-
gorithm, in addition to a word-based approximate for extended search. Thus,
searches can be conducted for approximated occurrences of a phrase pattern.

[9] emphasize the importance of phrase extraction, representation, and weight-
ing and claim that phrases obtained by syntactic (instead of statistical) process-
ing often increase the effectiveness of retrieval when proximity and weighting
information are adequately attached to a query phrase representation. [12], how-
ever, determine the degree of similarity between any two documents by comput-
ing the number of common phrases in the documents, and dividing the number
of common phrases by the total number of phrases in both, which is intuitively
another exact phrase matching approach.

3 Correlation-Based Phrase Matching

Semantically relevant phrases detected by our CPM model hold the same syn-
tactic features as in other phrase matching approaches, i.e., a phrase is treated as
a sequence of words and the order of words is significant. Unlike existing phrase
matching approaches, we develop novel phrase correlation factors for the n-gram
(1 ≤ n ≤ 5) phrases. Using one of these chosen sets of n-gram phrase correlation
factors, the n-gram phrases in an RSS news article are matched against the n-
gram phrases in another RSS news article to determine their degrees of similarity.
We detail the design of our n-gram CPM approach on RSS news articles below.

3.1 Content Descriptors of RSS News Articles

Two of the essential elements in an RSS (XML) news feed file, in which RSS
news articles are posted, are the title and description of an item (i.e., a news
article), since the former contains the headline and the latter includes the first
few sentences of the article. Furthermore, several items can appear in the same
RSS feed file. (See, as an example of, an RSS news feed file as shown in Figure 1.)
We treat the title and description of each item as the content descriptor of the
corresponding article and determine its degree of similarity with the content de-
scriptor of another item (in the same or a different RSS news feed file) according
to the correlation factors of phrases in the two content descriptors.
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Fig. 1. Portion of an RSS news feed file

3.2 Computing the Phrase Correlation Factors

Prior to computing n-gram (1 ≤ n ≤ 5) phrase correlation factors, we first decide
at what level the correlation factors are to be calculated, which dictates how the
subsequent process of phrase comparison should be conducted.

The major drawback of the phrase-level granularity is its excessive overhead.
A phrase may start at any position in a document, and the lengths of phrases
vary in practical usage. Thus, the number of possible phrases to be considered
could be huge. For example, consider a portion of the paragraph that is randomly
chosen from www.cnn.com: “. . . the organ’s unwrinkled surface resembled that
of the brain of an idiot. . . . Researchers contend that if the plant-eating beasts
. . . .” Even only considering trigram phrases, there are 71 trigram phrases in
the entire paragraph. However, not all of them, such as the phrases “that of
the” and “that if the,” are useful in determining the content of the paragraph,
or its corresponding document in general. Thus, our CPM model, which pre-
computes the correlation factors of any two n-gram phrases, considers only non-
stop, stemmed words1 in an RSS news article to form phrases to be matched.

The Unigram Correlation Factors. We construct the unigram (i.e., single-
word) correlation factors using the documents in the Wikipedia Database
Dump (http://en.wikipedia.org/wiki/Wikipedia:Database download). We chose
the Wikipedia documents for constructing each of the n-gram (1 ≤ n ≤ 5) cor-
relation factors, since the 850,000 Wikipedia documents were written by more
than 89,000 authors on various topics. The diversity of the authorships leads to
a representative group of documents with different writing styles and a variety of
subject areas. Thus, the set of Wikipedia documents is an effective representa-
tive set of documents that is appropriate for computing the general correlation
factors among unigram, as well as other n-gram (2 ≤ n ≤ 5), phrases. The
1 Stopwords are words that appear very frequently (e.g., “him,” “with,” “a,” etc.),

which include articles, conjunctions, prepositions, punctuation marks, numbers, non-
alphabetic characters, etc., and are typically not useful for analyzing the informa-
tional content of a document. Stemmed words are words with the same meaning.
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correlation factors of the unigrams are computed according to the distance and
frequency of occurrence of the unigrams in each Wikipedia document.

Prior to constructing the unigram correlation factors, we first removed all the
words in the Wikipedia documents that are stopwords. Eliminating stopwords is a
common practice, since the process (i) filters the noise within both a query and a
document [4,7] and (ii) enhances the retrieval performance [13], which enriches the
quality of our unigram phrase correlation factors. After stopwords were removed,
we stemmed the remaining words by using the Porter Stemmer [11], which stems
each word to its grammatical root but retains the semantic meaning of the words,
e.g., “driven” and “drove” are reduced to their stemmed word “drive.” The final
count of non-stop, stemmed unigrams is 57,926. The unigram correlation value of
word wi with respect to word wj , which is constructed by using the Wikipedia
documents without stop- or non-stemmed words, is defined as

ci,j =
∑

wi∈V (Si)

∑

wj∈V (Sj)

1
d(wi, wj)

(1)

where d(wi, wj) = |Position(wi) - Position(wj)| is the distance, i.e., the number
of words, between wi and wj in a Wikipedia document, and V (Si) (V (Sj),
respectively) denotes the set of (non-)stemmed words of wi (wj , respectively).

Correlation factors among unigrams that co-occur more frequently than others
in a document are assigned higher values. To avoid the bias on the frequency of
occurrences in a “long” Wikipedia document, we normalize ci,j as

nci,j =
ci,j

|V (Si)| × |V (Sj)| (2)

where |V (Si)| (|V (Sj)|, respectively) is the number of words in V (Si) (V (Sj),
respectively).

Given k different nci,j values, one from each of the Wikipedia documents in
which both wi and wj occur, the unigram correlation factor cfi,j of wi and wj is

cfi,j =

∑k
m=1 ncm

i,j

m
(3)

where ncm
i,j is the normalized correlation value nci,j (as defined in Equation 2)

of wi and wj in the mth (1 ≤ m ≤ k) document in which both wi and wj occur,
and k is the total number of Wikipedia documents in which wi and wj co-occur.

Example 1. Consider the following two RSS news articles represented by their
content descriptors:

Article 1. Ice storm threatens chaos: A brutal ice storm is threatening to
turn Oklahoma into a sheet of ice and cause dangerous conditions from
Texas to New York. “This is a one-in-maybe-15-to 25-year event,” CNN
severe weather expert Chad Myers said.
Article 2. Ice storm threatens chaos: Freezing rain hit Oklahoma today,
the start of what forecasters say could be a brutal ice storm. Millions
of people from Texas through Oklahoma to Missouri are being warned
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Table 1. Correlation factors of some unigrams in two different RSS news articles

Article 1/Article 2 warned conditions deteriorate afternoon severe weather expert

brutal 1.9E-7 2.3E-7 2.5E-7 3.3E-8 2.1E-7 8.7E-8 6.3E-8

ice 1.4E-7 1.6E-7 9.5E-8 7.9E-8 1.5E-7 3.2E-7 5.8E-8

storm 1.4E-6 1.7E-7 9.5E-8 5.0E-7 7.9E-7 1.3E-6 7.9E-4

threatening 3.8E-7 2.4E-5 2.6E-7 1.4E-7 3.8E-7 1.6E-7 6.6E-8

turn 1.5E-7 1.1E-7 1.2E-7 1.2E-7 1.1E-7 1.3E-7 8.5E-8

Oklahoma 3.7E-8 1.5E-8 9.7E-9 4.1E-8 4.0E-8 1.0E-7 3.1E-8

that conditions will deteriorate this afternoon. “This is a one-in-15- to
25-year event,” CNN severe weather expert Chad Myers said.”

Table 1 shows some of the unigrams in the two news articles and their correlation
factors generated by Equation 3 using the Wikipedia documents. �

The N-gram Phrase Correlation Factors. The phrase correlation factors of
any two n-grams (2 ≤ n ≤ 5) are calculated according to the correlation factors
of their corresponding unigrams, since unigram correlation factors are reliable in
detecting similar words. (See experimental results in Section 4.) We compute the
bigram, trigram, 4-gram, and 5-gram phrase correlation factors using the (prior)
Odds (Odds for short) [5] that measures the predictive or prospective support
according to a hypothesis H by the prior knowledge p(H) alone to determine
the strength of a belief, which is the unigram correlation factor in our case.

O(H) =
p(H)

1 − p(H)
(4)

Based on the computed unigram correlation factors, cfi,j , in Equation 3, we
generate the n-gram (2 ≤ n ≤ 5) phrase correlation factors between any n-gram
phrases p1 and p2 using Equation 4 such that p(H) is defined as the product of
the unigram correlation factors of the corresponding unigrams in p1 and p2, i.e.,

pcfp1,p2 =

∏n
i=1 cfp1i

,p2i

1 − ∏n
i=1 cfp1i

,p2i

(5)

where p1i and p2i (1 ≤ i ≤ n) are the ith word in p1 and p2, respectively.
Tables 3, 2, 4, and 5 show the phrase correlation factors of some bigrams,

trigrams, 4-grams, and 5-grams, respectively, in the two articles in Example 1.

3.3 Phrase Comparison

Phrases in the content descriptor of an RSS news article are compared against
their counterparts in another RSS news article. CPM can detect phrases in RSS
news articles that are semantically relevant (or the same) to phrases in other
articles. To accomplish this, the phrase of a chosen length k (1 ≤ k ≤ 5) in a news
article A1 is compared with each phrase of the same length in another article
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Table 2. Correlation factors of some bigrams in two different RSS news articles

Article 1/Article 2 warned conditions deteriorate weather
conditions deteriorate afternoon expert

brutal ice 3.0E-14 2.2E-14 2.0E-14 5.1E-15

ice storm 2.3E-14 1.5E-14 4.7E-14 2.5E-10

storm threatening 3.2E-11 4.3E-14 1.3E-14 8.2E-14

threatening turn 4.2E-14 2.8E-12 3.1E-14 1.3E-14

Table 3. Correlation factors of some trigrams in two different RSS news articles

Article 1/Article 2 warned conditions conditions deteriorate severe weather
deteriorate afternoon expert

brutal ice storm 2.8E-21 1.1E-20 5.4E-17

ice storm threatening 5.9E-21 2.1E-21 1.2E-20

storm threatening turn 3.8E-18 5.3E-21 1.0E-20

threatening turn Oklahoma 4.0E-22 1.1E-19 1.5E-21

Table 4. Correlation factors of some 4-grams in two different RSS news articles

Article 1/Article 2 warned conditions severe weather
deteriorate afternoon expert Chad

brutal ice storm threatening 4.0E-28 4.4E-24

ice storm threatening turn 7.2E-28 7.2E-28

storm threatening turn Oklahoma 1.5E-25 1.6E-27

Table 5. Correlation factors of some 5-grams in two different RSS news articles

Article 1/Article 2 Missouri warned conditions severe weather
deteriorate afternoon expert chad myers

brutal ice storm threatening turn 1.2E-35 2.1E-31

ice storm threatening turn Oklahoma 5.0E-33 7.2E-35

storm threatening turn Oklahoma sheet 4.5E-37 5.1E-35

A2. If there are m (n, respectively) different words in A1 (A2, respectively), then
there are m-k+1 different phrases in A1 to be compared with n-k+1 different
phrases in A2, which include overlapped phrases. In computing the degree of
similarity of A1 and A2, the correlation factors of phrases of the chosen length,
i.e., in between 1 and 5, in A1 and A2 are used. Since the average content
descriptor of an RSS new article is 25 words in length, the computation time for
matching phrases in two news articles is negligible.

3.4 Similarity Ranking of RSS News Articles

In CPM, we use the correlation factors of n-gram (1 ≤ n ≤ 5) phrases of a cho-
sen length to define the degrees of similarity of two RSS news articles A1 and A2.
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The degree of similarity of A1 with respect to A2 is not necessary the same as the
degree of similarity of A2 with respect to A1, since A1 and A2 may share common
information but also include information that are unique of their own.

Using the n-gram (1 ≤ n ≤ 5) phrase correlation factors, we define a fuzzy
association of each n-gram phrase in A1 with respect to all the n-gram phrases
in A2. The degree of correlation between a phrase pi in A1 and all the phrases
in A2, denoted μpi,2, is calculated as the complement of a negated algebraic
product of all the correlation factors of pi and each distinct phrase pk in A2, i.e.,

μpi,2 = 1 −
∏

pk∈A2

(1 − pcfi,k) or μpi,2 = 1 −
∏

pk∈A2

(1 − cfi,k) (6)

which is adapted from the fuzzy word-document correlation factor in [10], and
the 1st (2nd, respectively) formula in Equation 6 is used for n-gram (2 ≤ n ≤ 5)
phrases (unigram phrases, respectively). The correlation value μpi,2 falls in the
interval [0, 1] and reaches its maximum when pcfi,k (cfi,k, respectively) = 1,
i.e., when pi (∈ A1) = pk (∈ A2).

The degree of similarity of A1 with respect to A2, denoted Sim(A1, A2), using
the chosen n-gram phrase correlation factors is calculated as the average of all
the values μpi,2 for each pi ∈ A1 (1 ≤ i ≤ m), and m is the total number of
n-gram phrases in A1.

Sim(A1, A2) =
μp1,2 + μp2,2 + · · · + μpm,2

m
(7)

Sim(A1, A2) ∈ [0, 1]. When Sim(A1, A2) = 0, it indicates that there is no n-
gram phrase in A1 that can be considered similar to any n-gram phrase in A2.
If Sim(A1, A2) = 1, then either A1 is (semantically) identical to A2, or A1 is
subsumed by A2, i.e., all the n-gram phrases in A1 are (semantically) the same as
(some of) the n-gram phrases in A2, and in this case A1 is treated as a redundant
article and can be ignored. Sim(A2, A1) can be defined accordingly.

Given any pair of A1 and A2, we use the Stanford Certainty Factor (SCF )
[6] to combine Sim(A1, A2) and Sim(A2, A1), which yields the relative degree
of similarity that should reflect how closely related A1 and A2 are. We adapt
SCF , since it is a monotonically increasing (decreasing) function on combined
assumptions for creating confidence measures and is easy to compute.

SCF (A1, A2) =
Sim(A1, A2) + Sim(A2, A1)

1 − MIN(Sim(A1, A2), Sim(A2, A1))
(8)

The following table shows that when the degrees of similarity of two articles
are both high (see row 1), their SCF is also high, and the same occurs when one

Sim(A1, A2) Sim(A2, A1) SFC

1 0.60 0.76 3.40

2 0.52 0.23 0.97

3 2.5E-6 3.26-6 5.76E-6

of the degrees of similarity is high (e.g., one
of the two articles is subsumed by another),
their SCF yields a comparatively high rela-
tive degree of similarity (see row 2). Further-
more, if both degrees of similarity are low,

their SCF is also low, indicating that the articles are not related.
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Fig. 2. SCF s of the eight different RSS news articles in Table 6

Example 2. Consider Figure 2, which includes the SCF s computed for different
pairs of the articles shown in Table 6, demonstrates the applicability of our CPM
on bigrams and trigrams. According to the content of the RSS news articles

– Articles 1 and 2, as also shown in Example 1, are very closely related, since
both give an account of a storm that took place in Oklahoma, and the SCF s
of bigrams and trigrams are higher than the SCFs of other n-grams.

– Articles 4 and 5 (7 and 8, respectively) resort last year’s bird flu outbreak
(the new iPhone, respectively), and again the SCFs of bigrams and trigrams
correctly identify their similarity.

– Even if articles 1, 2, and 6 report the weather in different parts of the world,
they are not all related. Unigrams in this case provide a more accurate
measure to detect that article pairs (1, 6) and (2,6) are not related.

– The rest of the pairs are unrelated, and in most cases the use of unigrams
is more effective than any other n-grams. However, the SCF s computed
by using bigrams and trigrams are also low when the pairs of articles are
unrelated, but are higher than unigrams if the article pairs are related, and
thus are useful in detecting and ranking related news articles.

– Many SCF s computed by using 4-grams and 5-grams are not consistent
compared with the SCF s obtained using unigrams, bigrams, or trigrams,
and as a result, they are not dependable in detecting (un-)related articles. �
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Table 6. Sample articles (Art) used for demonstrating their SCF s as a result of n-gram
(1 ≤ n ≤ 5) phrase matching

Art Title and Description

1 Ice Storm Threatens Chaos. Freezing rain hit Oklahoma today, the start of what . . .

2 Ice Storm Threatens Chaos. A brutal ice storm is threatening to turn Oklahoma . . .

3 Fashion Designers Issue Model Guidelines. The American fashion industry says . . .

4 New Outbreak of Bird Flu Hits Nigeria. A new outbreak of H5N1 bird flu has hit . . .

5 Indonesian Woman 59th Bird Flu Death. Indonesian woman died from bird flu . . .

6 EU proposes ambitious climate target. . . . “the most ambitious policy ever” to . . .

7 The iPhone: Revolution? Gamble? Flop?. The hype around Apple Inc.’s upcoming . . .

8 The iPhone Phenomenon. There’s a new cell phone that has had consumers . . .

4 Experimental Results

In evaluating the accuracy of using our n-gram (1 ≤ n ≤ 5) CPM approach to
determine the degree of similarity of any two RSS news articles, we collected
thousands of articles from different sources as partially shown in Table 7.

In order to guarantee the impartial-
ity of our experiments, the articles
were randomly selected from hun-
dreds of different news feeds, col-
lected between July 2006 and July
2007. The chart on the left shows
the variety of subject areas covered
by the chosen RSS news feeds which
demonstrate the suitability of our
CPM model to news articles inde-

pendent of their content, and Table 8 shows a few collected news articles.
We determined the relative degree of similarity of each pair of the 1059 news

articles extracted from 200 RSS news feeds using each n-gram (1 ≤ n ≤ 5)
phrase matching approach. In this empirical study, we (i) randomly selected 410
pairs, (ii) manually examined each pair to determine their relative degree of
similarity, and (iii) compared the manually determined similarity with the auto-
matically computed SCF s based on each one of the five n-gram phrase matching
approaches. To verify which n-gram CPM is the most accurate in determining
related pairs of news articles, we consider the number of False Positives (FP s),
i.e., unrelated pairs with high SCF s, and False Negatives (FNs), i.e., related pairs
with low SCF s, generated by using CPM on each type of n-grams as follows:

Accuracy =
Total Number of Examined Pairs − Misclassified Pairs

Total Number of Examined Pairs
(9)

where Misclassified Pairs is the sum of FP s and FNs encountered.
Figure 3(a) shows the number of correctly classified pairs, as well as incorrectly

identified pairs, i.e., the sum of the FP s and FNs, on the randomly chosen 410
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Table 7. Sources of RSS news feeds, the number of feeds (Fd) of each source (200
total), and the number of news articles (Art) from each source (1059 total)

Sources Fd Art Sources Fd Art Sources Fd Art

1115.org 3 19 abcnews.go.com 10 135 adn.com 2 5

blogs.zdnet.com 1 6 boston.com 8 26 businessweek.com 8 41

cbsnews.com 8 24 chron.com 7 21 cnn.com 8 29

dailymail.co.uk 1 4 english.people.com 6 54 forbes.com 2 8

foxnews.com 10 35 guardian.co.uk 4 12 health.telegraph.co.uk 1 4

hosted.ap.org 11 39 iht.com 9 27 latimes.com 3 9

microsoftwatch.com 1 4 money.cnn.com 4 17 money.telegraph.co.uk 1 4

msnbc.com 1 6 news.bbc.co.uk 2 13 news.ft.com 9 47

news.telegraph.co.uk 3 25 news.yahoo.com 3 37 nytimes.com 10 60

online.wsj.com 6 70 politics.guardian.co.uk 1 3 portal.telegraph. 1 3

primezone.com 2 8 prnewswire.com 8 24 seattletimes.nwsource. 8 50
co.uk com

slashdot.org 1 5 sltrib.com 2 6 sportsillustrated.cnn.com 3 9

timesonline.com 3 10 today.reuters.com 12 112 usatoday.com 10 27

washingtonpost.com 2 6 wired.com 3 9 worldpress.org 2 6

Table 8. Portion of the thousands of RSS news articles collected for empirical study

Source Date URL

abcnews.com 7/3/2007 abcnews.go.com/TheLaw/Politics/story?id=3339302&
page=1&CMP=OTC-RSSFeeds0312

cbsnews.com 7/2/2007 feeds.cbsnews.com/̃ r/CBSNewsBusiness/̃ 3/130066324/
main3010949.shtm

cnn.com 1/10/2007 rss.cnn.com/̃ r/rss/cnn topstories/̃ 3/74617352/index.html

latimes.com 1/12/2007 feeds.latimes.com/̃ r/latimes/news/nationworld/world/
3̃/74277710/la-fg-somalia12jan12,1,2987342.story

news.bbc.co.uk 1/16/2007 news.bbc.co.uk/go/rss/-/1/hi/world/south asia/6268487.stm

pairs of news articles, which is a subset of the news articles listed in Table 7,
whereas Figure 3(b) shows the accuracy computed by using Equation 9 for each
of the n-gram CPM approaches. Clearly, bigrams and trigrams yield the lowest
number of misclassified pairs of articles, while achieve the highest count (≥ 90%)
of correctly detected pairs among all the n-grams. The use of 4- and 5-grams
reduces the accuracy to as low as 60%, whereas unigrams has an accuracy of 86%.

When using bigrams and trigrams, the misclassified pairs occur, since if they
have at least one common bigram or trigram, then their odds increase. Also,
the degrees of similarity for unigram, bigram, and trigram are relatively higher,
and thus their SCF s are comparatively higher, whereas the degrees of similarity
generated by using 4-grams and 5-grams tend to be much lower, and thus their
SCF s are often extremely low, which might explain their low accuracy in detect-
ing similar pairs of RSS news articles. In general, the unrelated pairs of articles
detected by using bigrams and trigrams have a SCF close to the power of E-6,
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(a) (In)Correctly classified, related ar-
ticles using our n-gram CPM.

(b) Accuracy of using our n-gram
CPM to detect related articles.

Fig. 3. Classified 410 pairs of news articles and their accuracy

whereas related pairs have a SCF above 0.1. Neither FP s nor FNs are desired,
and in this study they contribute only 10% of the bigram (trigram) pairs, out of
which close to 90% are FP pairs. In fact, FP s are less harmful in our similarity
detection approach, since we do not lose many similar pairs.

Based on the empirical study, we conclude that (i) bigram and trigram out-
perform others in detecting similar RSS news articles. In most cases, the SCF s
computed by using bigrams and trigrams on similar RSS news articles are higher
than the ones computed by using unigrams. (ii) 4-grams and 5-grams are not
reliable in determining the relevance between any two RSS news articles as ex-
plained earlier. Our empirical study further verify the claims made by [8,9],
which state that the use of bigrams and trigrams is often more effective than the
use of other n-gram phrases in retrieving information.

5 Conclusions

We have presented a novel approach for finding similar RSS news articles using
n-gram (1 ≤ n ≤ 5) phrase matching and shown that bigrams and trigrams
outperform other n-grams in detecting similar articles. We have also verified
the accuracy of our correlation phrase matching (CPM) approach by analyzing
hundreds of pairs of randomly selected RSS news articles from multiple sources
and concluded that CPM on bigrams and trigrams is highly accurate (≥ 90%)
and requires little overhead (using predefined correlation factors) in finding re-
lated articles. Our CPM can also be used for (i) detecting (similar) junk emails
and spam Web pages, (ii) clustering (Web) documents with similar content, and
(iii) discovering plagiarization, which form the core future work for our CPM
model.
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Abstract. Wrapper induction is currently the main technology for data
extraction from semi-structured web pages. However, wrapper induction
has the limitation of requiring training Web pages, and the information
extraction process is quite complex involving pattern induction, data ex-
traction and data transformation. This paper introduces a new approach
that achieves automatic data extraction by applying clustering to detect-
ing similar text tokens, developing a new method to label text tokens to
capture the hierarchical structure of HTML pages, and developing an
algorithm for transforming labelled text tokens to XML. The approach
is examined and compared with a number of existing wrapper induction
systems on three different sets of web pages. The results suggest that the
new approach is effective for data extraction and that it outperforms ex-
isting approaches on these web sites. This approach has the advantages of
requiring no training and has no explicit processes for pattern induction
or data extraction, therefore the whole process has been simplified.

1 Introduction

Semi-structured Web pages such as foreign currency exchange tables and online
shopping lists often contain important and useful data. Information Extraction
(IE) systems (wrappers) automatically extract important data from these pages
so that the data can be used by software programs for data mining, knowledge
discovery and accurate search, etc. Wrapper induction is a machine learning
technology that learns IE patterns from training example pages to be used for
extracting data from web pages. It has been successfully used in extracting useful
information from different web sites in many tasks [1,2,3,4,5].

However, information exaction using wrapper induction technology has two
main limitations. Firstly, most existing wrapper induction systems [1,2,3,4,5] re-
quire a number of training Web pages from each site. These systems assume
that there are multiple Web pages with similar data records in similar data for-
mat available on every targeted Web site. Human effects (or other programs) are
needed to find the training pages [3,4] and/or to manually label the pages [1,2,5].

Secondly, information extraction based on wrapper induction technology has a
complex process involving three separate stages: pattern induction from training
pages, data extraction by matching the pattern on testing pages, and data trans-
formation by representing extracted data to structured form such as databases

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 349–361, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Information extraction based on wrapper induction

or XML pages. The process is shown in Figure 1. The main problem of separat-
ing the three stages is that a lot of structural information (e.g. the hierarchical
structure of HTML page) is lost during the data extraction. As the extracted
data is a collection of raw data without any structural information, it is quite
complex to transform the extracted data into a structured form such as XML,
especially for complex Web pages with nested tables or lists. Figure 2 shows an
example page with nested tables where the second cell in each row is another ta-
ble. Because the nested data structure is lost during data extraction, it is quite
difficult to reconstruct the parent-child relationship between data in the data
transformation stage.

Fig. 2. Example of data with nested structures

1.1 Goals

To solve these problems, this research aims to build a system that directly trans-
forms data format from semi-structured HTML to structured XML without
explicit training, pattern learning or data extraction. Given any single semi-
structured HTML page, the data fields are expected to be automatically iden-
tified, labelled and detected (rather than extracted), then the whole page is
rewritten to XML. This approach will be examined and compared with similar
existing systems on three groups of web sites of varying difficulty. Specifically,
this paper will investigate the following research issues.

– How the text tokens containing the data fields to be extracted in a semi-
structured HTML web page can be properly represented for data field
identification;

– How the available information on a single HTML page can be used to cat-
egorise the text tokens into different clusters so that the text tokens in the
same cluster are identified as candidate data fields of the same attributes;
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– How the text tokens can be labelled using the structural information in the
HMTL page;

– How the data records can be detected using the labels of the text tokens;
– How the detected data records can be represented in XML without losing

any important structural information so that the data records can be directly
used by software programs for other purposes; and

– Whether this approach is more effective for processing pages with nested
data structures.

The remainder of the paper is organized as follows. Section 2 briefly summa-
rizes the related work. Section 3 outlines this approach describe the text token
representation, clustering and labelling methods. Section 4 details the algorithm
for data record detection. Section 5 demonstrates the experimental results on
three different groups of Web sites. Finally, Section 6 concludes the paper.

2 Related Work

As shown in a survey paper [6], many wrapper induction systems have been
built for learning information extraction patterns to extract data from semi-
structured Web pages. Most earlier wrapper induction systems such as WIEN [1]
and STalker [2] require manually labelled training pages, which need considerable
amount of human efforts. One recent wrapper induction system RoadRunner [3]
can learn from unlabelled web pages but it requires at least two training pages
generated with the same template and with different number of data records,
which may not be available for many Web sites. AutoWrapper [4] is a relatively
recent system that uses a single unlabelled web page to learn patterns but it is
restricted to tabular pages.

Regarding the motivation of this research, the closest related work is MDR
(Mining data records in Web pages) [7]. MDR does not require training and does
not have explicit pattern induction stage. The main technology of MDR is based
on a string matching algorithm. MDR can handle non-contiguous data records,
but it can not effectively handle nested data.

Regarding the learning technologies used in existing systems, the closest re-
lated work to our approach is the one in [8]. It uses a clustering algorithm called
AutoClass [9] to exploit data format and data content to classify data. It uses
grammar induction for identifying data records. This system requires multiple
pages from each site, and is restricted to pages with tables and lists. There is no
evidence to show that this system can handle pages with nested structure.

Our preliminary research on clustering algorithm introduces a variant Hier-
archical Agglomerative Clustering (HAC) algorithm, K-neighbors-HAC [10]. Its
main characteristic is that it introduces a Location ID to specify the location of
the objects, and compares with K neighbour objects in each cycle for similarity
comparison. Since similar text tokens are often located close to each other, this
algorithm is more efficient than the standard HAC algorithm.



352 X. Gao, L.P.B. Vuong, and M. Zhang

Text Token

Clustering
No.

No. 

T
ex

t T
ok

en
s

Representation

Text Token

H
T

M
L

 P
ag

e

Level

list
Parent

Cluster

Detection

Data Record

X
M

L
 P

ag
e

Labelling

Fig. 3. Overview of our approach

3 The New Approach/System

The target source of this approach is semi-structured Web pages containing a
number of “data records”, each of which has a number of “data fields”. Each
data field (e.g. “David”) is the value of an attribute (e.g. NAME). The main
task of this approach is to identify these data fields and data records. Figure 3
shows an overview of this approach.

As shown in the figure, the approach first represents a single web site as a
list of text tokens. A clustering algorithm is developed for obtaining the cluster
of the text tokens and a method is introduced for labelling the text tokens and
producing the level number and the parent list of the text tokens. According to
the cluster number, level number and the parent list of the text tokens, a data
record detection method is developed to find all the possible data records in the
web page and put them into the XML format.

In the rest of this section, we will describe the process of this approach,
including the text token representation, clustering, and text token labelling. Due
to the length of the data record detection, we will leave it to the next section.

3.1 Text Token Representation

Due to the nature of the semi-structured web pages, the data fields of the same
attribute are similar in two ways. Firstly, they are often constructed in the same
HTML format. For example, “David”, “Daniel” and “John” for the NAME at-
tribute are presented as cells in a table.. Secondly, they share some common
textual patterns, for instance, prices are usually represented by a number pre-
ceded by a dollar sign($). As neither of the format or content feature is less
important than the other, we exploit both of them to compute the similarities
of the data fields.

The format of a data field is mainly defined by its HTML tag markup and its
content is usually a text string. We use the term “text token” to capture both
the format and the content of a data field. We represent a web page as a set of
text tokens. A text token is a text string wrapped in an HTML block consisting
of a text string and the HTML tags preceding and succeeding the text string.

In order to meet the requirements of the text token clustering and text to-
ken labelling modules in this approach, a text token is represented with four
features namely a string value, left and right delimiters, and a location ID. The
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<html><body>
<table>

<tr>
<td>Lecturers</td>
<td>

<table>
<tr>

<td><b>David</b></td>
<td>16/06/1952</td>
<td>New Zealand</td>

</tr>
...

</table>
</td>

<tr>
...

</body></html>

the text token ‘‘David’’

string value David
left delimiter * <b><td><tr><table><td></td>

right delimiter </b></td><td>

location ID 2

* the tags in left delimiter are in reverse order because
the tags closer to the text string are more important.

(a) Page segment (b) Representation of the text token “David”

Fig. 4. Text token representation

string value of a text token represents a string of characters between HTML tags
captured by the text token. The left and right delimiters are the sequences of
consecutive HTML tags preceding and succeeding the string value, respectively.
Each text token is associated with a location ID which corresponds to the or-
dinal appearance of the text token in the HTML page. As an example, for the
page given in Figure 2, the HTML fragment and the representation of the text
token centred at “David” are shown in Figure 4.

3.2 Clustering Algorithm

Based on the representation of the text tokens, we expect similar data fields
to be detected and clustered into a single category. To achieve this objective,
we apply a variant Hierarchical Agglomerative Clustering (HAC) algorithm K-
neighbours-HAC [10] to group similar text tokens into clusters. The algorithm
is briefly outlined as follows. Details of similarity measures for the text strings
and tags delimiters can be seen from [10].

Step 1: Initialize every text token as a single cluster.
Step 2: Each cluster (a single object or an object representative) is compared

to K nearby (by the location IDs) surrounded clusters. Similar clusters are
merged.

Step 3: A representative of each merged cluster is created by selecting the text
token with the median location ID.

Step 4: K is increased by a certain step delta.
Step 5: Repeat steps 2-4, until all clusters have been compared and no similar

clusters can be merged any more, or alternatively after D iterations.

The parameters K and delta are determined based on the total number of
text tokens on the Web page t. In our prototype system, we used k = t/20 and
delta = t/10. These values were found quite reasonable to obtain good results.
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3.3 Text Token Labelling

This clustering algorithm is expected to put similar text tokens into single clus-
ters and ideally each cluster consists of all the data fields of the same attribute.
However, Web pages may contain many irregularities, especially when there are
optional values and null values. As a result, the text token clusters achieved
by this clustering algorithm often contain noise, which can not fully satisfy the
requirement of data record detection. To cope with this situation, we introduce
two new labels, Level number and parent list, to capture the hierarchical struc-
ture of an HTML page and use the structural information to guide data record
detection.

HTML pages often contain nested tag elements such as nested tables or nested
lists. In order to describe the hierarchical structure of an HTML page, we use
HTML DOM (Document Object Model) [11] to construct a tree for each page.
In our case, however, only the block tags that add structure to the document are
employed to build the DOM tree. Non-block tags such as <B>, <I> and <BR>
do not have any contribution into building the hierarchy and are therefore ignored.
The partial DOM tree for the example page given in Figure 2 are shown in Fig-
ure 5. Each tag node is labelled by its name and an ID number such as TR0.

We associate a level number and a parent list to each text token to capture the
HTML structural information. The level number corresponds to the hierarchical
level of a text token in the tree representation of the HTML document. As
shown in Figure 5, the level number for the text token centered at “David” is 9.
For each text token, the sequence of tags along the path from the current node
that contains the text token to the root node of the tree called its parent. For
the above example, the parent list for the text token “David” is [TD4, TR2,
TABLE1, TD1, TR0, TABLE0, BODY0, HTML0].

TD9

Lecturers

16/02/1952David AustraliaDanielNew ZealandLevel 9

Level 8

Level 7

Level 6

Level 5

Level 4

Level 3

Level 2

Level 1

13/05/1969

(C1)

(C2)(C2) (C3) (C4) (C3) (C4)

HTML0

BODY0

TABLE0

TR0

TD0 TD1

TABLE1

TR2 TR3

TD4 TD5 TD6 TD7 TD8

Fig. 5. An example DOM tree
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<xml>
<level level_no=’6’>
<element cluster=’1’ value=’Lecturers’>
<level level_no=’9’>

<tuple>
<element cluster=’2’ value=’David’>
<element cluster=’3’ value=’16/06/1952’>
<element cluster=’4’ value=’New Zealand’>

</tuple>
<tuple>

<element cluster=’2’ value=’Daniel’>
<element cluster=’3’ value=’13/05/1969’>
<element cluster=’4’ value=’Australia’>

</tuple>
</level>

</level>
<level level_no=’6’>
<element cluster=’1’ value=’Students’>
<level level_no=’9’>

<tuple>
<element cluster=’2’ value=’John’>
...

</level>
</xml>

Fig. 6. Example output in XML

4 Data Record Detection

The three labels cluster number, level number and parent list are used for mark-
ing up candidate data fields and grouping them into data records. In this sec-
tion, we first introduce how the detected data records are represented in XML as
our final output, and then detail our method for detecting/generating the data
records using the three text token labels.

4.1 System Output Format in XML

Our system automatically detects data records and saves them into XML. As an
example, partial XML output for the page given in Figure 2 is shown in Figure 6.
The proposed XML representation consists of three basic components: element,
tuple and level. Each element is a candidate data field. A tuple component con-
tains a collection of element components at the same level which constitute to
a data tuple (a candidate data record). A level is used to describe data with
nested structure and a level consists of elements and tuples at the same level
and lower levels (higher level numbers).

4.2 XML Data Tuple Generation from HTML Using Token Labels

For each labelled text token in the HTML page, a new element component is
created. An element component captures the string value of the text token that
is the candidate data field of users interests. It also captures the cluster number
within which the text token belongs to. We include the cluster number here
as the metadata to allow data of the same type, which are data fields of the
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same attribute and hence belong to the same cluster, to be easily queried by
composing a filter on the cluster number.

A tuple is generated by grouping text tokens at a single level, and this is
detailed in two rules shown in R1 and R2. R1 is based on the observation that
the majority of the data fields in a data record are located in the same sub-tree
and also located at the same level, so they are often presented as text tokens
with a common nearest parent. The text tokens with common nearest parent
constitute the core of a tuple, called a base tuple.

R1: A group of element components are considered in the same base tuple
if they are at the same level and all share the same nearest parent node. For
instance, “David”, “16/06/1952” and “New Zealand” in Figure 5 constitute a
base tuple because they all are located at level 9 and they have the same nearest
parent node which is <TR2>.

Ideally, all data records are correctly identified as base tuples using the rule
above. In our example shown in Figure 6, a set of base tuples are successfully
identified which correspond to a set of data records. The cluster labels of the
elements of each base tuple are the same, which are (c2, c3, c4), and this means
this page has a set of data records and each data record has three data fields
corresponding to three attributes.

However, a data record may be split into two (or more) different base tuples
if the text tokens share different common nearest parent nodes which form more
than one sub-trees as a result. An example of this type is shown in Figure 7.
The first two text tokens with cluster labels (c1, c2) are grouped in a base tuple
and the other three text tokens with cluster labels (c3, c4, c5) are grouped in
another. Since the five text tokens belong to different clusters, they are more
likely to be values of different attributes, and accordingly, they are more likely
to be data fields of the same data record. However, they are grouped into two
base tuples because the first two tokens have a slightly different HTML format
(so with different common parents). These two base tuples should be merged
together into one with the cluster labels (c1, c2, c3, c4, c5) using rule R2. R2
is based on the observation that each data record usually has a set of different
kinds of attributes, that is, each data tuple consists of a sequence of text tokens
belonging to different clusters.

R2: We define two base tuples are mergable if they are at the same level and
the majority of the cluster labels of the elements of the two base tuples are

C5C2C1 C3 C4

Fig. 7. Example of mergable base tuples
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different. Two base tuples are merged into one by finding their common parent
node. The merging is repeated until all mergable base tuples are grouped into a
single tuple.

A level component contains element components and/or tuple components
which belong to the same level. It may contain other lower level components in
the DOM tree. Each level component has a level number (level no) which equals
to the values of the level attributes of all text tokens it contains.

4.3 Data Records Represented in XML

Given the output format, we consider a data tuple with a lot of candidate data
fields as a candidate data record, that is, a data tuple with a number of text
tokens that belong to different clusters (e.g.“David, 16/06/1952, New Zealand”),
is considered a candidate data record. We consider a level with a number of
similar candidate data records a data region (e.g. level 6 is a data region since
it has two similar tuples with the same cluster labels). For the example page
given in Figure 2, two data regions are detected (two levels and each level has
two data records (two tuples) as partially shown in Figure 6.

Our system does not explicitly extract the data, but data extraction from
the resulted XML page becomes a trivial task because queries can be written
easily using XML query languages such as XQuery. Our XML representation also
allows the users to write queries that retrieve any subsets of data. For example,
for the output shown in Figure 6, XML query can be written to retrieve all
data with the cluster number 4 to get a country list or to retrieve all data on a
particular level1.

The main characteristic of our system is that it automatically maps HTML
to XML by utilising the hierarchical structure of HTML to transform data to
structured form. For the example page shown in Figure 2, the text token labelling
retains the hierarchical tree structure of the data and hence the parent-child
relationship between nested structured data are retained in the final XML page.

5 Experimental Results

Our prototype system ADRD (Automatic Data Record Detection) was examined
on three groups of Web sites where the first one was collected by ourselves and
the other two were publicly available. Our system was compared with five other
similar systems. MDR [7] is a relatively new system and is available online. We
downloaded MDR from the web and tested it on all our Web sites. The other
four systems are relatively well known and we use their results found in the

1 Please note that our system can detect/group data but do not label the at-
tributes(semantics, contents, meaning) of the data, for example, our system identify
the data record with three data fields “David, 16/06/1952, New Zealand”, but it does
not know “David” is a name, “16/06/1952” is the date of birth and “New Zealand”
is the country. The attributes labelling should be done a human user, which is the
same as other automatic wrapper induction systems.
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literature. The experiments and results with comparisons are discussed in the
rest of the section.

For each HTML example page in the experiments, we identify whether it
has any of these following characteristics: (1) N: containing nested data, (2)
M: containing missing data, meaning that most data records have values for a
particular field but some do not; and (3) O: containing optional data, meaning
that only a few records have some extra fields for special notes.

If more than 90% of the data records are correctly constructed as tuples, the
result is considered correct, represented by

√
. If 75% to 90% of data records are

correctly constructed as tuples, the result is defined as not perfect, represented
by ∼ . Otherwise, the extracted results are considered wrong, represented by ×.

5.1 Experiment 1

The first group of experiments was run on 10 Web pages which were selected
to represent different HTML pages with some of the three characteristics. The
pages were downloaded directly from the Internet by the time the experiments
were conducted. The Web page details with the results of our system ADRD
and another system MDR are shown in Table 1. Row one shows that the first
example web page has nested data structure and optional data but does not
have missing data; while our ADRD successfully built all the correct tuples in
the page, the MDR wrapper did not (not perfect).

Table 1. Comparison of two approaches on our Web site collection

# Description URL N M O ADRD MDR
1 AutoWeb car autoweb.drive.com.au Y N Y

√ ∼
2 Yahoo hot job www.hotjobs.com N Y N

√ √

3 Over stock Product www.overstock.com N N Y
√ √

4 VUW Grad Courses www.mcs.vuw.ac.nz/courses N N Y
√ √

5 VUW Staff Directory www.mcs.vuw.ac.nz/people Y N N
√ ×

6 VUW software group www.mcs.vuw.ac.nz/research/se-vuw N N Y
√ ∼

7 WorldCup 2006 fifaworldcup.yahoo.com Y N N
√ ×

8 DickSmith Support www.dse.co.nz Y N N × ×
9 Froogle Product www.froogle.com N N Y

√ √

10 Yahoo Auction auctions.yahoo.com N N N
√ √

As can be seen from Table 1, our system successfully built correct tuples for
90% of the example pages, suggesting that our system can successfully identify
majority of data records in these pages with nested data structures, missing data
or optional data. The MDR system, however, only achieved successful results on
50% of these pages, suggesting that our system outperforms the MDR system
on these Web pages. In particular, for the four pages containing nested data
structures, our system performed well for three of them. The MDR system,
however, did not achieve correct results for any pages with nested structures.
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The only failure of our system on the first experiment is on the example #8.
In this page, our system cannot recognize the nested-structure as the data in the
first level is in image format.

5.2 Experiment 2

Our second group of experiments was run on the 30 Web sites collected by
Kushmerick which were available on RISE (Repository of Online Information
sources Used in Information Extraction Tasks)[12]. The results for the existing
AutoWrapper approach [4] and the WIEN approach with six sub-systems [1]
were known and we compared them with our ADRD system and MDR.

Table 2. Comparison of the four approaches on 30 Web sites

ADRD MDR AutoWrapper WIEN

# sites for correct result (
√

) 23 11 14 4-17*
# sites for non-perfect result (∼) 4 3 0 0
# sites for wrong result (×) 3 16 16 26–13*

* WIEN has six sub-systems, so the result is a range

As shown in Table 2, our approach presented in this paper achieved correct
results on 76.7% of the pages (23 out of 30) and the results suggest that our
approach outperforms the MDR, AutoWrapper, and the WIEN approaches on
these pages.

Further inspection of the results reveals that for the seven pages with nested
structures, three pages with missing data and five pages with optional data, the
new ADRD system performed better than all other systems investigated here,
suggesting that this approach is more effective than other systems in processing
Web pages with nested structures, missing or optional data.

5.3 Experiment 3

Our third group of experiments was designed based on the literature [4,3,2] which
showed comparisons of existing systems on five typical Web sites from RISE [12].
We tested our system and MDR on these five sites to further investigate the
effectiveness of our approach. Table 3 shows the experimental results of ADRD

Table 3. Comparison of six approaches on five Web sites

# Site N M O ADRD RR WIEN STalker AutoWrapper MDR
1 Okra N N N

√ √ √ √ √ √

2 BigBook N N N
√ √ √ √ √ √

3 LA Weekly N N Y
√ √ × √ ∼ ×

4 Address Finder N Y N × × × √ × ∼
5 PharmWeb Y N Y

√ √ × × × ×
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and those existing systems RoadRunner (RR)[3], WIEN [1], STalker [2], the
AutoWrapper [4], and the MDR [7] on the five typical Web sites.

According to the results, our system resulted in correct performance on four
out of five web sites. The only one that our system fails is the page with a very
special situation: the data field values are presented in different order and the
formats of these disordered data fields are very similar.

Our system achieved clearly better results than the WIEN approach, the Au-
toWrapper and the MDR systems and produced comparable performance with
the RoadRunner(RR) and the STalker systems. However, RoadRunner requires
at least two example pages for training, while STalker requires a number of man-
ually labelled training example pages. Our system, on the other hand, only needs
one unlabelled Web page. Please note that only RoadRunner and our system can
handle #5 with nested data.

6 Conclusions

This paper investigated an approach to automatic information extraction by
clustering and labelling text tokens. This approach does not require any training
and the information extraction process does not have explicit pattern learning
or data extraction. The main contributions include new labels to categorize text
tokens to capture the hierarchical structure of a Web page, and a new method
that transforms labelled text tokens into XML format for data record detection.

The approach was examined and compared with a number of typical existing
approaches on three different groups of web sites. These web site groups contain
both some typical pages with missing, optional and nested data and some typical
Web pages recently used in well known approaches which can be found publicly.
The results suggest that our new approach is effective for web information ex-
traction from the pages with missing data, optional data, or data with nested
structures, and that it outperforms many existing approaches on these web sites.

The future work is to explore ways to extend this work to information ex-
traction from more flexible pages such as pages where data are not separated by
tags. Further research is need to further analyse and to improve the clustering
performance.
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Abstract. Knowledge visualization is a creative process, but difficult to formalize. 
This paper presents a system that is capable of analyzing voluminous citation data 
and visualizing the result. The system offers visualizations of trends by clustering 
scientific papers taken from the web (CiteSeer papers). Two methods are 
implemented: factor analysis and PFNET. An experiment has been carried out with 
the literature in knowledge management. A deep analysis of current trends in KM 
is then performed to check the relevance of these results. While the topical content 
is specific to knowledge engineering, semantic web, and related sub-areas, the 
approach could be applied to any general topic area in AI. 

Keywords: Knowledge Management, Knowledge Visualization, Factor 
Analysis, PFNET. 

1   Introduction 

Knowledge visualization is a creative process, but difficult to formalize. Massive 
scientific papers publish every year. It would be useful to comprehend the entire body 
of scientific knowledge and track the latest developments in specific science and 
technology fields. However, effective and efficient comprehension of vast knowledge 
is a challenging task.  

Knowledge Management (KM) is a fast growing field with great potential. 
However, researchers have disagreeing opinions about what constitutes the content and 
context of the KM research area [11]. It will be instrumental if the intellectual structure 
of KM domain could be constructed using Knowledge Domain Visualization (KDV) 
techniques. Previous studies of intellectual structure of the KM domain has been 
constructed by researchers with predominantly information systems and management 
oriented factors [18, 19]. In contrast, our study drew primarily on voluminous science 
and engineering literature that has given us some interesting results. 

This paper is organized as follows. Section 2 introduces the start-of-the-art of 
knowledge domain visualization. Section 3 introduces a scientific analysis system, 
which offers visualizations of trends by clustering scientific papers taken from the web 
(CiteSeer papers). Two methods are implemented: factor analysis and Pearson 
correlation coefficients in PFNET. An experiment has been carried out with the 
literature in knowledge management in section 3. A deep analysis of current trends in 
KM is then carried out to check the relevance of these results in section 4. 
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2   Knowledge Domain Visualization 

Visual exploration of large data sets provides insight by the visualizing of data [16]. 
However, lacking the ability to adequately explore the large amounts being collected, 
and despite its potential usefulness, the data become useless. 

Fortunately, the task of knowledge comprehension could be facilitated by an 
emerging field of study - Knowledge Domain Visualization (KDV), which tries to 
depict the structure and evolution of scientific fields [3]. A knowledge domain is 
represented collectively by research papers and their inter-relationships in this research 
area. A knowledge domain’s intellectual structure can be discerned by studying the 
citation relationships and analyzing seminal literatures of that knowledge domain.  

Researchers in information science studied the intellectual structure of a discipline 
in the early eighties [21]. One of the pioneering studies, Author Co-citation Analysis 
(ACA), is used to present the intellectual structure of knowledge domain. Recent 
studies in knowledge visualization adopt this ACA approach as its underlying 
methodology and outfitted the intellectual structure with visual cues and effects 
[4,5,6,7]. In addition, some recent work in knowledge discovery systems and data 
mining systems carry out analyses and visualizations a scientific domain [29, 30, 31].  

We proposed an approach, which is comparative to ACA analysis to derive 
knowledge visualization [8]. Figure 1 shows the process of the proposed approach. We 
propose an approach to construct a full citation graph from the data drawn from the 
online citation database CiteSeer [2]. The proposed procedure leverages the CiteSeer 
citation index by using key phrases to query the index and retrieve all matching 
documents from it. The documents retrieved by the query are then used as the initial 
seed set to retrieve papers that are citing or cited by literatures in the initial seed set [9, 
19]. The full citation graph is built by linking all articles retrieved, which includes more 
documents than the other schemes reviewed earlier. Factor analysis and pathfinder 
network (PFNET) [21, 22, 23] are used to analyze the citation network. 

Retrieve Data Co-citation Matrix

Factor Analysis

Pathfinder Network
Citation
Network
Analysis

Retrieve Data Co-citation Matrix

Factor Analysis

Pathfinder Network
Citation
Network
Analysis  

Fig. 1. Citation Analysis Process 

3   Research Trends in Knowledge Management 

Many knowledge visualization studies drew their citation data by using a key phrase to 
query citation indexes. However, it is rather limited to retrieve the citation data by a 
simple query of citation indexes.  

Factor analysis and pathfinder network (PFNET) are amalgamated to perform 
citation analysis. The resulted citation graph was built from the literatures and citation 
information retrieved by querying the term “Knowledge Management” from CiteSeer 
on March, 2006. The complete citation graph contains 599,692 document nodes and 
1,701,081 citation arcs. In order to keep the highly cited papers and keep the literature 
to a manageable size, we pruned out papers that were cited less than 150 times. The 
resultant citation graph contains 199 papers and 640 citation arcs.  
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In addition, we search literatures published during the eight years between 1998 and 
2005 in KM. We divided these eight years into five consecutive overlapping time slots 
of four years each. Following the same citation processing procedure described above, 
the citation graph in each time slot is tabulated in table 1.  

The threshold value is applied to prune out papers that were cited less than the 
threshold value. The information of the resulting citation graphs are listed on the far 
right-hand two columns.  

Table 1. Citation Graphs Data 

 Time 
span 

No. 
Papers 

No. 
Links 

Thres-
hold 

No. 
Papers 

No. 
Links 

1 98-01 33,836 78,176 20 666 2,182 
2 99-02 27,115 55,819 15 621 1,978 
3 00-03 20,178 36,303 10 548 1,680 
4 01-04 13,852 21,520 10 265 680 
5 02-05 8,506 11,003 5 305 658 

 

3.1   Factor Analysis 

The factors and the variances of these factors are listed in Table 2. Eighteen factors 
were extracted which collectively explained 56.028 cumulative variances. 

Table 2. KM Main Factors and Variances Explained 
 

Factor Descriptive Name Variance Explained 
1 Semi-structured/Object Databases 6.406 
2 Inductive Logic Programming and Learning 4.694 
3 Logic Programs 4.498 
4 Machine Learning and Classifiers 4.312 
5 Knowledge in a Distributed Environment 4.046 
6 Data Structures for Spatial Searching 3.591 
7 AI Concept Symbols 3.303 
8 Data Mining 2.871 
9 Information Integration of Varying Sources 2.771 

10 Functional Languages and Development 
Environment 2.568 

11 Planning and Problem Solving 2.477 
12 Distributed Agents Cooperation 2.407 
13 Modal and Temporal Logic 2.251 
14 Inductive Logic Programming 2.077 
15 Views Maintenance 2.042 
16 Probabilistic Reasoning 2.005 
17 Computational Geometry 1.930 
18 Search Engines 1.781 

 



 Visualizing Trends in Knowledge Management 365 

We identified eight to ten top research themes of each time period and consolidated 
them into table 3. We took the ten themes found in the earliest time span (1998-2001) as 
the basis and merged new themes or their variants uncovered in the latter periods. 
Forty-eight themes found in the five periods are merged into eighteen main trends. 

Table 3. Top New KM Research Trends 1998-2001 

 

Theme 
(Trend) 

Descriptive Name Found 
Period 

Average 
Ranking  

1 (1) Search Engine and Web Information Categorization  3 4.7 
2 Materialized Views and Queries Using Views 1 2 

3 Information Extraction Using Machine Learning 
Approach 1 3 

4 (2) P2P Issues 4 3.9 
5 Agent-Oriented System Analysis and Design 4 3 

6 (3) Auctions Protocols and Algorithms  5 4.6 
7 Web Usage and Web  Mining 2 5 

8 Semi-Structured Data Query and Schema 
Integration 3 4.3 

9 Collaborative Filtering 1 9 
10 (4) Time Series Data Mining 2 10 

11 (5) Web Annotation and Knowledge Embedding 4 
 

5.3 
 

12 (6) Continuous Query and Query Over Streaming Data 4 4 
13 (7) Schema Reconciliation and Ontology Merging  2 8.5 

14 Privacy Preserving Data Mining 2 9 
15 Dialogs Modeling of Agents 3 9 
16 
(8) 

Automatic Programs Spec  Generation and 
Checking 

3 7 

17 Automated Trust Mgmt.  4 9 
18 Context and Semantic Rich HCI 5 7 

 

From table 3 listed above, eight themes consistently appear in these periods. Theme 
number 1, 4, 6, 10, 11, 12, 13, and 16 appeared in the earlier period and lasted well into 
the last period. We therefore regard these eight themes as research trends that will 
continue to gather interest, evolving, and lasting for sometime. Theme numbers 2, 3, and 
9 appear only once in period one and this may imply their transient nature. Or, they may 
just converge with other themes; for example, theme 3—information extraction using 
machine learning approach—may  converge with data mining or web mining. The study 
of agent-oriented software engineering, web usage mining, XML data processing, and 
privacy preserving data mining (themes 5, 7, 8, 14) appear to be insignificant in the last 
period implying that these studies may be maturing and so are gathering less interest. 
Theme numbers 15, 17, and 18 appear once in the later period and this may indicate these 
are ephemeral or emerging studies [1,10, 12, 13, 17, 18, 20, 24, 25]. 
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4   Relationships Between Trends and KM Studies 

The trends and themes found in the last section seem predominantly related to the 
Internet. However, we can see the links between them and the KM studies discussed in 
section three by further analysis. The first trend deals with search engine related issues, 
which also includes Web information categorization and ranking as well as focused 
searches of particular information. A focused search engine uses reinforcement 
learning to optimize its sequential decision making.  

The second trend is characterized by studies in P2P infrastructure and 
semantic-based P2P systems. These researches try to provide the conceptual modeling, 
mechanism, and data model to integrate heterogonous data models or semantics that is 

local to each peer. The P2P paradigm is very useful when it comes to sharing files over 
the Internet; however, the more powerful knowledge sharing paradigm and 
semantic-based retrieval in P2P are hindered by the lack of common semantics shared 
by the peers. The research in this trend tries to lay down the infrastructure that 
facilitates effective knowledge sharing and exchange in the P2P paradigm.  

The third trend includes studies in auctions protocols and algorithm, combinatorial 
auctions, and preference elicitation using learning algorithms. The parallels between 
the preference elicitation problem in combinatorial auctions and the problem of 
learning an unknown function from learning theory were discussed [26]. The fifth trend 
deals with the issue of semantic annotation [27], knowledge embedding, and data 

mapping for semantic web [28]. Semantic web promises to provide a common 
framework that allows data to be shared and reused across applications. However, most 
of the existing data is in the form of XML not in RDF; a mapping mechanism is 
required to render the data sources interoperable.  

The seventh trend encompasses research of ontology merging, schema 
reconciliation, and knowledge sources integration. The separate ontology development 
has led to a large number of ontologies covering overlapping domains. In order for 
these ontologies to be reused, tools and methods that facilitate the merging or alignment 
of them need to be developed [17]. A key hurdle in building a data-integration system 
that uniformly accesses multiple sources of data is the acquisition of semantic 
mappings. A system that uses current machine learning techniques to find such 
mappings semi-automatically was proposed by researchers. 

4.1   Pathfinder Network 

The Pearson correlation coefficients between items (papers) were calculated when 
factors analysis was applied. The correlation coefficients are used as the basis for 
PFNET scaling [23]. The value of Pearson correlation coefficient falls between the 
range -1 and 1. The coefficient approaches to one when two items correlate completely. 
Items that closely relate, i.e., are highly correlated, should be placed closely together 
spatially.  

The distance between nodes is normalized by taking d = 1/(1 + r), whereas r is the 
correlation coefficient. The distance between items is inversely proportional to the 
correlation coefficient, which maps less correlated items apart and highly correlated 
items spatially adjacent. As we have mentioned earlier that the nodes located close to 
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the center of a PFNET graph represents papers contributed to a fundamental concept, 
which are frequently referred by other peripheral literatures that are positioned in outer 
branches. Figure 2 shows PFNET scaling with papers under same factors close to each 
other. 

 

Fig. 2. PFNET Scaling with Papers under Same Factors Close to Each Other. Nodes belong to the 
same factor are painted with corresponding color of the factor. Nodes that do not belonged to any 
factor are painted with color palette numbered 0. 

The cluster that corresponds to logic programs and AI concept symbols papers 
(colored in 3 and 7 palette) seems to play a key role in the KM intellectual structure as 
shown in the PFNET. AI concept symbols include a paper discussing the philosophical 
problems of AI, a paper addresses the “knowledge level” of computer system, and a 
book discusses the logical foundations of Artificial Intelligence. A paper in factor seven 
is dated back as early as 1969. 

5   Discussions 

Based on the research trends and changes in knowledge management communities over 
the past 20 years, the proposed trends in knowledge management are rivaling [14]. Of 
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particular interest has been the proposed approach that could be re-used in a number of 
ways and could possibly be shared across different domains. 

One of the potential future works of the proposed approach is to develop niche 
knowledge. The current approach provides a broad view of the trends, but we would 
like to work more in-depth. Figure 3 shows the mathematic function of Pathfinder 
Network Scaling [5]. Our current algorithm is to increase the value of parameter q or r, 
which limit network nodes construction. One of the advantages is to retrieve the most 
significant paths and nodes. However, the depth of nodes will be missed out. 
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Fig. 3. Pathfinder Network Scaling Formula  

Why do we prefer breadth to depth now? We may argue that the construction of 
breadth knowledge is easier than depth knowledge. Trends can be provided by the 
breadth knowledge, but trends are fleeting. Niche knowledge is less about trends and 
more about vision - they are about what is possible, not what is popular. Niche 
knowledge also helps to create the medici effect which leads to innovation [15]. 

6   Conclusions 

This paper has provided a survey of trends in knowledge management, which have 
been developed through analysis of citations and relationships among citations in 
CiteSeer. Factor analysis and Pearson correlation coefficients in PFNET have been 
implemented and the results obtained in the domain of knowledge management. 

The research themes that play the central role, according to the layout of PFNET, are 
knowledge representation, information integration and query related studies, modal and 
temporal logic, data mining, text categorization and constraint logic programming. The 
studies of inductive logic programming, machine learning, planning, and active 
network and mobile agents seem to fall to the side line or just play a peripheral role in 
KM related studies. 

Ten of the most important current research trends of KM were summarized. 
Semantic web, semantic-based P2P and agent systems, Ecommerce related topics, 
Ontology, and human computer/robot interaction researches are recent popular 
research trends in the KM domain area. Distributed knowledge representation and 
reason systems are also research interests due to World Wide Web proliferation. In 
addition, classifiers and patterns learning, especially in the area of Webs and hidden 
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databases with Web front end, are active research areas too. The fusion of disparate 
research areas such as computer science, economics, and law is an interested new trend; 
the implication of other research areas, leveraging Internet as a standard platform, may 
follow this cross discipline trend is expected. Privacy and security related issues are 
getting more attention due to the burgeoning Ecommerce activities. 

Research that intertwines World Wide Web, P2P systems, and intelligent agents 
with classical AI topics seems to be the new direction in large. However, we have only 
seen limited new research that tries to leverage the rich AI tradition of the past to pursue 
Web and Internet related fields. 

One of the future works is to emerge and apply the proposed approach to other 
disciplines. We also would like to extend the approach to work in-depth to find out 
niche knowledge of a domain. Niche knowledge adds more value. Niche knowledge 
creates the medici effect that when you step into an intersection of fields, disciplines, or 
cultures, you can combine existing concepts into a large number of extraordinary new 
ideas. More and more, innovation is arising not from particular industries or 
disciplines, but rather across them [15]. 
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Abstract. Although ontologies as an important component are widely used for 
different purpose in different communities and a number of approaches have 
been reported for developing ontologies, few works have been done to clarify 
the concept of knowledge science as far as we know. This paper presents a 
novel attempt to create an ontology characterizing a research program 
“Technology Creation Based on Knowledge Science” from a Knowledge 
Science perspective. We address a combination of bottom-up and top-down 
approaches to ontology creation, which is a first time to put forward a 
perspective of combining explicit knowledge with tacit, intuitive and 
experiential knowledge for constructing an ontology. An example of application 
of this ontology, related to a software tool named adaptive hermeneutic agent 
(AHA), is also given in the paper. 

Keywords: ontology, knowledge science, knowledge engineering, knowledge 
management, technology management. 

1   Introduction 

The word ontology was taken from philosophy, where it means a systematic 
explanation of being [1]. The term of ontology was borrowed by computer scientists 
in the middle of 1980s as a means to represent information and knowledge. It got 
significant development in the 1990s and the emergence of the Semantic Web has 
marked an important step in the evolution of ontologies. Regarded as a means for a 
shared knowledge understanding and a way to represent real world domains, in the 
last decades, ontologies are expected to play a crucial role in data and application 
integration at public and corporate level, for example, development of information 
systems, organization of content in web sites, categorization of products in e-
commerce, structured and comparative searches of digital content, standard 
vocabularies in expert domains, product configuration in manufacturing, among many 
others [2][3][4][5].  
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This paper presents a novel attempt to create an ontology characterizing a research 
program “Technology Creation Based on Knowledge Science” at Japan Advanced 
Institute of Science and Technology (JAIST) from a Knowledge Science perspective. 
Knowledge Science is a new academic field which relates to the philosophy, 
methodology and techniques for creating knowledge, modeling knowledge creation 
process and conducting research on knowledge management. The School of 
Knowledge Science at JAIST is the first school established in the world to make 
knowledge creation as the core of its scientific research. From the second half of 
2003, the 21st-century COE (Center of Excellence) Program “Technology Creation 
Based on Knowledge Science” of JAIST sponsored by the Ministry of Education, 
Culture, Sports, Science and Technology (MEXT, Japan) has been initiated. This 
program aims to establish an interdisciplinary research field focusing on research and 
education exploring issues related to "knowledge science," including how to 1) create 
knowledge that can help spark innovation in a variety of situations, 2) develop 
individuals capable of coordinating knowledge creation processes, and 3) ensure 
ethical behavior in a knowledge-based society. In order to fuse theoretical research 
and practical research, a series of projects have been promoting at the Center of 
Strategic Development of Science and Technology of JAIST. 

In this research, we tried to construct an ontology for COE program at JAIST with 
a new understanding of knowledge science and make explicit (at least, as much as 
possible) assumptions about this concept that are often tacitly made and never defined 
well. This work also will help the development of some projects of this program, 
clarify basic concepts for COE program itself, and help researchers in this program 
with vocabularies of keywords, with literature searches, and so on. 

There are many methods for developing ontologies, we can distinguish among 
those i) from scratch, ii) by reuse or iii) with the help of (automatic) knowledge 
acquisition techniques [4]. In our case, we combined the bottom-up classification and 
specification and the top-down reflection on concept of knowledge science to build 
the ontology from scratch. The paper emphasized one of the most difficult aspects of 
constructing ontologies, namely, combining explicit knowledge, which typically used 
in bottom-up approaches, with tacit, intuitive and experiential knowledge, which 
typically used in top-down approaches. Some knowledge acquisition techniques were 
also taken into account in this work.  

The rest of this paper is organized as follows. Section 2 introduces our research 
goals and methods. Section 3 and Section 4 respectively explain the bottom-up 
keywords analysis and top-down reflection in knowledge science. Detailed 
description of the ontology we built for COE program is given in Section 5, and one 
possible application of the ontology is also included. To understand our result better, 
we reflect also about other possible views on such ontology in Section 6. Section 7 
summarizes this paper. 

2   The Goals and Ways of Constructing Ontology of the COE 
Program 

In addition to the philosophical origin, ontology is also given diverse other meanings. 
In contemporary computer science, ontology is defined as a formal language-like 
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specification of a domain knowledge – actually equivalent to a taxonomy of concepts 
in a given field of knowledge, enhanced by a structure of hierarchical dependences 
and other links between concepts constituting the taxonomy, see, e.g., Dieng and 
Corby [6]. Ideally, an ontology should provide [7]: 

1) a common vocabulary, 
2) explication of what has been often left implicit, 
3) systematization of knowledge, 
4) standardization of terms, 
5) meta-model functionality (providing a metalanguage for specific models in 

the domain). 

Actually, these goals are not attainable: in order to have a formal meta-model [3], 
we need a meta-meta-model and so on, therefore we have to stop at some level of 
explication of basic assumptions and rely on an hermeneutical horizon – an intuitive 
perception what concepts and assumptions are basic and true and how we understand 
them. Thus, any ontology will achieve the ideal goals mentioned above only to a 
certain degree. Note, however, that this implies that any ontology can be re-
engineered, corrected according to changes in the hermeneutical horizon. 

In the paper, we tried to construct the ontology of 21st Century COE Program 
Technology Creation Based on Knowledge Science at JAIST as a case study, with the 
following goals: 

(1) To clarify the use of the concept of Knowledge Science in this Program and 
make explicit (at least, as much as possible) assumptions about this concept that are 
often tacitly made (ideal goals 2, 5); 

(2) To represent a vocabulary of terms used in this COE Program, together with a 
systematization of terms used (ideal goals 1, 3); 

(3) To help in the development of a software system designed to support 
hermeneutic search of literature, and possibly in other projects related to the COE 
Program. 

The ideal goal 4) – standardization – is addressed only to limited degree, because 
of the heterogeneity of the interdisciplinary projects in the COE Program. Thus, we 
design ontology for COE program at JAIST not only for helping in the development 
of some projects of this program, but also make to clarify basic concepts for COE 
program itself. 

Known ways of constructing ontologies can be treated not as absolute recipes, but 
hints how to proceed. There is a distinction of a top-down approach - actually, starting 
with an intuitive perception of the basic concepts in hermeneutical horizon and 
specifying them in detail subsequently – and a bottom-up approach - starting, say, 
with the concepts actually used in a given field of knowledge and trying to interpret 
them and their structural relations. The top-down approach starts with issues related to 
meta-model functionality (idea goals, 5); the bottom-up approach starts with issues 
related to systematization (ideal goals, 3) and standardization (ideal goals, 4). 
Obviously, we need a combination of both approaches in order to construct a useful 
ontology. 

To create ontology, we proceeded along several lines. First, we checked the terms 
and concepts used by the program leader in a paper presenting an introduction to the 



 Constructing an Ontology for a Research Program 375 

COE program, thus providing an outline of COE ontology. Then, we collected 43 
papers composed by COE project members, which have appeared either at an 
international conference or journal. We extracted the keywords from the papers and 
counted the frequency of keywords in the full paper by using a computer program. 
We chose the keywords with high frequency to supplement the outline of COE 
ontology. We chose also pairs of keywords occurring with non-zero frequency to 
make a simple QT clustering of them [8] and compared the ontology emergent 
bottom-up from such clustering with the top-down outline of COE ontology. Finally, 
we took into account the reflection on knowledge sciences [9] and used this reflection 
for corrections of the supplemented outline; this way, we finally created the ontology 
for COE program.  

3   Bottom-Up Classification and Specification: Keyword Analysis 

To build an outline of the ontology of COE program, we started with the paper 
presenting an introduction to this program authored by the program leader [6]. After 
analyzing the purpose and sub-projects of the program, we selected the key terms and 
concepts mentioned in the paper and organized an ontology outline with three levels 
of branches. The first level included five main topics:  

 Knowledge science, 
 Systems science and methodology, 
 Education in knowledge science,  
 Knowledge creation,  
 Management of technology. 

In addition, we also referred to the program reports presented by the program leader 
in later periods to check and revise the outline. 

Furthermore, we collected the papers authored by COE project members - as many 
as were available. Since we had to limit this search to electronic files, we finally 
considered only 43 papers, which were either included in Proceedings of International 
Symposium on Knowledge and Systems Sciences (JAIST, 2004), or Proceedings of 
the First World Congress of the International Federation for Systems Research (Kobe, 
2005), or in the International Journal of Knowledge and Systems Sciences (Issues 1  
to 6). We extracted keywords (including keyphrases) from all papers and counted the 
frequency of their occurrences in the full body of papers by using a computer program 
designed by a member of our group. 

The keywords were specified by authors, but we thought they were not enough for 
our research to compare the contents of all papers. Thus, the additional keyphrase 
extraction was taken into account. This may increase the correlation and improve the 
clustering. Keyphrase extraction techniques for the English language have been well 
developed. Keyphrase frequency associated with keyphrase significationce was 
proposed in Luhn [10]. Based on the knowledge bases of “stop words”1, there are 
three steps to the keyphrases extractor: 

                                                           
1 We used a list of stop words gotten from http://en.wikipedia.org/wiki/Stop_words 
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(1) Find Keyphrases: Extract keyphrases from the text file and make a list of all 
phrases. A phrase is defined as a sequence of one, two, or three words that appear 
consecutively in the text, with no intervening stop words or punctuation. In our case, 
phrases of four or more words are relatively rare. 

(2) Score Keyphrases: For each keyphrase, count how often the keyphrase appears 
in the text. Assign a score to each phrase. The score is the number of times the 
keyphrase appears in the file.  

(3) Final Output: We now have an ordered list of mixed-case phrases (upper and 
lower case, if appropriate). The list is ordered by the scores calculated in step 2. 

Another attempt was a clustering of keywords based on their joint occurrence. We 
selected a simple QT (quality threshold) clustering algorithm [4]. The goal of QT 
clustering is go form large clusters of genes with similar expression pattern, and to 
ensure a quality guarantee for each cluster. Quality is defined by the cluster diameter 
and the minimum number of genes contained in each cluster. In our case, if the 
frequency of occurrence of a pair of keywords equals or exceeds an assumed 
threshold t, the pair might be counted to belong to a candidate cluster; the largest of 
such candidate clusters is counted as an actual cluster, it is subtracted from the entire 
set of keywords, and the procedure is repeated on the remaining keywords. It turned 
out that the joint occurrence of keywords is not common, most frequencies of such 
co-occurrence are zero, thus the clustering was done at the threshold level t = 1. 
Because of the space, we only list the outputs of following two clusters as examples. 

Example of Keywords Clustering 

Cluster1: 

Papers: 
{ 
09_1_Minh.txt, 09_2_Nagai-kss04.txt, 12_2_phan.txt, 
12_3_Tran.txt, 15_1_Zhang.txt, 15_2_huang-wei.txt, 
20055.pdf.txt, 20057.pdf.txt, 20073.pdf.txt, 
06_1_Hao.txt, 20177.pdf.txt 
} 

Keywords 
{ 
Text summarization, Natural language processing, Text 
mining, Association rule mining, Coreference 
resolution, Anaphora resolution, Clustering algorithm, 
Information extraction, Natural language processing, 
Data mining, Knowledge discovery, Clustering, Genetic 
algorithm, K-means algorithm, Text clustering, Ant-
based Clustering, Semantic similarity measure, 
Ontology, Phrase indexing, Sentence extraction, 
Ensemble learning, SVM ensemble, Direct space method, 
Rough sets 
} 

Cluster2: 

Papers: 
{ 
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05_1_ma.txt, 05_3_ JieYAN.txt, 20060.pdf.txt 
} 

Keywords: 
{ 
Transportation fuel cell forecast, Technology 
roadmapping, Technology creation, Roadmapping process, 
Technology forecasting, Roadmapping, Interactive 
planning 
} 
 
With respect to the outline of COE ontology with three levels branch that we 

summarized from the project introduction and reports, the key phrases included in 
cluster one belong to the topic of “Knowledge Representation and Acquisition”, we 
have not listed a independent branch for it yet. The key phrases included in cluster 
two belong to the topic of “Management of Technology”. And we found the 
researchers were very interested in “Technology Roadmaps”. It could be one of the 
subtopics which belongs the “Management of Technology”. Drawing inferences 
about other cases from above instance, the clusters give us the hints to categorize the 
keywords, rethink the ontology outline of COE Program and finally merge the results 
with the top-down reflection introduced in next section. 

4   Top-Down Reflection on the Concept of Knowledge Science 

Knowledge science (KS) is often confused with or tacitly assumed to be subordinated 
to knowledge management (KM), thus we first reflect on the origins and meaning of 
the second term. Knowledge management has much popularity in management science, 
but its technological origins are often forgotten. It was first introduced by computer 
technology firms in early 1980-ies – first in IBM, then Digital Equipment Corporation 
who probably was the first to use the term knowledge management – as a computer 
software technology in order to record the current work on software projects. This 
started the tradition of treating knowledge management as a system of computer 
technologies. Later this term was adopted by management science, and made a big 
career. This has led to two opposite views how to interpret this term [11][12]: 

 As management of information relevant for knowledge-intensive activities, with 
stress on information technology: databases, data warehouses, data mining, 
groupware, information systems, etc. 

 As management of knowledge related processes, with stress on organizational 
theory, learning, types of knowledge and knowledge creation processes. 

The first view is naturally represented by information technologists and hard 
scientists; the second by social scientists, philosophers, psychologists and is clearly 
dominating in management science. Representatives of the second view often accuse 
the first view of perceiving knowledge to be an object while it should be seen as 
knowledge related to processes; they stress that knowledge management should be 
management of people. For example, in an excellent book on the dangers of 
postponing action The Knowing-Doing Gap [9], say that “[an] article asserted that 
‘knowledge management starts with technology’. We believe that this is precisely 
wrong. …Dumping technology on a problem is rarely an effective solution.” 
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However, while it is correct that knowledge management cannot be reduced to 
management of information, such a correct assessment tends to overlook both the 
complexity and the essence of the controversy. The complexity is that, historically, 
knowledge management has started with technology and cannot continue without 
technology; thus, both interpretations should be combined in adequate proportions. 
The essence of the controversy is that management of people should be also 
understood as management of knowledge workers; and knowledge workers are today 
often mostly information technologists, who should be well understood by managers. 
Thus, we believe that the two views listed above should be combined. Moreover, they 
incompletely describe what knowledge management is; there is a third, essential view, 
seeing knowledge management as the management of human resources in knowledge 
civilization era, concentrating on knowledge workers, their education and qualities, 
assuming a proper understanding of their diverse character, including a proper 
understanding of technologists and technology. 

This is particularly visible concerning the concepts of technology management 
versus knowledge management. Management science specialists in knowledge 
management often tend to assume that technology management is just a branch of 
knowledge management; technologists specializing in technology management stress 
two aspects. First, an essential meaning of the word technology is the art of designing 
and constructing tools or technological artefacts (thus, technology does not mean 
technological artefacts, although such a meaning is often implied by a disdainful use 
of the word technology, e.g., in the quoted above phrase dumping technology). In this 
essential meaning sense, the term is used in the phrase technology management. 
Secondly, technology management might be counted as a kind of special knowledge 
management, but it is an older discipline, using well developed concepts and 
processes, such as technology assessment, technology foresight [13] and technology 
roadmapping [14][15]. Only recently, some of these processes have been also adapted 
to knowledge management [16]. 

All the above discussion implies that we are observing now an emergence process 
of a new understanding of knowledge sciences – an interdisciplinary field that goes 
beyond the classical epistemology, includes also some aspects of knowledge 
engineering from information technology, some aspects of knowledge management 
from management and social science, some aspects of interdisciplinary synthesis and 
other techniques (such as decision analysis and support, multiple criteria analysis, 
etc.) from systems science. This emergence process is motivated primarily by the 
needs of an adequate education of knowledge workers and knowledge managers and 
coordinators; however, also the research on knowledge and technology management 
and creation needs such interdisciplinary support.  

The classical understanding of the words knowledge science might imply that it is 
epistemology enhanced by elements of knowledge engineering, knowledge 
management and systems science. However, the strong disciplinary and historical 
focus of epistemology suggests an opposite interpretation: knowledge science must be 
interdisciplinary, thus it should not start with epistemology, although it must be 
enhanced by elements of epistemology. The field closest to knowledge science seems 
to be systems science – at least, if it adheres to its interdisciplinary origins and does 
not suffer too much from the unfortunate (but unavoidable today) disciplinary 
division into soft and hard systems science. The noticeable tension between soft and 
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hard systems science is just an older version of the tension between understanding 
knowledge management either from the perspective of knowledge engineering, or 
from the perspective of social and management science, mentioned above.  

To summarize, we should thus require that knowledge sciences gives home to 
several disciplines (quoted here in an alphabetic order): 

 Epistemology and philosophy of science, 
 Knowledge engineering, 
 Management science and knowledge management, 
 Sociological and soft systems science, 
 Technological and hard systems science, 

On equal footing, with a requirement of mutual information and understanding, 
this basic classification should be also reflected in the proposed ontology of the COE 
Program. 

To our knowledge, only one university in the world, the Japan Advanced Institute 
of Science and Technology, founded – already in 1998 – the School of Knowledge 
Science, while the field is understood similarly as described above. The university 
supports only graduate education, for master and doctoral degrees; in knowledge 
science, three types of graduates are typical: 

 Specialists in management, with understanding of knowledge engineering and 
systems science; 

 Specialists in systemic knowledge coordination, with understanding of 
knowledge engineering and management; 

 Specialists in knowledge engineering, with understanding of management and 
systems science. 

The ontology of the COE Program might be also treated as a first step towards 
constructing an ontology for the School of Knowledge Science in JAIST, providing a 
better understanding of what is (or are) knowledge science (or sciences). 

5   Final Proposal of the Ontology and Its Application 

Based both on the bottom-up classification and on the above reflection as a basis of 
top-down approach, the ontology of the COE Program can be proposed. It is 
organized as an inverted tree, with fourth-level branches corresponding to keywords 
found in the papers of COE Program members. The general category of the domain of 
Knowledge Science includes the following eight sub-domains as the first lever of 
ontology of the COE Program: 

 Knowledge Creation and Transformation 
  Knowledge Representation, Systematization, Acquisition 
  Knowledge Management 
  Systems Science 
  Education and Knowledge Science 
  Management of Technology 
  Technology Creation 
 Diverse Related Themes 
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Each sub-domain is consisted of several topics (Second lever); the different topics 
include particular sub-topics (Third Lever). All keywords was summarized as and 
categorized into the sub-topics (Fourth lever). In addition, the clustering of the 
keywords gave us the hints to find the relations between the subtopics and the further 
relations between topics as well as sub-domains. Because of the limitation of pages, 
we can not list the proposed ontology here. Our classification is naturally not absolute 
nor the ultimately final; it might be further enhanced and corrected as new data will 
become available. 

On the basis of requirements of researchers [17][18] and the phenomenon of 
Hermeneutics[19], a software tool for information and knowledge retrieval was 
designed [20][21], in order to help researchers in gathering and interpreting 
relevant knowledge or research materials; this software tool is called Adaptive 
Hermeneutic Agent (AHA). The AHA is equipped with a simple and intuitive 
search interface and uses familiar search syntax, such as used by popular search 
engines (like Google, Yahoo). The search support can be extended to the definition 
of queries that will be automatically executed by the system with a fixed period of 
time. The definition of a query by the user is helped by ontological information; 
actually, the ontology described above is used in AHA as a basis of defining 
queries that can be selected from this ontology, supplemented or modified, for 
example, by adding new keywords that are relevant to the searched topic. After the 
query is executed, the AHA can also filter the obtained results by using a 
reinforcement learning approach that relies on a profile of the user’s interests. The 
AHA could also use a visual interface for the clustering and graphical presentation 
of search results. 

Therefore, the COE ontology as described earlier is an important element and first 
step in developing the software tool of AHA. The second step is the creation of user 
profile. It is to say, the user could extract the knowledge from COE ontology to 
formulate the outline of user profile. For instance, the user (e.g. COE member) can 
select the domains (keywords) he are most interested in and give the weights for 
different keywords. Then, the user could gather relevant knowledge and information 
based on his profile by using search engines connected to AHA. The AHA will do 
adaptive selection automatically as following steps: text extraction (from MS-word 
file to text or from PDF file to text); keyword extraction and frequents calculation 
(extracting keywords from the search results by statistics method); measurement of 
the similarity of each file and user profile; giving a ranking list including top N 
results. The fig. 1 shows an interface of creating user profile based on ontology of 
COE Program. 

Other possible applications of the work on ontology formation described here 
include, for instance, the development of an ontology of Knowledge Science in 
JAIST, an ongoing project that will include the lessons from the work described here; 
or a construction of a Knowledge Map or a research network for professionals 
interested in related domain, etc. 

 
 
 



 Constructing an Ontology for a Research Program 381 

Create user

profile

Ontology of

COE program

 

Fig. 1. The main interface of creating user profile based on ontology of COE Program 

6   Other Perspectives and Ontological Approaches 

Either before our work or at the same time, there are some related works in other 
perspectives for building an ontology or taxonomy, mostly in terms of knowledge 
management.  

Dr. Totok H. Wibowo [22][23], a postdoctoral research fellow of COE Center, 
worked with other two colleagues to construct a Knowledge Map for the faculty 
members of School of Knowledge Science (KS) in order to provide a critical 
mechanism in creating a research network of professionals interested in knowledge 
creation and knowledge management. They conducted the questionnaire survey and 
interview with the professors in KS School, and also referred many related journal 
papers, information from websites and other publications. However, they 
concentrated on the perspective of knowledge management (KM) which, as discussed 
above, can be counted only as a part of knowledge sciences. Finally, they concluded 
with a taxonomy of knowledge management, which consists of eight disciplines: 
Business of KM, Technologies of KM, KM Processes, KM Systems, Sociology of 
KM, Creativity, Psychology of KM, and Philosophy of KM. This work was based on 
the classification of existing research fields and topics of KM by taxonomical method 
and it clearly represented a KM perspective.  

In order to distinguish and describe KM technologies according to their support for 
strategy, Saito et al. [24] employed an ontology development method to describe the 
relations between technology, KM and strategy, and to categorize available KM 
technologies according to those relations. This study focused particularly on two sub-
domains of the KM field: KM strategies and KM technologies. The processes of 
developing the ontology in this work included four steps:  

 Definition of the domain and scope 
 Identification of key terms and concepts, and their relationships 
 Definition of the structure of the ontology as a hierarchy of categories 
 Survey of KM technologies according to the ontology. 



382 J. Tian et al. 

Another doctoral student of KS School, Kun Nie [25], is currently working towards 
a domain analysis of knowledge management as an organizational activity. He is 
trying to use domain analysis method to describe what KM really is and what is meant 
by KM. Domain analysis includes four main steps [26]:  

 Step 1: Collecting domain knowledge/expert knowledge 
 Step 2: Simple data analysis and visualization of keyword relationships 
 Step 3: Applying domain analysis (distribute the keywords in terms of the 

concepts of Entities, Events, Functions, Behaviours, Support Technology, 
Objectives, and Application) 

 Step 4: Results and conclusion. 

This is an on-going work. 
All above researches concentrate on the filed of KM, try to develop a taxonomy of 

KM or describe the contents of KM in detail. Being aware of such research helped us 
in our endeavour, building an ontology for COE program, which is, however, based 
on the assumption that Knowledge Science (KS) has much more rich meaning than 
Knowledge Management (KM). 

7   Conclusion 

We presented a process of constructing ontology of the 21st Century COE Program 
Technology Creation Based on Knowledge Science together with one of possible 
applications – helping in the development of an adaptive hermeneutic agent (AHA). 
The construction of ontology is a complex, multidimensional process; we must 
combine bottom-up approaches (from recorded documents) with top-down processes 
(from intuitive hermeneutical horizon), also look from diverse perspectives to 
improve the final product. Nevertheless, the effort spent on ontology construction is 
profitable in terms of diverse possible applications and of a creative illumination and 
enlightenment. 
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Abstract. Problem Frames approach is a new and prospective tool for
classifying, analyzing and structuring software development problems.
However, it has not yet been widely used mainly because lacking of
CASE tools for guiding the problem frame specification development.
This paper proposes an ontology based solution for this kind of CASE
tools. An ontology of Problem Frames approach has been developed for
this purpose. It specifies the basic terms elicited from Problem Frames
approach and gives a concept model of this approach. This ontology can
serve as the guidance of specifying the application problems. A case study
has been given for illustration.

Keywords: Ontology, Problem Frames Approach, Problem Frame Spec-
ification, Requirement Engineering.

1 Introduction

Requirement engineering is receiving increasing attention as it is generally ac-
knowledged that the early stages of the system development life cycle are crucial
to the successful development and subsequent deployment and ongoing evolu-
tion of the system. At present the prevalent approaches of RE include KAOS
[1], the i* framework [2], the scenario-based approach [3], etc. KAOS is a goal-
oriented approach. It starts with high-level, composite goals of the stakeholders,
and then refines those goals into hierarchical goal structures. The i* framework
models social dependency relationships that the future system actors have to
take over and handle. Such social analysis helps developer form a clearer under-
standing to one of the fundamental aspects of the design problem-the social and
organizational aspect. The scenario-based approach tries to use scenarios that
the domain users are familiar with to guide them to input system information
step by step, thereby helping to identify requirements. It collects a set of running
scenarios of real system as the guidance for eliciting the goals, and builds the
requirement goal tree of application software.

Instead of modeling requirements by using those subjective concepts such as
goals, dependency, ect., Problem Frames approach [4] follows another way. It
is a problem domain oriented analysis approach which addresses the real world
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      Machine
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Fig. 1. Elements of of Problem Frames Approach

problems, and provides a means of analyzing and structuring problems. The
starting point of analysis is a problem which has to be solved by software devel-
opment. The approach makes the most of recurring class of problems which is
defined to be a problem frame in software development. Some diagrams, such as
the context diagram, the problem diagram and the problem frame diagram etc.,
have been used to serve as the regulator of requirements elicitation and denote
the intermediate results in requirements specification development. Figure 1 il-
lustrates some essential elements of the Problem Frames approach. Problem
Frames approach assumes the software development as the action of building
a machine(Machine) to solve a problem in an identified part of the world(Real
World Problem Context) to meet a customer’s need(Requirements). To begin
with, the context diagram structures the world into problem domains and ma-
chine domain. Then by adding the requirements to extend the context diagram,
the problem diagram is obtained. After that, Problem Frames approach goes on
to find the solution of the problem by decomposing it into sub-problems based
on predefined heuristic rules, or matching it with those existing problem frames.
Finally when each of the sub-problems can fit a problem frame whose solution
is known, the original problem gets its solution.

Compared with the approaches mentioned above, Problem Frames approach
has the following advantages. Firstly, it helps users to focus on the problem,
instead of drifting into inventing solutions. Secondly, it helps identify problem
domain types. Thirdly, it provides rational principals for problem analysis, which
is not appeared in other analysis approaches. Fourthly, it provides a specific
guidance on how to deal with different types of problems. Finally, it admits the
relations of problem domains that really constitute the requirements.

However, although many tools exist to support other approaches(UML tools
are notable examples), no such tools exist for problem frames [6]. It has been
argued in [7] that a tool for problem frames is ‘urged and justified’, and an
essential ingredient in the uptake of the approach by practitioners. We propose
that such a kind of tool must [5]: (a) contain knowledge about Problem Frames
approach; (b) accommodate a certain degree of formalization; and (c) possess
the ability of reasoning. Building an ontology[8] [9] of this approach is the first
step for this kind of CASE tool.

This paper intends to define an ontology of Problem Frames approach for
guiding the problem frame specification and present the potential ability of this
ontology for guiding the requirements specification development. The structure
of this paper is as follows. Section 2 provides problem frame ontology. Section 3
presents the guided process for developing the application specification by using
this ontology with a small case study. Section 4 concludes the paper.
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2 Problem Frame Ontology

An ontology may take a variety of forms, but necessarily it will include a vocab-
ulary of terms and associations between them. Our problem frame ontology will
include three part. They are concepts of Problem Frames approach, associations
between the concepts and constraints on the concepts and the associations.

2.1 Concept Hierarchy

According to modeling process, we categorize the concepts in Problem Frames
approach into five groups. The first group named as Problem contains all the
concepts about the problem. The second group named as ProblemModel con-
tains all the diagram models of Problem. The third group named as Domain
contains all the concepts in the form of a vertex in the ProblemModel. The
fourth group named as Interaction contains all the concepts in the form of a
edge in the ProblemModel. The last group named as BasicTerm contains all the
basic concepts in Problem Frames.

Figure 2 illustrates the partial hierarchy of the Problem Frame concepts. T
is the universal type without particular meaning. The partial ordering, existing
on these concepts, represents the “IsA” relationship between two concepts. The
following will give the definitions of these concepts.

T

Domain

Requirement

Machine
ProblemDomain

GivenDomain

DesignedDomain

Problem

ProblemModel

State

StateTransitionDiagram

Value

Event

CausalPhenomena
Phenomena

SignalPhenomena

BasicTerm

DomainType

Interface

RequirementReference
RequirementConstraint

Interaction

ContextDiagram

ProblemDiagram

ProblemFrameDiagram

AtomicProblem

CompositeProblem

Transition

Fig. 2. A Concept Hierarchy of Problem Frames Approach

About the BasicTerm. BasicTerm concepts are the basic concepts of Problem
frames approach including Phenomenon, Domain etc.

– A Phenomenon(phenomenon) is an element of what we can observe in the
world. Here, we’ll recognize two categories of phenomena:

• CausalPhenomena are phenomena that can cause other phenomena
and can be controlled.
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• SymbolicPhenomena are phenomena that are used to symbolize other
phenomena and relationships between them.

– Event is an individual that is an occurrence at some point in time, regard
as atomic and instantaneous. It is a kind of phenomenon.

– State is a relationship among two or more individuals that can be true at
one time and false at another. It is a kind of phenomenon, also an element
of a StateTransitionDiagram.

– Value is an individual that can not undergo change over time. It is a kind
of phenomenon. The values we are interested in are such thing as numbers
and characters, represented by symbols.

– DomainType is the type of domains. Domains have three types, which are
Causal Domain, Anonymous Domain, and Lexical Domain.

• A Causal Domain is one whose properties include predictable causal
relationship among its causal phenomena.

• An Autonomous Domain usually consists of people. The most impor-
tant characteristic of an Anonymous Domain is that it’s physical but
lacks positive predictable internal causality.

• A Lexical Domain is a physical representation of data-that is, of Sym-
bolicPhenomena.

– Transition is a connection among two states consisting of events that they
share.

– StateTransitionDiagram is a diagram showing behaviors in the form of a
set of states with transitions between them.

About the Domain. Domain is a set of related phenomena that are usefully
treated as a unit in problem analysis. Domain concepts are Machine, Problem-
Domain and Requirement.

– Machine is the machine to be built by the developer in a software devel-
opment problem, and in diagrams is represented by rectangle with a double
vertical stripe.

– ProblemDomain is a domain in a problem other than the machine domain.
ProblemDomains can be classified into:

• GivenDomain is a domain that is given in a particular problem, and
in diagrams generally represented by a rectangle.

• DesignedDomain is the physical realization of a description or model
that the developer is free to design, and in diagrams generally represented
by a rectangle with a vertical stripe.

– Requirement is a condition on one or more domains of the problem context
that the machine must bring about, and in diagrams generally represented
by a dashed oval.

About the Interaction. Interaction concepts are Interface, RequirementRef-
erence and RequirementConstraint.

– Interface is a connection among two or more domains consisting of phe-
nomena that they share, and in diagrams is represented by a solid line.
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– RequirementReference is a reference by the requirement to some phe-
nomena of a domain, and in diagrams is represented by a dashed line.

– RequirementConstraint is a requirement reference that constrains the
domain to which it offers, and in diagrams is represented by a dashed arrow.

About the ProblemModel. ProblemModel concepts in Problem Frames are
ContextDiagram, ProblemDiagram and ProblemFrameDiagram.

– ContextDiagram is a diagram showing the structure of the problem con-
text in terms of domains and connections between them.

– ProblemDiagram is a diagram describing a particular problem. It shows
the problem parts: the requirement, the domains, and the interfaces and
references among them.

– ProblemFrameDiagram is a diagram describing a particular class of prob-
lem. It takes the form of a generic problem diagram, with some special nam-
ing and annotation conventions.

About the Problem. Finally, we come to the starting point of the approach-
problem. Here we specify two different kinds of problems.

– AtomicProblem is a problem fitting a problem frame in its simplest form,
with the smallest possible number of domains, that is to say, the solution is
known.

– CompositeProblem is a problem that can not be matched with a problem
frame and need to be decomposed into sub-problems to find its solution.

2.2 Associations

Besides classifying things, an ontology provides the associations between the
ontological categories. These associations form a general conceptualization of
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Fig. 3. Concept Model of Problem Frames Ontology. The equal link links a concept to
a virtual concept. The concept has all the associations of corresconding virtual concept.
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Table 1. Associations of Problem Frames ontology, where PFDiagram is short for
ProblemFrameDiagram, STD for StateTransitionDiagram, ReqRef for RequirementRe-
ference, and ReqCon for RequirementConstraint

Association formation description

hasSubproblem Problem → Problem a set of subProblems of Problem
hasContextD Problem → ContextDiagram ContextDiagram of Problem
hasProblemD Problem → ProblemDiagram a set of ProblemDiagrams of Problem
hasPFD Problem → PFDiagram a set of PFDiagrams of Problem

hasMachine ContextDiagram → Machine ContextDiagram, ProblemDiagram
ProblemDiagram → Machine and PFDiagram have
PFDiagram → Machine its corresponding Machine

hasProDom ContextDiagram → ProblemDomain ContextDiagram, ProblemDiagram
ProblemDiagram → ProlemDomain and PFDiagram have
PFDiagram → ProlemDomain its corresponding ProblemDomain

hasReq ProblemDiagram → Requirement ProblemDiagram and PFDiagram
PFDiagram → Requirement have Requirement

hasInterface ContextDiagram → Interface ContextDiagram, ProblemDiagram
ProblemDiagram → Interface and PFDiagram have its
PFDiagram → Interface corresponding Interface set

hasReqRef ProblemDiagram → ReqRef ProblemDiagram and PFDiagram
PFDiagram → ReqRef have ReqRef

hasReqCon ProblemDiagram → ReqCon ProblemDiagram and PFDiagram
PFDiagram → ReqCon have ReqCon

belongReq ReqRef→Requirement a ReqRef or ReqCon
ReqCon→Requirement belongs to a Requirement

hasPhe Interface→ Phenomenon observed Phenomena from
ReqRef→ Phenomenon Interaction
ReqCon → Phenomenon

conPhe Phenomenon → Domain phenomena constitute Domain
hasValue Domain → Value Domain has value
canIssue Domain → Event Domain can issue Event
hasStateTransD Domain → STD Domain has STD
hasDomInf ProblemDomain → Domain ProblemDomain has Domain

information
fromDom Interface→ Domain a interface controlled by a Domain
toDom Interface→Domain controlled Domain by Interface

ReqRef→Domain a domain connecting ReqRef
ReqCon→Domain a domain connecting ReqCon

fromState Transtion → State Transition’s source state
toState Transition → State Transition’s sink state
hasTrans STD → Transition Transition Set of a STD
beTriggeredBy Transition → Event Events triggered by Transition
hasInEvent STD → Event a set of event in STD
hasOutEvent STD → Event Events out of STD
cause Transition → Event a Transition cause a Event

Problem Frames approach. Some of this kind of associations are listed in table 1.
For each formation of an association, the left side is called the source concept
and the right side is called the sink concept. According to the five concept
groups, associations can be classified into four groups. In table 1, the second row
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contains the associations between the Problem and ProblemModel concepts, the
third row contains the associations between ProblemModel and Domain con-
cepts, the fourth row contains the associations between Domain and Interaction
concepts, and the fifth row contains the associations between Domain and Ba-
sicTerm concepts, Interaction and BasicTerm concepts, and BasicTerm itself.
According to the concepts and associations above, the conceptual model of the
Problem Frames approach can be formed by the ontological categories as shown
in Figure 3.

2.3 Constraints

The last part of the ontology is a set of constraints which represent the semantic
constraints among the concept categories and support reasoning. The general
form of a rule definition is

declaration � predicate.

In which, declaration represents the condition, and predicate represents the con-
clusion under the condition. These constraints are usually used in the consistency
and completeness checking of the application problem statements. The following
gives some examples of the constraints.

ProblemModel constraints:

– ∀pm ∈ ProblemModel � ∃!pm.hasMachine
– ∀pm ∈ ProblemModel � pm.hasProDom �= ∅
– ∀pm ∈ ProblemModel � pm.hasInterface �= ∅
– ∀pd ∈ ProblemDiagram � pd.hasReqRef ∪ pd.hasReqCon �= ∅
– ∀pd ∈ ProblemDiagram � pd.hasReq �= ∅

Interaction constraints

– ∀in ∈ Interaction � in.hasPhe �= ∅
– ∀in ∈ Interaction � in.toDom �= ∅
– ∀rr ∈ RequirementReference � rr.belongReq �= ∅
– ∀rc ∈ RequirementConstraint � rc.belongReq �= ∅
– ∀i ∈ Interface � i.fromDom �= ∅
– ∀i ∈ Interface � i.fromDom �= i.toDom

3 Application Specification Development

3.1 Process of Ontology-Guided Specification Development

This section presents the process of eliciting the application description. This pro-
cess is guided by the problem frame ontology developed in the above section. In
terms of the Problem Frames approach, the process mainly contains the follow-
ing four steps. Because the requirements are mainly captured by a variety of di-
agrams, we first define some notations for these diagrams. ‘?’ means that users
input is requested. ‘↑’ means that the information may be inherited and may need
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some modifications. ‘A X=⇒ B’ has different meanings according to different X in
‘=⇒’. If ‘X’ is ‘correspond’, it means B is a corresponding to A. If ‘X’ is ‘instance’, it
means B is an instance of A. If ‘X’ is ‘add’, it means B can be obtained by adding
more information to A. If ‘X’ is ‘partof’, it means B is a part of A.

Step 1. Develop the ContextDiagram. Generate the context diagram tem-
plate according to problem frame ontology as shown in the second part of
figure 4. The constraints make sure that there is only one Machine in the
ContextDiagram, and a interface must connect two different domains. The
users are requested to follow the template to fulfill the following tasks: 1)
identify the machine domain and the problem domains, 2) show how they are
connected in interface, and 3) name the shared phenomena in each interface.
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?  Interface

? Interface
?  Interface
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Fig. 4. Context Diagram Template Generation

Step 2. Develop the ProblemDiagram. On the basis of the context diagram
obtained in step 1, we could get a problem diagram template of the applica-
tion problem using the problem frame ontology. The users need to instanti-
ate the Requirements, RequirementReferences and RequirementConstraints,
and add more information to the interfaces (about which domain controls(!)
the share phenomena in interfaces).

Step 3. Decompose the ComplexProblems and develop ContextDia-
grams and ProblemDiagrams of sub-problems.Complex problem needs
to be decomposed into several sub-problems. For each sub-problem, we need
develop its context diagram as well as its problem diagram. Different from
step 1, ContextDiagram template is generated by inheriting relative domains
and Interfaces from context diagram from step 1. ProblemDiagram template
is generated by inheriting the domains and interfaces from the sub-problem
context diagram, and inheriting Requirements, RequirementReferences and
RequirementConstraints from the ProblemDiagram obtained in step 2.

Step 4. Group the specifications of (sub)problems to compose the
specification of original problem. If all the (sub)problems can be fit with
basic problem frames or variants whose specifications are known, group these
specifications together. Then, get the specification of the original problem.
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3.2 Case Study

In this section, we use an example to illustrate the guided process of problem
frame elicitation. This application case [10] is stated as follows:

A society needs a telemarketing system for selling lottery tickets to its sup-
porters. This society has different kind of lottery campaigns. The available
campaigns may be updated by the campaign Designer. The telemarker com-
municate with the supporters via telephones. All of these connections are
made by this system. If one supporter is willing to buy a special kind of lot-
tery, the ticket placement should be recorded for producing a ticket order.
The ticket orders will be sent to order processor.

In the following, we will show how the customers can be guided step by step to
supply necessary information by the problem frame ontology.
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Fig. 5. ContextDiagram Template and Application Context Diagram

a:TS!{Connecting Supporter} S!{Support Detail,Ticket Placement}   b:TS!{PhoneNum}
c:S!{PhoneNum} d:CD!{Campaign Details}     e:TS!{Ticket Order Details}
f:T!{PhoneNum}  g:T!{Supporter Detail,Ticket Order}    h:TS!{Connecting Supporter}
i:CD!{Update campaings}       j:TS!{Tickert Order}     k:T!{PhoneNum}
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Step 1. Develop the ContextDiagram. Follow the ContextDiagram template as
shown in the first part of figure 5, then get a ContextDiagram of the appli-
cation case as shown in the second part of figure 5.

Step 2. Develop the ProblemDiagram. According to the guidance of step 2,
generate the template of the ProblemDiagram of the application case as
shown in figure 6. Then follow the template,thus get a ProblemDiagram of
the case in the second part of figure 6.

Step 3. Decompose the ComplexProblems and develop ContextDiagrams and
ProblemDiagrams of sub-problems. The case is a complex problem. We de-
compose the problem in [10]. First, we get a sub-problem-Supporter Details
Editor, then analyze it. Same with this, we go on to decompose the case,
until every sub-problem can be fitted to a basic problem frame or a variant.
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(a) Develop its ContextDiagram. According to the guidance of step 3, gen-
erate a template for this sub-problem as shown in the first part of fig-
ure 7(a). Follow the template. At last we get a ContextDiagram of the
sub-problem as shown in the second part of figure 7(a).

(b) Develop its ProblemDiagram. According to the guidance of step 3, gen-
erate a template for this sub-problem as shown in the first part of fig-
ure 7(b). Follow the template. At last get a ProblemDiagram of the
subproblem as shown in the second part of figure 7(b).

Step 4. Group the (sub)problems to compose the specification of the case. This
case can be decomposed into 3 sub-problems(details see [10]), where Sup-
porter Details Editor and Campaign Details Editor can be fitted to Com-
manded behavior frame [4] or frame variant, and Telemarketing Scheduler
can be fitted to workpieces frame [4]. Group specifications of all these sub-
problems, we get a simplified specification in figure 8.
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Fig. 8. A Simplified Specification of the Telemarketing System

4 Conclusions

This paper presents an ontology for Problem Frames. The ontology has the
characteristics of being generic and reusable over a wide variety of applications.
It is an abstraction of concepts and terms in Problem Frames, and a sharable
and reusable description of Problem Frames approach.

This paper proposes a problem frame ontology which can be used to guide
the problem frame specification. This ontology gives a method for normalizing
and systemizing the whole process of Problem Frames approach and makes it
easy to use the Problem Frames approach. It has at least two roles. Firstly,
it provides the basic terms used in Problem Frames, this may advantage the
applications. Secondly, the constraints can be used to check the consistency and
completeness of application requirements, and support reasoning. This work lays
the foundation for further research in CASE tool building for Problem Frames
approach.
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Abstract. Difference between acoustic characteristics of speakers can be applied 
to segment conversational speech. In this paper, an unsupervised speech 
segmentation algorithm is emphasized while Euclidean distance measure and the 
distance measure based on GLR (Generalized Likelihood Ratio) and duration 
model are compared. The latter measure makes use of the likelihood ratio to 
describe the similarity and text-independent two-speaker verification system 
shows it is effective in verifying segment points as the result of being sensitive to 
speaker changes.  

Keywords: Conversational speech, GLR distance measure, unsupervised speech 
segmentation. 

1   Introduction 

The ability to segment conversational speech based on changes in speakers is useful [1] 
[2]. Speaker change makers in the audio stream provide the capability to skip to the 
next speaker when reviewing audio data, or to playback only those portions of the audio 
corresponding to a particular speaker. In this paper, we describe techniques for 
segmentation of speech based on the identity of speaker. 

Speech segmentation algorithms can be mainly divided into two portions: one is 
supervised training when data is available for each speaker and therefore such model as 
GMM (Gaussian Mixture Model) can be made in advance by using the data [3]. 
However, speakers are not always the same, and it is not practical to assume that speech 
samples for each speaker are available beforehand for many tasks. As a consequence, 
no speaker models can be built in advance [4].Therefore; unsupervised approaches 
without prior speaker models are desirable in many applications. One method is based 
on Bayesian Information Criterion (BIC) [5], which utilizes a maximum likelihood 
criterion penalized by the model complexity. But it is difficult to apply to various data, 
since it is necessary to determine a penalty threshold in order to control the balance 
between the likelihood and model complexity.  

To the problem, an unsupervised agglomerative clustering with no need of threshold 
is proposed. The distance measure for the clustering is likelihood ratio while merging 
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the two clusters with the minimum distance at each stage of clustering results in no 
need of threshold. A duration model is used to bias the likelihood ratio by taking 
advantage of the temporal information. The paper is organized as follows: Section 2 
presents the framework for an unsupervised speech segmentation based on speakers. 
Then two different distance measures are described in section 3. In section 4, the 
experiments and results are reported. The conclusion and future work are in section 5. 

2   Unsupervised Speech Segmentation Based on Speakers 

The unsupervised segmentation is widely used because of no need for the training data. 
The motivation of the approach is to use hierarchical agglomerative clustering to 
segment the data into approximate speaker clusters.  

 

Fig. 1. Diagram of unsupervised speech segmentation 

Figure 1 shows the diagram. The sequence is first partitioned into equal length 
segments. These segments form the initial set of clusters, each containing only one 
segment. We use a set of 64 Gaussians, which are trained by the entire sequence of 
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feature vectors from the file being segmented. For each segment, adapt mixture weights 
from the common set of Gaussians through MAP (Maximum A Posterior).  

Agglomerative clustering then proceeds by computing the pairwise distance 
between all clusters and merging the two clusters with the minimum distance. When 
two clusters are merged, new mixture weights using the union of segments in both 
clusters are estimated and distances to the remaining clusters are computed. This is 
repeated until the desired number of clusters is obtained. 

3   Distance Measure 

The key point in clustering on how to measure distance between clusters is formulated 
in detail. 

3.1   Distance Measure Based on Euclidean Distance 

Mixture of multi-Gaussian λ and λ~ are derived from segments x and y respectively. 

The Euclidean distance between λ and λ~ is defined as 
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symmetrical distance measure defined as equation (2) is given to represent the 
similarity between x and y , 
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Though this kind of distance measure is simple as the result of non-probability 
distance measure, the performance is not ideal. Therefore, we describe a probability 
distance measure, namely GLR (Generalized Likelihood Ratio), which is more 
sensitive to speaker changes. 

3.2   Distance Measure Based on GLR (Generalized Likelihood Ratio) 

This distance measure between two segments is derived from a likelihood ratio test for 
the hypothesis 0H  that the segments are generated by the same speaker and the 

hypothesis 1H  that the segments are generated by two different speakers. Let 

{ }rvvx ,,1 ⋅⋅⋅=  denote the cepstral vectors in one segment, { }nr vvy ,,1 ⋅⋅⋅= +  denote the 

vectors in another segment, and { }nvvz ,,1 ⋅⋅⋅=  denote the combined collection of 

vectors. Furthermore, x and y vectors are assumed to be independently distributed, and 

are not necessarily time adjacent. Let ( )χθ:xL  be the likelihood of the x segment, and  
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χθ denotes the parameters based on maximum likelihood estimation for samples in 

the x segment. Rather than computing the likelihood of a segment of speech assuming a 
single Gaussian, the likelihood is based on a mixture of M-Gaussian. Therefore, 
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( )yyL θ:  is similarly defined. Let ( )zzL θ:  be the likelihood of the merged segments 

of x and y . In fact, we estimate the means and covariance matrices for components of 

the Gaussian mixture by using the entire utterance, and then they are fixed. Mixture 
weights for each segment, the only free parameters to be estimated, are adapted through 
MAP.  

Let ( ) ( ) ( )yx yLxLH θθ ::Pr 1 =  be the likelihood that the segments are generated by 

different speakers. Let ( ) ( )zzLH θ:Pr 0 =  be the likelihood that the two segments are 

generated by the same speaker. Then GLR (Generalized Likelihood Ratio) is defined as 
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The distance measure used in the hierarchical clustering is 

( ) Lyxd λlog, −=  (5) 

3.3   Bias by Duration Model 

In the experiments described below, the median duration for a given talker is about 18 
seconds. Therefore, temporally close segments are more likely to be from the same 
speaker than from different speakers. In order to take advantage of this information at 
the level of hierarchical clustering, the likelihood ratio is biased using a duration model 
based on speaker changes over the original equal length segments. 

Define a two-state Markov chain, where state 1 of the chain represents speaker a, 
and state 2 represents speaker b. Then 1-step transition probabilities for the same 
speaker and for the speaker change are 

paSaS ii ===+ ]|Pr[ 1   paSbS ii −===+ 1]|Pr[ 1  (6) 

The n-step transition probability that the speaker for segment i is also speaking for 
segment ni + is  

2
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Using this equation we can compute the prior probabilities that two given clusters 
X and Y are produced either by the same speaker or by two different speakers. Let 
Z be the cluster formed by merging X andY . There will be nmzzZ +⋅⋅⋅= ,,1 , so that  
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Xz j ∈ and Yz j ∈+1  or vice versa correspond to intervals in which the beginning and 

ending speakers are different. Let C  be the number of such intervals in Z  and then 
( )1+in  be the difference between time indices of the first and the last segments of the 

i interval. A duration bias is then defined as  
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The duration biased distance between two clusters is defined as  

( ) DLyxd λλ loglog, −−= . (9) 

4   Experiments 

The data set used is subset of the two-speaker verification task in the NIST (National 
Institute of Standard and Technology) evaluation [4]. The verification task is, given 
an audio file containing conversational speech and given a hypothesized speaker, to 
determine if the hypothesized speaker is talking in the audio file. The training data 
contains 160 speakers (80 men and 80 women) and for each speaker there are three 
whole conversations. The testing data contains 1000 utterances, each of which is 
approximately 1 min in duration and also with two sides of the conversation summed 
together. The proposed unsupervised clustering is used to partition the speech file 
into speaker homogenous regions. After clustering, the multi-speaker speech has 
been turned into a set of single-speaker speech. Then as in the single-speaker case, 
each is scored. The maximum score is selected as the detection score for the entire 
utterance. 

All speech files are processed into mel-frequency cepstrum coefficients (MFCC), 
which includes 23 cepstral coefficients. The frame size is 20 ms and the shift is 10 ms. 

4.1   Comparison of Different Distance Measures 

The performance based on Euclidean distance was compared with the performance 
based on GLR and duration model on the same task. 

Table 1. EER(%) of different distsnce measures 

Euclidean distance GLR + duration 
36.97 18.85 

Table 1 shows the EER (Equal Error Rate) and Figure 2 is DET (Detection Error 
Tradeoff) curve. Since the smaller the EER is and the closer the curve is to the origin, 
the better the performance is, so unsupervised clustering based on GLR and duration 
model is better than based on Euclidean distance. 
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Fig. 2. DET of different distance measures 

4.2   Influence of Different Parameters 

Three important parameters that must be set for the segmentation are the initial  
segment size t , the mixture M and the number of clusters into which the segments are 
grouped N . 

Table 2. EER(%) of different t  and M ( 2=N ) 

  
0.5 1 2 

32 23.35 24.21 30.72 
64 19.03 18.85 26.67 

From Table 2, we find that the performance is not very sensitive to the initial 
segment sizes ranging from 0.5s to 1s and for 2s the performance is reduced because 
some of the initial segments contain more than one speaker. Mixture 32 is worse than 
mixture 64. From Figure 3, we find that the performance varies negligibly when 
varying the number of clusters from 2 to 4, and although for 5 clusters the performance 
is slightly reduced. The use of more than 2 clusters on two-speaker speech is based on 
helping with overlapped speech. 

t (s) 
M 



402 Y. Chen and Q. Wang 

0

10

20

30

40

50

1 2 3 4 5

N

E
E

R
 (

%
)

 

Fig. 3. EER (%) of different N ( st 1= 64=M ) 

5   Conclusions 

A speaker based unsupervised speech segmentation algorithm has been described. 
Because of making use of the likelihood ratio to describe the similarity, GLR distance 
measure for the hierarchical clustering resulted in detecting most of the speaker 
changes, as did the addition of a durational bias for the distance between clusters. 
Text-independent two-speaker verification system showed to have significant success 
in verifying segment points. Future work will focus on resolving short segments, 
people speaking simultaneously in conversation, because of the inherent instability of 
short analysis windows. 
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Abstract. Currently, the available architectures for knowledge management are 
mainly centralized and focus on basic string processing in essence. They tend to 
ignore that knowledge is distributed and full of semantics in and among complex 
knowledge-based organizations. Distributed knowledge management appears to 
solve the issues of distributed knowledge resources. Meanwhile, ontological 
engineering, which aims at describing the semantics for the knowledge or 
information, has been increasingly used in artificial intelligence and business in 
the past several years. Taking this into consideration, an architecture of 
distributed knowledge management, towards semantic interoperation (SiDKM) 
by introducing ontological engineering theory and multi-agent system (MAS) for 
distributed knowledge resources, is proposed in this paper. This architecture 
involves almost all the core modules in the knowledge management process, and 
can process large amounts of heterogeneous and distributed knowledge, which 
enables efficient knowledge sharing, reuse and evolution. 

1   Introduction 

The World Wide Web has dramatically increased the availability of electronically 
available information and the relevant numbers such as the number of documents are 
expected to grow exponentially. Besides, with the increasingly global competition and 
co-operation trends, the organization tends to be more dispersed, which, meanwhile, 
results in more different departments and more different types of staff. How to 
effectively manage the large number of information and provide corresponding 
personalization services for different types of staff are vital and knotty issues, 
especially with the circumstance that knowledge has been one of the key competitive 
factors for organizations. However, existing information or knowledge management 
systems are mainly central oriented, which can only be accessed by users in a uniform 
way. These inherently centralized approaches tend to ignore that the knowledge is 
usually distributed in and among complex knowledge-based organizations. Plus, the 
classical knowledge management projects mainly use keywords matching as a search 
method or managing approach which in essence belongs to the string processing level, 
that is, they can’t embody the semantics of the knowledge.   
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Nowadays, ontologies’ applications have been applied in many different areas such 
as e-commerce, knowledge engineering and artificial intelligence. Ontology has the 
strong potential to facilitate the knowledge creation of semantic relationships between 
various pieces of relevant and useful information to realize the information processing 
at the semantic level. Moreover, ontology is also effective in the context of integration 
and representation of various knowledge resources in organizations [1]. Besides, 
ontology is the backbone of semantic web which facilitates sharing and reuse of 
knowledge not only between software agents and computers but also between 
individuals [2]. 

Based upon this background, we introduce ontological engineering theory and 
multi-agent system (MAS) technology and propose an architecture of distributed 
knowledge management aiming at efficiently processing the large numbers of 
heterogeneous, distributed, and unstructured or semi-structured documents at the 
semantic level. This architecture enables the semantic interoperation among the 
different departments and different types of staff in the large distributed organizations 
and organization alliance. 

The remainder of this paper starts with a clarification of ontological engineering 
theory, MAS and DKM in Section 2. The characteristics of DKM and the architecture 
of SiDKM by introducing ontological engineering theory and MAS are presented in 
Section 4. After a related case study is given in Section 4, Section 5 arrives at the 
conclusions and suggests some possible future works at last. 

2   Backgrounds 

2.1   Ontological Engineering 

Ontological engineering refers to the set of activities that concern the ontology 
development process, the ontology life cycle, and the methodologies, tools and 
languages for building ontologies [3]. Its focus mainly includes three aspects: 
ontology/ontology building, ontology mapping and ontology evolution. 

One popular ontology definition is given by Gruber [4], “An ontology is a formal 
and explicit specification of a shared conceptualization”. Ontology can be regarded as a 
vocabulary of concepts and relationships between those concepts in a given domain. It 
can facilitate the acquisition and building of domain knowledge and enables semantic 
integration of heterogeneous and distributed knowledge. 

Ontology mapping is defined as that given two semantically related ontologies O1 
and O2, for each entity (concept, instance or relation) in the source ontology O1, we try to 
find a corresponding entity (concept, instance or relation) in the target ontology O2, 
which has the same intended meaning. It enables the existences of different approaches 
of knowledge representation and makes it possible for realizing personalization services 
for different types of users. There have been many such ontology mapping systems, such 
as GLUE [5], IF-Map [6], MAFRA [7], SF [8] and OMEN [9]. The specific ontology 
mapping approaches include language-based, structure-based, instance-based, 
semantic-based and reasoning-based. 

Ontology evolution as one of the basic theories of ontology is described as the 
process of modifying an ontology in response to a certain change, such as adding a new 
concept, a revised attribute, a new instance etc. in a given domain. There have been 
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some approaches or tools for ontology evolution [10-14]. In particular, ontology 
evolution is the renewal mechanism for ontology’s change. 

2.2   Multi-Agent Systems 

Multi-Agent system (MAS) is an ad hoc topic in the domain of distributed artificial 
intelligence. Its purpose is to enable more than one agent to interrelate and interact for 
making one common task finish. The communication between agents is considered as a 
sequence of communication and computation steps [15, 16]. The referred 
communication capabilities naturally allude to twofold, namely, the process of the 
mediator agents generating and sending messages to the local agents and the other 
mediator agents as well as the process of receiving and decoding messages from the 
local agents and the other mediator agents. Generally, the agents used in distributed 
artificial intelligence appreciate the following several properties [17, 18]: 

 Autonomy. Each agent works by itself, in other words, it doesn’t need the direct 
intervention of humans. 

 Reactivity. Each agent can perceive and respond to the relevant changes timely. 
 Pro-activity. Agents are able to exhibit goal-directed behaviors by taking the 

initiative, but not simply act in response to their environments. 
 Co-operability. Each agent can communicate with other relevant agents in order to 

attain common objectives. 
 Mobility. Agents are able to travel through computer networks. An agent in one 

host may create another agent or transport from host to host during execution. 

2.3   Distributed Knowledge Management 

Traditionally, the knowledge management projects are centralized knowledge 
management, which can only be accessed by users in a uniform way. These inherently 
centralized approaches tend to ignore that the knowledge is usually distributed in and 
among complex knowledge-based organizations. Peter F. Drucker predicated in 1998 
that the pervasive adoption of information technologies in every day business 
correlated with changes in demographics and economics, will induce a major 
reorganization of companies [19]. In order to cope with the distributed knowledge 
resources, distributed knowledge management system (DKMS) is presented to try to 
deal with these issues. It was introduced by Bonifacio, Bouquet and Cuel [20], in which 
the knowledge node (KN) is an abstraction of formal (e.g. division) or informal (e.g. 
community of practice) organizational units which are parts of social networks. The 
knowledge flow (KF) takes place between these nodes.  

Schmücker & Müller released their experiences in the application of DKMS [21]. 
Compared with the centralized solutions in terms of knowledge sharing, they 
generalized some main advantages. DKMS ensures instant access to up-to-date 
knowledge. Knowledge providers can follow a self-determined organization of 
knowledge, and users have the direct access to other persons’ knowledge through direct 
communication. Besides, the DKMS supports indirectly the socialization knowledge 
transfer process. Also, DKMS solution is less costly than those centralized 
counterparts, as they require less infrastructure investment and do not need large 
maintenance costs. However, they also pointed out a number of disadvantages of 
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DKMS. Searching for needed information becomes more difficult as there is no shared 
structure to organize it. Moreover, the same document can be found in different places, 
and it can be available in many versions, which implies that there is no guarantee for the 
quality of the found information. 

3   The SiDKM Architecture 

Besides taking the aforementioned information about knowledge management, for 
better designing the architecture of DKMS towards semantic interoperation, we still 
need to analyze the basic characteristics of DKMS. After the investigation, we find that 
the DKMS is prone to including the following several basic characteristics: 

 DKMS is a collaboration group of inter-linked and network-based knowledge 
management system. All sub-KMSs (Knowledge Management Systems) are 
dispersed and belong to different departments, communities, and cities.  

 Each sub-KMS is an autonomous and self-governed entity with all the necessary 
functionalities for the corresponding community. On one hand, all sub-KMSs can 
work effectively in their own community without intervention of the other 
sub-KMSs. On the other hand, each sub-KMS is also active as a component in the 
relative community league under the control of network agreement and 
collaboration mechanism. 

 Interoperation or collaboration is another characteristic of the DKMS. All 
sub-KMSs are subordinate to one collaboration league and abide by the common 
communication infrastructure and interaction middleware mechanism. With the 
support of inter-linked network environment, all sub-KMSs can realize the 
information transformation and sharing, which will make collaboration and 
application integration among relative communities come true. 

Considering the characteristics of DKM and the existing knotty issues in traditional 
knowledge management, we propose an architecture of DKM towards semantic 
interoperation by introducing ontological engineering theory and MAS, which is short  
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for SiDKM. The architecture is shown in Fig.1. Probst et al. [22] identified that the 
knowledge kernel modules should include knowledge acquisition, knowledge 
preservation, knowledge development, knowledge use and knowledge sharing. Our 
architecture involves the entire above-mentioned modules. 

3.1   Knowledge Acquisition 

With the dramatically increased the availability of information for the organization, 
knowledge acquisition is an evitable process for maintaining the organization’s 
knowledge base. This module is designed for knowledge seizing, especially for the 
large amount of electronic documents etc. It transforms all the unstructured or 
semi-structured electronic information into structured information under the 
supervision of domain ontology, which is located in ontology server. In particular, it 
contains three processes, namely externalization (conversion of tacit knowledge to 
explicit knowledge), internalization (conversion of explicit knowledge to tacit 
knowledge) and intermediation (conversion of explicit knowledge to explicit 
knowledge). The three processes all need the supervision of the domain ontology. 

3.2   Knowledge Preservation 

Ontology server is designed to organize the knowledge of organization at the 
conceptual level and enable the generation of the corresponding database. Besides, for 
user’s each query, ontology server can be used to provide navigational view and 
integrate information view of knowledge items. It also enables the relevant modules to 
put knowledge in the right perspective. Moreover, directory facilitator, a service for 
providing yellow pages, is introduced here. It describes the services that the 
corresponding node provides. 

3.3   Knowledge Sharing 

Knowledge communicating and sharing is the most important module in our 
architecture. Most distributed tasks depend on it. It aims at realizing the communication 
and sharing at the semantic level between two sub-KMSs. Each sub-KMS has its own 
ontology and interface of application programming with readers and writers. Its 
workflow can be described as follows: When sub-KMS A needs to visit sub-KMS B, its 
request must be processed by the mediator. The mediator encapsulates a set of mapping 
rules between two sub-KMSs’ ontologies. Then the transformed request is sent to 
sub-KMS B. After some operations on sub-KMS B, sub-KMS B generates the response 
represented by its style and returns the response to sub-KMS A. Again, the response 
also needs to be transformed by mediator into the style of sub-KMS A. Then two 
sub-KMSs finish one time knowledge communication. 

Especially, we take the implementation of both approach and technology into 
consideration. We adopt the compound ontology mapping approach as the 
communication approach, which is proposed in our last paper [23]. It integrates the 
language-based, structure-based and instance-based semantic similarities from  
the dimensionality of commonsense semantic and domain semantic. Besides, mobile 
agent technology is adopted for the transportation between source sub-KMS and 
target sub-KMS. It takes the ontology mapping approach, the relevant data and state. 
It is especially effective in distributed knowledge retrieval system [24].  
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3.4   Knowledge Development 

The organizations’ knowledge is not like the dictionary with the vocabularies constant 
for a long time, but changes ceaselessly. The knowledge management process must 
seize the changing of organizations knowledge, such as the new concepts, attributes, or 
instances. So we introduce the module of ontology evolution to crack this hard nut. In 
our proposed architecture, the ontology evolution is based on the ontology mapping 
results and WordNet (http://www.cogsci.princeton.edu/~wn). For example, when we 
acquire a mapping concept pair, such as “Personal Computer” and “PC”, we will change 
the concept node “Personal Computer” in the source ontology into a form of synonym 
set, that is, “(Personal Computer, PC)”. This kind of format would be much more 
flexible for future applications. 

3.5   Knowledge Retrieval 

Users can access the knowledge through a GUI by submitting their requests to a search 
engine. The ontology in the source sub-KMS will provide navigation services and 
standardize the query requests. In fact, the knowledge retrieval here is a kind of 
distributed information retrieval. The retrieval flow can be described as follows: 

Step 1: Users submit their request expression in their own words by GUI. 
Step 2: The user agent and information agent transform the users’ requests into the 

standard formats according to the local ontology in the source sub-KMS. 
Step 3: Put the standard requests into the mobile agent. According to the metadata 

information provided by the directory facilitator, find all the relevant target sub-KMSs 
and establish PRI (priority) list for them. 

Step 4: Mobile agent visits the target sub-KMS with the first priority. According to 
the mapping rule set by means of ontology mapping in advance, transform the requests 
into the standard formats of the target sub-KMS, then search the relevant information in 
terms of the ontology in the target sub-KMS and return the search results to the mobile 
agent. 

Step 5: Mobile agent visits next target sub-KMS in the PRI list and meanwhile 
repeats the same work as Step 4 until the last target sub-KMS in the PRI list. 

Step 6: Mobile agent returns to the source sub-KMS with all search results acquired 
from all relevant target sub-KMSs. Then the source sub-KMS outputs the search results 
to the users. 

4   A Case Study 

For better understanding the proposed SiDKM architecture, we describe a case study in 
this section and demonstrate how the SiDKM architecture works. 

Case description 
The staff of the production department in the Lenovo Group Ltd. of China needs to 
acquire the sales information of the retailers all over the world, in order to make the 
production plan for the next phase. How could they acquire the relevant information? 

The solution provided by the SiDKM 
It sets out the whole process of the solution with the start of distributed knowledge 
retrieval. The corresponding flow can be expatiated as follows: 



 Distributed Knowledge Management 409 

Step 1: The staff of the production department in the Lenovo Group Ltd. of China 
inputs his query keywords “The sales volume of PC” to the search engine in the 
distributed knowledge management system. 

Step 2: After submitting this request expression, the user agent and information 
agent get into work to preprocess the submitted request according to the local ontology 
located in the domain of knowledge management in China. They find that the standard 
description of this expression is “PC_Sales_Volume” in the local ontology. So the 
request expression “The sales volume of PC” is transformed into “PC_Sales_Volume”. 
Meanwhile, acquire its hypernym concept “PC_Sales_Department” and its hyponym 
concepts “Jiayue_Sales_Volume, Fengxing_Sales_Volume, Yangtian Sales_Volume, 
Tianjiao_Sales_Volume” (Jiayue, Fengxing, Yangtian and Tianjiao are different types 
of personal computers in Lenovo). Then put the standard format “PC_Sales_Volume” 
into the local mobile agent. 

Step 3: For the staff of the production department in the Lenovo Group Ltd. of 
China, the distribution of retailers are known in advance. So the PRI list has existed.  

Step 4: Here just take the retailer of Hong Kong in the PRI list as an example. 
According to the mapping rule set generated by the compound ontology mapping 
approach, we find that the concept “Personal_Computer_Sales_Quantity” in the 
local ontology of Hong Kong retailer has the same intended meaning as the 
requested concept “PC_Sales_Volume”. Then find the hypernym concept 
“Personal_Computer_Sales_Department” and the hyponym concepts 
“Jiayue_Sales_Quantity, Fengxing_Sales_Quantity, Yangtian_Sales_Quantity, 
Tianjiao_Sales_Quantity” of the concept “Personal_Computer_Sales_Quantity” in 
the retailer’s local ontology of Hong Kong. Now search all the information about 
the aforementioned concepts in the retailer’s local ontology of Hong Kong from the 
corresponding knowledge base. Then store the search results in the mobile agent. 
The visit of Hong Kong retailers is over now.  

Step 5: The mobile agent turns around the next retailer until the last retailer in the 
PRI list. 

Step 6: The mobile agent returns to the distributed knowledge management in 
China. Then it responds the staff with the sales information all over the world. 
Especially, the information is more specific than expected. In other words, the staff can 
not only gain the overall sales volume, but also the sales volume of each type of 
personal computers.  

Besides, the mapping rule set generated in the query process is vital for knowledge 
development. Also, take the mapping rule set between the local ontology in China and 
that of Hong Kong as an example. The mapping rule set is shown as follows: 

PC_Sales_Department is equivalence to Personal_Computer_Sales_Department 
PC_Sales_Volume is equivalence to Personal_Computer_Sales_Quantity 
Jiayue_Sales_Volume is equivalence to Jiayue_Sales_Quantity 
Fengxing_Sales_Volume is equivalence to Fengxing_Sales_Quantity 
Yangtian Sales_Volume is equivalence to Yangtian Sales_Quantity 
Tianjiao_Sales_Volume is equivalence to Tianjiao_Sales_Quantity
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According to above mapping rule set, the database administrater can reorganize the 
relevant concepts in the local ontology in forms of synonym set. For instance, the 
concept “PC_Sales_Volume” is reorganized as (PC_Sales_Volume, 
Personal_Computer_Sales_Department). This will be more convenient for other 
services in the future. 

5   Conclusion and Future Work 

In this paper, we present an architecture of DKM towards semantic interoperation 
(SiDKM) based upon ontological engineering theory and MAS technology. This 
architecture can facilitate knowledge sharing, reuse and evolution in the heterogeneous 
and distributed knowledge environments. Especially, ontological theory is introduced to 
realize the semantic interoperation among distributed organizations, while MAS 
technology is used as an intelligent communication tool in and among all sub-KMSs. 

Implementation of a prototype based on SiDKM architecture is our main future 
work. Actually, we have implemented several modules, such as compound ontology 
mapping [23], semi-construction of Chinese ontology [25]. In general, our future work 
will focus on threefold: (1) Design and implementation of MAS; (2) Ontology evolution 
algorithm; (3) Integration of all algorithms and technologies. 
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Abstract. Data mining for traversal patterns has been found useful in
several applications. Traditional model of traversal patterns mining only
considered un-weighted traversals. In this paper, a transformable model
of EWDG(Edge–W eighted D irected Graph) and VWDG(V ertex–W eig-
hted D irected Graph) is proposed. Based on the model and the notion of
support bound, a new algorithm, called WTPMiner(W eighted T raversal
Patterns Miner), and two methods for the estimations of algorithm are
developed to discover weighted frequent patterns from the traversals on
graph.Experimental results show the effect of different estimation method
of support bound.

Keywords: Data mining, WDG, traversal patterns, frequent patterns.

1 Introduction

Data mining on graph traversals have been an active research during recent
years. Graph and traversal on it are widely used to model several classes of
data in real world, especially in a distributed information providing environment
where objects are linked together to facilitate interactive access.Example for
environments include WWW and on–line services,where users, when seeking
for information of interest, travel from one object to another via corresponding
facilities (i.e., hyperlinks) provided. Clearly, understanding user access patterns
in such environments will not only help improve the system design (e.g., provide
efficient access between highly correlated objects, better authororing design for
pages, etc.), but also be able to lead to better marketing decisions (e.g., putting
advertisements in proper places,better customer/user classification and behavior
analysis, etc.). Capturing user access patterns in such environments is referred
to as mining traversal patterns [1].

The structure of Web site can be modeled as a graph in which the vertices
represent Web pages, and the edges represent hyperlinks between the pages.
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Furthermore, user navigations on the Web site can be modeled as traversals on
the graph. Each traversal can be represented as a sequence of vertices, or equiv-
alently a sequence of edges. Once a graph and its traversals are given, valuable
information can be discovered. Most common form of the information may be
frequent patterns, i.e., the sub-traversals that are contained in a large ratio of
traversals. In current information world, capturing this information has more
important actual significance. However, traditional model of traversal patterns
mining hardly considered weighted traversals on the graph [1][2].

This paper extends previous works by generalizing this to consider attach-
ing weights to the traversals. Such traversals weight may reflect some impor-
tance. For example, each Web page may have different importance which reflects
the value of its content. Each edge, which represents a transition between Web
pages, can be assigned with a weight standing for the user stay time. With the
weight setting, the mining algorithm can not be relied on the well-known Apri-
ori paradigm any more. Therefore, we adopt the notion of support bound [4].
On top of the notion, we propose a mining algorithm called WTPMiner for the
discovery of weighed frequent patterns from traversals on graph.

The rest of this paper is organized as follows. Section 2 reviews previous works
related with the traversal pattern mining and weighted mining. The related
definitions of problem are given in Section 3. Section 4 proposes an algorithm
called WTPMiner. Section 5 describes two methods for the estimation of weight
and support bound used in this paper. Empirical research and the analyses of
algorithm are reported in Section 6. Finally, Section 7 gives the conclusion as
well as future research works.

2 Related Works

The main stream of data mining, which is related to our work, can be divided
into two categories, i.e. the traversal pattern mining and the weighted mining.
For the traversal pattern mining, there have been few works. Chen et al. [1]
proposed two algorithms – FS and SS of the problem about traversal pattern
mining. However, they did not consider graph structure, on which the traversals
occur. Nanopoulos et al. [2] proposed three algorithms with a trie structure of
the problem of mining patterns from graph traversals, one which is level-wise
w.r.t. the lengths of the pattern and two which are not. They considered the
graph, on which traversals occur. The above works dealt with the mining of
un-weighted traversal patterns.

For the weighted mining, most of previous works are related to the min-
ing of association rules and its sub-problem, the discovery of frequent itemsets.
Cai et al. [3] generalized the discovery of frequent itemsets to the case where
each item is given an associated weight. Wang et al. [4] extended the problem by
allowing weights to be associated with items in each transaction. Their approach
ignores the weights when finding frequent itemsets, but considers during the as-
sociation rule generation. Tao et al. [5] proposed an improved model of weighted
support measurement and the weighted downward closure property. Seno et al.
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[6] and Yun et al. [7][8] also considered weighted items in the process of frequent
itemsets, the length-decreasing support constraints for a new measurement of
support, and closed frequent patterns with weight constraints. Although the
above works take the notion of weight into account as examined in this paper,
they only concerned on the mining from items, but not from traversals.

3 Correlative Definitions and Notions

In order to commendably describe the problem, i.e., mining weighted frequent
patterns from the traversals on graph, we give some correlative definitions and
notions as follows.

Definition 1. A WDG(Weighted Directed Graph) is a finite set of vertices and
edges, in which each edge joins one ordered pair of vertices, and each vertex
or edge is associated with a weight value. A base graph is a weighted directed
graph,on which traversals occur.

By Definition 1, we know that there should be two kinds of WDGs. One is
VWDG(Vertex-WDG) which assigns weights to each vertex in base graph, and
the other is EWDG(Edge-WDG) which assigns weights to each edge. Nextly, we
will know they are essentially equivalent. So, we only explore the former in this
paper. For example, Fig.1(a) is a base graph G which has 6 vertices and 8 edges,
in which each vertex is associated with a weight.
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Fig. 1. (a) Example of base graph G (b) Traversal database T from G

Definition 2. A traversal is a sequence of consecutive vertices along a sequence
of edges on a base graph. Essentially, a traversal is a pattern. We assume that
every traversal is path, which has no repeated vertices and edges. The length of
a traversal is the number of vertices in the traversal. The weight of a traversal
is the sum of vertex weights in the traversal. A traversal database is a set of
traversals.

Figure 1(b) is a traversal database T from G which has totally 6 traversals, each
of which has an identifier and a sequence of consecutive vertices.

By Definition 1 and 2, obviously, there should be two corresponding traversal
cases — VWDG traversal and EWDG traversal. Figure 2(a) and (b) respectively
describe them, and (c) is the combination of two cases.
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Fig. 2. Three cases of assigning weights to traversals

Essentially, the two WDG cases can be reduced to one case, i.e., assigning
weights to vertices or edges. There we reduce the two cases to one case —
assigning weights to vertices. The reason why we can reduce is that two nodes
with a weighted edge in a EWDG can be thought as a node with same weight
value in the corresponding VWDG, and the edges between vertices in VWDG
have no weight value, their linking directions refer to the source EWDG. Figure 3
describes this change method, each vertex’s weight in Fig.3(a) or (c) is 0, and
each edge’s weight in Fig.3(b) or (d) is also 0. Each node in Fig.3(b) or (d)
represents the corresponding two nodes with a directed weighted edge in Fig.3(a)
or (c), e.g., the nodes named ‘bd’,‘de’,‘ec’ and ‘bc’ respectively represents the
corresponding nodes with directed edges named <B,D>,<D,E>,<E,C> and
<B,C>. Figure 3(e), (f), (g) and (h) truly describe how to change EWDG into
VWDG. Each edge’s direction in new birth VWDG is gotten as follows, e.g.,
for node ’de’ in (h), because it’s corresponding field in (e) is joined by two
directed edges named <B,D> and <E,C>, so there are two edges (‘bd ′→‘de’
and ‘de’→‘ec’), the other edges’s direction is similar to the above. By the above
change method, we can transform EWDG to VWDG. This union is convenient
to solve pattern mining problem on weighted graph.
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Fig. 3. The change process from EWDG to VWDG

Definition 3. A subtraversal is any subsequence of consecutive vertices in a
traversal. If a pattern P is a subtraversal of a traversal T, then we say that P is
contained in T, and vice versa T contains P.
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Property 1. Given a traversal of length k, there are only two subtraversals of
length k − 1. A pattern of length k is frequent only if its two subpatterns of
length k − 1 are also frequent [2].

Definition 4. The support count of a pattern P, scount(P), is the number of
traversals containing the pattern. The support of a pattern P, support(P), is the
fraction of traversals containing the pattern P. Given a traversal database T, let
|T | be the number of traversals.

support(P ) =
scount(P )

|T | . (1)

From practice, we can easily draw a property as follows.

Property 2. The support count and the support of a pattern decrease monoton-
ically as the length of the pattern increases. In other word, given a k-pattern P
and any l-pattern containing P , respectively denoted by Pk and Pl, where l > k,
then scount(Pk) ≥ scount(Pl) and support(Pk) ≥ support(Pl).

Given a base graph G with a set of vertices V = {v1, v2,. . . , vn}, in which each
vertex vj is assigned with a weight wj ≥ 0, k-pattern P ⊂ V , we will define the
weighted support of a pattern.

Definition 5. The weighted support of a pattern P, called wsupport(P), is

wsupport(P ) =
(

∑

vj∈P

Wj

)

(support(P )). (2)

Definition 6. A k-pattern P is said to be weighted frequent when the weighted
support is greater than or equal to a given minimum weighted support threshold
called wminsup, i.e.,

wsupport(P ) ≥ wminsup . (3)

From (1), (2) and (3), a k-pattern P is weighted frequent when its support count
satisfies:

scount(P ) ≥ minsup × |T |
∑

vj∈P

Wj
. (4)

We can consider the right upper bound of (4) as the lower bound of the support
count for a pattern P to be weighted frequent. Such lower bound, called k-
support bound, is given by

sbount(P ) =
⌈

minsup × |T |
∑

vj∈P

Wj

⌉

. (5)
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We take the ceiling of the value since the function sbound(P ) is an integer.
From (4) and (5), we can say a pattern P is weighted frequent when the support
count is greater than or equal to the support bound.

scount(P ) ≥ sbound(P ). (6)

Note 1. sbound(P ) can be calculated from base graph without referring traversal
database. On the contrary, scount(P ) can be obtained by referring traversal
database.

The problem concerned in this paper is stated as follows. Given a weighted
directed graph (base graph G) and a set of path traversals on the graph (traversal
database T ), find all weighted frequent patterns.

4 A Framework for Mining Weighted Frequent Patterns

We propose a framework for the mining of weighted frequent patterns from
traversals on the graph. An efficient algorithm for mining large itemsets has
been Apriori algorithm [9]. The reason why Apriori algorithm works is due to
the downward closure property, which says all the subsets of a large itemset
must be also large. For the weighted setting, however, it is not necessarily true
that all the subpatterns of a weighted frequent pattern are weighted frequent.
Therefore, we can not directly adopt Apriori algorithm. Instead, we will extend
the notion of support bound, which can be applied to the pruning and candidate
generation.

4.1 Pruning by Support Bound

One of key technologies to enhance the mining performance is to devise a pruning
method which can reduce the number of candidates as many as possible. We must
prune such candidates which have no possibility to become weighted frequent
and keep those candidates that have a possibility to become weighted frequent
in the future. The main concern point is how to decide such possibility.

Definition 7. A pattern P is said to be a scalable pattern when it has a pos-
sibility to become weighted frequent in the future if extended to longer patterns,
i.e., when some future patterns containing P will be possibly weighted frequent.

Now, the pruning problem is converted to the scalability problem. For the deci-
sion of such scalability, we will first devise the weight bound of a pattern. Let
the maximum possible length of weighted frequent patterns be u, which may
be the length of longest traversal in the traversal database. Given a k-pattern
P , suppose l-pattern containing P , denoted by Pl, where k < l ≤ u. For the
additional (l − k) vertices, if we can estimate upper bounds of their weights
as wr1, wr2, . . . , wrl−k, then the upper bound of the weight of the l-pattern Pl,
called l-weight bound of P , is given by
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wbound(Pl) =
∑

vj∈P

wj +
l−k∑

j=1

wrj . (7)

The first sum, in (7), is the sum of the weights for the k-pattern P . The second
one is the sum of the (l−k) estimated weights, which can be estimated in several
ways. We will propose two estimation methods in the following section.

From (5) and (7), we can derive the lower bound of the support count for
l-pattern containing P to be weighted frequent. Such lower bound, called l −
support bound of P , is given by

sbount(Pl) =
⌈

minwsup × |T |
wbound(Pl)

⌉

. (8)

Lemma 1. A pattern P is scalable if scount(P ) ≥ sbound(Pl) for some k < l ≤
u, otherwise is not scalable.

Proof. Let li is any expression of l. If scount(P ) ≥ sbound(Pli) ⇒ scount(P ) ≥
scount(Pli) (by property 2)⇒there is a possibility: scount(Pli) ≥ sbound(Pli)
⇒ Pli will possibly be weighted frequent (by (6)). ⇒ P is scalable (by defin-
tion 7) Otherwise, if scount(P ) < sbound(Pli), ∵ by property 2, scount(P ) ≥
scount(Pli) ∴ scount(Pli) < sbound(Pli) ⇒ Pli will definitely not be weighted
frequent⇒ P is not scalable. ��
Corollary 1. A pattern P is scalable if scount(P ) ≥ sbound(P ).

Proof. From (5), (7) and (8)⇒sbound(P ) ≥ sbound(Pl) for all k < l ≤ u ⇒
scount(P ) ≥ sbound(Pl) for all k < l ≤ u ⇒ P is scalable by Lemma 1. ��
Obviously, Corollary 1 states that a weighted frequent pattern must be scal-
able. On the contrary, in the case of scount(P ) < sbound(P ), and because
sbound(P ) ≥ sbound(Pl), i.e., scount(P ) < sbound(P ) ≥ sbound(Pl), so we can
not decide the relation of scount(P ) and sbound(Pl), i.e., can not decide if P is
scalable, therefore we need to estimate sbound(Pl) to decide the scalability by
Lemma 1.

According to Lemma 1 and Corollary 1, we can devise a pruning algorithm
called Pruning-SB (Pruning by Support Bounds). The details of this are in
Alg.1 of Table(1).

Table 1. Alg.1: Pruning-SB & Alg.2: Pruning-MSB

Alg. 1: Pruning-SB (Pruning by Support Bounds) Alg. 2: Pruning-MSB(Pruning by M inSupport Bound)

1: for each pattern P in candidates set Ck { 1: for each pattern P in candidates set Ck {
2: if (scount(P ) ≥ sbound(P )) then 2: if (scount(P ) ≥ sbound(P )) then
3: continue; // P is scalable then keep 3: continue; // P is scalable then keep
4: for each l from k + 1 to u { 4: estimate sbound(P, +);
5: estimate sbound(Pl); 5: if (scount(P ) ≥ sbound(P, +)) then
6: if (scount(P ) ≥ sbound(Pl)) then 6: continue; // P is scalable then keep
7: break; } // P is scalable then keep 7: Ck = Ck − {P};
8: if (l > u) then // P is unscalable then prune
9: Ck = Ck − {P};} // P is unscalable prune 8: }

Definition 8. The max l-weight bound, wbound(P, +), and the min l-support
bound of a pattern P, sbound(P, +), are defined as follows.



WTPMiner: Efficient Mining of Weighted Frequent Patterns 419

wbound(P, +)=max(wbound(Pl)); sbound(P, +)=min(sbound(Pl)), k<l≤u.

Corollary 2. A pattern P is scalable if scount(P ) ≥ sbound(P, +), but not
scalable if scount(P ) < sbound(P, +).

Proof. If scount(P )≥sbound(P, +), ∃li, sbound(Pli)=sbound(P, +)⇒scount(P )
≥ sbound(Pli) ⇒ P is scalable (by Lemma 1). Otherwise, if scount(P ) <
sbound(P, +)⇒scount(P )<sbound(Pl), for all k<l≤u ⇒ P is not scalable. ��
According to Corollary 2 along with Corollary 1, we can devise another pruning
algorithm called Pruning-MSB Pruning by M in Support Bounds). The details
of this are in Alg.2 of Table(1).

4.2 Candidate Generation

We will devise candidate generation algorithms by defining downward closure
properties between scalable patterns. If there is a downward closure property
between scalable patterns, new candidates can be generated from current scalable
patterns.

Definition 9. We say that there is partial downward closure property when the
(k−1)−subpattern <p1, p2, . . . , pk−1> of a scalable k−pattern <p1, p2, . . . , pk>
is also scalable, and there is full downward closure property when two (k − 1)−
subpatterns <p1, p2, . . . , pk−1> and <p2, p3, . . . , pk> of a scalable k− pattern <
p1, p2, . . . , pk> are also scalable.

Note 2. There are only two (k − 1) − subpatterns of a k-pattern by Property 1.
When there is the partial downward closure property, we can generate candidate
(k + 1)-patterns, Ck+1, from scalable k-patterns, C. The details of this are in
Alg.3 of Table(2). When there is the full downward closure property, we can
generate Ck+1 in a similar way. The details of this are in Alg.4 of Table(2).

Table 2. Alg.3: Gen-PDC & Alg.4: Gen-FDC

Alg. 3: Gen-PDC(Gen-Partial Downward C losure) Alg. 4: Gen- FDC (Gen-Full Downward Closure)

1: for each P =< p1, p2, . . . , pk > in Ck { 1: for each P =< p1, p2, . . . , pk > in Ck {
2: for each edge < pk, v >∈ G 2: for each edge < pk, v >∈ G
3: if (v /∈ P ) then // not repeated vertex 3: if (v /∈ P )&(Q =< p2, . . . , pk, v >∈ Ck) then
4: P is extended to P ′ =< p1, p2, . . . , pk, v >; 4: P is extended to P ′ =< p1, p2, . . . , pk, v >;
5:} 5:}

4.3 WTPMiner(Weighted Traversal Patterns Minier) Algorithm

By combing the pruning and candidate generation algorithms into a whole, we
can get an algorithm, called WTPMiner (Weighted Traversal Patterns Minier),
for mining weighted frequent patterns from traversals on graph. Table(3) shows
the algorithm proposed in this paper, which performs in a level-wise manner.

From Table(3), we can know that the framework of our proposed algorithm,
comparing with the Apriori Gen Algorithm [9], contains some significant dif-
ference in the detailed steps. In the algorithm, each step is outlined as follows.
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Table 3. Alg. 5: WTPMiner Algorithm for mining weighted frequent patterns

Alg. 5: Mining weighted frequent patterns-WTPMiner
Inputs: Base graph G, Traversal database T ,Minimum weighted support wminsup
Output: List of weighted frequent patterns Lk

1: u = max(length(t)), t ∈ T ; //step1. maximum length of weighted frequent patterns
2: C1 = V (G); // step2. initialize candidate patterns of length 1
3: for (k = 1; k ≤ u and Ck �= Q; k + +){
4: for each traversal t ∈ D //step3.obtain support counts
5: for each pattern P ∈ Ck

6: If ( P is contained in t) then P.scount + +;}
//step4. determine weighted frequent patterns

7: Lk = {P |P ∈ Ck, wsupport(P ) ≥ wminsup or scount(P ) ≥ sbound(P )}
8: if (k<u) then { //step5. prune candidates
9: Ck= pruneCandidates(Ck, G, u);

//step6. generate new candidates for next pass
10: Ck+1 = genCandidates(Ck, G);}}

Step 1 is to find out the maximum possible length of weighted frequent patterns,
which is limited by the maximum length of traversals. Step 2 initializes candidate
patterns of length 1 with the vertices of base graph. In step 3, traversal database
is scanned to obtain the support counts of candidate patterns. Step 4 is to deter-
mine weighted frequent patterns if the weighted support is greater than or equal
to wminsup or the support count is greater or equal to the support bound. In
step 5, the subroutine pruneCandidates(Ck,G,u) is to prune candidate patterns
by checking their scalability. The algorithm Pruning-SB or Pruning-MSB can
be used according to their efficiency. The remaining patterns are scalable pat-
terns. In step 6, the subroutine genCandidates(Ck,G) generates new candidate
patterns of length k+ 1 from the scalable patterns of length k for the next pass.
The algorithm Gen-PDC or Gen-FDC can be used according to its applicability
and efficiency.

5 Estimations of Support Bound

Inspired by [3], we propose two methods for the estimation of l-support bound
of P .

5.1 Estimated by All Remaining Vertices in Graph

Given a k-pattern P , suppose l-pattern containing P , where k < l ≤ u. Let
V be the set of all vertices in the base graph. Among the remaining vertices
(V −P ), let the vertices with the (l−k) greatest weights be vr1 , vr2 , . . . , vrl−k

,
and, let wbound(Pl) and sbound(Pl) be defined same as (7) and (8), respec-
tively. For example, in Fig. 1, the 3-support bound for the pattern P =<A> is
sbound(P3) =

⌈
5.0×6

2.0+(12.0+7.0)

⌉

= 2.
Similar to Property 2, we can get the corollary as follows.

Corollary 3. wbound(Pl) increases monotonically, and accordingly sbound(Pl)
decreases monotonically as l increases.
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Let the upper limit of the length of possible weighted frequent patterns be known
as u. By Corollary 3, the min support bound of P is the u-support bound of P ,

sbount(P, +) = sbound(Pu) . (9)

By (9) along with Corollary 2, if scount(P ) ≥ sbound(Pu), then P is scalable.
On the contrary, if scount(P ) < sbound(Pu), then P is not scalable. This means
that we do not need to calculate l-support bounds of P for k < l < u. Therefore,
the pruning algorithm Pruning-MSB is more efficient than Pruning−SB under
this station.

Corollary 4. For ∀pi ∈ {P =< p1, p2, . . . , pk >, wbound((P − {pi})l) ≥
wbound(Pl), and accordingly sbound((P − {pi})l) ≤ sbound(Pl).

Proof

By (7), wbound
(

(P −{pi})l

)

=
∑

vj∈(P−{pi})

wj+
l−k+1∑

j=1

greatest
(

wrj

)

;

∑

vj∈
(

P−{pi}
)

wj +
l−k+1∑

j=1

greatest
(

wrj

)

≥
∑

vj∈P

wj +
l−k∑

j=1

greatest
(

wrj

)

= wbound(Pl);

Furthermore, by Corollary 3, sbound((P − {pi})l) ≤ sbound(Pl). ��

Lemma 2. There is the full downward closure property among scalable patterns.
That is, if a k-pattern P =< p1, p2, . . . , pk > is scalable, then the two (k − 1)-
subpatterns Pa =<p1, p2, . . . , pk−1 > and Pb =<p2, p3, . . . , pk > are also scalable.

Proof. The if condition means scount(P ) ≥ sbound(Pu). By Property 2, for
Pa, scount(Pa) ≥ scount(P ), and sbound((Pa)u) ≤ sbound(Pu) by Corollary 4.
Therefore scount(Pa) ≥ sbound ((Pa)u), which implies Pa is scalable. This is
similar to Pb. ��

5.2 Estimated by Reachable Vertices

To prune unnecessary candidates as many as possible, the support bounds need
to be estimated as high as possible. It means that we must estimate the weight
bounds as low as possible. The previous method, however, has a tendency to
over-estimate the weight bounds. This tendency is mainly due to the non-
consideration of the topology of base graph. Specifically, the vertices with great-
est weights are chosen one after one, even though they can not be reached from
the corresponding pattern.

Definition 10. Given a base graph G, k-reachable vertices from a vertex v is all
the vertices reachable from v within the distance k. The distance is truly equal to
the arc numbers between v and object vertex.
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Table 4. Alg. 6: Generating R(P,l)

Alg. 6: R(P, l)
1: T = {head vertex of P}
2: X = T ; //X is a temp set of vertices in path for v to objects
3: for (t = 1; t ≤ l − k; t + +){
4: for each vertex v ∈ X
5: for each edge < v, w > in G
6: if w /∈ Xthen insert w to X;}
7: R(P, l) = X − P ;

Such k-reachable vertices can be regarded as the vertices within the radius k
from v. Obviously, k-reachable vertices include all the (k −1)-reachable vertices.

Given a k-pattern P , let R(P, l) , k < l ≤ u, be the (l − k)-reachable vertices
from the head vertex of P , but not in P and not through the vertices in P . The
details of generating R(P, l) are in Alg. 6 of Table(4).

For example, from Fig. 1(a), R(< A >, 2) is {B, C}, and R(< A >, 3) is
{B, C, D, E}.

Among the vertices in R(P, l), let the vertices with the (l−k) greatest weights
be vr1 , vr2 , . . . , vrl−k

, and, let wbound(Pl) and sbound(Pl) be defined same as (7)
and (8), respectively. For example, refer to Fig. 1, the 3-support bound for the
pattern P =< A > is sbound(P3) =

⌈
5.0×6

2.0+(6.0+7.0)

⌉

= 2.
Similar to corollary 3, we can get the corollary as follow.

Corollary 5. wbound(Pl) increases monotonically, and accordingly sbound(Pl)
decreases monotonically as l increases.

By corollary 5, the min support bound of P is the u-support bound of P , the
corresponding expression is sbound(P, +) = sbound(Pu). It is same as (9).

Corollary 6. For ∀pi ∈ {P=< p1, p2, . . . , pk>}, wbound
(

(P − {pi})l

) ≥
wbound(Pl), and accordingly sbound((P − {pi})l) ≤ sbound(Pl).

It’s proof can refer to Corollary 4.

Lemma 3. There is the partial downward closure property among scalable pat-
terns. That is, if a k-pattern P =<p1, p2, . . . , pk> is scalable, then the (k−1)-
subpattern Pa =< p1, p2, . . . , pk−1 > is also scalable.

It’s proof can refer to Lemma 2. Obviously, the candidate generation algorithm 3
can be only applied.

6 Experiments

This section presents experimental results of the mining algorithm, and compares
two estimation algorithms, All vertices and Reachable vertices, using synthetic
dataset. We implemented our algorithm with C++ language, running under
Microsoft VC++ 6.0. The experiments are performed on 2.93GHz Pentium IV
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PC machine whose operating system is Windows XP Professional and database
is Microsoft SQL Server 2000 for managing base graphs and traversals on them.

During the experiment, base graph is generated synthetically according to the
parameters, i.e., number of vertices and average number of edges per vertex. And
then, we assigned distinctive random weight to each vertex of the base graph.
All the experiments use a base graph with 100 vertices and 300 edges, i.e., 3
average edges per vertex. The number of traversals is 10,000 and the minimum
weighted support is 2.0. We generated six sets of traversals, in each of which the
maximum length of traversals varies from 5 to 10.

Figure 4(a) shows the trend of the number of scalable patterns with respect
to the max length of traversals. We measured the number of scalable patterns
when the length of candidate patterns is (max length of traversals − 1). As
shown in the figure, the number of scalable patterns for Reachable vertices is
smaller than that of All vertices. The difference of the number of scalable pat-
terns between two estimation algorithms becomes smaller as the max length of
traversals increases.
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Fig. 4. The trends of number of scalable patterns (in a) & execution time (in b) w.r.t
different max length of patterns

Figure 4(b) shows the trend of the execution time with respect to the max
length of traversals. As shown in Fig. 4(b), when the max length of traver-
sals is short, Reachable vertices is more efficient than All vertices. When the
max length of traversals increases, however Reachable vertices is less efficient.
The performance difference becomes larger when the max length of traversals
becomes longer. This is because Reachable vertices spends more time to find
reachable vertices as the max length of traversals increases.

7 Conclusions and Future Works

This paper explored the problem of discovering frequent patterns from weighted
traversals on graph. A changing model between EWDG and VWDG is proposed.
Based on the model, we presented the mining algorithm named WTPMiner. In
this algorithm, we use the the notion of support bound. We also proposed two
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methods for the estimation of support bound, and then experimented on them.
How to scale the model and algorithms to a more larger scale, e.g., Web-size scale
and other large relation moldels etc., and how to efficiently put it into practice
are still be worthy of further researches.
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Abstract. Companies must have tools to manage effectively their huge engi-
neering data. So we developed a data mining system based on GP which can be 
one of the components for the realization of the utilization of engineering data. 
The System can derive and extract necessary empirical formulas to predict de-
sign parameters in ship design. But we don't have enough data to carry out the 
learning process of genetic programming. When the learning data is not enough, 
not good result such like overfitting can be obtained. Therefore we have to re-
duce the number of input parameters or increase the number of learning and 
training data. In this paper we developed the improved data mining system by 
Genetic Programming combined with Self Organizing Map (SOM) to solve 
these problems. By using this system, we can find and reduce the input parame-
ters which do not influence on output less, as a result of this study we can solve 
these problems. 

1   Introduction 

Recently the importance of the utilization of engineering data is gradually increasing 
because that can secure the productivity. Engineering data contains the experiences 
and know-how of experts. In intelligent system for ship design, it have been slowly 
changing from those developed by the knowledge-based approach, whose knowledge 
is difficult to extract and represent, to those developed by the data-driven approach, 
which is relatively easy to handle.  

As mentioned before, the engineering data contains many meaningful information 
so the development of data analysis and utilization method is very important concept. 
This paper focuses on Data Mining and Knowledge Discovery in Database (KDD) 
technique which is one of useful method to support this concept. 

In ship design process, the utilization of existing data is one of the important issues 
because most of ship design is performed by modification of the previous ship design 
data. Especially in preliminary ship design state, most of design parameters are de-
termined by using empirical formulas, which are generated from existing ship data. 
But these empirical formulas had been made on the basis of traditional ships, such as 
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bulk carrier, crude oil tanker and so on. So they are too old-fashioned to apply to 
build new typed ships, such as LNG carrier, drill ship and so on. Generation of new-
fashioned empirical formulas to adapt to high value added ships is very important 
issue. Although Korean shipyards have accumulated a great amount of data from 
much ship building experience. But they do not have appropriate tools to utilize the 
data in practical works. We developed data utilization tool to adapt to ship design has 
been developed by using genetic programming (GP) since last several years. [1] That 
focuses on how to adapt for ship designing, especially on the generation of empirical 
formulas to predict design parameters in preliminary ship design stage. Generally, a 
field of study for the prediction, artificial neural network (ANN) is used as training 
system in most engineering fields. But if the characteristic of the training data is 
nonlinear and discontinuous, the performance of the training result is deteriorative. 
And the ANN shows a black-box system its own process so user cannot perceive the 
predicted formula. On the other hand, GP has excellent ability to approximate with 
non-linear and discontinued data. Above all, GP can show the trained results as a 
function tree form. Generally, a lot of accumulated data are needed for the training by 
using ANN or GP. But actually, in a real situation in the ship designing field, we 
don’t have enough data to utilize for the training procedure. Therefore we introduced 
enhanced GP techniques to fit an approximated function from accumulated data with 
small learning data which used Polynomial GP (PGP), Linear Model GP (LM-GP) 
and combining GP (PLM-GP) in previous papers.  
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Fig. 1. The process of preliminary ship design 

As mentioned before, a lot of data are needed for generating empirical formulas to 
predict the relations of input parameters and output design parameters. But in practi-
cal cases, we cannot get enough learning samples, in addition there are many design 
input parameters. Therefore if we reduce the number of input parameters, we can get 
good results. In this paper, we adopted Self Organizing Map (SOM) to reduce the 
number of input parameters. By applying SOM to accumulated data, the influence of 
input parameters on design outputs can be found. The developed data mining system 
by combining GP with SOM can be powerful tool for the generation of empirical 
formulas to predict design parameters in ship design. Fig.1 is concept of the devel-
oped data mining system in this study. 

In fore part of this paper, the concept of GP and the developed data mining system 
based on GP will be introduced briefly. And then the enhanced data mining system 
combining GP with SOM will be introduced. 
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2   Genetic Programming for Data Mining 

Polynomials are widely used in many engineering applications such as Response Sur-
face Modeling [3, 4, 5], since the mathematical form of a polynomial is simple, and very 
easy to handle. In many engineering field, the response surface modeling method is 
adopted to reduce the computational cost required for analysis and simulation during the 
optimization design process. Thus, it is desirable to use the minimal size of samples to 
construct response surfaces. The classical method for attaining good polynomials is to 
use “all-possible-regressions” and “stepwise regression” methods [7,8], but there are 
limitations in obtaining polynomials with a desired accuracy. 

In the paper [2], we tried to use Genetic Programming for generating optimal poly-
nomials that approximate very highly nonlinear response surfaces using only minimal 
or very small size of learning samples. Major issues regarding finding such polynomi-
als using GP have advantages that are addressed below. 

First, the GP tree can easily represent the polynomial if a function set contains only 
“+”, “-“, “*” operators, and a terminal set includes only variables and constants, but it 
is difficult to expect for GP to generate polynomials enabling to model a nonlinear 
function using only such a function and terminal set. We tackled this problem by the 
use of low order Taylor series of various mathematical functions in a function set. 
That effectively makes GP produce very high order polynomials. But the generated 
polynomial tends to become too complex, and it is necessary to control the size of 
polynomials. 

Second, we have not enough learning samples so the overfitting problem can be 
very serious, but there are no other kinds of additional samples. So, we used the EDS 
(Extended Data Set) method with the FNS (Function Node Stabilization) method to 
generate additional samples.[10] 

2.1   Function Set with Taylor Series for GP 

In this paper, we use the Taylor Series of mathematic functions in the Function set to 
generate a high order polynomial easily. By the way, if we take the high order Taylor 
Series, the GP tree produces a very complex polynomial. So, we determined to take 
only two or third order polynomials from the Taylor Series. 

We use the following function set and terminal set. 

)}18,...,1(,*,,{ =−+= igF i  

)},...,1(,,{ nixrandoneT i ==  

“one” returns 1, and “rand” is a random number whose size is less than 1. ix  

represents a variable. All function and terminals have their weights. The weights are 
estimated using Hooke & Jeeves method towards further minimizing its fitness func-
tion defined in the next section. Since we adopt Taylor Series, the ordinary least 
squared method [8] cannot be used easily. 

Where, ig is a low order Taylor Series as followings. 

!3
)sin(:

3

1

x
xxg −= , 

!2
1)cos(:

2

2

x
xg −= , 

!3
)tan(:

3

3

x
xxg += ,  



428 K.H. Lee et al. 

32
)1log(:

32

4

xx
xxg +−=+ , 

!3!2!1
1)exp(:

32

5

xxx
xg +++= , 

!3
)sinh(:

3

6

x
xxg += , 

!2
1)cosh(:

2

7

x
xg += •••  

2.2   Fitness Function for Overfitting Avoidance 

In previous page, we introduced the matter of overfitting, so we must solve that. But 
overfitting is very complicated problems. Therefore in this chapter, we will introduce 
the overfitting avoidance method. 

Without considering overfitting, the fitness function can be defined by (1). 

                                                      
MSEϑϑ =                                                              (1) 

Where, ∑
=

−=
m

i
iiGPMSE yXfm

1

2])([1ϑ  

The learning set takes the form of 
niiii yyXL ,...,1}10),,{( =≤≤ .  

Here, )10,,...,( ,,1, ≤≤ jiniii xxxX is a n-dimensional vector, and iy is a desired 

output of the GP tree )( GPf  at iX . Since m is very small, the GP tree is overfitted if 

only  
MSEϑϑ =  is used. The EDS method [10] can be included in the fitness function 

for smooth fitting. 
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2])([1ϑ̂ , and  λ is a constant that determines the con-

tribution of 
MSEϑ̂ . 

The extended data set pi
E
i

E
i

E yXL ,..,1)},{( = can be constructed by simple linear in-

terpolations of closest learning samples. In this paper, we simply take 0.1 as the value 
of λ . That is a small value, and certainly the GP tree is overfitted. To improve this 
situation, we introduced the FNS method. If the GP tree contains several function 
nodes )( Tg i

, where T is the subtree, and if the value of )( Tg i
is very large com-

pared with others, then the slight change of T ’s value might cause the very large 
change of the GP tree’s output. As shown in (3), the FNS method penalizes the GP 
tree if the tree contains such nodes. 

                                            
FNSMSEMSEEF ϑϑϑϑ ++= ˆ1.0                                         (3) 

Where, 
FNSϑ = 0 if for all 

ig  in the GP tree are 

  δ≤− |)()(| TfTg ii
, otherwise αϑ =FNS
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if  is a mathematic function corresponding to 
if , α  is very large positive number 

such as 1.0E10, and  )1.0(δ  is a tolerance. If that is large, then is very different 

from
if , and 

FNSϑ  becomesα . In this case, the Hooke & Jeeves method tries to make 

approach to 
if  within the tolerance δ  by estimating weights of the GP tree through 

minimizing
EFϑ . If this effort fails, the GP tree has a very large fitness value, and will 

be excluded in the next generation. Note that in FNS, the only way of ( )Tg i
 ap-

proximating 
if  is that T has a small value because 

ig is a low order polynomial. 

2.3   Controlling the Size of Polynomials 

During the evolving process, many GP trees produce too complex polynomials al-
though low order Taylor Series is used. There is need for reducing the complexity of a 
polynomial. One way of doing this is to give the allowable maximum number of 
term )( maxn  of polynomials to the GP system so as not to generate GP trees represent-

ing a too complex polynomial. The algorithm for computing 
maxn of polynomial from 

the GP tree can be implemented using the stack structure. Its description is rather 
lengthy. So, we will not discuss due to the space limitation. 

3   Numerical Results for the GP as a Data Mining 

Table 1 is shown the parameters used in PGP. 

Table 1. The Parameters used in PGP 

Maximum generation 40 
Selection method Tournament with 30 trees 

Maximum terms of a polynomial 100 
Reproduction probability 0.15 

Crossover probability 0.7 

The function below shows the Goldstein-price function typically used as a bench-
mark problem for testing the performance of the optimization algorithms. 
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It is nearly impossible to approximate the Goldstein-price function with a good  
accuracy because the function value is changed from 0 to 1.0E6, and this large  
value is too dominant to others. So, we take the logarithm scale 
( )),(1log(),( 2121log xxfxxf += ). 
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       (a) Original function              (b) Results of GP using (1)         (c) Result of GP using (3) 

Fig. 2. The logarithm-scaled Goldstein-price function 

The learning set is prepared as 5x5 grid type, and in the same manner the test set is 
made by 200x200 grid type. The size of the population is 5000. The learning and test 
set are normalized. Fig.1.a shows ),( 21log xxf . Since this function is highly nonlinear 

and the size of the learning set is only 25, do not expect for GP to produce the good 
GP tree. Fig.2.b shows the results of GP when (1) is used for the fitness function. The 
GP tree is severely overfitted. The mean square error (MSE) of learning and test set 
are 30386E-6 and 0.0712, respectively. On the other hand, as shown in Fig.2.c,  
when (3) used as the fitness function, the results give the smooth surface, and roughly 
picture the overall feature of ),( 21log xxf . The MSE of learning and test set are 3.645 

E-3 and 4.365E-3, respectively. We can see the results are enhanced. 
Using the translation program, the GP tree is transformed into the normal polyno-

mial form, and this polynomial is simplified by Mathematica. The result is shown in 
Fig.3. The size of polynomial is manageable. 

 

Fig. 3. The polynomial obtained by GP 

4   Integrated Data Mining System for Ship Design 

We developed the data mining system for a data analysis and utilization by using 
enhanced genetic programming with integrated model. That system is contrived to 
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apply to ship design under the case that the accumulated data is not enough to make 
learning process.  

 

Fig. 4. The Start page of the developed Data mining system 

        
(a) High Order Polynomial GP                      (b) Linear model with Polynomial (PLM-GP) 

  
       (c) Linear model with math (LM-GP) 

Fig. 5. 3 kinds of GP and their optional functions 
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The integrated system can make fitting functions with 3 types of GP, such as GP 
with high order polynomial (PGP), linear model GP with polynomial (PLM-GP) and 
linear model GP with math functions (LM-GP). Fig. 4 is shown the start page of the 
GP data mining system. In this start page, user can select type of GP, all sorts of op-
tions to execute the system, such as the number of population, the number of initial 
tree, crossover probability rate(Pc), mutation probability rate (Pm) and optional func-
tion to be used for the generation of approximation function. 

Fig. 5 shows the developed system for a data mining by using PGP, PLM-GP and 
LM-GP respectively. Users can make the process of function approximation by se-
lecting arbitrary functions that they want to use. 

 

Fig. 6. Generated complicated GP tree to computer code with C language 

As shown at Fig.3, the generated function tree by GP is very complicate to use in 
real design works. Therefore, to reduce the effort of the utilization of this function and 
occurrence of errors in the process of converting this function to computer program, 
the data mining system can convert the generated GP tree to C language code that can 
interface with other program. 

Fig.6 is shown an example of result of convert the generated GP tree to C code. 
This system is implemented by using Microsoft Visual Studio .Net C# Programming. 
And the system is used in DSME (Daewoo Shipbuilding & Marine Engineering), one 
of world best shipyards in Korea, and utilized for real ship designing. 

5   Enhanced Data Mining System by Combining GP with SOM 

In the previous chapters, data mining system to predict design parameters by generat-
ing empirical formulas with GP is presented. But if training data is not enough to 
execute this system, fatal problem such like ‘Overfitting’ can be occurred. So the 
avoidance of overfitting problem is the most important issue in regression domain. 
Generally, the number of training data is closely related to the number of input pa-
rameters. If the number of input parameters is increased, we need more and more  
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training data. As mentioned before, we don’t have enough data in ship designing 
process. So reducing input parameters prior to training process is required. In order to 
reduce input parameters, we have to know the influence of the input parameters. Self 
Organizing Map (SOM) is appropriate tool to find the influence of input parameters 
for output parameters. SOM is a well-known model of ANN. It is devised by Koho-
nen, and is a typical method for competitive learning. 

In our approach, influence analysis for input parameters by SOM is performed 
firstly. According to the results, input parameters with low influence are removed in 
training data for GP. By combining GP with SOM, the performance and accuracy of 
training can be enhanced. 

5.1   Experiment of Enhanced Data Mining System for Ship Designing Process 

In this experiment, the prediction of block coefficient (Cb) for crude oil tanker  
is carried out. The Cb is one of the most important design parameter to be estimated. 

In order to validate the data mining system, we gathered 70 training data, and 60 of 
them are used for training process and the remaining 10 data are used for test. As 
mentioned before, 70 training data are not enough to perform training. But we could 
not get more training data, because in Korean shipyard, most of those real data are 
forbidden to open to the public. Fig. 7 is a part of training sample data of this experi-
ment. As shown at the figure, the learning samples are consist of 7 input parameters, 
such as dead weight (DWT), length between perpendiculars (LBP), ship speed, 
breadth, draft, depth and Froude number (Fn) and the output parameter, Cb. 

 

Fig. 7. Learning samples to predict block coefficient (Cb) 

In this experiment, the performance of prediction which can be compared by  
the value of RMSE (root mean square error) is carried out for the following 3  
approaches. 

(1) Yamagata Formula (Prediction by traditional empirical formula) 

Cb = 1.036-1.46·Fn       Fn<0.24 
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      = 3.116-10.15·Fn      Fn>0.24 
      = 10.40                      Fn>0.267 
(2) Prediction by PLM-GP 
(3) Prediction by PLM-GP combining with SOM 
 
Although there are 7 input parameters, we have just 70 training data. That means, 

input parameters are too many comparing with the number of training data. So we 
have to reduce input parameters by the evaluation of influence through SOM. 

The cross dashed line is exact values of Cb that means estimated value is equal to 
real value. Fig. 8 represents the prediction result by Yamagata’s empirical formula. 
The trend-line is far apart on the real value line. But they have their own trend. Fig. 9 
shows the prediction result by PLM-GP, the trend-line is still far apart on the real 
value line. The result of the evaluation using SOM is shown at Fig. 10. By the result 
of the evaluation of influence for the input parameters, Froude number (Fn) is the 
lowest influence factor among input parameters. So we can remove the Fn parameter 
from 7 input parameters. Fig. 11 represents the prediction result by PLM-GP combin-
ing with SOM. There is no the Fn parameter in this prediction result. We can show 
the trend-line is closed to the real value line, so we get the improved result. 

5.2   Evaluation of the Experiments 

As we can see at Fig. 8, the prediction result by Yamagata empirical Formula is not 
good. But have their trend. The reason why the bad result is the formula was gener-
ated by using old-fashioned ship data. On the other hand, the result by GP trained by 
60 learning data is considerably improved. Their RMSE is 0.00801. The developed 
data mining system using PLM-GP can predict the design parameters very well with 
small learning samples. Finally, the result by PLM-GP combining with SOM is better 
than other results as we expected. Their RMSE is 0.0049 so the result is better than 
previous experiment’s RMSE 0.00801. 

   

Fig. 8. Prediction result by Yamagata formula         Fig. 9. Prediction result by using PLM-GP 
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Fig. 10. Visualization of the influence value Fig. 11. Prediction result by GP with SOM for
each parameter in SOM 

6   Conclusions 

In this paper, data mining system for the prediction of design parameters to assist the 
ship designing process with insufficient learning samples is developed. The integrated 
system is presented with PGP, LM-GP and PLM-GP. Designer can generate empirical 
formulas by using this system easily with small learning samples. In order to improve 
the performance of prediction, SOM is combined with GP program. Through the 
evaluation of influence for the input parameters by SOM, the performance of predic-
tion was considerably enhanced. The validation test and the adoption of the developed 
method in the ship designing process are presented. As a result, the system is good for 
non-linear function approximation with limited amount of learning data, without over-
fitting. The developed data mining system can be used in real preliminary ship design 
process to generate new empirical formulas for the next generation high value added 
ships, such as LNG carrier, FPSO, and so on. 
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Abstract. This paper presented a novel word co-occurrence model, which was 
based on an ontology representation of word sense. In this study, word sense 
ontology is firstly constructed by context multi-elements, and then, the usage of 
word co-occurrence in content was gotten in using part of speech, semantic, 
location, average co-occurrence transition probabilities, and was expressed as 
word co-occurrence feature; final, word cohesion is calculated to judge the co-
occurrence degree by the same co-occurrence feature. The relation experiments 
in natural language processing acquire better results. 

1   Introduction 

A word co-occurrence refers to words often used together. The word co-occurrence 
statistical information is one of the key questions of natural language processing. The 
idea that at least some aspects of word meaning can be induced from patterns of word 
co-occurrence statistics is becoming increasingly popular and is applied to 
information retrieval, information extraction, data mining, text clustering, text 
categorization, etc. 

In natural language processing, mutual information (MI)[1] was often used to 
describe word co-occurrence and measure word cohesion of word x and y. Word co-
occurrence statistics were often computed for words appearing together in a sentence 
or within a window of n words. Finally, all sets were ranked by their co-occurrence 
statistics and the one receiving the highest rank was considered the best choice. 

Yutaka Matsuo, et al studied keyword extraction from a single document using 
word co-occurrence statistical information[2], et al extracted semantic representations 
based on word co-occurrence approach[3],  et al found User Semantics on the Web 
using Word Co-occurrence Information[4]. For information retrieval, this is important 
because if a simple word co-occurrence model is used with no lexical expansion[5], 
NIST automatically evaluate machine translation quality using n-gram co-occurrence 
statistical information[6]. In NTCIR1, Lin, et al also studied word co-occurrence 
information for translation disambiguation[7]. In their study, mutual information was 
used to measure word cohesion of two translations x and y within a text window of 3 
for two query terms. Gao, et al designed a word co-occurrence model that considers 
the distance between two words in computing their cohesion score[8]. 
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However, previous researches have failed to consider the semantic information and 
have ignored the changeful environment of topics. In order to overcome above 
shortcomings, in this paper, a novel Word Co-Occurrence Model was presented for 
natural language processing. 

In this paper, a sentence is considered to be a set of words separated by a stop mark 
(“.”, “?” or “!”). We also include document titles, section titles, and captions as 
sentences. Two terms in a sentence are considered to co-occur once. That is, we see 
each sentence as a “basket,” ignoring term order and grammatical information except 
when extracting word sequences. 

2   Word Co-occurrence Model 

Ontology was recognized as a conceptual modeling tool, which can descript an 
information system in the semantics and knowledge[9]. After ontology was introduced 
in the field of Artificial Intelligence[10], it was combined with natural language 
processing and applied in many field, such as knowledge engineering[11], information 
retrieval, and semantic Web[12]. It provides with theory to construct the word sense 
ontology and word co-occurrence statistical information. 

In this study, we determined the structure of such a linguistic ontology knowledge, 
which is comprised of a word sense ontology description and a representation of word 
co-occurrence. In this study, firstly, word sense ontology is firstly constructed by 
context multi-elements. And then, word co-occurrence representation will be 
respectively acquired by determining, for each word, including its co-occurrence with 
semantics, pragmatics, and syntactic information. Subsequently, word cohesion is 
calculated to judge the co-occurrence degree by the word co-occurrence represent-
tation, final, we will compare the semantic evaluation value in word co-occurrence. 

2.1   Word Sense Ontology Construction 

In practical application, ontology can be described in natural languages, framework 
structure, semantic web, logical language, etc[13]. At present, some popular methods, 
such as Ontolingua[14], CycL, Loom[15], are all based on logical language. 

Despite the strong logical expression, it is not easy for logical language to deduce the 
process. In this study, we provided a framework structure of such a Chinese word. This 
structure is a readable format by computer and comprises of Chinese Pinyin, part of 
speech (POS), English translation, semantic information, relationship, synonymy, etc. 
Figure 1 shows the word sense ontology description framework for Chinese keywords. 

In this study, we automatically construct the Chinese word sense ontology based 
on a combination of HowNet[16], Chinese Thesaurus, Chinese-English bilingual 
dictionary and other information. 

Where, the Semantic information is mainly from the semantic definition of Chinese 
word in HowNet. There is only a number to denote the semantic definition in 
“HowNet-Definitions”[16] and the number will replace the semantic information in this 
paper. For example, ‘爱好 (hobby)’ is defined as ‘DEF={fact|事情 :{FondOf|喜
欢:target={~}}}’ and its number is 10086, then its semantic information is replaced 
by number 10086. 
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Fig. 1. Word sense ontology description 

The POS information is from the Chinese POS tagging set developed by Mitlab in 
Harbin Institute of Technology. It has 52 labels including 10 punctuations and the 
label is from 0 to 51 and we define the POS of a Chinese word as label 52. 

The English translation is from a Chinese-English bilingual dictionary developed 
by Mitlab and the dictionary contains basic Chinese-English word 102,615 pairs and 
auxiliary Chinese-English word 23,067 pairs. 

We referred to the Chinese thesaurus developed by IR laboratory of Harbin 
Institute of Technology. The thesaurus got rid of some useless words and is expanded 
to 77,343 words. 

2.2   Word Co-occurrence Description 

The multi-elements of a Chinese word in context, including co-occurrence, the co-
occurrence distance, position, will act as the composition of word co-occurrence 
representation. In figure 2, the characteristic string W1, W2, …, Wi represents POS and 
semantic string, Keyword is a Chinese word, l or r is the position of word that is left 
or right co-occurrence with keyword. 

 

Fig. 2. Word co-occurrence description 

2.3   Word Co-occurrence Representation 

Word Co-occurrence description plays an important role in the language modeling. In 
this paper, we will consider multi-elements of a Chinese word and its co-occurrence 
such as POS, semantic, position and transition probabilities to describe the word  
co-occurrence. 
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We define an expression to describe the word sense ontology of a Chinese word 
including its Chinese Pinyin, POS, semantic information and English translation. 

( )TranSemPOSPinyinKeywordKeyword
def

yOnto ,,,log =                    (1) 

Where, Pinyin is the sign of Chinese keyword, POS is part of speech, Sem denotes the 
semantic information of a Chinese word defined in Hownet, Tran is English 
translation. 

We define an expression to represent the word co-occurrence, which considers the 
multi-elements of a Chinese word in context. 

( ) ( )⎟
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⎝
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l
llloccurco CLPOSSemCLPOSSemKeyword
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11

,,,,,, /                  (2) 

Where, keywordco-occur denotes the Chinese word that co-occurs with other word. The 
right side is regarded as word co-occurrence statistics that acquired from training data. 
( )lll CLPOSSem ,,,  denotes the left side l-th co-occurrence of the keyword, which 
comprises of semantic, POS, the position and the weighed average co-occurrence 

distance, ( )rrr CLPOSSem ,,,  denotes the right side r-th co-occurrence. The symbol “/” 
separates the left side and right side of the keyword. The symbol “∪” denotes the 
aggregate of word co-occurrence statistical information of the keyword. 

We define the keyword and (Semi, POSi, L) as a semantic pair to mark with 
<Keyword, (Semi, POSi, L)> and uniquely denotes the keyword and its co-occurrence. 

lC  denotes the weighed average co-occurrence distance of the semantic pair 
<Keyword, (Semi, POSi, L)> in all training data. 

( ) ∑
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+=
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i
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all
wC

1

1
1    wl=(0~1)                                    (3) 

Where, Ci denotes the i-th co-occurrence distance of the semantic pair <Keyword, 
(Semi, POSi, L)>; all is the times in all training data; wl denotes the weighing of the 
semantic pair. If the semantic pair appears several times, the weighing is bigger. 

Formula 2 is word co-occurrence representations of a Chinese word, all word  
co-occurrence construct a knowledge bank in a specific field. Formula 4 is the word 
co-occurrence statistics. 

∑ −=−
all

occurcoField KeywordOccurrenceCo
def

                            (4) 

2.4   Word Co-occurrence Acquisition 

To acquire word co-occurrence statistics, we first need to know their POS and 
semantic information in a sentence, and then, get the Characteristic String to replace 
this sentence for acquiring word co-occurrence information. An example is shown  
in table 1. 
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Table 1. Characteristic string acquisition 

Items word)Results (“ ” acts as key
Chinese sentence

Segmentation and POS  vg/ nd/ vg/ wj/

tagging

 nd/ Keyword/

Semantic tagging  nd/021243 Keyword/070366   vg/017545 

nd/021243  vg/092317 wj/-1

nd/021243Keyword/070366 vg/0175Characteristic String 45 nd/021243 vg/092317
 

In this study, we will get word co-occurrence statistics by learning the usage of a 
Chinese word and their co-occurrence in semantics, pragmatics and syntactic 
information in every document. Algorithm l is the processing of word co-occurrence 
information acquisition for a document. 

Algorithm 1 
Step1, extract the keywords of document. 
For every document Di, we firstly get Chinese word segmentation, subsequently, 

extract i keywords by tf*idf strategy for every document. 
Step2, get characteristic string. 
We will use the word sense ontology description to make all synonyms into the 

same one. Subsequently, extract the sentence that includes the keywords to construct 
a temporary file and regard a sentence as processing units. And then, word 
segmentation, POS tagging, semantic tagging will be gone and get rid of the auxiliary 
word  likes “的、地、得、了” etc to get a Characteristic String. 

Step3, Calculate the co-occurrence distance. 
We respectively get the co-occurrence distant between a semantic pair of word co-

occurrence by formula 5. Where, α is a variable for different training data. 
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Step4: Calculate the weighed average co-occurrence distance between a semantic 
pair of word co-occurrence. 

In a document, keywords and their co-occurrence information ( )iii CLPOSSem ,,,  

construct the word co-occurrence for this document. 
And here, we get word co-occurrence of a semantic pare in a document, and all 

training data is learned, we will get word co-occurrence statistics in a field. 
To avoid data sparseness, the weighed average co-occurrence distance is defined 

with β if word co-occurrence of a semantic pair does not appear in knowledge bank. 

2.5   Word Cohesion Calculating 

Mutual information was often used to measure word cohesion of word x and y. Word 
co-occurrence statistical information were often computed for words appearing 
together in a sentence or within a window. Finally, all sets were ranked by their co-
occurrence statistics and the one receiving the highest rank was considered the best 
choice. 
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In this paper, we consider word co-occurrence representation to calculate word 
cohesion. We firstly define two symbols, Sem_Wordi and Sem_Pairi. Sem_Wordi 
denotes the relation information appeared in document, including semantic label, 
POS, location, and Sem_Pairi denotes the semantic pair constructed by the Keyword 
and its co-occurrence. 

( )iPOSSemWordSem ii

Def

i ,,_ =  

><= i

Def

i WordSemKeywordPairSem _,_  

In actual processing, we will first acquire the Characteristic String of every 
sentence, and then, regard the Keyword as the center to define the left side word 
cohesion of Keyword Cohesion_Left. 

( )∏
=

−=
m

i
lili PairSemWordSemPLeftCohesion

1
1_|__  

Where, ( )1_|_ −lili PairSemWordSemP  is the conditional probability, Sem_Word0 and 

Sem_Pair0 denotes the Keyword. And then, 

( )∑
=

−=
m

i
lili PairSemWordSemPLeftCohesion

1
1_|_log_log  

According to word co-occurrence presentation and the monotony of logarithm, we 
replaced the conditional probability with the weighed average co-occurrence distance 
of the semantic pair, so, Cohesion_Left is as follows, 

∑
=

=
m

i
liCLeftCohesion

1

_                                                (6) 

In a similar way, the right side word cohesion is defined. 
And then, the word cohesion of word co-occurrence in a sentence is the left side 

word cohesion plus the right side. It is defined as follows, 

RightCohesionLeftCohesionKeywordCohesion S ___ +=                       (7) 

The word cohesion of word co-occurrence in a document is defined as follows (t is 
the number of sentences in a document), 

∑
=

=
t

S
SD KeywordCohesionKeywordCohesion

1

__                             (8) 

So, the word cohesion of word co-occurrence in a document is defined as follows 
(k is the number of the keywords in a document), 

∑
=

=
k

D
DKeywordCohesionDocmentCohesion

1

__                           (9) 

3   Application Strategy 

We applied the novel word co-occurrence model to information retrieval, Text 
similarity computing, document re-ranking, etc. There are various applications of 
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word co-occurrence and the document will get different word cohesion from word co-
occurrence statistics for different application. 

In this study, we use NTCIR-3[17] formal Chinese test collection. For every topic, 
we will extract its keywords and acquire word co-occurrence statistics from its 
description type by algorithm 1. For example, 

Title: 复制小牛之诞生 (The birth of a cloned calf) 
Description: 与使用被称为体细胞核移植的技术创造复制牛相关的文章 

(Articles relating to the birth of cloned calves using the technique called somatic cell 
nuclear transfer) 

After Chinese words are segmented, we select “体细胞, 移植, 技术, 创造, 复

制, 牛” to act as the keyword of this topic and acquire word co-occurrence statistics 
of every topic from its description type run (D-Run) by algorithm 1. Figure 3 is the 
presentation of word co-occurrence. 

 

 

Fig. 3. Presentation of word co-occurrence 

For description, we defined a similarity ratio to measure the text similarity between 
two documents by word cohesion of word co-occurrence. It is defined by formula 10. 

j

i

DocmentCohesion

DocmentCohesion
RatioSimilarity

_

_
_ =                             (10) 

4   Experiment and Discussion 

4.1   Information Retrieval 

In this study, we use Chinese word as indexing units, we firstly do an initial retrieval 
according to user query, and we expand user query based on word sense ontology 
description of keywords. Subsequently, we respectively acquire word co-occurrence 
statistics from user query and retrieval documents, and then, compare the similarity 
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between user query and retrieval documents according to the word cohesion of word 
co-occurrence to reorder the initial retrieval document set. 

TopicCohesion

DocCohesion
Similarity i

Docratio i −
−=−

                                   (11) 

We use NTCIR-3 Formal Chinese Test Collection, which contains 381,681 
Chinese documents and 42 topics, and select 42 D-runs type query to evaluate our 
method[17]. We use the two kinds of relevant measures, i.e. relax-relevant and rigid-
relevant[18] and compare the results with other group submission. 

In NTCIR-3 workshop, in total, 8 different combinations of topic fields and 34 
runs are used in Chinese-Chinese (C-C) single language information retrieval (SLIR) 
track. Table 2 shows the distribution and the corresponding average, maximum, 
minimum of average precision[17] and HLM-D is the result of the D-runs that is 
proposed method in this paper. 

Table 2. The average precision of C-C runs (Relaxed) 

Topic 
Fields 

# of 
Runs 

Average Maximum Minimum 

C 4 0.2605 0.2929 0.2403 
D 14 0.2557 0.3617 0.0443 

DC 1 0.2413 0.2413 0.2413 
T 1 0.2467 0.2467 0.2467 

TC 4 0.3109 0.3780 0.2389 
TDC 1 0.3086 0.3086 0.3086 
TDN 1 0.3499 0.3499 0.3499 

TDNC 8 0.3161 0.4165 0.0862 
HLM-D 1 0.4481 0.4481 0.4481 

Generally speaking, the TDNC-runs show good performance than other runs. The 
highest precision run of C-C runs is a TNDC-run, but the lowest is also a TNDC for 
all submissions in NTCIR-3 workshop[17]. In table 2, HLM-D-runs improve the 
performance than other runs, and there are about an average 9.34% increase in 
precision can be achieved for the relaxed relevance C-C run compared with rigid 
relevance C-C run according to the proposed method. 

4.2   Text Similarity Calculation 

Text similarity is a measure for the matching degree between two or more texts, the 
more high the similarity degree is, the more the meaning of text expressing is closer, 
vice versa. Some proposal methods included Vector Space Model[19], Ontology-
based[20], Distributional Semantics model[21], etc. 

In this paper, first, for two Chinese texts Di and Dj, we respectively extract k same 
feature words, if the same feature words in the two texts is less than k, we don’t 
compare their similarity. Second, acquire word co-occurrence statistics of every text 
by their feature words. Third, get the word cohesion of every text by the proposal 
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method. Final, compute the similarity ratio of every two text Di and Dj. The similarity 
ratio equals to the ratio of the similarity evaluation value of text Di and Dj by formula 
10, if the ratio is in the threshold γ, we think that text Di is similar to text Dj. 

We download four classes of text for testing from Sina, Yahoo, Sohu and Tom, 
which include 71 current affairs news, 68 sports news, 69 IT news, 74 education news. 

For the test of current affairs texts, according to the strategy of similarity 
calculation, we choose five words as feature word, i.e. 贸易(trade), 协议(protocol), 
谈判 (negotiation), 中国 (China), 美国 (America). In the test, the word “经贸

(economic and trade), 商贸(business)” are all replaced by “贸易(trade)” and other 
classes are similar. The testing result is shown in table 3. 

Table 3. Testing results for text similarity 

0.95< <1.05 0.85< <1.15Items 
Precision Recall F1-measure Precision Recall F1-measure 

Current 
affairs

97.14% 97.14% 97.14% 94.60% 100% 97.23% 

Sports  88.57% 91.18% 89.86% 84.62% 97.06% 90.41% 

IT 93.75% 96.77% 95.24% 91.18% 100% 95.39% 

Educati
on

94.74% 97.30% 96.00% 90.24 100% 94.87% 

General 93.57% 95.62% 94.58% 90.07% 99.27% 94.42% 
 

We analyzed all the experimental results to find that the results for current affairs 
texts are the best, while the sports texts are lower than others. We think it is mainly 
because some sports terms are unprofessional for the lower sports texts recognition, 
such as 汉家军(han jia jun), 救主(savior), 郝董(hao dong), etc. Other feature words 
are more fixed and more concentrated. 

5   Conclusion 

In this paper, we gave a novel word co-occurrence model based on ontology for 
natural language processing. Our relation experimental results show a good 
performance than other runs. 

In the proposal approach, we only use a part of word sense ontology description 
and combined with some statistical information. Further work include: (1) use more 
semantic relation, (2) combine with some NLP technologies, (3) improve the model, 
(4) apply this method to other field. 
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Abstract. Cost-sensitive decision tree learning is very important and popular in 
machine learning and data mining community. There are many literatures 
focusing on misclassification cost and test cost at present. In real world 
application, however, the issue of time-sensitive should be considered in cost-
sensitive learning. In this paper, we regard the cost of time-sensitive in cost-
sensitive learning as waiting cost (referred to WC), a novelty splitting criterion 
is proposed for constructing cost-time sensitive (denoted as CTS) decision tree 
for maximal decrease the intangible cost. And then, a hybrid test strategy that 
combines the sequential test with the batch test strategies is adopted in CTS 
learning. Finally, extensive experiments show that our algorithm outperforms 
the other ones with respect to decrease in misclassification cost. 

1   Introduction 

Inductive learning techniques have met great success in building models that assign 
testing cases to classes in [1, 2]. Traditionally, inductive learning built classifiers to 
minimize the expected number of errors (also known as the 0/1 loss). Cost Sensitive 
Learning (CSL) is an extension of classic inductive learning for the unbalance in 
misclassification errors. Much previous work of CSL has focused on how to minimize 
classification errors. However, there are different types of classification errors, and 
the costs of different types of errors are often very different. For example, for a binary 
classification task in medical domain, the cost of false positive (FP) and the cost of 
false negative (FN) are often quite different. In addition, misclassification cost is not 
the only cost to be considered when applying the model to new cases. In fact, there 
are a variety of costs are often referred in cost-sensitive learning in [3], such as, 
misclassification cost, test cost, waiting cost, teacher cost, and so on.  
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a China NSF major research Program (60496327), China NSF grant for Distinguished Young 
Scholars  (60625204), China NSF grants (60463003), an Overseas Outstanding Talent Research 
Program of Chinese Academy of Sciences (06S3011S01), an Overseas-Returning High-level 
Talent Research Program of China Ministry of Personnel, a Guangxi NSF grant, and an 
Innovation Project of Guangxi Graduate Education (2006106020812M35). 



448 S. Zhang et al. 

Much precious research focuses on test cost and misclassification cost in [4-7] and 
select some attributes to test in order to minimize the total cost. They considered not 
only the misclassification cost but also test cost instead of the right ratio of the 
classification. But in these work, the test cost and the misclassification cost have been 
defined on the same cost scale, such as dollar, which is incurred in a medical 
diagnosis. For example, the test cost of attribute A1 is 50 dollars, A2 is 20 dollars, the 
cost of false positive is 600 dollars, and the cost of false negative is 800 dollars. But 
in fact, a same cost scale is not always reasonable. For sometimes we may encounter 
difficulty in defining the multiple costs on the same cost scale. It is not only a 
technological issue, but also a social issue [20, 21]. For example, in medical 
diagnosis, how much money we should assign for a misclassification cost? So we 
need to involve the costs with different scales in cost-sensitive learning.  

Next, it is necessary for considering waiting cost, which is defined as “the cost of 
performing a certain test may depend on the timing of the test” [3] in medical 
analysis. Time-sensitive costs are relatively common. For example, in any 
classification problem that requires multiple experts, one of the experts might not be 
immediately available. That will be paid the cost of waiting. The research on waiting 
time has broadly been studied in economics [8], medical service [9], and so on, but a 
little research [6, 10] can be found in cost-sensitive learning. Hence, it is necessary to 
take the waiting time into account in cost-sensitive learning.  

Thirdly, the data is often incomplete in real-world applications, i.e. the data may 
contain missing values. There are many methods [11, 12] to handle the missing data 
and there are only a little literatures [4-7] focused on dealing with missing values in 
cost-sensitive learning. How to deal with the missing values in training sets and in test 
sets is still a hot issue in cost-sensitive learning. 

In this paper, waiting cost (WC) will be defined firstly and talked about with 
misclassification cost and test cost in cost-sensitive learning later. Then cost-time 
sensitive decision tree (referred to CTS decision tree) will be constructed with 
missing values that are appearing in training sets as well in test sets. Next, a hybrid 
test strategy in which the usually sequential test strategy and single batch strategy will 
be combined to consider is proposed after constructing the cost-time sensitive 
decision tree. Different from the existing methods, our method presents some 
characteristics as fellows: 1) Introducing a new cost concept—waiting time cost—in 
details in cost-sensitive learning based on the research in medical application and 
economics. 2) In training set examples, the CTS decision tree is built based on a new 
attribute splitting method which is a trade-off among classification ability, 
misclassification cost and tangible cost (including test cost and waiting cost). 3) A 
hybrid test strategy which can receive the most decrease for misclassification cost or 
intangible cost in limited tangible costs is proposed for the test examples with missing 
values in order to test the constructed CTS decision tree.  

The rest of the paper is organized as follows. In section 2 we review the related 
work. Then we present our methods in section 3 and experimental results will be 
presented in section 4. Finally, in section 5 we will conclude our work with a 
discussion of future work. 
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2   Review of Pervious Work 

Cost-sensitive learning was first applied to the medical diagnosis for solving various 
problems. In real-world applications, there are many other costs besides the 
misclassification cost in [3]. We follow the categorization as mentioned in [13] and 
give a refined review in category 4 on classifiers sensitive to both attribute costs and 
misclassification costs as follows: 

 Classifiers minimizing 0/1 loss 
This has been the main focus of machine learning, from which we mention only 
CART and C4.5. They are standard top-down decision tree algorithms. C4.5 
introduced the information gain as a heuristic for choosing which attribute to 
measure in each node. CART uses the GINI criterion. Weiss et al. [14] proposed 
an algorithm for learning decision rules of a fixed length for classifications in a 
medical application; there are no costs (the goal is to maximize prediction 
accuracy). 

 Classifiers sensitive only to attribute costs  
The splitting criterion of these decision trees combines information gain and 
attribute costs in [15, 16]. These policies are learned from data, and their 
objective is to maximize accuracy (equivalently, to minimize the expected 
number of classification errors) and to minimize expected costs of attributes. 

 Classifiers sensitive only to misclassification costs 
This problem setting assumes that all data is provided at once [17], therefore 
there are no costs for measuring attributes and only misclassification costs 
matter. The objective is to minimize the expected misclassification costs. 

 Classifiers sensitive to both attribute costs and misclassification costs  
More recently, researchers have begun to consider both test and misclassification 
costs: [4-7, 18] proposed a new method for building and testing decision trees 
that minimizes the sum of the misclassification cost and the test cost. The 
objective is to minimize the expected total cost of tests and misclassifications. 
Both algorithms learn from data as well.  

As far as we know, some researchers believe that it is necessary to consider the 
misclassification cost and test cost simultaneously. Under this assumption, the doctors 
must make their optimal decisions concerning the trade-offs between the less test cost 
and lower misclassification cost. Some researchers use a simple strategy to quantify 
the misclassification cost to be the same as the test cost [4, 6, 19] (for example, use 
dollar as cost unit). However, the unit scales for different costs are usually various in 
real-world applications, and it is always difficult for people to quantify these various 
unit scales of costs into a sole unit [20, 21]. The literature [20, 21] proposed a cost-
sensitive decision tree that considers two different unit scales for costs. However, this 
method did not treat the tangible cost (such as test cost and waiting cost etc) and 
intangible cost (such as misclassification cost) as two different resources essentially, 
instead it divides all the costs into two groups of cost, that is the target cost and the 
source cost. 

It often happens that the result of a test is not available immediately. For example, 
a medical doctor typically sends a blood test to a laboratory and gets the result in the 
next day. In [6, 10], they regarded the cost of waiting time as waiting cost or delay 
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cost. In this paper, we give our definition of waiting time and combine it with test cost 
and common cost as tangible cost in our proposed algorithm. 

There exists missing values during the process of cost-sensitive learning. 
Sometimes, values are missing due to unknown reasons or errors and omissions when 
data are recorded and transferred. As many statistical and learning methods cannot 
deal with missing values directly, examples with missing values are often deleted. 
However, deleting cases can result in the loss of a large amount of valuable data. 
Thus, much previous research has focused on filling or imputing the missing values 
before learning and testing. However, under cost-sensitive learning, there is no need 
to impute any missing data and the learning algorithms should make the best use of 
only known values and that “missing is useful” to minimize the total cost of tests and 
misclassifications. There is a little research that has paid attention to this, such as, 
[22]. In this paper, we will talk about the case in which missing values can be 
encountered both in training sets and test sets. 

In summary, waiting cost which will be defined in advanced is combined the others 
costs in order to cost-sensitive learning, a novelty CTS decision tree can be built and a 
hybrid test strategy will be proposed to test the constructed decision tree with missing 
values in the dataset. Extensive experiments will show the efficiency of our method. 

3   Building CTS Decision Tree 

We assume that the training data and test data contain some missing values. In our 
proposed CTS decision tree, these processes will be considered: 1) selecting the 
splitting attributes. 2) building the CTS decision tree. 3) testing the constructed CTS 
decision tree. 

3.1   Some Definition of Costs 

Turney [10] has created taxonomy of the different types of cost in inductive concept 
learning in [3]. According to this taxonomy there are nine major types of costs. In this 
paper, we will take three of them into account. 

3.1.1   Misclassification Cost 
Misclassification cost: costs incurred by misclassification errors. This type of errors is 
the most crucial one and most of the cost-sensitive learning research has investigated 
the ways to manipulate such costs. These error costs can either be constant or 
conditional depending on the nature of the domain. Conditional misclassification 
costs may depend on the characteristics of a particular case, on time of classification, 
on feature values or on classification of other cases.  

3.1.2   Test Cost 
Test cost: costs incurred for obtaining attribute values. The necessity for test cost is 
proportional to the cost of misclassification. If the cost of misclassification surpasses 
the costs of tests greatly, then all tests of predictive value should not be taken into 
consideration. Similar to error costs, test costs can be constant or conditional on 
various issues such as prior test selection and results, true class of instance, side 
effects of the test or time of the test. 
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3.1.3   Waiting Cost 
It often happens that the result of a test is not available immediately. For example, a 
doctor typically sends a blood test to a laboratory and gets the result in the next day. 
A person waiting for the blooding test results will undertake pains, pressures. That is 
to say, a person must pay some cost for waiting the results of test. In this paper, the 
waiting cost only reflects the cost of waiting of results after a test is performed. And 
waiting cost will be confined to the assumption as follows: 

1. Waiting cost relates to the waiting time. Different waiting time presents different 
waiting cost. However, the longer waiting time, the smaller waiting cost maybe. 
For instance, waiting time for 10 minutes will present more serious effect for the 
person with heart attack than the one only with catching a cold. The waiting cost 
of the former will be much more larger than the latter in the same waiting time.  

2. Waiting cost varies from person to person, for place to place. For two persons 
with heart attack, to waiting 10 minutes for the old man is more danger than the 
twenties, so the waiting cost for the former will higher than the latter. 

3. Waiting cost relates the resources of the test. That is to say, a higher income will 
have a higher waiting cost with the same amount of waiting time [8]. It is obvious 
that a rich maybe more care the waiting time than the poor in medical test. 

In this paper, we assume all the waiting cost for each attribute is a constant that 
will be decided by the specialist in the domain, denoted as iWC , 1,...,i n= , where n is 

the number of attributes. For satisfied the above three assumptions, each will be 
multiplied by a coefficientα which is the ratio of a waiting cost to the corresponding 
assumptions. 

In particular, 0iWC = if the result of test can be got at once or means the waiting 

have little impact for the result of later test. iWC = ∞ , if the next test cannot be 

performed until the result of the former is presented even if the real waiting time for 
the result of the test can be got in a finite time, such as several seconds. So the value 
of iWC  is between 0 and ∞ . For ease of calculation, we will regard the scale of 

waiting cost as the same unit of the test cost. Furthermore, in a batch test, for 
example, the attributes 1,... iA A  are tested at the same time, we will get 

1,...

max{ }t
t i

WCWC
=

= .  

3.1.4   Tangible Cost and Intangible Cost 
In this paper, we regard Misclassification Cost as Intangible Cost (we refer it to IC) 
which means the cost exists but cannot be explained with some unit, such as dollar. 
On the contrary, Tangible Cost (noted as T_C) means the cost exists and can be 
explained with some unite, such as dollar, time and so on. The value of T_C for 
attribute i can be defined as follows: 

_ i i iT C TC WCα= + , 1,...,i n= , where n is the number of attributes. 

In particular, in our test strategy shown in section3.3, a number of attributes will be 
test at the same time at the aim to receiving the best system performance. For 
example, a set of blood tests shares the common cost of collecting blood from the 
patient. This common cost (referred to CC) is charged only once, when the decision is 
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made to do the first blood test. There is no charge for collecting blood for the second 
blood test, since we may use the blood that was collected for the first blood test. It is 
practical for considering common cost during the process of test and it is also helpful 
to improve the test accuracy in same test cost. Hence, in batch test, the value of T_C 
can be calculated as follows: 

                                1,...,
1,...1

_ { }max
i

i t t t
t it

T C TC CC WCα
==

= − +∑                          (1) 

3.2   Building CTS Tree 

3.2.1   Selecting the Attributes for Splitting  
There exist many kinds of splitting criterion to construct decision trees. Such as, the 
Gain (in ID3), the Gain Ratio (in C4.5) and minimal total cost. However, the methods 
(for instance, in ID3 or C4.5) consider the classification ability for the attribute 
without taking the costs into account. On the contrary, the method with minimal total 
cost [19] concerns the cost without paying much attention to the classification ability 
of the attribute. In our view, we hope to obtain optimal results both on the 
classification ability and on cost under the assumption of the limited resources. So in 
our strategy, the term ‘Performance’ which is equal to the return (the Gain Ratio 
multiplied by the total misclassification cost reduction) divided by the investment 
(tangible cost) is employed to meet our demand. That is to say, we select the attribute 
with larger Gain Ratio, lower test cost and decrease the misclassification cost. The 
‘Performance’ is defined as follows: 

       iGainRatio(A ,T)
i i iPerformance(A )=( 2  -1)*Redu_Mc(A )/ (TC(A )+1)                 (2) 

Where, GainRatio(Ai,T) is the Gain Ratio of attribute Ai，TC(Ai) is the test cost of  
attribute Ai. Redu_Mc(Ai) is the decrease of misclassification cost brought by the 
attribute Ai, and we get: 

                                      
n

i i
i=0

Redu_Mc(A )=Mc- Mc(A )∑                                          (3) 

Where Mc is the misclassification cost before testing the attribute Ai. If an attribute Ai 
has n branches, then n

ii 0
M c ( A )

=∑ is the total misclassification cost after splitting 

on Ai. 
For example, in a positive node, the Mc = fp * FP, fp is the number of negative 

examples in the node, FP is the misclassification cost for false positive. On the 
contrary, for examples, in a negative node, the Mc = fn * FN, where fn is the number 
of positive examples in the node, FN is the misclassification cost for false negative.  

We select the attribute with maximal values of Performance(Ai) ( i=1,…,n; n is the 
number of attributes) as the current splitting attribute during the process of 
constructing the CTS decision tree. 

3.2.2   Building Tree 
Our algorithm chooses an attribute with maximal Performance based on formula (2) 
to generate a node. Then, similar to C4.5, our algorithm chooses a locally optimal 
attribute without backtracking. Thus the resulting tree may not be globally optimal. 
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However, the efficiency of the tree-building algorithm is generally high. Some notes 
will be presented for constructing as follows: 

Firstly, according to the formula (2), we select the attribute with maximal 
Performance as current splitting attribute to generate a node or a root node. If a 
number of the attributes’ Performance is equal, the criterion to select test attribute 
should follow in priority order:  

1) the bigger Redu_Mc;  
2) the bigger test cost.  

This is because that our goal is to minimize the misclassification cost.  
Secondly, there are missing values in the training set while building the CTS 

decision tree. Zhang et al. [22] experimentally demonstrated all kinds of methods for 
dealing with missing values for constructing cost-sensitive decision tree, and made a 
conclusion that the best method would be the internal node strategy in [19] in which 
the missing values will be handled by internal nodes without being imputed. Hence, 
we will employ the internal nodes method to dealing with missing values in the 
training examples in our cost-time sensitive decision tree. 

Another important point is how to stop building tree. In the process of classify a 
case using a decision tree, the layer that will be visited may be different if the 
resources provided is different. The more resources a case has, the more layers it will 
be visited. For allowing a decision tree that can fit for all kinds of needs, the condition 
of stopping building tree is similar to the C4.5. That is to say, when one of the 
following two conditions is satisfied, the process of building tree will be stopped.  

(a) all the cases in one node are positive or negative;  
(b) all the attributes are used up.  

The next problem is how to label a node when it has both positive and negative 
examples. In traditional decision tree algorithms, the majority class is used to label the 
leaf node. In our case, as the decision tree is used to make predictions to minimize the 
misclassification cost or intangible cost under given resources. That is, at each leaf, 
the algorithm labels the leaf as either positive or negative (in a binary decision case) 
by minimizing the misclassification cost or intangible cost. Suppose that there is a 
node, P denotes that the node is positive and N denotes that the node is negative. The 
criterion is as follows: 

                P     if    p*FN > n*FP  
                N     if    p*FN < n*FP  

Where, p is the number of the positive case in the node, while n is the number of 
negative cases. FN is the cost of false negative, and FP is the cost of false positive. If 
a node including positive cases and negative cases, we must pay the cost of 
misclassification no matter what we conclude. But the two costs are different, so we 
will choice the smaller one. Here we consider that the cost of the right judgment is 0. 
For example, there is a node including 20 positive cases and 24 negative cases, and if 
the cost of the false positive and false negative is the same, the node will be 
considered negative. But in our view, they are different, such as FN is 800 and FP is 
600, the node will be considered positive because 16000 is larger than 14400. In 
reality, considering the situation that a patient (positive) is classified as health  
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(false negative), the result may be that he will lose of his life. On the contrary (false 
positive), he may only need to pay the cost of medicine fee, etc. So the cost is 
different. And in general, we think that the cost of false negative (FN) is larger than 
the cost of false positive (FP). 

Finally, the attribute at the top or root of the tree is likely the attribute which is 
with zero (or small) tangible cost, more decrease of the intangible cost and strongly 
classification ability without missing values base on the principle of our constructing 
cost-time sensitive decision tree.   

3.3   Performing Tests on Test Examples 

After the decision tree is built and all the nodes are labeled, the next interesting 
question is how this tree can be used to deal with test examples and pay the minimal 
misclassification cost or intangible cost confined to any tangible costs. There exist 
many kinds of test strategies in a number of literatures in [4-7, 19]. We can classify 
all these test strategies into three catalogues: sequential test strategies, batch test 
strategies and the hybrid test strategies combined the sequential method with the 
batch one. In our CTS decision tree, it isn’t practical for either the single sequential 
strategies or the batch strategies to be employed after considering waiting cost and the 
test examples with different resources. For example, a test example with enough test 
resources would not care about the test cost but consider the waiting time. In a 
medical test, the rich maybe test all the attributes under the unknown attribute (or 
node) which will be got the result costing more waiting time. This changes the 
sequential strategies to batch one. On the contrary, facing a number of attributes to be 
tested, the poor maybe only select one attribute to test due to the limited resources. 
Hence, in this paper, we will propose a hybrid method in which either sequential 
strategy or batch strategy will be chosen by some principles. The hybrid strategy is 
constructed as follows: 

At first, calculating the utility for each attribute based on the below definition: 

                                              
_

IC
Utility

T C
=                                                      (4) 

Secondly, computing the utility for some batch attributes which will satisfy some 
rules below: 

1) This batch attributes will be recommended by the specialist in these 
domains. These attributes will be combined mainly by some common cost. 

2) All the T_C of these attributes won’t exceed the resource for this test 
example. 

Different from the principle in [6] in which more attributes would be added into the 
batch until ROI does not increase, the time complexity of our method for computing 
utility is only linear because the batch is limited due to introduction by the specialist. 

And the number of the combination will be 2n  in the method in [6]. It is feasible for 
the specialists to decide the batch attributes as the researchers in this domains 
acquaint all the tests which can be grouped better than the single test. This can 
decrease the tangible costs as well as the time complexity of our algorithm. On the 
other hand, the limited resources for the test examples will be considered different 
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from existing methods in which the limited resources have not been taken into 
account, such as, in [4-7, 19]. 

Thirdly, the attribute(s) with the maximal utility for the result coming from the 
former two processes will be tested firstly. And the test strategy will be regarded as 
the sequential strategy while the attribute tested firstly is a single one. Otherwise, it is 
a batch strategy. So we call our method as a hybrid strategy as there exists both 
sequential method and batch strategy in our method. 

This process for testing will be continued until all tests are completed or the 
resources of the test example are used up.  

4   Experimental Analyses 

In this section, we empirically evaluate our algorithm with real-world datasets in 
order to show its effectiveness. We choose two real-world datasets, listed in Table 1, 
from the UCI machine learning repository [23]. Each dataset is split into two parts: 
the training set (60%) and the test set (40%). These datasets are chosen because they 
have some discrete attributes, popular in use and have a reasonable number of 
examples. The numerical attributes in datasets are discretized at first using a minimal 
entropy method [24]. Because there is no missing values in these four datasets, we 
artificially apply MCAR mechanism on these datasets under different missing rates. 
And the missing values in the conditional attributes are under missing rates of 10%, 
20%, 30%, 40%, 50% and 60%, respectively. To assign Test Cost, we randomly 
select a cost value that satisfied the constraint of falling into [1, 100] for each 
attribute. The costs for test are generated at the beginning of each imputation. The 
misclassification cost is set to 600/800(600 for false positive and 800 for false 
negative). Note that here the misclassification cost is only a relative value. It has 
different scales with test costs. 

Table 1. Datasets used in Experiments 

 Instances Attributes Classes(N/P) 

Tic-tac-toe 958 9 332/626 

Mushroom 8124 21 4208/3916 

For comparison, in section 4.1, we construct three CTS decision trees with 
different splitting criterion to demonstrate the efficiency of our splitting criteria 
without concerning about the waiting cost (i.e., the value of waiting cost for each 
attribute in each dataset is equal and constant). One CTS decision tree with the 
splitting criteria of gain ration is denoted as GR, the method with the minimal total 
cost is referred to as MTC and our method is regarded as PM. The experimental 
results of the effect for waiting cost will be presented in section 4.2.  

4.1   Experiments for Algorithm’s Efficiency 

In this section, we evaluate the performances of different algorithms on datasets under 
different levels of missing rates. For each experiment, we do not consider the 
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resources of test example, i.e., each test example has enough test cost to be tested. 
The test cost is 900 and 2100, respectively for dataset Tic-tac-toe and Mushroom. 
Figures 1 and 2 provide detailed results from these two datasets, where the x-axis 
represents the missing rate and the y-axis is the Misclassification Cost.  

 

Fig. 1. The misclassification cost VS the missing rate 

From Figures 1, we can see that with the increase of the missing rate, all methods 
suffer from the increase of misclassification cost, because more missing values have 
been introduced and the model generated from the data has been corrupted. When 
comparing with the different algorithms, we find that PM is the best among these 
methods in terms of misclassification cost at different missing rate. The experimental 
results demonstrate that the method with Formula (2) for spitting attributes is best 
than the naive methods, such as maximal grain ratio method or the minimal total cost 
method under the assumption of without limited resources. 

In the above paragraph, we did not fix the test costs and we assumed each attribute 
will be tested with the enough test resources. However, in real applications, there 
exists a limited resources, such test cost. In this subsection, we will use all kinds of 
test cost levels to test the efficiency of our method comparing with the other two  
 

 

Fig. 2. The misclassification cost VS the test cost 
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methods. The experimental results of dataset Tic-tac-toe are shown in Figure 3 and 4, 
for missing rate 20% and 40% respectively. The domain of test cost is between 100 
and 600 in Figure 3 and 4, the results of MC is presented in y-axis. The results show 
that our PM algorithm performs better than the other two algorithms in the terms of 
limited test costs. 

From Fig. 1 to 2, we can make a conclusion that the splitting criterion of PM 
algorithm is best than the maximal grain ratio and minimal total cost method with all 
kinds of resources, such as test cost. 

4.2   Experiments for Waiting Cost 

In section 3, we analyze it is practical for talking about waiting cost into the CTS 
learning. In this section, we will experimental test this method. In order to investigate 
the effect of various waiting costs, we set up three levels for waiting costs: (a) all 
waiting costs are 0 (denoted as Max0 in Figure 3); (b) all delay costs are randomly 
assigned from 0 to 50; and (c) all delay costs are randomly assigned from 0 to 100. 
We also design some common cost in our experiments. In our opinion, the higher 
waiting cost, the less test cost is. This is because there are more common costs which 
can efficient decrease the test cost for the test examples. From Figure 3, we can see 
this meets our expectations. 

 

Fig. 3. The test cost VS the missing rate 

5   Conclusions 

In this paper, we introduce waiting cost into cost-sensitive learning with 
misclassification cost and test cost to construct CTS decision tree with a new splitting 
criterion. Then a hybrid test strategy is proposed to test the constructed CTS decision 
tree with missing values and limited resources. Extensive experiments show our 
method outperforms the existed methods and it is feasible for talking about waiting 
cost in CTS learning. In the future, we will further demonstrate the advantages of 
CTS decision tree. 
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Abstract. The emphasis nowadays on individual information needs and 
personalization of content as well as the level of complexity involved in some 
domains necessitates the use of Knowledge Engineering approaches. In 
particular, product and performance support is a complex and knowledge-
intensive domain which despite the advances in the last few years, still suffers 
from the lack of information and knowledge models. This paper addresses this 
problem by offering definitions the for the product and performance support 
domain suggesting a problem-solving approach which uses the proposed 
knowledge models to adapt existing and construct entirely new solutions. 

Keywords: Performance support, product support, knowledge engineering, 
knowledge types, knowledge models. 

1   Introduction 

Performance support is defined as any assistance that a person may need while 
performing a certain job. The variety of user activities may include tasks such as 
maintenance, troubleshooting, servicing, operating, installing, etc. In performance 
support systems, the emphasis is on users and their tasks. 

Product support systems are similar to performance support systems as they assist 
users in the effective use, maintenance and disposal of a certain product. The focus is 
on the effective use of the product rather than the efficient user performance (although 
these two aspects are always closely related). The product in the centre of such a 
system could be a consumer product (e.g. used for communication or transportation), 
a machine/system designed and manufactured for a client, or the manufacturing 
facilities on the shop floor of a company. This paper assumes that advanced working 
environments should support people as well as the products used by them. 

Product support is often associated with the traditional paper-based technical 
manual, and performance support is perceived as training on the job. Indeed, these 
views have dominated the area for several decades. The technological advances in the 
1990s in multimedia, hypermedia and information exchange, however, led to the 
development of the Interactive Electronic Technical Manual (IETM) [1] and 
Electronic Performance Support System [2]. Both were initially thought of as 
functional equivalents of the traditional instructions manuals. It soon became obvious 
that electronic documents specially formatted for viewing and user interaction on an 
electronic display provide much more benefits than those initially expected [1, 3]. 
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Nowadays, the US Navy and Army utilize an integrated product support system for 
condition-based monitoring of helicopters [3]. US Air Force use an electronic 
technical manual for their F-16 test stations [2]. US Navy utilize a performance 
support and training system for electronic technicians [4], while the Royal Navy 
employ a performance support system for training maintenance technicians to use 
Radar 1007 [5]. Large companies such as Rolls-Royce [6], Oracle [7] and Boeing [8] 
have experienced teams of technical writers, engineers and computer scientists who 
produce high quality technical documentation.  

Currently, most companies develop their product or performance support systems 
in-house. As a result, due to the lack of expertise in AI and knowledge engineering 
(KE), the vast majority of these applications do not employ KE approaches. This is 
rather restrictive considering the emphasis nowadays on individual information needs 
and personalization of content. Moreover, the level of complexity in some products 
today is such that the use of structured approaches to modeling data and knowledge is 
essential.  

The aim of this paper is to outline a systematic way of structuring and modeling 
knowledge in the product and performance support domain.  

The rest of the paper is organized as follows. Section 2 reviews the state-of-the-art 
in on-the-job training and work-based learning. Section 3 presents a classification of 
different types of performance support and relevant definitions. Section 4 outlines a 
problem solving approach to product and performance support. Finally, section 5 
concludes the paper. The rest of the paper uses the term ‘performance support’ as 
connotation to both product and performance support. 

2   Literature Review 

Since the early 1970s corporative training has been based on delivering classroom 
instructions and treating trainees as a homogeneous group. In the 1990s, however, 
researchers started to question the effectiveness of this type of training. Bezanson [9], 
for example, believed that traditional training methods were not responsive to 
individual training needs while Wireman [10] felt that training in many corporate 
training programs was too theoretical, the students were not motivated, and there was 
not enough flexibility in terms of presentation styles and learning content. Other 
studies [11-12] suggested that the demand for highly skilled and trained persons in 
manufacturing, maintenance and diagnosis in particular, could be reduced by 
involving less skilled persons in more challenging tasks and providing them with in-
house training and adequate instructions and information support.  

These ideas and the advances in computer-based learning made possible in the mid 
1990s the integration of learning into the workplace. The concept of the ‘on-the-job 
training’ was introduced, and the first electronic performance support systems 
(EPSSs) were built. EPSSs are computer-based systems that provide on-the-job access 
to integrated information, advice and learning experience [1, 9, 13]. The motivation 
was not only to reduce training costs and increase productivity but also to allow 
workers to control their own learning by giving them the ability to retrieve 
information at the workplace at the moment they need it.  
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The key principles of that philosophy were: adopt the perspective of the performers 
of the job; facilitate incremental learning, or learning while carrying out a task; allow 
performers to control their own training; and give them the ability to access 
information and knowledge at the time they need it. Translated in technical terms, 
these key principles required task-specific access to information and knowledge; just-
in-time, on-the-job training; learning controlled by the worker, and accommodating 
different levels of knowledge and learning styles.  

Subsequently, the idea “to provide the right information to the right person at the 
right time” [14] set the research agenda in this area in the following years. This 
included research into user cantered [15-16] and performance-cantered [17] design, 
pedagogical models [18-19], personalization [20-21] and the use of knowledge 
engineering techniques for representing product support knowledge [4, 22-24]. 
Nowadays, EPSSs increasingly use Intranets and especially the Internet as a 
technology platform, and are seen as the electronic infrastructure that preserves and 
distributes individual and corporate knowledge throughout an organization.  

Recent studies suggest that there is a noticeable shift in responsibility for learning 
from organizations to individuals [25]. Nowadays, employees are expected to take 
greater personal responsibility to ensure that their skills are current or marketable. 
This trend has made it more difficult for individuals to base their careers on 
established paths [26], and has led to the development of a work-based learning 
philosophy which embraces independent self-managed study.  

The Internet changed the way lifelong and distance learning courses are delivered 
[27]. Tailored course materials for individual students, a greater degree of interaction 
between students and instructors and creating a network of support make such courses 
successful. Nowadays, companies such as Dell, CISCO and HP adopt e-learning 
solutions for their corporate training [28]. Academics and practitioners alike agree 
that e-learning systems are a valuable knowledge sharing and transfer tool due to 
features like synchronous learning elements, peer collaboration, and performance 
support.  

This review shows that there is a demand for flexible, tailored and just-in-time 
learning that can be accessed quickly, widely and cost-effectively by employees. 
Organizations have to tailor their approaches to training based on the subject and the 
individual. 

Existing knowledge-based approaches to addressing these demands include:  

• integrating product life-cycle information, expert knowledge and hypermedia 
[29], 
• integrating users’ and task models [21], 
• developing information models [7, 30],  
• developing knowledge models [4, 31-34],  
• considering context [35], and  
• developing a KE framework for performance support [36]. 

Sections 3 and 4 of this paper contribute to the research in this field by offering 
definitions, classification and a technical approach to structuring, modeling and 
reasoning with knowledge in the performance support domain. 
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3   Performance Support and Knowledge 

3.1   Types of Performance Support 

Performance support is a highly knowledge-intensive domain. In reality, each 
performance support system is unique as it needs to reflect the following variables: 

• the product and its life cycle, volume, complexity, and variability; 
• end users and their diversity in terms of qualification, expertise, experience, 
cognitive and information processing abilities; 
• the tasks performed by the end-users and the level of their complexity; 
• the company and its type, structure, technological level, operational practices 
and information infrastructure such as, for example, the use of Computer-Aided 
Design (CAD),  Computer-Aided Manufacture (CAM), Product Data Management 
(PDM), Enterprise Resource Planning (ERP) or Electronic Document Management 
(EDM) Systems; 
• the knowledge and skills for system development available. 

Table 1 provides an insight into the variety of performance support solutions 
available. The ten different types illustrated in the table differ in terms of their 
structure, content, presentation, navigation, and most importantly, the benefits to their 
end-users. Starting from the traditional paper-based manual (#1), these applications 
show progression in terms of complexity and functionality although their numbering 
is not meant to be used for ranking purposes. Each subsequent type builds upon one, 
two or more other types. For example, multimedia applications (#3) incorporate the 
features and functionality of both paper-based (#1) and electronic systems (#2). The 
features of the first four types (#1)-(#4) and their associated functionality are the basic 
stones of the more complex applications. For example, a performance support system, 
which is completely integrated via a PDM system with the collaborative product 
development environment of the company (#8), would certainly be electronic (#2), 
multimedia (#3), hypermedia (#4) and have a paper version (#1). It does not 
necessarily need to be integrated with the product (#6) although such a possibility 
exists. Another example is provided by modern photocopiers, which have electronic 
performance support (#2) integrated with the product itself (#6). As Table 1 indicates, 
such applications are instruction-based and task-oriented. Due to their integration with 
the product and the availability of real time data, they provide good-quality 
diagnostics and efficient condition-based maintenance. The navigation in these 
systems is predefined by the underlying logic of the tasks performed as well as the 
operational state of the system, which depends on real-time signals from gauges.  

Clearly, all ten types depicted in Table 1 require some structuring of knowledge. In 
the basic types (#1-#4), this structuring is led by the technical authors and is implicitly 
built in the system. Each subsequent type (#5-#10) becomes more knowledge 
intensive and hence, requiring more formal approaches. The most advanced type from 
a KE point of view, adaptive performance support (#10) uses knowledge models to 
provide user-tailored and task-specific support. These knowledge models are 
explicitly defined, formalized and used to reason the type of support the system offers 
at run time. 
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Table 1. Types of performance support 

Type Characteristics Example
1. Paper-based  Hierarchical structure 

Content: technical specifications, descriptions, instructions, 
troubleshooting, warnings, etc. 
Presentation using text, diagrams, tables 
Benefits: well structured information, access to declarative and 
procedural knowledge, corrective maintenance 

2. Electronic  Linear structure 
+ Task-oriented and dominated by instructions 
+ Task driven navigation (logical ‘NEXT’)  
+ Improved display of data, often step-by-step instructions 
following the task(s)

3. Multimedia + Multimedia-rich content 
+ Coordinated multimedia, multimedia manipulation, hot spot 
referencing 
+ Improved visualization due to multimodalities and cross-
referencing 

4. Hypermedia  + Associations between information elements 
+Alternative pathways through information 
+ Improved information consumption due to the non-linear use of 
information 

5. Interactive  + Decision trees integrated with the hypermedia structure 
+ Dialogue-driven interaction 
+ Simple support in diagnostics and troubleshooting 

6. Integrated with 
the product

+ Real time monitoring 
+ Simultaneous access to multiple information sources, NEXT 
function based on real-time data 
+ Improved condition-based maintenance, diagnostics 

7. Integrated with 
a DB

+ Collecting real-time data about maintenance/operation 
+ Access to historic data 
+ Improved preventive maintenance 

8. Integrated with 
a PDM system

+ Information models (e.g. product models, metadata) 
+ Sharing of data, collaborative environments 
+ Up-to-date product support, handling product modifications, 
version control 

9. Integrated with 
an ERP system

+ Standardized business processes 
+ Sharing of information, content delivery driven by workflows 
+ Improved planning of maintenance tasks, inventory of spare 
parts, equipment maintenance management 

10. Adaptive + Knowledge models (e.g. users and task models) 
+ Providing user-tailored and task-specific support in the most 
useful format, generation of adapted and new content 
+ Personalized product and performance support 

 

3.2   Types of Knowledge in Performance Support 

The goal of any performance support system is to deliver knowledge that is accurate, 
applicable, reliable and user-tailored. Therefore, the knowledge base should contain 
relevant knowledge about the products, users and their tasks (Fig. 1), as well as ways 
of linking them with each other. 
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Fig. 1. Performance support knowledge 

For the purpose of this research, the following definitions have been adopted [36]: 

Knowledge is a specific semantic interpretation of information. 
Product knowledge is a formal, temporal representation of knowledge related to the 
product. 
Task knowledge is a formal, temporal representation of knowledge related to a task. 
User knowledge is a formal, temporal representation of knowledge related to a user. 

If the knowledge available in a performance support system is KPSS, product 
knowledge is Kp, user knowledge is Ku and task knowledge is Kt, then for the 
performance support system to be able to deliver optimal support, the following 
formal requirement must be satisfied. 

PSStup KKKK ⊆∪∪ . (1) 

4   Problem Solving Approach to Performance Support 

4.1   Problems in Performance Support 

One of the central questions when developing a performance support system is 
whether the system should be able to:  

• assist with well-known and well-defined problems only, by retrieving existing 
solutions (pre-composed documents), 
• assist with well understood although not known in advance problems by 
adapting existing solutions, or  
• help in situations, which require entirely new solutions, by composing 
completely new documents.  

A system able to offer support by adapting existing and creating new solutions 
should have built-in in its core an appropriate problem solving cycle. 

The problem solving process starts by defining the performance support problem 
(PSP) and continues with determining the PSP type and the course of actions that 
should be followed for reaching a performance support solution (PSS). A PSS can 
take several forms, including explanations, instructions, warnings, descriptions, which 
are delivered through documents. 

Ideally, to facilitate the process of adapting existing and composing new solutions, 
the performance support documents should be constructed using finer granularity,  
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e.g. logically linked, semantically distinguishable and classifiable information objects 
(IOs) [31].  

An IO is a data structure that represents an identifiable and meaningful instance of 
information in a specific presentation form [31].  

An IO could be a picture that illustrates a part of a product or a textual description 
of its function. The notion of an Information Object Cluster (IOC) is introduced in 
this research as a means of organizing IOs.  

Information Object Cluster is a 2-tuple IOC:=({IO}, S) where {IO} is the set of IOs 
sharing a common property that are arranged in a structure S. 

For example, clutches can be classified in different types according to the number 
of disks they have. A single-disk clutch has a different structure and operation 
compared to a double-disk clutch. Assume that four IOs are available, as follows. 

IO1: A textual description of the operation of a single-disk clutch, 
IO2: A textual description of the operation of a double-disk clutch, 
IO3: Image of a single-disk clutch, and 
IO4: Image of a double-disk clutch. 

Since all four IOs share the common property of describing the concept of a 
“clutch”, they all belong to the same IOC. Within the IOC, the IOs are structured 
according to whether they describe a single-disk or a double-disk clutch. IO1 
therefore is linked with IO3, and IO2 is linked with IO4. The links are in the form of 
directed arcs, defining the presentation order. In the case that a user needs a 
description of the car, other IOCs that correspond to the other subsystems of the car 
(e.g. brakes) are also needed to produce a different document. 

Document (D) is a 2-tuple D := ({IOC}, S) where {IOC} is a set of logically 
structured IOCs. 

There are two main factors that define the structure, content, and presentation of a 
document generated by a performance support system. These are the domain and the 
environment within which the system is deployed. Domain-specific elements include 
the products and the tasks that are supported, as well as the documentation resources 
that describe them. Environmental-specific elements consist of user, location, time 
and purpose dependent features. A performance support system should be able to 
extract observations from users’ queries, related to both types of factors. Therefore, a 
performance support problem could be defined as follows. 

A Performance support Problem (PSP) is a 4-tuple PSP := (MOD, HYP, CON, OBS) 

where: MOD is a finite set that includes knowledge about the domain (i.e. supported 
products and tasks) that is represented with corresponding models. MOD also 
contains the links between these models and relevant IOCs and IOs. 

HYP is a finite set of combinations of elements of MOD. Each combination 
corresponds to a possible documentation configuration. The arrangement of MOD 
combinations and documentation configurations will be referred to as hypotheses. 
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CON is a finite set that includes knowledge about the application environment. It is 
represented by related models (e.g. user model (UM) or system’s specifications 
model). CON will be referred to as the system’s context. 

OBS is a finite set that consists of the observations acquired by the current query. 
OBS should correspond to elements of MOD and CON. 

A performance support solution is defined as follows. 

Given a performance support problem PSP := (MOD, HYP, CON, OBS) and a  finite 

set of observations OB such that OB ⊆ OBS, then valid hypotheses are represented by 

VH where VH ⊆ HYP if and only if, MOD ∪ CON ∪ VH├ OB. Performance support 
solution (PSS) can be every hypothesis ‘h’ that h∈VH. The best solutions are 
considered the ones for which OB=OBS. 

Performance support solutions can be distinguished in terms of their content and 
presentation. The content can include general information (e.g. “any clutch is an 
assembly”) or specific information (e.g. “this clutch has two disks”). It can be 
generated at run-time, be adapted, or pre-composed. The presentation can be text- or 
text and multimedia-based, as well as adaptive, adaptable, and predefined. 

Previously solved/same PSPs are problems that have already been solved by the 
system. The reasoning mechanism used should be able to retrieve solutions without 
repeating the reasoning process, as well as be able to compare the specifics of 
different problems. Naturally, case-based reasoning (CBR) is considered as the most 
appropriate technique. The cases are represented as problem-solution pairs, where the 
attributes of each case correspond to elements of the domain- and environmental-
specific models.  

Similar PSPs are problems for which the current set of observations is not the same 
as any of the previous ones but which shares similarities with them. The new PSSs 
can be produced by removing, adding, replacing, and adapting IOs and IOCs used in 
previous situations. Assume, for instance, that a previous problem concerns a single-
disk clutch. If the current query requires the description of a double-disk clutch then 
the new solution can be generated by replacing the IOs that describe the single-disk 
clutch with the IOs that correspond to the double-disk clutch. CBR provides means 
for adapting solutions according to previous experiences. The adapted cases form new 
problem-solution pairs, which are retained in the case-base. 

New PSPs occur when there are no similarities between earlier observations and new 
ones. The PSS in this case requires additional IOCs that are not contained in the 
document base. For example, assume that a query relates to the description of a 
transaxle and that all previous PSSs use only an IOC that describes a clutch. If the 
transaxle IOC does not exist in the document base then means to automatically create it 
are needed. The existence of a new problem that has little or no similarity with previous 
experiences cannot be easily managed by CBR alone. In this case a multi-modal 
reasoning strategy is needed. General knowledge about the application domains (e.g. 
product domain), contained in the models, can be utilized to support the case-based 
reasoning component. In the example discussed, model-based reasoning can be used to 
identify that a new IOC is required to describe the transaxle. The transaxle concept can 
then be detected in the product model, and its structure and characteristics acquired. 
Consequently, a new IOC that describes a transaxle can be generated. 
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4.2   Illustrative Example 

Fig. 2 shows an approach, which enables: 

• using existing solutions by retrieving pre-composed documents (Fig. 2A), 
• adapting existing solutions (Fig. 2B), and 
• creating new solutions by composing completely new documents (Fig. 2C). 
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Fig. 2. Reasoning for different types of performance support problems 

In those cases when a previously solved problem is identified (Fig. 2A), the system 
operates by retrieving all relevant cases, proposing the best match to the user as a 
solution, revising this solution, and retaining it in the case base. If the problem to be 
solved is not identical with any of the problems contained in the case base (Fig. 2B), 
an extra stage (i.e. solution adaptation) is needed, which is provided by case-based 
reasoning. Model-based reasoning is employed in Fig. 1C to deal with entirely new 
cases. This involves identifying a new problem, classifying the cases’ attributes 
according to a model, and generating new documents. Enrichment of the model(s) 
employed is also possible.  

A prototype system based on the approach proposed is developed in [36] (Fig. 3). 
The system uses product, task, and user models as described in [34]. The models are 
created with the Protégé ontology editor. The case-based reasoning tool utilizes 
FreeCBR. The system is implemented in Java; it uses Apache’s Tomcat as a 
standalone web server.  
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Fig. 3. Illustrative example 

Fig. 3 shows that the solution provided changes according to the mode used. An 
existing solution is retrieved using a simple database search. If a case-based reasoning 
tool is employed, the user is given a list of ranked hypotheses and the choice to select 
those that best fit his/her information interests. He/she is then presented with a 
solution that is adapted to the attributes of the corresponding case. For example in 
Fig. 3, the adapted solution includes more details on the internal structure of a clutch 
than the existing solution illustrated on the same figure. The third possibility, when an 
entirely new solution is needed, involves the use of a model-based tool to generate a 
completely new document. In this study ontology relations (i.e. aggregation, 
abstraction, and referential relations) between clutch components are used to generate 
a new virtual document. 

5   Conclusions 

Both product and performance support systems assist users in the effective use of a 
certain product. Such systems should incorporate knowledge about the product, the 
task and the context of use and should be able to respond to different types of 
situations. Each situation can be represented as a problem that involves the use of 
virtual documents into developing an appropriate solution. Three different classes of 
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problems have been identified including previously solved, similar, and new ones, 
which in turn are solved by different reasoning techniques. As illustrated, multi-modal 
reasoning enables adaptive support systems to respond to different user requirements.    
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Abstract. The present research explains members’ intention to continue sharing 
knowledge in a virtual community in terms of knowledge self-efficacy and 
satisfaction. The research model was tested with the current users of a virtual 
professional community (Hong Kong Education City) and was accounted for 
32% of the variance. Both knowledge self-efficacy and satisfaction play an 
important role in explaining members’ intention to continue sharing knowledge. 
The findings contribute to the foundation for future research aimed at improve-
ing our understanding of user continuance behavior in virtual communities.  
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1   Introduction 

In contemporary information systems literature, there exists a general agreement 
about the value and importance of knowledge management [2], [18], [30], [31]. 
Traditional literature on knowledge management focuses mostly on knowledge 
creation and dissemination within organizations. However, with the growth of the 
Internet and the high penetration rate of Internet usage, considerable attention is being 
focused on the role of online social spaces (e.g., virtual communities) in knowledge 
management [25].  

Conversational systems (e.g., online discussion forums in virtual communities) are 
a useful medium for knowledge extraction, exchange, and creation. For instance, 
conversations are captured so as to accommodate contextualization, search, and 
community [34]. Without the physical or temporal constraints in virtual communities, 
members with diverse organizational, national, and cultural backgrounds can 
contribute, discuss, learn from the community’s explicit knowledge, and share their 
implicit knowledge with other members [7]. Specifically, they can share knowledge 
by helping each other to solve problems, telling stories of personal experiences, and 
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debating issues based on shared interests [36]. Virtual communities support new 
combinations of existing knowledge and the creation of new knowledge. Since 
messages in virtual communities are openly available, members can easily identify 
the synergistic possibilities that arise from the potential combinations of information 
from multiple resources [36]. 

Many professional bodies realize the potential of information and communication 
technologies in connecting individuals with common interests. Some researchers [1], 
[29], [37], however argue that the creation of an online social space does not 
guarantee that knowledge exchange will actually take place. This concern basically 
pertains to user acceptance of online social structures for knowledge exchange. In 
recent years, some information systems research in knowledge management has been 
conducted to address this concern [23], [37]. The success of a virtual community 
however depends primarily on whether members are willing to continue to participate 
and share their knowledge with others. Obviously, if there are a lot of participants 
who are willing to stay and contribute their knowledge in the community, this will 
improve the likelihood of connecting individuals who are able and willing to help. 
Therefore, it is important to identify what affects members’ decisions to continue to 
stay and share in a virtual community. 

A Virtual Professional Community (VPC) is a distinct type of virtual community in 
which people with common interests, backgrounds, and goals participate and 
collectively contribute to a database of professional knowledge. Basically, there are 
three different types of VPC: 

 Intra-firm professional communities: Many virtual professional 
communities operate inside large firms, where they are often called 
“community of practice” (CoP). The main motivation for a CoP is to 
improve knowledge sharing among employees and to foster a creative 
and innovative enterprise culture. Intra-firm VPCs depend on the 
infrastructure and administration from the management of the firm.  

 Inter-firm professional communities: Some virtual professional 
communities are established to improve and strengthen relationships with 
customers and partners. Given the increasingly competitive business 
environment, more and more companies are forming enterprise networks.  

 Public professional communities: This type of community is often 
organized by third-party organizations, and its memberships are many 
times larger than those of traditional professional societies. The aims of 
these VPCs are to bring together audiences on specific topics, and to 
provide a platform for professionals with common interests and similar 
working culture to freely exchange their experience, to share 
information, and to foster social relationships.  

In the current study, we focus on knowledge sharing behavior in public professional 
communities. Specifically, the empirical research in this study is conducted in a well-
established virtual professional community in Hong Kong, Hong Kong Education  
City (www.hkedcity.net). We examine the characteristics and usage behaviors of 
knowledge contributors, as well as the motivations that drive them to continue sharing 
knowledge in the virtual community.  
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2   Theoretical Background 

Past research on knowledge management primarily focused on the initial adoption of 
knowledge sharing behavior. This study investigates the confirmation stage where 
users evaluate their knowledge sharing behavior and make the decision to continue or 
discontinue the behavior. The theoretical foundation of the present study is reviewed. 
Specifically, the concepts of knowledge sharing, user satisfaction, as well as 
knowledge self-efficacy are addressed.  

2.1   Knowledge Sharing 

Virtual communities provide people with common interests, backgrounds, and goals 
to participate and collectively contribute to a set of professional knowledge. 
Knowledge is commonly conceived as a public good. A public good is characterized 
as “a shared resource from which every member of a group may benefit, regardless of 
whether or not they personally contribute to its provision, and whose availability does 
not diminish with use” [10]. The fundamental problem of public goods is that 
individuals merely consume the public good without contributing to the group or the 
institution, resulting in a social dilemma situation. Social dilemmas occur whenever 
an individual attempts to maximize its self-interest and makes rational decisions. 
Applying the public good concept to the knowledge sharing in virtual communities, 
there is a tendency for individuals to refuse to contribute and enjoy a free-ride. 
Particularly, electronic networks of practice allow everyone to access and consumer 
knowledge without making any contribution. Wasko and Tiegland [36] however 
urged that though public goods are subject to social dilemmas, they are often created 
and maintained through collective action.  

Considerable attention has focused on factors that drive people to share knowledge 
in electronic networks of practice. Cheung and Lee [12] built on Batson public good 
framework [5] and classified the key factors determining user intention to share 
knowledge into four categories. Table 1 summarizes the key factors determining user 
intention to share knowledge. Among all these key factors, reciprocity and enjoyment 
of helping are the most widely studied factors.  

Table 1. Key Factors of Knowledge Sharing in Previous Studies 

Category Factors References
Extrinsic rewards [9], [35] 

Image [23]

Organizational reward [19], [23] 

Reciprocity [9], [13], [19], [23], [37] 

Reputation [13], [14], [35], [37] 

Egoism 

Self-interest [13] 

Collectivism Social identity [19], [22] 

Altruism Enjoyment of helping others [13], [14], [23], [35], [37] 

Principlism Normative Commitment (Moral obligation) [14], [22], [37]   
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2.2   User Satisfaction 

Early user satisfaction research tended to focus primarily on the operationalization of 
satisfaction construct and ignored the theoretical bases. According to Melone [27], 
“this lack of agreement on the conceptual definition of the user-satisfaction construct 
has lead to a situation in which there are many operationalizations and an equal 
number of conceptual definitions, for the most part lacking theoretical foundation” 
(p.80). In response to the call for a rigorous theoretical support in the study of user 
satisfaction, recent studies are more grounded with theories. For instance, Devaraj et 
al. [16] examined consumer-based channel satisfaction using technology acceptance 
model, transaction cost analysis, and service quality. Bhattacherjee [6], McKinney et 
al. [26] and Susarla et al. [33] adopted the expectation confirmation theory to examine 
satisfaction. Among diverse theoretical frameworks, expectation confirmation theory 
has been receiving a great deal of attention in recent IS research. These studies 
provided insights to user psychology and explained user satisfaction formation 
processes [11].  

Bhattacherjee [6] proposed an IS continuance model that relates satisfaction and 
perceived usefulness to the degree in which users’ expectations about an information 
system are confirmed. Expectation provides a baseline level to evaluate the actual 
performance of an IS and confirmation (disconfirmation) in turn determines satisfaction. 
This line of research is consistent with the expectancy value theory, where people form 
expectations and then evaluates their experiences.   

2.3   Knowledge Self-Efficacy 

Research on knowledge management has already suggested the importance of 
knowledge self-efficacy on people intention to share knowledge [9], [10], [23]. 
Knowledge self-efficacy refers to people believing their knowledge can help other 
members in virtual communities. This definition is built upon the social cognitive 
theory [4]. Bandura [4] suggested that the motivations of performing a behavior do 
not stem from the goals themselves, but from the self-evaluation that is made 
conditional on their fulfillment. He even suggested that “mastery experience” is the 
most important factor determining self efficacy. In other words, success raises self-
efficacy, failure lowers it. When applying this concept in the public good context, 
knowledge self-efficacy refers to the perception of the criticality of the contributions 
to the provision of a public good. In general, knowledge self-efficacy promotes the 
sharing of knowledge.  

3   Research Model and Hypotheses 

Fig. 1 depicts a research model explaining user intention to continue using a virtual 
professional community for knowledge sharing.  
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Fig. 1. Research Model 

3.1   Intention to Continue Sharing Knowledge 

Knowledge sharing is a necessary component of knowledge management. It embeds 
the notion of “willingness to share” or “voluntary act of making information available 
to others…” [15]. Since this study focuses on continuance behaviour, “Intention to 
continue sharing knowledge” is defined as “the likelihood that a user will continue 
sharing knowledge in a virtual community”. The concept is built on the IS 
continuance model.  

3.2   Reciprocity 

“A motive is egoistic if the ultimate goal is to increase the actor’s own welfare” [5]. 
Explanations of action for the public good in terms of egoism can be linked to 
personal motivational theories, as well as social exchange theory [8]. Reciprocity is 
conceived as a benefit for individuals to engage in social exchange. People have an 
expectation that their contribution will result in returns in the future. In knowledge 
sharing literature, researchers found that knowledge sharing is facilitated when people 
who share knowledge in virtual communities (any electronic network of practices) 
believe in reciprocity. There is a positive relationship between reciprocity and 
knowledge contribution intention [23], [37].  

The current study goes beyond the initial adoption and focuses on continuance 
behavior in electronic networks of practice, particularly continuous knowledge 
sharing in virtual communities. It is believed that after several interactions with other 
users in a virtual community, users are able to compare their expectations with the 
actual experiences of using the virtual community. Specifically, they can evaluate 
whether reciprocity has actually occurred. Based on expectation confirmation theory 
[28], confirmation (disconfirmation) will result in satisfaction (dissatisfaction), and 
satisfaction will lead to continuance intention. Applying this argument to the current 
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investigation, it is believed that if the gap between a user’s expectation and actual 
reciprocal experience is large, the user will feel satisfied (dissatisfied) with their 
experience with the virtual community, and in turn he/she will have a higher 
likelihood to continue (discontinue) to share knowledge. In other words, if the users 
find that they can receive the reciprocity as they expected, they will feel satisfied and 
in turn they will have a higher chance to continue sharing knowledge in the virtual 
community. Thus, in this study, the hypothesis is: 

H1: Users with a higher confirmation (positive disconfirmation) of reciprocity in a 
virtual community relates positively to satisfaction with the virtual community.   
H2: Satisfaction with the virtual community relates positively to intention to continue 
sharing knowledge in the virtual community.   

3.3   Enjoyment of Helping and Helping Behaviour 

“Altruism is motivation with the ultimate goal of increasing the welfare of one or 
more individuals other than oneself” [5]. Explanations of action for the public good 
in terms of altruism can be linked to empathic emotion [5]. Enjoyment in helping has 
been frequently cited as an important factor that determines user willingness to share 
or contribute knowledge in electronic networks of practice or online social spaces 
[21], [23], [37]. People are willing to help others to solve challenging problems 
because answering questions provides them with feelings of pleasure [24].  

In this case, the goal is to help others and it is the motivation for them to 
contribute. After users have had several interactions with other users, they are able to 
judge whether their contributions are helpful to others. Users first form an expectation 
about the outcomes of their helping behaviours, for instance, they expect their 
messages would be helpful to others. After their interactions with other members in 
the virtual community, they will compare their expectation with their actual 
experience, that is, to evaluate whether their messages are really helpful to others. If 
there is a positive disconfirmation (their messages are more helpful than expected), 
users will feel satisfied. On the other hand, if there is a negative disconfirmation (their 
messages are less helpful than expected), users will feel dissatisfied. Thus, the 
hypothesis is: 

H3: Users with a higher confirmation (positive disconfirmation) of helping others in a 
virtual community relates positively to satisfaction within the virtual community.   

It is also believed that if users have a positive disconfirmation with helping in the 
virtual community, their knowledge self-efficacy will increase. Bandura [4] suggested 
that the motivations of performing a behaviour do not stem from the goals 
themselves, but from the self-evaluation that is made conditional on their fulfilment. 
If the users found their knowledge to be helpful to other members in the virtual 
community, it will enhance their confidence that their knowledge is able to help other 
people. Therefore, the hypothesis is: 

H4: A higher confirmation (positive disconfirmation) of helping others in a virtual 
community relates positively to knowledge self-efficacy. 
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Research on knowledge management has already suggested the importance of 
knowledge self-efficacy on people’s intention to share knowledge [9], [10], [23]. It is 
believed that knowledge self-efficacy will have an important impact on user intention 
to continue sharing knowledge in a virtual community. The hypothesis is:  

H5: Knowledge self-efficacy relates positively to intention to continue sharing 
knowledge in the virtual community.  

4   Research Design 

The research model was empirically tested in a real virtual community, Hong Kong 
Education City (www.hkedcity.net). Hong Kong Education City (HKed City) is a 
leading and one-stop education portal with a vision to build Hong Kong into a 
learning city. With the vision of “Bridging the Learning Communities. Building the 
Learning City”, Hong Kong Education City aims at taking a leading role in 
promoting quality education and the use of IT in education to schools, teachers, 
students, parents, and the public. In the current study, the unit of analysis are teachers 
or educators who use the “Teachers’ Channel” of the Hong Kong Education City 
(www.hkedcity.net). “Teachers’ Channel” is a virtual professional community that 
provides teachers and educators with resources on professional development and 
updated news on educational related issues.  

4.1   Data Collection and Responses 

The target respondents of this study were the teachers who have used the “Teachers’ 
Channel” in HKed City. In order to reach the respondents, an invitation email with the 
URL of the online questionnaire was sent to both primary and secondary school 
teachers. The participation of this study was voluntary. To increase the response rate, 
an incentive of three USB flash drives and thirty book coupons were offered as lucky 
draw prizes. Reminder emails were also sent a few weeks after the first invitation 
email.  

A total of 315 responses were collected in this study and 60 of them have 
contributed in the virtual community before. Among the 60 contributors, 72% were 
male and 28% were female. About 22% were aged 21-30 and only 8% were aged 51 
or above. 72% were secondary school teachers and 28% were primary school 
teachers, and 22% had more than 20 years teaching experiences. In terms of the usage 
behaviour in the virtual community (HKed City), about 40% had less than 2-year 
experience with the virtual community, but over 40% of them used it every week. 
Non-response error is estimated using the comparison of differences between the 
early and late respondents. This is the most commonly used method for non-response 
error estimation among IS researchers [30]. We did not find the error exists in this 
study.  

4.2   Measures 

Empirical research on continuance behaviour in knowledge management is still in its 
infancy. Most measures were developed and modified based on some established 
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scales. The measure of “Intention to continue sharing knowledge” was adapted from 
Bagozzi and Dholakia [3]. Items measuring “Disconfirmation of reciprocity”, 
“Disconfirmation of Helping”, and “Knowledge self-efficacy” were adapted and 
modified from Kankanhalli et al. [23] to fit the specific context of virtual community. 
The measures of “Satisfaction” were borrowed from Bhattacherjee [6].  All the 
measures of the constructs in the current study are listed in Appendix A. 

A multi-item approach was used. That means each construct was measured by a 
few items for construct validity and reliability. A slider scale was used in this study 
and provided a continuous scale from 0 to 100 or -50 to 50 (See Fig. 2). Respondents 
either clicked or dragged the slider to indicate their preference point.  

 

Fig. 2. The Slider Scale 

5   Results 

Following the two-step analytical procedures [20], the measurement model is first 
examined and then the structural model is assessed.  

5.1   Measurement Model 

Convergent validity, which indicates the extent to which the items of a scale that are 
theoretically related to each other should be related in reality, was examined using the 
composite reliability (CR) and the average variance extracted (AVE). The critical 
values for CR and AVE are 0.7 and 0.5 respectively [17]. As shown in Table 2, all CR 
and AVE values meet the recommended thresholds.  

Discriminant validity is the extent to which the measure is not a reflection of some 
other variable. It is indicated by low correlations between the measure of interest and 
the measure of other constructs that is not theoretically related to Fornell and Larcker 
[17]. Evidence about discriminant validity can be demonstrated when the square root 
of the average variance extracted for each construct is higher than the correlations 
between it and all other constructs. Table 2 shows that the squared root of average 
variance extracted for each construct is greater than the correlations between the 
constructs and all other constructs. The results suggest that an adequate discriminant 
validity of the measures.  
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Table 2. Correlation Matrix and Psychometric Properties of Key Constructs 

 CR AVE CI DRECIP DHELP SAT KSE 

Continuance Intention (CI) 0.99 0.98 0.99     

Disconfirmation of Reciprocity 
(DRECIP) 

0.95 0.85 0.77 0.92    

Disconfirmation of Helping 
(DHELP) 

0.97 0.92 0.49 0.68 0.96   

Satisfaction (SAT) 0.97 0.88 0.55 0.69 0.71 0.94  

Knowledge Self-Efficacy (KSE) 0.88 0.65 0.52 0.65 0.86 0.77 0.81 

Note: Shaded diagonal elements are the square root of AVE for each construct Off-diagonal 
elements are the correlations between constructs. 

5.2   Structural Model 

Fig. 3 presents the overall explanatory power, estimated path coefficients (all 
significant paths are indicated with asterisks), and associated t-value of the paths of 
the research model. Test of significance of all paths were performed using the 
bootstrap resampling procedure.  
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Fig. 3. Result of the Research Model (Note: *p<0.10, **p<0.05, ***p<0.01) 

The results show that the exogenous variables explain 32% of the variation in 
“Intention to Continue sharing Knowledge in a virtual community”, 35% of the 
variance in “Satisfaction” and 75% of the variation in “Self-Efficacy in Knowledge 
Sharing”. All the structural paths are found to be statistically significant in the 
research model. Both ‘disconfirmation of reciprocity’ and ‘disconfirmation of 
helping’ have a significant impact on satisfaction with the virtual community. Their 
path coefficients are 0.39 and 0.44 respectively. Disconfirmation of helping is also 
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strongly related to user’s knowledge self-efficacy, with a path coefficient at 0.86. 
Finally, knowledge self-efficacy and satisfaction affect intention to continue sharing 
knowledge significantly, with path coefficients of 0.26 and 0.35 respectively.  

6   Discussion and Conclusion 

This study attempts to test a research model of knowledge-sharing behaviors in virtual 
communities. In particular, this study goes beyond initial adoption (why people share) 
to continuance (why people continue to share). The finding suggests that an important 
way to promote the continuance of knowledge sharing is to increase knowledge self-
efficacy and enhance user satisfaction. When members find that their shared 
knowledge can help others, they will be satisfied and will gain higher knowledge self-
efficacy, and thus they will tend to continue sharing knowledge in the virtual 
community.  

This study contributes to existing virtual community and knowledge management 
research in several ways. First, this study adds to the limited research done on 
knowledge sharing behaviours in virtual communities of professional groups and 
allows future research to build upon it. This study also allows operationalization and 
validation of instruments in the research model. Finally, this study goes beyond initial 
adoption and examines continuance in the context of knowledge sharing in virtual 
communities.  

Apart from the theoretical contributions, the results of this study also provide some 
insights to community designers for knowledge management. Specifically, it is 
important for community designers to use some guidelines and tools to encourage 
members to continue sharing knowledge. 

 Providing members with a recognition mechanism: Community 
designers should propose the use of some recognition mechanisms 
where members who have provided useful suggestions to other members 
are identified and informed that they have helped others.  

 Creating members’ social network: Community designers should try to 
integrate member-produced content, as well as content from a member’s 
connections, into the member profiles. This can help connect knowledge 
contributors and adopters so that adopters can show their appreciation 
for the knowledge received. 

In interpreting the results of this study, one must pay attention to a number of 
limitations. First, the theoretical model accounts for 32% of the variance in 
continuance intention and suggests that some important predictors may be missing. 
Second, the online survey involves self-reported measures, which may be subject to 
the influence of common method bias. Finally, this study represents one type of 
professional group where the participants usually share some common interests, 
background, and goals to participate and collectively contribute to the professional 
knowledge. It is desirable to replicate the results with other types of virtual 
communities. Obviously, future research should examine these speculations.  
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Appendix A 

Continuance Intention (Modified from Bagozzi and Dholakia [3]) 
CI 1 Please express the degree to which you might intend to continue sharing in the Teachers' 

Channel in the next few weeks. (Extremely Unlikely/ Extremely Likely) 

CI 2 I intend to continue sharing in the Teachers' Channel in the next few weeks. (Extremely 

Disagree/ Extremely Agree) 

Disconfirmation of Reciprocity (Modified from Kankanhalli et al. [23]) 
DRECIP 1 Compared to my initial expectations, the level of reciprocity (i.e., get back help when I need) 

in the Teachers' Channel is (Much worse than expected/ Much better than expected) 

DRECIP 2 To what extent does the degree of reciprocity (i.e., somebody responds when I am in need) 

occurring in the Teachers' Channel meet your original expectations? (Far below my 

expectation/ Far above my expectation) 

DRECIP 3 How big is the difference between what you expected when you are giving an answer to 

others and what the reciprocity actually occurred in the Teachers' Channel? (Far below my 

expectation/ Far above my expectation) 

Disconfirmation of Helping (Modified from Kankanhalli et al. [23]) 
DHELP 1 Compared to my initial expectations, the helpfulness of my answers in the Teachers' Channel 

is (Much worse than expected/ Much better than expected) 

DHELP 2 Compared to my initial expectations, the helpfulness of my response on helping other people 

to solve problems in the Teachers' Channel is (Far below my expectation/ Far above my 

expectation)

DHELP 3 How big is the difference between what you perceived the helpfulness of your answers to be 

and how they actually helped others in the Teachers' Channel? (Far below my expectation/ Far 

above my expectation) 

Knowledge Self Efficacy (Modified from Kankanhalli et al. [23]) 
SE 1 I have confidence in my ability to provide knowledge that others in the Teachers' Channel 

consider valuable. (Extremely Disagree/ Extremely Agree) 

SE 2 I have the expertise needed to provide valuable knowledge for Teachers' Channel. (Extremely 

Disagree/ Extremely Agree) 

Satisfaction (Bhattacherjee [6]) 
How do you feel the knowledge sharing experience with Teachers' Channel?

SAT 1 (Extremely Dissatisfied/ Extremely Satisfied) 

SAT 2 (Extremely Displeased/ Extremely Pleased) 

SAT 3 (Extremely Frustrated/ Extremely Contented) 

SAT 4 (Absolutely Terrible/ Absolutely Delighted)  
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Abstract. Due to streaming data are infinite in length and fast chang-
ing with time, it is very significant to limit the memory usage in the
process of mining data streams. Maximal frequent itemset is a subset
of frequent itemsets; it can represent the important information of fre-
quent itemsets with low computational cost. In this paper, we propose
an algorithm MMFI DSSW (Mining Maximal Frequent Itemsets in Data
Streams Sliding Window) to mine maximal frequent itemsets with a novel
MFI BVT (Maximal Frequent Itemsets Binary Vector Table) summary
data structure in sliding window. MFI BVT builds a binary vector for
each itemsets first. Then algorithm MMFI DSSW performs logical AND
operation to mine all the maximal frequent itemsets in MFI BVT with
a single-pass scan incoming data. Finally, the mining result can be up-
dated incrementally. Experiment shows that algorithm MMFI DSSW is
efficient and scalable in memory usage and running time of CPU.

Keywords: data streams, maximal frequent itemsets, algorithm.

1 Introduction

Frequent itemsets mining in data streams is an important research field in mining
of online data streams. It has been studied in recent years. Due to data stream
is continuous, massive and infinite, it is essential to design an efficient summary
data structure and single-pass algorithm in mining data streams. So far, three
summary data structures are applied in mining data streams: landmark windows
model[1,2], tilted-time windows model[3] and sliding windows model[4]. In sliding
window model, user pays more attention to the analysis of most recent data
stream, thus we only analyze the most recent data items in detail, summarize
the old one and discard the expired data. There are mainly two methods in
using sliding window model, time sensitive sliding window[4,5] and transaction
sensitive sliding window[6-8]. In time sensitive sliding window method, a fixed
time period is defined for the sliding window, and the incoming transactions will
be processed once in each time period. In transaction sensitive sliding window,
a fixed numbers of transactions are given to the basic window by user. The
incoming transactions will be processed once when there are enough transactions.
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However, the application of the summary data structure in memory can de-
crease amount of frequent itemsets, but the total numbers of frequent itemsets
in data streams are also greatness, it consumes large numbers of resource in
memory to store completely information of frequent itemsets all the same. Max-
imal frequent itemsets include all the items of frequent itemsets; it can represent
all the frequent itemsets with small numbers of itemsets. Thus, mining maxi-
mal frequent itemsets from data streams will save memory resource. Now, the
algorithms for mining maximal frequent itemsets in data streams include DSM-
FMI[7]proposed by Hua Fu Li and estDec+[8] presented by Daesu Lee. Algorithm
DSM-FMI[7]mines the set of all maximal frequent itemsets in landmark windows
over data streams. A summary data structure SFI-forest(summary frequent item-
set forest) is proposed to incrementally maintain the essential information about
maximal frequent itemsets in the stream. SFI-forest is the improvement of FP-
tree structure[9], it can single-pass and real-time record sequence information
in each node. Algorithm estDec+[8] is derived from estDec[6] for mining fre-
quent itemsets in data streams. A CP-tree(Compressed-Prefix tree) structure is
proposed to compress several nodes which have the same counts into one node.
Thus, it can saves memory space. However, DSM-FMI and estDec+ have to store
the nodes of the tree for the maximal frequent itemsets, so the total numbers of
nodes are huge. The memory for storing the nodes and its related information
will not be sufficient when there are a huge number of maximal frequent item-
sets in data streams. It is necessary to design an algorithm which can use less
memory and the cost of CPU.

In this paper, we propose an algorithm MMFI DSSW for mining maximal fre-
quent itemsets in data streams with a small memory usage. First, a novel data
structure MFI BVT is used to maintain the incoming streaming data with bi-
nary vector. Then, algorithm MMFI DSSW can mine all then maximal frequent
itemsets in data streams sliding window with a single pass scan the incoming
data. Finally, the mining result can be update incrementally.

The rest of the paper is organized as follows. Problem definitions are given in
section 2. The novel summary data structure MFI BVT and algorithm
MMFI DSSW are presented in detail in section 3. We will show our experiment
result in section 4. Finally, we conclude our works in section 5.

2 Problem Definition

Let I={i1, i2, ...in} be a set of literals, called items. A itemset X is a non-empty
subset of I. A k-itemset is a set with k items and is denoted by (i1, i2, ...ik). A
transaction T with m items is denoted by T={i1, i2, ...im}, such that T⊆I. Let
DS denote the infinite sequence of data streams and the size of DS are expressed
as |DS|. Let DS={B1, B2, ...Bn}, n is the number of basic window, and there are
the same number of transactions in each Bi, we called it transaction sensitive
sliding window.

Definition 1. Suffix subsets: For each newly arrived transaction T ={i1, i2,...im},
it can be mapped into a suffix sets{(t1, (x1, x2, ...xm)), (t2, (x2, x3, ...xm)), ...
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(tm−1, (xm−1, xm)), (tm, (xm))}. All of these sets are the suffix subsets of trans-
action T , and these subsets of T can be considered as the independent transac-
tions that are stored in MFI BVT.

Definition 2. Maximal frequent itemsets: Let itemsets X be a subset of I, X.esup

expresses the estimated support of itemsets X. A itemsets is a maximal frequent
itemsets, if (1) X.esup ≥ minsup | Bi |, minsup ⊂ [0, 1] is the minimum support
threshold given by user and |Bi| is the length of Bi so far. (2) It is not the
subsets of any other itemsets.

3 MFI BVT Structure and MMFI DSSW

3.1 Construct MFI BVT (Maximal Frequent Itemsets Binary
Vector Table)

In this section, we will discuss how to construct the summary data structure
MFI BVT in detail. First, the definition of MFI BVT is given, and then the
algorithm how to construct the MFI BVT is described. Finally, an example is
showed to explain to algorithm MFI BVT.

Definition 3. MFI BVT (Maximal Frequent Itemsets Binary Vector Table):
A MFI BVT consists of two tables, HT(head table) and BVT(Binary Vector
Table), and they can be defined as follows.

(1) It contains a HT which has 2 fields: HT data and HT count. HT data logs
the items and HT count records the number of the data so far.
(2) It includes a BVT which has 3 fields: BVT flag, BVT count and BVT code.
BVT flag records the first item which is not 0 in BVT code. BVT count logs
the number of the itemsets. BVT code records the itemsets with binary vector
representation.

Now, we will describe the process how to construct the MFI BVT in detail. First,
algorithm MFI BVT maps the itemsets into suffix subsets, and then inserted
these suffix subsets into BVT and HT. The algorithm for constructing MFI BVT
is described as follows.

Algorithm1 construct MFI_BVT
Input: the incoming data in Bi

Output: HT, BVT
(1) Initialize HT and BVT, set HT_data, HT_count, BVT_flag,
BVT_count and BVT_code to be empty.
(2) For each itemsets Xj in Bi, map Xj into suffix subsets
(t1,(x1, x2, ...xm))(t1 is the first item in (x1, x2, ...xm),
and then if t1 has been in HT, increase the count by one; if not,
add t1 into HT.
(3) For each suffix subsets, if there is the binary vector of
(x1, x2, ...xm) in BVT, the BVT_count will be added by one;
if not, it will be added into BVT.
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(4) Check out each column in BVT, if the binary vector |BVT_codei|
equals to 1, i.e. there is only one item in (x1, x2, ...xm),
it can be expressed by HT, so we will not record it into BVT.

Example 1. Let the size of sliding window is 6, the transactions in the first trans-
action sensitive window block B1 of the data stream DS are (acdef), (abcdf),
(cef), (acdf), (cef), (df), When the transaction (def) comes, the transaction
sensitive window appends the new transaction (def) and deletes the oldest trans-
action (acdef) from the current window. The transactions in the second window
B2 include (abcdf), (cef), (acdf), (cef), (df), (def), minsup=4 and a, b, c, d, e, f
are items in the stream.

Above all, the first itemsets (acdef) can be mapped into suffix subsets
(a, acdef), (c, cdef), (d, def), (e, ef) and (f, f) . For (a, acdef) , algorithm
MFI BVT inserts a and acdef into HT and BVT, HT data=a, HT count=1,
BVT flag1=a, BVT count1=1 and BVT code1 = 101111. (c, cdef) , (d, def) ,
(e, ef) and (f, f) do the same as (a, acdef) . However, because |BV T code5|=
|000001|=1, we only insert (f, f) in HT. Then algorithm maps the next itemsets
(abcdf) into suffix subsets. Because b is a new item, algorithm adds b into HT
and BVT with lexicographic order. Next, let the BVT code of the new suffix
subsets compare with the existed BVT code in BVT, if the new one is different
from the existed BVT codes, the new suffix subset is inserted into BVT; if not,
the relevant BVT count value is added by one. (acdef) and (abcdf) are mapped
into BVT as show in Table 1.

All of the six itemsets are added into the head table HT and BVT as show in
table 2 and table 3.

Table 1. The first two itemsets in BVT

Flag a c d e a b c d

Count 1 1 1 1 1 1 1 1

a 1 0 0 0 1 0 0 0
b 0 0 0 0 1 1 0 0
c 1 1 0 0 1 1 1 0
d 1 1 1 0 1 1 1 1
e 1 1 1 1 0 0 0 0
f 1 1 1 1 1 1 1 1

3.2 Pruning and Merging Strategy in MFI BVT

According to the apriori[10]principle,only the frequent itemsets are used to con-
struct candidate itemsets in the next pass. So, (1) If the HT count of a item
in head table is less than the minimal support, it will be deleted from HT,
then all the row including this item will be set to zero and all the columns in-
cluding this items will be deleted in BVT. (2) Merge the columns which have
same BVT code and BVT flag and check out whether there is a column whose
|BVT code| is 1.
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Table 2. Head Table (HT)

Date Count

a 3
b 1
c 5
d 4
e 3
f 6

Table 3. All the itemsets in BVT

Flag a c d e a b c d c a

Count 1 1 1 3 1 1 2 3 2 1

a 1 0 0 0 1 0 0 0 0 1
b 0 0 0 0 1 1 0 0 0 0
c 1 1 0 0 1 1 1 0 1 1
d 1 1 1 0 1 1 1 1 0 1
e 1 1 1 1 0 0 0 0 1 0
f 1 1 1 1 1 1 1 1 1 1

For example, in table 2 and table 3, (1) The count of b is less than minsup×
|B1|, so deleted b from HT. (2) Due to the second row in BVT code is b, it is set
to be zero. And we delete column 6 in table 3, because its BVT flag is b. Then
merge column 5 and column 10 into column 5. Finally check out whether there
is a column which |BVT code|=1. Table 4 shows the pruned and merged result.

Table 4. Pruned and merged result of BVT

Flag a c d e a c d c

Count 1 1 1 3 2 2 3 2

a 1 0 0 0 1 0 0 0
b 0 0 0 0 0 0 0 0
c 1 1 0 0 1 1 0 1
d 1 1 1 0 1 1 1 0
e 1 1 1 1 0 0 0 1
f 1 1 1 1 1 1 1 1

3.3 MMFI DSSW Algorithm for Mining Maximal Frequent
Itemsets

Algorithm MMFI DSSW groups the BVT into different teams based on BVT flag,
i.e., if those different suffix subsets in BVT have the same BVT flag, they will
be grouped into the same team. These different suffix subsets perform logical
AND operation with other BVT code in the same team. Then, we store the
maximal frequent itemsets in the temporary table (TT) based on definition2.
Next, algorithm MMFI DSSW outputs all the maximal frequent itemsets when
it is needed. Finally, the Temporary Table(TT) is set to be empty.

The algorithm for mining maximal frequent itemsets in MFI BVT is given as
follows.

Algorithm2 MMFI_DSSW
Input: MFI_BVT, |Bi|, minsup
Output: maximal frequent itemsets
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{
(1) Initialize temporary table TT = null; TTrow=0;
(2) For each HT_data do
(3) {For each BVT_flag= HT_datai do

{Group into team T (T= BVT_flagi);
(4) For each Ti do

{J=i+1;
(5) Call LgAnd(BVT_codei, BVT_codei+1, j);}
(6) For each row in TT
(7) {For each row’=row+1 in TT

{TTrow.code =TTrow.code AND TTrow’.code;
TTrow.count= TTrow.count+ TTrow’.count;
Delete TTrow’ ;} }}

(8) Delete TTrow.countminsup*|Bi | in TT; }
}

LgAnd(BVT_codei, BVT_codei+1,j)
{

j=j+1;
(1) If BVT_codei=BVT_codei AND BVT_codei+1 then

BVT_counti=BVT_counti+BVT+counti+1;
LgAnd(BVT_codei, BVT_codej);
TTrow= TTrow +1;
TTrow.codei= BVT_codei;
TTrow.counti= BVT_counti;

(2) Else
TTrow= TTrow +1;
TTrow.codei= BVT_codei;
TTrow.counti=BVT_counti;
LgAnd(BVT_codei, BVT_codej);

(3) End if
}

For the example showed in table 4, algorithm MMFI DSSW initializes the
temporary table (TT) first. Next, according to lexicographic order of BVT flag,
it groups column 1 and column 5 into one team, because the BVT flag of col-
umn 1 and column 5 is a, then (a, 3, 101101) is acquired, we can also acquire
(c, 3, 001011), (c, 3, 001101), (d, 4, 000101) and (e, 3, 000011) from teams c, d, e.
Because all the BVT count of (a, 3, 101101), (c, 3, 001011), (c, 3, 001101), (d, 4,
000101) and (e, 3, 000011) are 3 > 0.4 ∗ 6, and the logical AND operation
for the different teams are {101101 AND 001101 AND 000101} = 101101,
{001011 AND 000011} = 001011, so, we consider (c, 3, 001101) and (d, 4,
000101) are included into (a, 3, 101101), and (e, 3, 000011) is included into (c,
3, 001101). Next, due to (a, 3, 101101)(c, 3, 001101) and (c, 3, 001101) � (a, 3,
101101) too, we record (a, 3, 101101) and (c, 3, 001101) into TT. So, the maxi-
mal frequent itemsets are (acdf) and (cef).
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3.4 Append a New Transaction into MFI BVT

The new transactions have to be appended into MFI BVT when the sliding win-
dow slides forward. We will describe the appending process of a new transaction
as follows.

Algorithm3 AppendNew
Input: the new transaction Ti, MFI_BVT
Output: the new MFI_BVT
(1) For transaction Ti in Bi, mapping Ti into suffix subsets
{(t1,(x1, x2, ...xm)), (t2,(x2, x3, ...xm),...(tm−1, (xm−1, xm)),
(tm, xm)}, and then if t1 has been in HT, increase the count by
one; if not, add t1 into HT.
(2) For each suffix subsets, if there is the binary vector of
(x1, x2, ...xm)) in BVT, the BVT_count will be added by one;
if not, it will be added into BVT.
(3) Check out each column in BVT, if the binary vector
|BVT_codei| equals to 1, we will not record it into BVT.

For example, when the new transaction (def) comes , algorithm Append-
New maps (def) into suffix subsets (d, def), (e, ef), (f, f) first. And then, it
maps those suffix subsets (d, def), (e, ef), (f, f) into binary vector.(d, 000111),
(e, 000011). Because the binary vector |BV T codei| of (f, f) equals to 1, so we
only record it into HT. Next, due to (d, 000111) and (e, 000011) have been in
MFI BVT, we only increase the BVT count of (d, 000111) and (e, 000011) by
one. Table 5 and Table 6 show the result.

Table 5. New HT after appending

Flag Count

a 3
c 5
d 5
e 4
f 7

Table 6. New BVT after appending

Data a c d e a c d c

Count 1 1 2 4 2 2 3 2

a 1 0 0 0 1 0 0 0
b 0 0 0 0 0 0 0 0
c 1 1 0 0 1 1 0 1
d 1 1 1 0 1 1 1 0
e 1 1 1 1 0 0 0 1
f 1 1 1 1 1 1 1 1

3.5 Delete the Oldest Transaction from MFI BVT

In transaction sensitive sliding window model, the oldest transaction T will be
deleted from the window when the new transaction comes. First, the count of
item of the oldest transaction will be subtract by one in HT, if the count of
item in HT is less than one, delete it from HT. Then, the oldest transaction and
its suffix subsets will be deleted from MFI BVT. The algorithm for deleting the
oldest transaction from MFI BVT is described as follows.
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Algorithm4 DeleteOldest
Input: the oldest transaction Ti,MFI_BVT
Output: the new MFI_BVT
(1) Decrease the count of each item
in Ti by one in HT, and if the count of item in HT is less
than one, delete it from HT.
(2) For the oldest transaction Ti, map Ti into suffix subsets
{(t1,(x1, x2, ...xm)),(t2,(x2, x3, ...xm),...(tm−1,(xm−1, xm)),
(tm, xm)}, and then map those suffix subsets into binary vector.
Next, subtract all of those binary vectors of suffix subsets by
one from MFI_BVT. If the BVT_count of the column is less than one,
delete it from MFI_BVT.
(3) Check out each column in BVT, if the binary vector
|BVT_codei| equals to 1, delete it from BVT. (4) Perform
pruning and merging strategy to optimize BVT.

For example, we delete the oldest transaction (acdef) from example 1. First,
Algorithm DeleteOldest decreases the count of items a,c,d,e,f by one in HT.
Then, due to the BVT count of (a, 1, 101111) and (c, 1, 001111) is 1, algorithm
DeleteOldest deletes (a, 1, 101111), (c, 1, 001111) and decreases the BVT count
of (d, 2, 000111) and (e, 3, 000011) by one. Next, due to the HT count of item a
is 2 <minsup*|Bi|, we set all the row of BVT code in a to zero, delete a from
HT and delete the column which BVT flage is a. Table 7 and Table 8 show the
HT and MFI BVT after performing Algorithm DeleteOldest.

Table 7. New HT after deleting

Data Count

c 4
d 4
e 3
f 6

Table 8. New BVT after deleting

Flag d e c d c

Count 1 3 2 3 2

a 0 0 0 0 0
b 0 0 0 0 0
c 0 0 1 0 1
d 1 0 1 1 0
e 1 1 0 0 1
f 1 1 1 1 1

4 Experiments

The simulation model of our experimental studies is described in Section 4.1. To
assess the performance of the algorithms MMFI DSSW for mining data streams,
we conduct two empirical studies based on the synthetic datasets. The scalabil-
ity of algorithm MMFI DSSW are examined in Section 4.2. MMFI DSSW is
compared with estDec+[8] algorithm in Section 4.3.
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4.1 Simulation Model

We performed the experiments on a 2.47GHz compatible PC with 512MB mem-
ory running on Windows XP, and the program is written in Microsoft Visual
C++6.0. To evaluate the performance of the algorithm MMFI DSSW, the test
dataset T10.I4.D1000K and T5.I4.D1000K is generated by IBM synthetic data
generator[10]. The former synthetic dataset T10.I4 has average transaction size
T of 10 items and the average size of frequent itemset I is 4-items, the latter
dataset T5.I4 has average transaction size T and average frequent itemset size
I are 5 and 4, respectively. Both synthetic datasets have 1,000K transactions,
where 1K denotes 1,000. In the experiments, the minimum support threshold is
changed from 1% to 0.1%.

4.2 The Scalability of MMFI DSSW

In this section, memory usage and runtime are examined for mining all maximal
frequent itemsets in sliding windows over data streams. The memory usage and
runtime in Figure 1 and Figure 2 for both synthetic datasets increase smoothly
when minimum support is between 1% and 0.5%, but they increase remarkable
when the minimum support is between 0.4% and 0.1%, that is because the mem-
ory processes a large number of transformation from itemset to binary vector
and logical AND operation for the binary vector. So, all of these indicate the
scalability and feasibility of algorithm MMFI DSSW.

Fig. 1. Memory usages for the compared
data

Fig. 2. Runtime for the compared data

4.3 The Comparison for MMFI DSSW and estDec+

In this section, we compare the algorithm MMFI DSSW with the estDec+ algo-
rithm [8] with the synthetic data T10.I4.D1000K .The experiments of memory
usage are shown in Figures 3, and the processing times are shown in Figures 4.
The minimum support threshold is changed form 1% to 0.1%. As shown in these
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Fig. 3. Memory usages of the compared
algorithms

Fig. 4. Runtime of the compared algo-
rithms

experiments, MMFI DSSW outperforms estDec+ for both memory consumption
and CPU cost.

Figure3 shows that, the memory usage of MMFI DSSW is less than estDec+
obviously with the decrease of the minimum support threshold. Due to we adopt
binary vector to store the incoming itemsets, it outperforms estDec+ which ap-
plies CP-tree to maintain incoming itemsets. Figure 4 shows that the runtime of
MMFI DSSW also outperforms estDec+. That is because the time for executing
the transform from itemsets to binary vector and the logical AND to compare
itemsets in MMFI DSSW is less than the time for traversal tree structure to
acquire maximal frequent itemsets in estDec+.

5 Conclusions

In this paper, we propose a single pass algorithm MMFI DSSW to mine maximal
frequent itemsets in data streams based on a transaction sensitive sliding win-
dow. In the MMFI DSS algorithm, a novel summary data structure, MFI BVT,
is used to record all the incoming itemsets. In addition, algorithm MMFI DSSW
can incrementally update the mining result in data streams sliding window. Ex-
periment results show that MMFI DSSW algorithm is efficient and scalable in
memory usage and running time of CPU.
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Abstract. Formalized ontology model and its semantic consistency checking 
has become one of the highlights in knowledge engineering research. This pa-
per constructs an ontology model based on description logics. The term consis-
tency checking of this model is divided into four types: term satisfiability 
checking, term subsumption checking, term equivalence checking and term dis-
jointness checking. Then the proof that the four types of checking can be re-
solved into subsumption checking of term extension is provided in this paper. 
Moreover, the ontology term consistency algorithm using inference of descrip-
tion logics is proposed and tested by examples. 

1   Introduction 

Currently, the formal ontology model suiting to consistency checking is still under hot 
discussion. Some researches of ontology are based on first order logic (FOL), e.g. 
Ontolingua, CycL, LOOM. Although FOL have a more expressive power, the reason-
ing process are complex and most of them are even undecidable, which is not suitable 
for ontology model checking [1]. Description Logics is equipped with a formal and 
logic-based semantics allowing inferring implicitly represented knowledge from the 
knowledge that is explicitly contained in the knowledge base [2]. Although DL has a 
less expressive power than FOL, its inference procedures are more efficient and de-
cidable, which is more suitable for ontology checking: description logic (DL) is used 
in ConsVISor tool for consistency checking of ontologies [3][4],and temporal descrip-
tion logic (TDL)in [5].  DLs are hence more suitable for ontology checking than first 
order logic. Especially, it is easy to shift the grammar of DLs to the form of 
RDF/OWL [6]. Therefore, the ontology models based on DLs are very suitable for 
concept modeling and knowledge management in Web environment. 

The remainder of the paper is organized as follows. In Section 2 we develop an on-
tology model based on description logics. In Section 3, the term consistency checking 
of this model is divided into four types: term satisfiability checking, term subsump-
tion checking, term equivalence checking and term disjointness checking. Then the 
proof that the four types of checking can be resolved into subsumption checking of 
                                                           
∗ This research work is supported by the Natural Science Fund of China (# 70501022). 
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term extension is provided. And the ontology term consistency algorithm using infer-
ence of description logics is proposed and tested by examples. 

2   Ontology Model Based on Description Logics 

Definition 1 (Ontology model). Given a terminology description language L, an 
ontology model is a 5-tuples 

O=<T, X, TD, XD, TR> (1) 

where T is a Term Set, X is an Individual Set, TD is a Term Definition Set, XD is an 
Instantiation Assertion Set, and TR is a Term Restriction Set.  

Definition 2 (Term formula). Given term constructor set S, we call the expression, 
satisfying the syntax rule below, an S-based term formula. 

D, E  →  C ⏐ Τ ⏐ ⊥⏐ ¬C ⏐ D E ⏐ ∀P.D ⏐ ∃P.Τ (2) 

Definition 3 (Relationship between term). Given term constructor set S and ontol-
ogy O=<T, X, TD, XD, TR>, D and E are two S-based term formulas. For any inter-
pretation I, there exist the following three relationships between terms: 

(ⅰ) D is subsumed by E denoted as DΜE, if DI⊆EI. 
(ⅱ) D and E are equivalent denoted as D≡E, if DΜE and EΜD. 
(ⅲ) D and E are disjointness denoted as D I E, if DΜ¬E and EΜ¬D. 

Definition 4 (Term Definition Set). Given O=<T, X, TD, XD, TR>, Term Definition 
Set TD is such a set that consists of term definition items subject to the following 
restrictions, denoted as TD={C1≡D1, C2≡D2,…, Cn≡Dn}, where Ci∈T, Di is a term 
formula, and every term in Di is from T. 

(ⅰ) For any i, j (i≠j,1≤i≤n,1≤j≤n), Ci ≠Cj holds. 
(ⅱ) If there exist C1′≡D1′, C2′≡D2′,…, Cm′≡Dm′ in TD, and Ci′ occurs in Di-1′ 

(1<i≤m, m≤n), then C1′ must not occur in Dm′. 

Definition 9 (Expansion of Instantiation Assertion). Given O=<T, X, TD, XD, TR>. 
C(a) is a class instantiation assertion in XD, and e(C) is an expansion of C with re-
spect to TD. e(C)(a) is said to be the expansion of C(a) with respect to TD. Through 
transforming each class instantiation assertion into the form of expansion, we can get 
a new Instantiation Assertion Set XD′. The new set XD′ is called the expansion of XD 
with respect to D, denoted as e(XD). 

Definition 10 (Expansion of Term Restriction Set). Given O=<T, X, TD, XD, TR>. 
For convenience, we assume TR={D1ΜE1, D2≡E2, D3 I E3}. If each term relation in 
TR has been transformed into the expansion form, a new Term Restriction Set 
TR′={e(D1)Μe(E1), e(D2)≡e(E2), e(D3) I e(E3)} is obtained. TR′ is called the expan-
sion of TR, written as e(TR). 

Proposition 1. Given O=<T, X, TD, XD, TR>, if TD and TR have a model I in com-
mon, then I is also a model of e(TR). 
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Proposition 2. Given O=<T, X, TD, XD, TR>, where TD={C1≡D1, C2≡D2,…, Cn≡Dn}. 
Tp={B1, B2,…, Bm} is the set of primitive terms in TD, and E is a term formula. If I is 
a model of e(TR), then there must exist a common model I′ of both TD and TR, such 
that EI′=e(E)I. 

3   Term Checking of Ontology Model 

3.1   Types and Properties of Term Checking 

Given term constructor set S and ontology O=<T, X, TD, XD, TR>, D and E are two S-
based term formulas, the term checking of ontology models involves the following 
four types. 

(1) Term satisfiability checking 
Given O=<T, X, TD, XD, TR> and a term formula D, if there exists an ontology in-

terpretation I, such that DI≠∅, then D is said to be satisfiable and unsatisfiable other-
wise. If there exists a model of TR, such that DI≠∅, then D is satisfiable with respect 
to TR. If there exists a common model of both TR and TD, such that DI≠∅, then D is 
said to be satisfiable with respect to TR and TD, or else unsatisfiable with respect to 
TR and TD. 

(2) Term subsumption checking 
Given O=<T, X, TD, XD, TR> and two term formulas D and E, if DI⊆EI holds for 

all the ontology interpretation I, then D is said to be subsumed by E, or E subsumes 
D, denoted as ╞DΜE. If for all the models I of TR, DI⊆EI holds, then we say TR en-
tails that D is subsumed by E, denoted as TR╞DΜE. If DI⊆EI holds for all the com-
mon models I of both TR and TD, then we say TR and TD jointly entails that D is 
subsumed by E, denoted as (TR+TD)╞DΜE. 

(3) Term equivalence checking 
Given O=<T, X, TD, XD, TR> and two term formulas D and E, if DI=EI holds for 

all the ontology interpretation I, then we say D and E are equivalent, written as 
╞D≡E. If DI=EI holds for all the models I of TR, then we say TR entails that D and E 
are equivalent, written as TR╞D≡E. If for all the common models I for both TR and 
TD, DI=EI holds, then we say TR and TD jointly entails that D and E are equivalent, 
written as (TR+TD)╞D≡E. 

(4) Term disjointness checking 
Given O=<T, X, TD, XD, TR> and two term formulas D and E, if DI∩EI=∅ holds 

for all the ontology interpretation I, then we say D and E are disjoint, written as 
╞D I E. If in all models I of TR, DI∩EI=∅ holds, then we say TR entails that D and E 
are disjoint, written as TR╞D I E. If DI∩EI=∅ holds in all the common models I for 
both TR and TD, then we say TR and TD jointly entails that D and E are disjoint, 
written as (TR+TD)╞D I E. 

Proposition 3 (Reduction to Subsumption). Given O=<T, X, TD, XD, TR>, for any 
two term formulas D and E: 

(ⅰ) D is unsatisfiable with respect to TR and TD, if (TR+TD)╞DΜ⊥; 
(ⅱ) (TR+TD)╞D≡E, iff (TR+TD)╞DΜE and (TR+TD)╞EΜD; 
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(ⅲ) (TR+TD)╞D I E, iff (TR+TD)╞(D E)Μ⊥. 

The fact stated in the propositions implies that the four kinds of term checking can 
all be reduced to the subsumption. 

Proposition 4. Given O=<T, X, TD, XD, TR>. D and E are two term formulas. e(D) is 
the expansion of D with respect to TD, and e(E) is the expansion of E with respect to 
TD. We have: 

(ⅰ) D is satisfiable with respect to TR and TD, iff e(D) is satisfiable with respect 
to e(TR); 

(ⅱ) (TR+TD)╞DΜE, iff e(TR)╞e(D)Μe(E); 
(ⅲ) (TR+TD)╞D≡E, iff e(TR)╞e(D)≡e(E); 
(ⅳ) (TR+TD)╞D I E, iff e(TR)╞e(D) I e(E). 

3.2   Term Consistency Checking Algorithm 

Proposition 3 indicates that the four types of term consistency checking can be re-
solved into subsumption checking. Proposition 4 further indicates that term checking 
can be realized by checking term expansions. Hence, term checking only requires 
checking of the subsumption of two term extensions. Accordingly, the process of term 
consistency checking includes the following four steps: 

Step 1. Expansion of term formula, i.e., substituting all defined term involved in term 
formula D and E with the corresponding primitive terms, and form e(D) and e(E). 

Step 2. Normalization of term formula, i.e., shifting the extended term formula e(D) 
and e(E) to a normalized form. According to the associative law, commutative law 
and idempotent law of , and the axiom ∀P.(C D)≡(∀P.C) (∀P.D), any S-term 
formula can be shifted to an S-normal form. 

The normalization approach for term formula is shown as follows. 
Given term constructor set S and ontology model O=<T, X, TD, XD, TR>, an S-

term formula is denoted in the following form. 

D, E  →  C ⏐ ¬C ⏐ ⊥ ⏐ D E ⏐ ∀P.D ⏐ ≥m,P ⏐ ≤n,P (4) 

where C is the atomic class term, P is the atomic property term, and D and E are S-
term formulas. If any S-term formula can be shifted to the following form (5) (or ⊥), 
then form (5) (or ⊥) is called an S-normal form. 

C1 … Cl ¬D1 … ¬Dm ∀R1.A1 … ∀Rn.An ≥α1,P1 … ≥αs,Ps

≤β1,Q1 … ≤βt,Qt 
(5) 

where C1,…,Cl are l different atomic class terms, D1,…,Dm are m different atomic 
class terms, R1,…,Rn are n different atomic property terms, A1,…,An are S-normal 
forms, α1,…,αs are s different positive integers, P1,…,Ps are s different atomic prop-
erty terms, β1,…,βt are t different positive integers, and Q1,…,Qt are t different atomic 
property terms. 

Step 3. Reduction of normal form of terms according to the following reducing rules. 
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An S-normal form C1 … Cl ¬D1 … ¬Dm ∀R1.A1 … ∀Rn.An ≥ 

α1,P1 … ≥αs,Ps ≤β1,Q1 … ≤βt,Qt can be further reduced by a recurrent 
process according to the following rules: 

(ⅰ) If there exists i (i=1,…, l) which satisfies Ci =⊥, then S-normal form=⊥. 
(ⅱ) If there exist i, j (i=1,…, l and j=1,…, m) which satisfy Ci = Dj, then S-normal 

form=⊥. 
(ⅲ) If there exist i, j (i=1,…, n and j=1,…, s) which satisfy Ai=⊥, Pj=Ri, and αj ≥1, 

then S-normal form=⊥. 
(ⅳ) If there exist i, j (i=1,…, s and j=1,…, t) which satisfy Pi=Qj and αi ≥βj, then S-

normal form=⊥. 
The reduced S-normal form is either ⊥  or C1 … Cl ¬D1 … ¬Dm  

∀R1.A1 … ∀Rn.An ≥α1,P1 … ≥αs,Ps ≤β1,Q1 … ≤βt,Qt, where C1,…,Cl, 
D1,…,Dm are l+m different atomic class terms, and Ai is likely to be ⊥. 

Step 4. Comparison between structures of normal forms of terms. This step is carried 
out with a recursive method in order to judge if there exist inclusive relationships 
between the structures. The comparison rules are shown as follows. 

(1) Let D and E be two S-term formulas, C1 … Cl ¬D1 … ¬Dm  
∀R1.A1 … ∀Rn.An ≥α1,P1 … ≥αs,Ps ≤β1,Q1 … ≤βt,Qt be the S-normal 
form of D, and E1 … Ex ¬F1 … ¬Fy ∀G1.B1 … ∀Gz.Bz ≥ 

π1,V1 … ≥πk,Vk ≤ε1,W1 … ≤εu,Wu be the S-normal form of E. If both of the 
reduced normal forms of D and E are ⊥, then there exists an inclusive relationship. 

(2) If the reduced normal forms of D and E are not ⊥, then we carry out the one by 
one comparison between the five pairs of components of the S-normal forms of D  
and E. When the following five conditions are tenable, there exists an inclusive rela-
tionship between S-term formulas D and E. 
ⅰ. For each i (1≤ i ≤ x), there exists j (1≤ j ≤ l) which satifies Ei=Cj. 
ⅱ. For each i (1≤ i ≤ y), there exists j (1≤ j ≤ m) which satifies Fi=Dj. 
ⅲ. For each i (1≤ i ≤ z), there exists j (1≤ j ≤ n) which satifies Gi=Rj and AjΜBi. 
ⅳ. For each i (1≤ i ≤ k), there exists j (1≤ j ≤ s) which satifies Vi=Pj and πi ≤ αj. 
ⅴ. For each i (1≤ i ≤ u), there exists j (1≤ j ≤ t) which satifies Wi=Qj and εi ≥ βj. 

3.3   Examples 

In the following three examples, we assume that the term formulas have already been 
expanded. Hence we need only focus on the last three steps. 

Example. Given term formulas 

∀P.∀P.B A ∀P.(A ∀P.⊥) (3.1) 

and 

A ∀P.(A ∀P.A) (3.2) 

We now test if there exists any inclusive relationship between (3.1) and (3.2). 
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In step 2, term formula (3.1) is normalized and shifted to the normal form 

A ∀P.(A ∀P.(B ⊥)) (3.1′) 

where (B ⊥) is also an S-normal form. Because ∃⊥ and (B ⊥) is reduced to ⊥, 
(3.1′) is shifted to 

A ∀P.(A ∀P.⊥) (3.1′′) 

In step 3, the structures of term formulas (3.1′′) and (3.2) are compared. At the end 
of the recursive comparison, we finally need to compare ⊥ and A. Thus, term formula 
(3.1) is included by term formula (3.2). 

4   Conclusions 

Ensuring that ontologies are consistent is an important part of ontology development 
and testing. Reasoning with inconsistent ontologies may lead to erroneous conclusions. 

In this paper, an ontology model is constructed using Description Logics, which is 
a 5-tuples including Term Set, Individual Set, Term Definition Set, Instantiation As-
sertion Set and Term Restriction Set. Based on the ontology model, issues of ontology 
term checking are studied with the conclusion that: the four kinds of term checking, 
including term satisfiability checking, term subsumption checking, term equivalence 
checking and term disjointness checking, can be reduced to subsumption checking of 
term extension. Further, the ontology term consistency algorithm using inference of 
description logics is proposed and tested by examples. 
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Abstract. Online advertisement based on the content becomes the new
model as the development of web advertising, and choosing a suitable
advertisement which is related to the content of a webpage turns to be
the core problem. This paper presents a semantic approach, with a goal
of achieving webpage-advertisement matching accurately. The method is
implemented and tested, and the result shows that the proposed algo-
rithm is promising.

Keywords: Tongyici Cilin, Thematic Words, Web Data Extraction,
Matching Rate.

1 Introduction

With the development and the popularization of Internet, online advertisement
was born stealthily, develops rapidly, and becomes mature gradually, and adver-
tisement based on the content of the webpage is the newest model.

In recent years, advertisement based on the content of the webpage not only
brings enterprises huge brand returns, but also brings the advertisement promo-
tion companies economic benefits depend on its unique advantages. Take Google
for example, its advertising program Google AdSense for content is just one of
such online advertisement. According to statistics, most of Google’s advertising
revenue is from AdSense advertisers, and its advertising revenue through this
program in the third quarter of 2005 reached 675 million U.S. dollars.

The core assumption of advertisement based on the content of webpage is: if
a user is interested in the content of a webpage, he is likely to have interest in
the advertisement whose content is relevant to the webpage. Achieving accurate
matching between webpage and advertisement is the core technology of this form
of advertising.

Firstly, computer must understand content of a webpage which can be de-
noted by thematic words. Two important works have been done: thematic text
extraction from webpage and thematic words extraction from text.

Then, match the thematic words of webpage and keywords of advertisement.
Firstly compute the matching rate, and then display the advertisement with the
highest matching rate on the webpage.

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 502–507, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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2 Extract Thematic Text from Webpage

As the carrier of information, most of the webpage are compiled using Hypertext
Markup Language (HTML for short). The most remarkable character of HTML
is semi-structure. For example, not every beginning tag has the ending tag, and
crossing nest is allowed. However, some elements such as ’table’ & ’/table’, ’div’
& ’/div’, et al., are structured at most time.

General approach is: convert the HTML source file to a structured tree which
can reflects the structure of the source file, then using heuristic rules to get the
thematic information. Typical systems are W4F [1], RoadRunner [2], et al..

However, because of the character of semi-structure, it is difficult to generate
a structured tree that fully reflects the structure of webpage. The extraction
approach that this paper proposed has two characters.

(1) Generate the structured tree only through the structured tags;
(2) Expand the structured tree by Extend the interspaces.

Interspaces in this paper are the content between the ending tag of previous
tree node and the beginning tag of next tree node. Extending the interspaces is
to convert the interspaces to new leaf nodes. The following is a simple example of
this kind. The Fig.1 is the source file of HTML; the Fig. 2(left)is the structured
tree is gained only by computing the structured tags, and the Fig.2(right) is the
structured tree after extending interspaces.Apparently, Fig 2(right) has converts
the content between 1 and 37 to a new leaf node.

Fig. 1. Examples of Web Source File

Fig. 2. Example of Expanding the Structured Tree

Finally, identify each area through a set of heuristic rules, such as sum of
string with link, sum of string without link, average string with link, variance of
string, max string of areas, et al..
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3 Extract Thematic Words from Text

In order to extract thematic words from a given article correctly and fully, not
only an accurate segmentation are needed as a basis, but also it is important
to evaluate the words accurately and fully through the ability to express the
purpose of the article[3]. At present, the main methods are: Tang Pei-li’s[4] and
Cheng Tao’s[5]. We use Cheng Tao’s method in this paper.

When designing method to calculating weight of words, this paper considered
the frequency, position, length, span and related information(similar words, rel-
evant words and lower words).The formula is as fellows.

Weight = len × span × Σk
i=1(fi × loci) + Σj

j=1(frj × kindj) . (1)

Annotation: ’len’ is the penalty factor about length; ’span’ is related to para-
graphs a word spans; ’k’ is kind of position, including title, subhead, first or last
paragraph, first or last sentence of a paragraph, first or last sentence of first or
last paragraph, straight matter and whether behind a clue word (such as: so,
therefore, however, in a word, anyway, et al.); ’fi’ is the frequency a word appears
in the position i; ’loci’ is the penalty factor of position i; ’h’ is kind of related
information; ’frj’ is the frequency a word’s related information appears in the
article; ’kindj’ is the penalty factor of whether its related information appears.

4 Choose and Display the Suitable Advertisement

4.1 Advertisement Choosing Approach

This section is to resolve the core problem of this paper: webpage and adver-
tisement matching [6-7]. Fig.4 is the flowchart of this module, and ”compute the
matching rate” is the core.

Fig. 3. Main Flowchart of Advertisement Choosing

4.2 Compute the Matching Rate of Advertisement

Many of the Chinese vocabulary are interrelated, such as similar words (China
and People’s Republic of China), relevant words (chair and table) and upper-
lower words (vegetable and cabbage). Therefore, it is not enough to consider sit-
uation that a thematic word of webpage equals to a keyword of the advertisement
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(we call it absolute matching). Similar matching, relevant matching, upper
matching and lower matching should be taken into account.

Using expansion version of Tongyici Cilin[8], we can obtain the similar words,
the relevant words and the upper&lower words of the thematic words of the
webpage. Then compare these words with keywords of advertisement: if there is
a keyword of advertisement which is the same as the thematic word itself, it is
called absolute matching; if there is a keyword which is the same as the similar
word of a thematic word, it is called similar matching. Also we can define relevant
matching, upper matching and lower matching in the same way.

The specific formula of computing matching rate is:

matchrate = Σn
i=1Σ

m
j=1(lij × valuej) . (2)

Annotation: ’matchrate’ is the matching rate between webpage and adver-
tisement; ’n’ is the number of keywords of advertisement; ’m’ is the number of
thematic words of webpage; ’lij’ is the penalty factor of matching kind between
thematic word j and keyword i; ’value[j]’ is the weight of thematic word j.

4.3 The Mechanism of Advertisement Displaying

Advertisement displaying involves three active objects. They are: web user, web
server and the end of advertisement promotion. Simply speaking: when a web
user request to open a webpage, the corresponding web server sends advertise-
ments which is provided by the end of advertisement promotion to the web user.

5 Experiments

5.1 Thematic Text Extraction from Webpage

The experiment resource is 200 webpages which are artificially chosen from sohu,
sina, yahoo, ea al.. The content of these 200 webpages involves sports, economy,
education, entertainment, politics and other aspects. Table 1 provides thematic
information extraction result, and using accuracy and acceptable rate as eval-
uation criterion. In this paper, acceptable is: although the result of thematic
information extraction has a little noise information, it won’t affect the result of
thematic words extraction. Definition:

acceptableRate = (accurateNum + acceptableNum) ÷ webpagesNum . (3)

The result shows that the acceptable rate is reach up to 95.5%. The accuracy
of thematic information extraction is just 83.5%, which may be lower than other
methods. However, this arithmetic is simple and the accuracy is acceptable. On
the other hand, if only the result of thematic information extraction won’t affect
the result of thematic words extraction, a small amount of noise is allowed. So
we just consider the acceptable rate.
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Table 1. Result of Webpages’ thematic Information Extraction

Content number Right Accept Wrong Accuracy AcceptableRate

Sports 54 45 8 1 83.3% 98.1%
Economy 17 15 2 0 88.2% 100%
Education 26 21 3 2 80.8% 92.3%
Entertainment 47 41 3 3 87.2% 93.6%
Politics 42 35 5 2 83.3% 95.2%
Others 14 10 3 1 71.4% 92.9%
All 200 167 24 9 83.5% 95.5%

5.2 Thematic Words Extraction from Text

Experimental material is the result of experiment 5.1, a total of 200 articles.
Firstly, extract 10 thematic words for every article artificially as correct answer.
Then extract 6 words for every article by machine and record the number of
correct words extracted by machine. Table.2 is statistics of experiment, using
accuracy as the measure of the extraction, and definitions:

Accuracy = correctNumber ÷ MechineExtractNumber. (4)

Table 2. Result of Thematic Word Extraction

Content number 6correct 5correct 4correct 3correct 2&1

Sports 54 9 34 10 1 0
Economy 17 3 13 1 0 0
Education 26 5 18 2 1 0
Entertainment 47 7 32 8 0 0
Politics 42 8 31 2 1 0
Others 14 2 9 2 1 0
All 200 34 137 25 4 0

We can calculate the accuracy through the data of table 3. There are to-
tal 1,001 words correctly extracted by machine, and 1,200 words extracted by
machine totally. So the accuracy is 1001/1200, that is 83.42%.

5.3 Advertisement Chosen

15,806 advertisements are generated randomly for experiment using 140,333
high-frequency words on the web. Each advertisement has 8.8 keywords aver-
agely. In this experiment, we use the result of experiment 5.2, 10 thematic words
for every webpage as experimental material, and the result is as follows.

The detailed column names are: Content and number; Absolute matching;
Similar matching; Upper matching; Lower matching; Related matching; Not
matching. ’P’ is the corresponding percent.
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Table 3. Result of Webpages’ Segmentation and Identification

Content/Num A/P S/P U/P L/P R/P N/P

Sports/54 45/83.33 6/11.11 2/3.70 0/0 1/1.85 0/0
Economy/17 11/64.71 2/11.76 3/17.65 1/5.88 0/0 0/0
Education/26 18/69.23 1/3.85 0/0 0/0 4/15.38 3/11.54
Entertainment/47 41/87.23 4/8.51 0/0 1/2.13 1/2.13 0/0
Politics/42 36/85.71 3/7.14 1/2.38 2/4.76 0/0 0/0
Others/14 8/57.14 2/14.29 2/14.29 1/7.14 1/7.14 0/0
All/200 159/79.5 18/9.0 8/4.0 5/2.5 7/3.5 3/1.5

6 Conclusions and Future Work

The approaches presented in this paper can achieve a good effect in the webpage-
advertisement matching, and have solved the core problem thoroughly. Experi-
ments have confirmed its effectiveness. The next step is to study how to put this
advertising model into practice.
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Abstract. Visual analysis of human motion from video sequences is one of the 
most active research topics in the field of computer vision. This research has 
certain practical value and can be widely applied in some places such as: 
bank、hotel、garage、government department、large public facility. In this 
paper we present a novel method for judging irregular behavior based on 
treading track. Firstly, we use an object detection method in which the 
background subtraction method and the time difference method are averaged by 
weights to detect moving body, and then we judge whether someone is 
suspicious or not on the basis of treading track, it improves the judgment ability 
of irregular behavior recognition and experiment results have shown that this 
method gives static performances and good robustness. 

Keywords: irregular behavior recognition; time difference method based on 
background subtraction; closed curve method; spiral line method. 

1   Introduction 

Body motion analysis [1~2] based on video sequence mainly deals with some study 
fields such as: computer vision、computer graphics、 image processing、pattern 
recognition and artificial intelligence. It has wide application prospect and potential 
economy value in the aspects of advanced human-computer interaction、security 
monitoring、 image storage and retrieval based on content [3～5]. Currently the 
theory study and system exploitation for motion object recognition have becoming 
more and more mature at home and abroad, however, there is no shaped algorithm to 
carry through regular and validity judgment for detected object (namely real 
intelligent processing). Meanwhile the research about judging irregular behavior 
based on treading track is even scantier. A novel judging irregular behavior method 
based on treading track is proposed in this paper, first, we use an object detection 
method in which the background subtraction method and the time difference method 
are averaged by weights to detect human body, then we judge whether somebody is 
suspicious or not based on his treading track. Here we mainly study two types of line 
shape: one is closed curve and the other is spiral line. If somebody’s treading track 
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takes on one of these two types of line shape, it demonstrated that he or she wanders 
around someplace, so we should draw a red rectangle and give an alarm to prompt 
this person may be suspicious. 

2   The Detection of Motion Object   

At present, the most popular methods are time difference method [6] and  
the background subtraction method [7]. The former method has good adaptation  
to dynamic environment, but it can’t extract all the points related to objects 
inextenso. And the latter can extract object points more inextenso, however, it is 
excessively alert to the dynamic background changes caused by light and exterior 
conditions. In order to overcome the aforementioned problems and shortcomings  
of these two methods, in this paper we propose an object detection method in  
which the background subtraction method and the time difference method are 
averaged by weights to realize the precise extraction of moving object contour 
successfully. 

To detect moving object, first, the background model image is computed and the 
consecutive grayscale images of time k and k +1 is collected. Then, the time 

difference ( tT ) of consecutive grayscale images of time k and k+1 is computed, and 

so is the time difference of current image and background model image ( bT ). tT , bT  

represent difference binary image of the two methods respectively and their 
expression are shown in formula 1 and formula 2 as follows: 
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Eq.(1) and Eq.(2) are used to process binarination, where tt  and bt are the 

thresholds of binary image. According to the above principles the result chart  
of motion object detection based on time difference method of background 
subtraction is shown in figure 1 as follows. The contour of moving object extracted 
 by the time difference method based on background subtraction presented in  
this paper is illustrated in Fig.1 (e). Based on the complexity of background, we 
choose the coefficients k1=0.8 and k2=0.2 in experiment, where k1 and k2  
just denoting a kind of proportional relation and their sum is 1, namely, repre- 
senting the contribution degree to contour formation of the two methods. We adopt 
the above values in order to make the best of both the advantages of two methods to 
segment object from background correctly and the robust experimental results are 
obtained. 
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  (a) the background image        (b) the current frame image    (c) Extracting contour using 

                                                                                                       background subtraction method 

                              
   (d) Extracting contour using                          (e) Extracting contour using time 
   time difference method                                  difference method based on background 

                                                                      subtraction 

Fig. 1. The result charts of human body contour extraction  

3   Judging Suspicious Person Based on Treading Track 

In the following section we mainly discuss two types of treading tracks, one is the 
closed curve; the other is spiral line, If somebody’s treading track takes on one of 
these two types of line shape, it shows that somebody stays at a specific location 
(within set scenes) for a long time or wanders around certain small area, so we should 
draw a red rectangle and give an alarm to arouse people’s attention and further watch. 
Now we discuss these two situations. 

3.1   The Treading Track Is Closed Curve 

Figure 2 shows the case that the treading track is closed curve, the treading track is 
formed by choosing a point in each frame from video sequences, and this track passes 

through points 0 0 1 1 1 1( , ), ( , ),..., ( , ), ( , )n n n nx y x y x y x y− − respectively, line segment  

 
(x0,y0)

(x1,y1)

(x4,y4)

(x3,y3)

(x2,y2)

(x6,y6)

(x5,y5)

(xn,yn)

 

Fig. 2. The treading track is closed curve 
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in figure is connected based on these recorded track points. While 0 0( , )x y  is the 

starting point of treading track, ( , )n nx y  is the end point of treading track. 

Algorithm steps 

Step 1: Supposing 0 0( , )x y is the starting point of treading track, ( , )n nx y is the end 

point of treading track, and somebody walks to point ( , )m mx y at present, while 

m=2,…,n . 

Step 2: Judging line segment among point ( , )m mx y , 1 1( , )m mx y− − and line segments 

which have passed through before if there exists cross or not (namely :line segment 

between point 0 0( , )x y and point 1 1( , )x y ,line segment between point 1 1( , )x y and 

point 2 2( , )x y ,…,line segment between point 2 2( , )m mx y− −  and point 

1 1( , )m mx y− − ). 

Step 3: If line segment among point 1 1( , ), ( , )m m m mx y x y− − is crossed with any a line 

segment which has passed through before, thus it shows the treading track of this 
person is closed curve, otherwise m=m+1 and turning to Step 1.   

3.2  The Treading Track Is Spiral Line  

Figure 3 shows the case that treading track is spiral line; this situation doesn’t accord 
with closed curve, we will adopt other judgment methods. 

(x1,y1)

(xn-1,yn-1)(xn,yn)

(x3,y3)
(x2,y2)

(x0,y0)

 

Fig. 3. The treading track is spiral line 

Algorithm steps 
Step 1: According to formula 3 below we compute the center of somebody’s treading 

track, namely: ( , )zero zeroX Y . 

Step 2: Averagely dividing the treading area into eight sub areas with ( , )zero zeroX Y  

as its coordinate dot, the angle range of area 0 to area 7 is: 0 00 ~ 45 、

0 045 ~ 90 、 
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0 090 ~ 135 、

0 0135 ~ 180 、

0 0180 ~ 225 、

0 0225 ~ 270 、

0 0270 ~ 315 、

0 0315 ~ 360  respectively. 
Step 3: Computing the angle degree of α  by the formula 4 as followes, we take turns 

to judge points 0 0 1 1( , ), ( , ),..., ( , )n nx y x y x y falling into which sub area according to 

the angle degree together with the positive and negative of coordinate values.  

0 1 0 1... ...
,

1 1
n n

zero zero

x x x y y y
X Y

n n

+ + + + + += =
+ +

 (3) 

2 2
arcsin( ) 0,1,...,i

i i

y
i n

x y
α = =

+
 (4) 

Step 4: Based on the calculation and statistical results of step 3, if somebody’s track 
points are more averagely dropped into each sub area, thus we can see this person’s 
treading track is spiral line and we should notify suspicion.  

The treading track is recorded by choosing a point in each frame from video 
sequences and then we carry through judgments as the above algorithms described to 
each track point, namely, judging while recording track points, thus having achieved 
the real-time of this algorithm. 

4   The Experiment Result and Discussion 

In order to validate the correctness and validity of our judging irregular behavior 
methods based on treading track (here only discussing two types of track line shape), 
we apply this algorithm in many real scenes to make experiments, the experimental 
result charts are shown in figure 4 as follow. 

                                     
   (a) The treading track is straight line              (b) The treading track is closed curve 

   
(c) The treading track is spiral line 

Fig. 4. The experimental result charts  



 Irregular Behavior Recognition Based on Two Types of Treading Tracks 513 

From figure (a) we can see that when the treading track is straight line, we don’t 
draw a red rectangle and give an alarm, however, when the treading track is closed 
curve or spiral line as shown in figure (b) and (c) above, it demonstrated that 
somebody had the suspicion of wandering around someplace, so we should draw a red 
rectangle and give an alarm to arouse people’s attention.  

5   Conclusions 

In this paper we propose a method using time difference method based on background 
subtraction to extract motion human body contour accurately from video sequences. 
And on the basis of it, we discuss the treading track of people, mainly aiming at  
two types of line shape: closed curve and spiral line. The experimental result has 
shown this algorithm has the superiority of good judgment to irregular behavior and 
can be applied in more situations for motion object detection and behavior 
judgment、 recognition. However, here we only related to two types of track line 
shape, we can also design other line shape algorithms for judging irregular behavior 
to different application scenes. The shortages mentioned above need to be further 
researched. 
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Abstract. Deep Web sources discovery is one of the critical steps to-
ward the large-scale information integration. In this paper, we present
Deep Web sources crawling based on ontology, an enhanced crawling
methodology. This focused crawling method based on ontology of Deep
Web sources avoids to download a large number of irrelevant pages. Eval-
uation showed that this new approach has promising results.

Keywords: Ontology, Focused Crawling, Deep Web.

1 Introduction

In the recent years, more and more databases are becoming Web accessible
through form-based search interfaces online. However, traditional Web crawler
can’t realize in this aspect, current searching engines can’t get this part of page
information. As a result these information are hidden and invisible to users, we
call this kind of Web data “ Deep Web” or “Invisible Web”, “Hidden Web”.
Information on Deep Web are stored in databases, characterized their abundant
information, single theme, high quality, good structure and rapid increasing rate
compared to Surface Web [1]. According to a survey of BrightPlant in 2000,
the scale of Deep Web is estimated to be around 500 times larger than the
surface web. Nearly 450,000 Deep Web sites exist on Internet. The realization
of the large-scale information integration of heterogeneous Deep Web sources is
an effective way for users to make use of Deep Web information.

In this paper, we focus on building an effective Deep Web Sources Discovery
crawler that can autonomously discover and download pages from the Deep Web.
An exhaustive full crawl of the Web is a possible approach to this problem, but
this would be highly inefficient. As the ratio of query interfaces to Web pages
is small, this would lead to unnecessarily crawling a large number of irrelevant
pages. Moreover, in order to leave a lot of irrelevance noisy pages out, we pro-
pose an ontology-based focused crawling framework for Deep Web. This kind of
semantic-based focused crawling, makes use of an ontology to improve decision
accuracy. Then, we propose a method of a focused crawling of Deep Web Sources
using a page classifier to guide the crawler and focus the search on pages that
belong to a specific topic.

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 514–519, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The main contributions of this paper are: 1. We propose a Deep Web sources
discovery method based on ontology using focused crawling techniques. 2. We
design a prototype system and validate that our method is feasible and highly
effective.

In the remainder of this paper, we start with Section 2 for our Deep Web
sources focused crawling strategy, system architecture and relevance computa-
tion. In Section 3, we present results of our experiments with the real web data.
Section 4 concludes with open issues and future work.

2 Ontology-Based Query Interface Focused Crawling

2.1 System Architecture

Here, we propose an ontology-based Deep Web sources focused crawler frame-
work. Our framework runs a process that consists of two interconnected cycles:
ontology cycle and crawling cycle (See Fig.1). The first cycle begins with prede-
fined domain ontology. We define the crawling target interface in the form of an
instantiated ontology. This cycle also resets the weights of the concepts which is
used to compute the ordering score by learning the information collected in the
crawling cycle and proposals for enhancement of the already existing ontology
to the user. The crawling cycle comprises executing the Internet crawler, begins
with crawler picking the first URL in priority queue, then communicating with
the Internet, downloading Deep Web sources interface and storing into database
for index. Then it connects to the ontology to determine relevance. The relevance
computation is used to choose relevant documents for the user and to focus on
links for the further search for relevant documents and Deep Web sources in-
terface available on the Web. The two connected cycles serve as input for the
specification of the system architecture.

Fig. 1. Ontology Query interface focused crawler Architecture
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In addition, to tackle the sparse distribution of forms on the Web, our source
focused crawler avoids crawling through irrelevant paths by: limiting the search
to a special topic; learning features of links and paths that lead to pages that
contain searchable forms; employing appropriate stopping criteria; and comput-
ing the similarity of topic. The crawler uses three classifiers to guide its search:
the page, the link and the form classifier. The page classifier is trained to classify
pages as belonging to topics in a taxonomy. The form classifier is used to filter
out useless forms. Once the crawler retrieves a page P, if P is classified as related
to a topic, its corresponding forms and links are extracted from it. A form is
added to the Deep Web Sources Database if the form classifier decides it is a
searchable form, and if it is not already present in the Form Database. The link
classifier is trained to identify links that are likely to lead to pages that contain
searchable form interfaces in one or more steps. It examines these links extracted
from a special topic pages and adds to local link priority queue ordered by their
importance if they are in local site, otherwise if links are linking to extra sites
then they will be added into site starting link priority queue. If the link is already
present in the site queue, it will adjust its priority.

2.2 Link Classifier

The link Classifier aims to identify links that may bring delayed benefit, such
as links that eventually lead to pages that contain available forms. Nowadays,
there are many automatic text classification methods including: learning distance
methods, probability based methods, association-mining methods, support vec-
tor machine (SVM), etc. The generic process is to train a classifier using a group
of training text and the classifier will be used to classify a new text. In our system
we use Naive Bayes algorithm to classify the hyperlink information. Naive Bayes
Classifier presumes that the values of the attributes are conditional independent
for each other. Suppose that the feature vector of a text is X=[x1, x2. . . , x d]T ,
the probability of X belonging to class Ci can be defined as formula (1):

P (Ci|X) = P (Ci)/P (X) ∗
d∏

j=1

P (xj |Ci), (1)

where P (Ci|X ) denotes the probability that X belongs to class Ci. For each
class Ci , we will compute the probability and the result is the class Ci which
makes P (Ci|X ) the largest. In our system, the link classifier is trained to identify
promising links by the link features and domain ontology. Features mainly come
from the anchor text and URL address. Moreover, since many links use image
instead of the anchor text, so we take into account the path of those images.
After segmenting that information into tokens and counting frequency of the
words, we can get the feature vector X of that link.

2.3 Page Classifier

Page classifier is also built using Naive Bayes classifier. In the Deep Web Crawler,
page classifier is trained with samples obtained in the topic taxonomy of the
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Open Directory - similar to other focused crawlers [2]. When the crawler retrieves
a page P , the page classifier analyzes the page and assigns to it score which
reflects the probability that P belongs to the focus topic. If this probability
is greater than a certain threshold θ(e.g.0.5), the crawler regards the page as
relevant [3].

2.4 Form Classifier

In order to find Deep Web sources, we need to filter out non-searchable forms,
e.g., forms for login, discussion group interfaces, mailing list subscriptions, pur-
chase forms, Web-based email forms. The form classifier is a general (domain-
independent) classifier, like in [4], which uses a decision tree to determine whether
a form is searchable or not. We select decision trees (the C4.5 classifier) because
it has the lowest error rate among the different learning algorithms [3].

2.5 Relevance Computation

This most important component of the overall approach is the relevance compu-
tation component. In general the relevance measure is a function which tries to
map the content (e.g. form text, hyperlinks, etc.) of Deep Web sources,against
the existing ontology to gain an overall relevance-score. The measures and the
associated relevance computation strategies are described in detail as following.

Definition 1 (Relevance Function). Relevance score r:=f(i,OL), with r∈R, the
query interface i, and the instantiated ontology OL.

Definition 2 (Relevance Sets). We distinguish between Single Rs(e), Taxonomic
Rt(e), Relation Rr(e), and Total R0(e) relevance sets. The weight for each entity
in the sets is generally 1.0 [5].

The domain ontology (relevance sets) described in Fig 2. From the simple Sin-
gle relevance measure Rs(vehicle) only lexical entries referring to the core entity
vehicle are considered. The Taxonomic relevance measure Rt(vehicle) includes
sub-concepts like car and truck. The complex Relational of relevance measure
Rr(vehicle) also includes non-taxonomic relations like price, pattern. Their corre-
sponding entities are also included. The widest measure called Total R0(vehicle)
also includes entities being far off the original entity like BWM,F512M. However
their weight diminishes with a factor of 0.5 for each distance step. We propose
a formula to calculate the relevance contribution of concepts at different layers.

Definition 3 (Ontology Based Topical Relevance Computation). Suppose that
S={s1,s2. . . sn} is the set of Deep Web Sources, c={c1,c2. . . ct} is the set of topics,
with ci being a topic concept chosen from our domain ontology, and t being
the number of chosen topic concepts. Then the topic vector can be described
as R=(w1,r,w2,r,. . . ,wt,r), where wi,r is the weight of topic concept c in topic
vector. The semantic weight of topic concept formula as following:

Wi,j = fi,j ∗ wi,r, (2)
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Fig. 2. Relevance Sets(Ontology Layers)

Where fi,j=tfi,j/maxitfi,j , is standard frequency of topic concept c in Deep
Web source sj . It is the quotient of tfi,j which is the frequency of topic concept
c in Deep Web source Sj divided by the frequency of topic concept ci that has
the highest occurrence in Deep Web source Sj . Ontology based topical relevance
formula can be defined as following [6]:

OR(s) =
Sj • R

|Sj | × |R| =
t∑

i=1

wi,j × wi,r/(

√
√
√
√

t∑

i=1

w2
i,j

×
√
√
√
√

t∑

i=1

w2
i,r

) (3)

3 Performance Evaluation

3.1 Training Data Collection

In our experiment, the crawling topic field is “job”. We mainly use “Job The-
saurus” and “HowNet” as our ontologies. The training set is collected manually.
Getting from some typical job sites (i.e., www.chinahr.com, www.51job.com,
etc), we manually extract anchor text, URL address and path of the images.
Then we save these information into file job that have Form.txt or no Form.txt
according to whether the link is pointing to a Deep Web entrance page or not.

3.2 Experiment Results

In our experiments, we compare the efficiency of our ontology-based crawler
against the keywords crawler. In order to integrate search interfaces later ac-
cording to fields they belong to, we crawl sites in different fields respectively.
Table 1 shows the average performance(Precision and Recall) of the two kinds
of crawlers. Experimental results show that our strategy is effective and that the
efficiency of the Crawler is significantly higher than other crawler.
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Table 1. Results For Experiments Performed

Crawled pages Keyword crawler Ontology-based crawler

Recall 5000 83.5% 97.1%

Precision 5000 71.6% 78.7%

4 Conclusions

In this paper we present a new approach for focused crawling: Ontology-Based
Deep Web Sources Crawling. This new method combines both semantic and
link structure of the Deep Web, can solve the major problem of crawling relevant
pages. We introduce system architecture of our crawler that includes link priority
queue and relevance computation, which is easy to get exact depth information
of pages and avoids downloading a large number of irrelevant pages. Finally,
our experimental results show that our strategy ontology based is more effective
than crawler keyword based. In the future, discovery of complex Web Service
and incorporate more sophisticated features of links may be proposed using our
crawling strategies.
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Abstract. In trying to find the features and patterns within the stock time series, 
time series segmentation is often required as one of the fundamental components 
in stock data mining. In this paper, a new stock time series segmentation 
algorithm is proposed. This proposed segmentation method contributes to 
containing both the important data points and the primitive trends like uptrend 
and downtrend, while most of the current algorithms only contain one aspect of 
that. The proposed segmentation algorithm is more efficient and effective in 
reserving the trends and less complexity than those combined split-and-merge 
segmentation algorithm. The research result shows that patterns found by using 
the algorithm and prior to the transaction time impact the stock transaction price. 
Encouraging experiment is reported from the tests that certain patterns appear 
most frequently before the low transaction price occurrence. 

Keywords: Data Mining, Pattern Recognition, and Segmentation. 

1   Introduction 

Pattern matching is stock data time series is an active area of research in data mining. 
So the representation of the data is the key to efficient and effective solutions. 
Shatkay and Zdonik [1] suggest dividing the sequences into meaningful subsequences 
and representing those subsequences using real-valued functions. Therefore, 
segmentation is the fundamental component in representing the subsequences and 
stock data mining. 

Many representation of time series have been proposed, including Fourier 
Transforms [2], minimum message length segmentation [3], and segmentation by 
piecewise linear representation (PLR) [4]. In [5], a generalized dimension-reduction 
framework for recent-biased approximations was proposed, aiming at making 
traditional dimension reduction techniques actionable in recent-biased time series 
analysis. In [6], the financial time series are segmented based on Perceptually 
Important Point and interesting and frequently appearing patterns are typically 
characterized by a few critical points. Among them Perceptually Important Point is a 
common used algorithm that is customized for financial time series and based on the 
importance of the data points.  
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However, nearly all of them segment the time series either only consider the 
turning points or only contain the trend within a period. In order to solve the problem, 
we propose a new algorithm, which is able to not only contain the important turning 
points but also contain the principle trend when segmenting the stock time series. 
More importantly, we find that the patterns prior to the transaction time found by the 
algorithm impact the transaction price. Certain patterns appear most frequently before 
the low transaction price occurrence. 

The paper is organized as follows. The next section presents the proposed new 
segmentation algorithm, together with some related algorithms. In Section 3, 
representations of the common stock trade patterns used in our experiments are given. 
Then in Section 4, experiments are done on the real stock data to explore the 
relationship between the patterns and the transaction price. The final section makes 
the conclusion. 

2   Stock Time Series Segmentation 

In this section, firstly, we introduce the PIP (Perceptually Important Point) 
segmentation algorithm that can reserve the critical turning points. Secondly, we 
introduce the combined split-and-merge segmentation algorithm, which is used to 
reserve as much trend in the stock time series as possible, based on PIP algorithm. 
After that, we propose our algorithm, which can reserve most critical turning points as 
well as the principle trend, in less complexity.  

2.1   PIP Segmentation Algorithm 

The identification of Perceptually Important Points (PIP) is first introduced in [6]. 
And the scheme was used to segment the time series following the idea of reordering 
the sequence P based on the PIP identification process, where the data point identified 
in an earlier stage is considered as being more important than those points identified 
afterwards. The distance measurement is depicted in Equation (1). Which means the 
distance Dis between the test point pi and the line connecting the two adjacent PIPs. 
Where Pc (xc, yc) is the point with xc=x3 on the line connecting p1(x1,y2) and 
p2(x2,y2). In the algorithm, the first two PIPs that are found will be the first (x1, y1) 
and last points (xn, yn) of sequence from 1 to n. The next PIP that is found will be the 
point in with maximum distance to the first two PIPs. 

( ) ( ) ( )( )1 1 1 1c i n c n iDis y y y y y x x x x y= − = + − × − − −
 

(1) 

2.2   Split-and-Merge Segmentation Algorithm Based on PIP 

In order to reserve more trends of stock data time series, some researchers try to use 
two-step segmentation algorithm including split and merge [8]. Regarding that the 
segmentation in Section 2.1 only contain the critical points and neglect the trend of 
the time series, we similarly use the two-step segmentation algorithm based on split-
and-merge algorithm proposed in [8] and PIP algorithm. In the split phase, we use the 
PIP principle to segment the stock time series, trying to reserve the critical points as 
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the cutting points. And in the merge phase, we merge the segments by comparing 
vertical distance measurement with the defined ε, which is computed in Equation (2). 
In such way, we can merge the segments with similar slopes and reserve a long  
trend. 

∑
=

−×=
k

i
ii yy

k 0

ˆ
1ε  (2) 

2.3   New Segmentation Algorithm Based on PIP Approach 

In this section, we propose a new segmentation algorithm based on PIP approach, 
which can reserve more trend than the method in Section 2.1, and in less complexity 
procedure than the method in Section 2.2. The major principle of the algorithm is that 
we can select all the points with similar trend and segment them into one part. It can 
not only find the critical points, but also can find the as much trend as possible that 
around the critical points. The algorithm is described in detail in Algorithm 1. And the 
segmentation procedures are shown in Fig. 1. 

 
Algorithm 1: Segment time series T by new segmentation 
algorithm based on PIP approach 
 
1: Distance=0, xk=0, n=0 
2: SP [x1] = y1, SP [xn] =yn 
3: For  i = x1: xn 
4:  SP[i] = yi,  
5:  Dis =|yc-yi|= (y1+ (yn-y1)*(xc-x1)/ (xn-x1))-yi 
6:     If Dis>Distance 
7:   Then Distance= Dis, xk =i  
8: End For 
9: For i = x1: xn  
10: Dis =|yc-yi|= (y1+ (yn-y1)*(xc-x1)/ (xn-x1))-yi 
11:  If  |xi-xk| <• and |yi-yk|< • 
12:  Then Point[n] = [xi, yi], n=n+1 
13:  End If  
14: End For  
15: For i=0: n 
16: Select from Point[n]: xt1=Max (xi), xt2 =Min (xi) 
17: End For  
18: Return: S1=T[x1, xt1] 
20:       S2=T [xt1, xt2] 
21:       S3=T [xt2, xn] 
 
In the algorithm, we set a parameter λ as the criteria to select all of the points near 

the critical points, in order to get the whole segment with similar trend within 
horizontal area. On the other hand, we set a parameter Δ as the criteria to select all of 
the points with similar trends within vertical area. It can be calculated in Equation (3). 
The parameters are defined same as those in section 2.1. And Xk is the average value 
of Xi. other parameters are defined the same as in section 2.1. 
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From Fig. 1(c), by using this algorithm, we can segment the stock time series into 3 
parts. Specially, this algorithm reserve a long trend in B segment, which represents 
the whole change trend consists of many critical points instead of just one point. 

 

Fig. 1. New PIP-Based Segmentation Procedures 

3   Pattern Representation 

In order to obtain the objective of finding the relationship between the patterns in  
bid number sequence and the trading points, the first step is to find the matched 
patterns, each of which appear prior to the every trading point in the time domain. 
Developing a time series pattern classification is of fundamental importance for the 
pattern finding and matching. In this paper, we use several major stock patterns that 
occurred most frequently defined by Zhang et al.[10], which are based the point 
number and the combination of slope (positive or negative) between two adjacent 
points. Suppose that there are four points in sequence from the left to the right: Sp1, 
Sp2, Sp3, Sp4.  

Therefore, the combination of slope (positive or negative) can be illustrated as: 

{ }),(),,(),,(),,(),( 31 −−+−++−+∈kkSlope , while 1k  and 3k denote the slopes of 

line 1, connecting Sp1 and Sp2 and line 3, connecting Sp2 and Sp3 respectively. The 
suggested pattern names and the pattern figures are shown in Table 1. 

Table 1. Design of 4-Point-Pattern 

Pattern name Up-Trapeziform Up Flag Down-Trapeziform Down Flag 
Pattern 

Description
Sp1<Sp2 AND 

Sp3>Sp4
Sp1>Sp2 AND 

Sp3<Sp4
Sp1>Sp2 AND

Sp3<Sp4
Sp1>Sp2 AND 

Sp3>Sp4

Pattern 
Figure

 

4   Experiments and Result Analysis 

The used data set is taken form the bid and trade time series of Chicago stock market. 
12423 trading points are considered. In the time domain, the patterns can represent  
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both long time series and short time series. Therefore, we change the sequence length, 
that is, the sequence length applied to our algorithm, to have experiments. The 
purpose of the experiment is to find the percentage of occurrence of each four-point-
pattern that appears prior to the trading points. The first step is to set the length of 
sequence (e.g.20) and then to find the number and percentage of occurrence of each 
pattern. The second step is to change the length of sequence, and to find the different 
numbers and percentages of occurrence for each pattern. The third step is to find the 
trend in each pattern with the change of sequence length.  

The four point patterns are extracted from each segment and classified to one of the 
patterns mentioned above. And the exactly number and percentage of each matched 
pattern are shown in Table 2.  

Table 2. Percentage of Each Matched 4-point Pattern with Different Sequence Length 

Sequence 
Length 

Percentage of Each Matched Pattern 

 Up trapeziform Bottom trapeziform Up-flag Down-flag 
20 35.76% 2.62% 21.53% 40.09% 

100 28.03% 13.08% 19.63% 39.26% 
150 29.41% 13.24% 22.06% 35.29% 
250 29.54% 22.72% 13.84% 33.90% 

From Table 2 we can find that the Down Flag Patterns occur most frequently 
before the low trading points occur. The occupancy rate order of Down Flag pattern 
remains the same in regardless of the change of sequence length (from 20 to 250). In 
another word, the occurrence of low trading price point results from the occurrence of 
Down Flag Pattern in a sense. 

 

Fig. 2. Trend of Pattern with Different Sequence Length 

From Fig.2 we may conclude that with the increase of sequence length, Down Flag 
pattern’s number has a down trend. It means that the trading point is most frequently 
followed from Down Flag Pattern, particularly in short term. 
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5   Conclusion 

In this paper, we propose a new segmentation algorithm based on PIP algorithm. By 
using this algorithm, the segmentation is able to not only contain the important 
turning points but also contain the principle trend. On the other hand, the proposed 
algorithm is in less complexity than those split-and-merge segmentation algorithms.  

We also find that there is really a certain relationship between the patterns prior to 
the transaction time and the transaction price. We may conclude that the most 
occurrences of trading point related to the occurrences of Bottom Patterns in a sense; 
and the trading point is most frequently followed from Bottom Pattern, particularly in 
short time series. 

The significant discovery in the paper makes contribution to the prediction of stock 
data, especially for the prediction of when a low trading price will appear.  
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Abstract. This paper presents the HMM (Hidden Markov Model) based
named entity recognition method for information extraction. In Korean
language, named entities have the distinct characteristics unlike other
languages. Many named entities can be decomposed into more than one
word. Moreover, there are contextual relationship between named enti-
ties and their surrounding words. There are many internal and external
evidences in named entities. To overcome data sparseness problem, we
used multi-level back-off methods. The experimental result shows the
F-measure of 87.6% in the economic article domain.

1 Introduction

As the amount of free texts in the Web has been increased exponentially, it is very
important to extract the appropriate information for the various content service.
Such needs give rise to named entity recognition (NER) which extracts words
like proper nouns, time and money expressions in the documents. The NER is
a classification and identification process of person, location, and organization
name (PLO) or numerical expressions. The NER can be divided into the named
entity(NE) detection. and the named entity classification. The named entity de-
tection is to catch the named entities in the text. The named entity classification
is to label the named entity such as person, organization and location.

In Korean language, NE has the distinct characteristics unlike other lan-
guages. Many named entities can be decomposed into more than one word.
Moreover, there are contextual relationship among words constructing named
entities or between named entities and its surrounding words. There are many
internal and external evidences in NEs. Therefore, Korean NER model has to
consider these properties.

In this paper, we present the HMM-based Korean NER considering the dis-
tinct characteristics in Korean newspaper for information extraction. We investi-
gated the structures of Korean NEs in the sentence and found the combinational
regularities of the NE. According to these regularities, we classified words into
four classes and recognized Korean NE.

Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 526–531, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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2 Related Works

Conventional NER researches have been performed by a stochastic based ap-
proach [1,2,6-9] and a rule based approach [4, 10]. In the stochastic criteria,
there are Hidden Markov Model[1], Maximum Entropy Model[2, 9], Decision
Tree/List Model[6, 7], and Hybrid Model[8].

One of existing Korean NER methods[4,8,10] is the rule based method[4]
which uses four information such as word information within Eojeol1, contex-
tual information, relation between NE and sub-categorization information of a
declinable word, and relation information among NEs. The experimental result
shows the precision rate of 90.4% and the recall rate of 83.4%. The other is
the method[8] using machine learning methods and pattern-selection rules. The
method is a hybrid method of NER which combines maximum entropy model,
neural network, and pattern-selection rules. The result shows that an F-measure
of 84.09% is achieved for the specific domain(Editorials), and an F-measure of
80.27% of general domain(Novels).

3 Characteristics of Korean Named Entity

In Korean, NEs consist of several words; in particular, location and organization
names can be decomposed into many words. We analyzed 300 documents that are
made up of economic articles, public performance articles, and web pages of the
trip guide . In the analysis, we can see that about 66% of NEs can be decomposed
into more than one morpheme and 14.4% of NEs more than 4 morphemes.

In addition, we examine the length of NEs in Korean and most of NEs are
composed of several words. These examinations indicate that external context
of NEs are the very important clue for NER. We know that nouns of 35% are
words surrounding of the NE’s. About 55% of them are the clue word of the NER.
According to the above analysis results, we divided words into four groups by
their role in the NER.

– Independent entity (IE): a word that can be a NE by itself. ex1) Paris,
Bush, Pentagon, Motorola. ex2) “Kim-dae-jung (president of South Korea)”,
“Seoul”

– Constituent entity (CE): a word that can not be a NE by itself but can
be combined with other nouns. For example, “Co.” is one of the CE class.
ex1) Co., Soft, Electronics. ex2) “gong-sa (public company)”, “gang (river)”,
“gong-hang (airport)”, “geuk-jang (theater)”

– Adjacent entity (AE): a word that can occur in front or back of the NE and
can be the clue of NER. “Ms.” and “Mr.” are included in the AE class. ex1)
Mr., CEO, vocalist, governor, district. ex2) “dan-won (member)”, “sa-jang
(CEO)”, “chul-sin (origin)”

– Not entity (NoE): a word that is not an IE, CE or AE. Most of words are
included in this class.

1 The Eojeol is the spacing unit in Korean like a word in English. The Eojeol consists of
one or more morphemes. It sometimes corresponds to a word or a phrase in English.
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4 Korean Named Entity Recognition

Given a sentence W = w1w2....wn−1wn , POS(Part-Of-Speech) tagger finds an
optimal POS tag sequence T = t1t2....tn−1tn that maximizes P (T |W ). If we use
bigram model for tagging, P (T |W ) can be represented as the equation (1).

P (T |W ) � argmax
∏

i

P (ti|ti−1)P (wi|ti) (1)

Here, ti is a POS tag of a POS tag sequence and wi is a word of a sentence. NER
can be dealt with a named entity tagging problem that finds an adequate NE
tag sequence T. Our NER model is based on an HMM[4] to estimate P (T |W ).
The HMM-based NER model consists of the following elements.

– N means the state in a set of state S = s1, s2, ...., sN . In the POS tagging
system, a state corresponds to a POS. In the NER system, a state corre-
sponds to a NE type. N is the number of NE type plus 1(Not a NE) and qt

means a state s in the time t.
– M means the symbol in observation symbol V = w1, w2, ...., wM . In the NER,

the number of observable symbol is the same as a size of the dictionary.
– A is the transition probability A = aij defined as follows: aij = P (qt+1 =

Sj |qt = St), 1 ≤ i, j ≤ N
– B is the observation probability B = bj(k) defined as follows: bj(k) = P (qt =

wk|qt = Si), 1 ≤ j ≤ N, 1 ≤ k ≤ M
– π means the initial distribution which is the probabilities of i’s occurrence

of a NE type in the start of the sentence. π = πi is defined as follows:
πi = P (q1 = Si), 1 ≤ i ≤ N

In this paper, we used a trigram in the learning phase. We extracted NEs,
prior words, and posterior words in the NE tagged corpus for variable length of
NE as shown in (2)[5]. Here, L (Left) and R (Right) means prior and posterior
morphemes respectively and n is the length of the NE.

...WL
−2W

L
−1W

NE
1 ....WNE

n WR
1 WR

2 .... (2)

Like the learning phase, we use the trigram model in the recognition phase.
Thus, the equation (1) can be modified into the equation (3).

P (T |W ) � argmax
∏

i

P (ti|ti−1ti−2)P (wi|ti) (3)

Our NER system performs two steps for the NER. In the first phase, we attach
all possible sub-entity types to a word and resolve the ambiguity of sub-entity
tagging. All words are tagged with the IE, CE, AE or POS. A word can have
multiple entity types. For examples, “Jeong-seon” will be a person name or a
location name in Korean. “sang-sa” will be an AE Person (a master sergeant)
or a CE Organization (business affairs).



HMM-Based Korean Named Entity Recognition 529

We used trigrams of the types which are encoded by the sub-entity type
function set(w). The function set(w) returns sub-entity types for input word w.
If a word w is included in sub-entity types, set(w) will return sub-entity types.
Otherwise, set(w) function returns POS. If a morphological analyzer uses 28
POS tags, the number of possible states is 39. With the function set(w), the
equation (3) is modified into the equation (4).

P (T |W ) ≈
n∏

i

P (set(wi)|set(wi−1)set(w−2))P (wi|set(wi)) (4)

In the second phase, we find the boundaries of a NE and the type of a NE in the
sentence. In this step, we used the NE boundary recognition function brf(s). The
boundary recognition function brf(s) returns the type of a sub-entity’s bound-
ary for the input word s. For example, ‘Person Start’, ‘Location Continue’ or
‘Organization Unique’ will be returned. With the function brf(s), the equation
(4) is modified into the equation (5)

P (T |W ) ≈ argmax

n∏

i

P (brf(set(wi))|set(wi−1)set(w−2))P (wi|brf(set(wi))). (5)

5 Experimental Results

As the experimental data, we used 900 NE tagged economic articles for the
training and 100 articles for the test. One article has about 7 sentences with
18.7 words. Training corpus includes 1,900 person names, 3,620 location names
and 5,230 organization names. We gathered about 68,000 person names, 25,000
location names, and 10,000 organization names in an IE dictionary. The CE
dictionary includes 92 location and 121 organization entries; the AE dictionary
contains 114 person, 39 location and 33 organization entries.

The basic measures for evaluation of this work are precision, recall, and F-
Measure. Precision (P) represents the percentage of the entities that the system
recognized which are actually correct. Recall (R) represents the percentage of
the correct named entities in the text that the system identified. Both measure
are incorporated in the F-measure, F = 2PR/(P + R).

Table 1 shows the result of experiments on variations of the proposed method.
In order to overcome data sparseness problem, we use different back-off methods
in the classification and the detection step. In the classification step, the bigram
model P (set(wi)|set(wi−1)) is adopted. In the detection step, the result of set(w)
function performs the mapping of 39 states (E0) to 12 states (E2) by decreasing
the number of POS. E0* is the model that performs the back-off by E1 and E2
orderly, when the sparseness problem occurs in E0. Here, SOS means the start of
sentence and EOS is the end of sentence. E0* shows the best F-measure of 87.6%.

– E0: 3(IE, CE, AE) * 3(P, L, O) + 28 POS + SOS + EOS : 39 states
– E1: 3(IE, CE, AE) * 3(P, L, O) + 8 POS + SOS + EOS : 19 states
– E2: 3(IE, CE, AE) * 3(P, L, O) + 1(Not SE) + SOS + EOS : 12 states
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Table 1. Results of Named Entity Recognition

Exp. types Recall Precision F-measure

E0 71.2% 90.4% 79.7%

E1 77.3% 87.9% 82.3%

E2 83.3% 88.7% 85.9%

E0* 90.9% 84.5% 87.6%

In our NER system, most of errors are caused from the over-generation prob-
lem. The problem decreases the precision rate. For examples, “Sin-yong-ka-deu
(Credit card)”, “Mi-guk-san (Made in USA)” and “Sang-pum-tu-ja (Product
investment)” are recognized as a named entity. “ka-deu (card)”, “san (Made in
or Mountain)” or “tu-ja (investment)” may be combined with a common noun
and form a NE. Most of these words are CE (Constituent Entity). This problem
can be alleviated by using mutually exclusive word-level information. The other
errors are resulted from data sparseness problem. The problem decreases the
recall rate. The organization name, “CJ39-ssyo-ping (CJ39 Shopping)”, appears
infrequently in the training corpus. For the future works, we try to overcome
these problems.

Table 2 shows the F-measure of our method and other approaches. As shown,
our method shows the best result against other approaches. Thus, we know that
it is important to consider the named entity construction principles in Korean.

Table 2. Comparative Results of Other Approaches

Our Method [3]’s Method [4]’s Method [8]’s Method

87.6% 74% 86.8% 84.09%

6 Conclusion

We proposed the HMM-based NER model considering the named entity con-
struction principles in Korean for information extraction. Many named entities
can be decomposed into more than one word. Moreover, there are contextual
relationship between the named entity and its surrounding words. Thus, there
are many internal and external evidences in NEs. Therefore, we reflected these
characteristics of Korean NE. The transition probability is calculated by the
encoded trigram from the labeled training data. The observation probability is
obtained by the lexical frequency of each entity. Moreover, we presented two
kinds of features and back-off model appropriate to Korean.

Experimental result shows that our NER system has the F-measure 87.6%
higher than the existing researches in Korean. The classification of four NE sub-
types enhances the performance of NER in Korean. Moreover, the merit of our
NER system is the speed by using HMM model against the model such as ME,
SVM.Our future work is to apply a lot of lexical information to Korean NER
model.
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Abstract. Focusing on the application of Intelligent Security Supervisory 
Control System, this paper proposes a new human activity recognition approach 
in which the Background Subtraction and the Time-stepping are averaged by 
weights to implement the precise extraction of moving human contour. In this 
way, the incompleteness of the extracting objects contour resulting from the 
color comparability between the human and the background can be resolved. 
Moreover, an ant colony clustering algorithm is applied to estimate and classify 
the body posture. Finally, Discrete Hidden Markov Models is used for human 
posture training, modeling and activity matching to recognize the human 
motion. Experiment results have shown that this method gives stable 
performances and good robustness.  

Keywords: moving human contour; activity recognition; ant colony clustering 
algorithm; Hidden Markov Models. 

1   Introduction 

Human activity understanding and recognition are high-level processes of human 
activity analysis, and have drawn more and more attention for several decades. Due to 
the challenge of human activity recognition and its huge application value, more and 
more research related to human activity recognition have been made in recent 
years[1,2].  

Bobick[3] thought that movement was the basic element of activity, the most 
fundamental activity, and the basis of high-level activity. For example, dancing is 
made up of some elementary dance movements. After a dance show, we will find that 
there are some repetitive movement elements. In the same way, computer may learn 
the basic elements automatically through searching repetitive movement of 
continuous human activities, which can be used to segment and label the continuous 
movements. Due to the fact that continuous human activity is sequences composed of 
human postures at different times, this paper presents a new moving object detection 
method, based on the above idea. The Background subtraction and the Time-stepping 
are on weighted average to extract and detect precise contour of moving body. After 
that, each sampled contour of moving body is regarded as a basic movement, and ant 
colony clustering algorithm is applied to perform posture estimation and classification 
on the information of the extracted human contour. Finally, we use Discrete Hidden 
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Markov Models to generate model for human posture detection, and the recognition 
of continuous human activity is implemented. 

2   Background Modeling 

In this paper, an algorithm based on the statistical Gaussian model [4] is applied to 
estimate the background image which is composed of initialization and update. In an 
interval time M, the mean and the covariance of the brightness of every pixel are 
computed as the initially estimated background image, Viz. ],[ 2
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After initializing the estimated background image, with the appearance of new 
image, the parameters of background image should be updated self-adaptively 
according to the following formulas. The updated image was ],[ 2

tttB σμ= , with 

ttt f×+−= − αμαμ 1)1(  (3) 

2 2 2
1(1 ) ( )t t t tfδ α δ α μ−= − + −  (4) 

where α  is a given constant and range from 0 to 1. 

3   Human Activity Recognition Method 

The human activity recognition method presented in this paper consists of three 
stages. First, the contour of moving body are detected and extracted precisely. Then 
based on the precise contour information, we perform estimation and classification of 
human posture. Finally, we do time series analysis and modeling of the detected 
human activity, and the activity can be recognized accordingly. The main algorithms 
of these three stages are detailed in the following sections. 

3.1   The Precise Recognition of Moving Object 

The goal of moving object detection is to extract change regions from background 
image in sequence images. The most popular methods of object detection are the 
Time-stepping and the Background Subtraction[5]. The former is of good adaptability 
to dynamic environments, but it can not extract all the related points of object 
integrally, while the latter can extract the object points rather integrally, but it is too 
alert to the dynamic environment change caused by illumination and external 
conditions. In order to overcome the shortcomings of these two moving object 
detection algorithms, we propose a weighted average method based on the Time-
stepping and the Background Subtraction, and the precise extraction of moving object 
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contour is implanted successfully. Experiments show that this method can also shape 
an integrated object contour, ensure the connectivity of moving object, and the 
detection result is quite good, as shown in Fig.1. 

 

                     

(a) Background image              (b) Current frame image             (c) The extracted contour 
with the presented method 

Fig. 1. The results of human contour extraction 

3.2   Human Posture Estimation and Classification 

3.2.1   Clustering Algorithm Based on Ant Searching for Food 
The process of ant searching for food can be divided into two phases, hunting food 
and moving food. Each ant can release pheromone on the path it passes, and can 
apperceive pheromone and pheromone intensity. The more ants pass, the denser the 
pheromone of the path. Meanwhile, pheromone may volatilize itself as time passes. 
Ants tend to move towards the direction that the pheromone density is high, hence, 
the more ants the path pass, the higher probability the subsequent ants choose it will 
be. And the activity of whole ants colony put up information plus-feedback 
phenomena. The basic idea of clustering analysis based on ants pheromone trace is 
detailed below. 

Regard data as ants with different attribute, and clustering center as “food  
source” ants search for, then data clustering process can be consider as the  
process of ants searching for food source[6]. Assume data object is 

1 2{ | ( , , ), 1, 2, , }i i i inX X X x x x i N= = = ⋅⋅ ⋅…, . The steps of the algorithm are as follows. 

Step 1: Initialize pheromone of each path, and set them as 0, that is (0) 0ijT = .  

Step 2: Set the radius of cluster asｒ, and statistic error as ε , etc..  

Step 3: Compute the weighted Euclidean distance ijd  between iX  and jX  . 

Step 4: Calculate the pheromone of each path by 
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Step 5: The probability of merging object iX  into jX  is computed by 
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Where { | , 1, 2,s ijS X d r s . If ( )ijp t  is larger than threshold 0p , merge 

iX  into the area of jX . ijη is the reciprocal of ijd  called visibility. α and β  are 

adjusting factors, which can not only avoid the searching stagnation phenomena 
resulting from that all ants passing the same path give the same results, but also show 
again the idea of classical Greedy Algorithm. 

3.2.2   Posture Estimation and Classification 
In our algorithm, for the extracted binary human contour image, its horizontal and 
vertical histograms are estimated, which are taken as the input of ant colony 
clustering algorithm. The near neighbor measure between states Im1 and Im2 can be 
computed by 

1 2 1 1 2 2 1 2(Im , Im ) ( , ) ( , )D d X X d Y Y= +  (7) 

where d1 and d2 are Manhattan Distance between horizontal projection and vertical 
projection, respectively. The horizontal and vertical histograms of an image are 
compared with the corresponding histograms of another one, and the minimum is 
taken as contiguity degree. In this way, near neighbor measure can keep invariability 
for both transform and projection of binary object in scenery. Further, ant colony 
clustering algorithm cluster the useful training images by near neighbor measure, and 
based on the established prototypes, we classify new image according to the relative 
distance between new unknown images. 

3.3   Time Series Analysis of Human Posture 

HMM [7] defines a limited state set, and each state associates with a probability 
distribution (multi-dimension in general). The state transition is managed by transfer 
probability. According to the associated probability distribution, a result or observed 
value will be generated in a specific state. For observer, only this result is visible, and 
the state is invisible. Therefore, state is hidden, and the name HMM comes. If the 
inclusive elements in transfer probability matrix A of HMM are all zero, this HMM is 
full connected, otherwise is partly connected. Full connected HMM can simulate 
more complex statistics process, so we use it to recognize human activity. We define 
each static frame (sample) as a state, take a movement sequence as a combination of 
every state of different sample frames, and use combination probability as judge rule 
of activity belongingness to implement matching recognition of human activity. 

For specific model, in order to train HMM to recognize its observation 
sequence 1, , TO O O= K , we can utilize Bayesian theory and Forward Algorithm to 

estimate the probability of observation sequence
1

( | ) ( )
N

T
i

p O iλ α
=

=∑ , where N  is 

the Markov statuses number in model. Suppose forward variable is the probability of 

HMM being at state iS  in observation sequence 1, , tO OK  at time t , that is 

t 1(i) ( , , , | )t t iP O O S qα λ= =L . We need to adjust parameter λ to let the 

appearance probability of observation ( | )p O λ be maximal. At this stage, the 
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number of different human postures determines the quantity of HMM coded symbols 
(the possible state value M). Each activity associates with a HMM, which means 
HMM number is never equal to the number of different activities. Hence, Maximum 
Likelihood Estimation Algorithm (Baum-Welch algorithm) is used to estimate λ  

again and again in order to obtain a better λ′ . Then we can figure out the maximum 

( 1,2, , )iP i M∈ L  among 1 2, , , MP P PL , which is used to recognize human gesture 

of current frame. 

4   Experimental Results 

This paper validates the effectiveness of presented algorithm through movement 
analysis of walking (face, side face), running, and squatting. Different human postures 
included in these four activities are detected from these images through ant colony 
clustering algorithm. Then we use the sequences composed of basic postures, which 
are continuous in time, as input of HMM, and utilize them to recognize four activities.  

Table 1. Recognition results comparison of HMM and other algorithms 

Recognition rate (%) False reject rate (%) 

Human activities Template 
match 

method 
DTW HMM 

Template 
match 

method 
DTW HMM 

Walking(face) 77.4 82.5 89.2 3.6 2.8 2.3 
Walking(side face) 72.3 80.7 91.5 4.1 3.2 2.2 

Running 69.4 75.1 84.3 4.6 3.7 3.1 
Squatting 80.7 85.2 92.6 3.8 3.3 2.5 

As shown in Table 1, the template matching method has relatively low recognition 
rate, and it only fits for matching some simple movements. The recognition decreases 
when it is used for recognizing walking (side face) and running at some time when 
they are relatively similar. With the adoption of DTW[8] to perform dynamic warping 
in time sequence, the total recognition of these four activities has increased, but due to 
the fact that its spatial robustness is not high, the false accept rate is still high for 
recognizing walking (side face) and running. The proposed recognition method using 
HMM improves accuracy over both the template matching method and the improved 
recognition method using DTW to implement time-normalized process, with average 
recognition rate increased by 14.45% and 8.525% relatively. Besides, our method can 
distinguish two different activities with some similar gestures and achieve high 
recognition rate, through modeling lateral walking and running and adopting 
Maximum Likelihood (ML) to compute optimum matching value. Experimental 
results indicate that the proposed method still could achieve high recognition rate 
even that noise influence exists, the contour is not integral, or gestures are similar. It 
is also shown that the presented method has strong temporal and spatial robustness, 
which is an effective and reliable method for activity recognition. 
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5   Conclusions 

The activity recognition method introduced in this paper can be widely used in 
supervisory and recognition systems, like the surveillance and security systems of 
hospital, bank, important department offices, etc., also can be utilized in unmanned 
supervisory and control, unmanned operation fields and so on. Through several 
experiments comparison, systems adopting the proposed algorithm are practical and 
feasible, and this algorithm is applicable in moving object tracking and activity 
recognition in most cases. However, the information of each moving object can not be 
extracted when they are near or obstructed by each other, and misjudgement may 
occur. Thus future work focuses on the study of precise multi-object recognition and 
activity recognition applying the multi-vidicon data fusion technology [9]. 
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Abstract. The peer-to-peer content distribution network (PCDN) is a hot topic 
recently, and it has a huge potential for massive data intensive applications on 
the Internet. One of the challenges in PCDN is routing for data sources and data 
deliveries. In this paper, we studied a type of network model which is formed 
by dynamic autonomy area, structured source servers and proxy servers. Based 
on this network model, we proposed a number of algorithms to address the 
routing and data delivery issues. According to the highly dynamics of the 
autonomy area, we established dynamic tree structure proliferation system 
routing, proxy routing and resource searching algorithms. The simulations 
results showed that the performance of the proposed network model and the 
algorithms are stable.  

Keywords: Data Management, Algorithms, PCDN. 

1   Introduction  

The rapid development of peer-to-peer (P2P) technologies has led to a number of 
important application systems on the internet, and the system structure of these P2P 
application systems has changed gradually from Napster-like (centralized inquiry) to 
Kazaa-like (bias to the free connecting of strong nodes) structures. However, as the 
arbitrariness of free connecting in a P2P network, making inquiries must rely on 
flooding, which results a waste of a lot of network resources, therefore, the systematic 
distensible ability is severely restricted [12].  

Content Delivery Network (CDN) is a technology committed to the distribution of 
contents and resources. It is the virtual network formed by server groups located in 
different areas, distributing dynamically the content to the edges, handling traffic 
according to the contents, and the accessing request will be transmitted to the optimal 
servers, thus enabling users access to the information from the nearest place by the 
fastest speed [6]. The existing CDN routing technology is mainly based on DNS, 
which has the problem of high cost of hardware, and has limitations in terms of 
scalability, reliability and fault-tolerance; therefore, the redirection server is very 
likely to become a new network bottleneck.  

CDN with P2P technologies are highly complementary, and the research on the 
combination of the two technologies (PCDN) is at the preliminary stage. For example, 
references [10], [11] reported applications in video streaming using CDN combined 
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with P2P. In this paper, we propose a new PCDN model, and construct the 
corresponding optimal path selection algorithm based on the new PCDN model. 
Compared with existing PCDN models, the new model can balance the dynamics of 
the lower workload network and the service efficiency of the heavy workload 
network. The new model can guarantee the cost of maintaining routing tables, which 
are always kept within the affordable range by the dynamic network, and can achieve 
a higher routing efficiency than that of the Category I and Category II of the structural 
covered network, therefore, its reliability and hardware cost will be far less than the 
traditional CDN Network [2], [7].  

2   The Optimal Path Selection Algorithm 

Based on the dynamics of the lower workload network (through testing Napster and 
Gnutella networks, the average online time of a node is 60 min [9]), using structural 
hash algorithms is unwise between the frequently online and offline users. Also each 
node on and off of the network will destroy the topological structure of the algorithm, 
hence the cost to calculate frequently the topological structure is staggering. We also 
need to consider the difference of the network bandwidth of different users -- users 
with narrow bandwidth are very likely to become data transportation bottlenecks 
when reconstructing the network topology. Therefore, we propose a new routing 
algorithm with the concurrent idea of Petri nets [1], [8], at the moment, as the 
measuring parameters of routing by the techniques of Ant Algorithm [3], [4], [5]. In 
this paper we present one of the above algorithms. The optimal path selection 
algorithm is presented as follows: 
 
Definition. N=(S,T;F) is a bound prototype network, , 1t T t•∀ ∈ = . The definition 

of the TokenFlag of t is: TokenFlag(s), and it satisfies the following 
conditions: t T∈ , : [M M t M ′∃ > , ( ) ( )TokenFlag s TokenFlag s s′ = o ; 

,s t s t• •′∈ ∈ , o  notes a type of connecting relationship. Obviously, if M0 is the 

initial ID, then s S∀ ∈ , ( )TokenFlag s φ= . 

Given a network topology ( , )N V E∗ = , V is the node set, and E is the one-way 

link set. s V∈ is the source nodes, and { { }}d V s∈ − are the destination nodes. Such 

a network topology can be simulated by a bounded prototype network, the conversion 
of models are shown in Fig. 1. 
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Fig. 1. Convert N＊into N of Petri Network Model 
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Let M0(s) =1, exist changed sequences
1 1 2 4 2 1 3 5,t t t t t tσ σ= = , there is a different 

TokenFlag within d resulted by each changed sequence, finally, 

1 2( )TokenFlag d s p m s p f= +o o o o . Each TokenFlag corresponds to one route from 

node s to node d in N ∗ . When we consider QoS, we can find an optimal path from 
these paths. If there are many optimal paths, we choose the path which has the least 
number of nodes. If there are many second best paths, we choose the path which has 
the most different nodes which the best path possesses. 

3   Performance Evaluations 

Simulations were conducted to confirm the proposed model and algorithms. The 
simulation environment as follows:  

The hardware environment: 
IBM--CPU: AMD Athlon（ tm）64 processor2800＋1.81GHz; 512Mb; 120GMb. 
Dell--CPU: Pentium(R) 4 + 2.66GHz; 512Mb; 80GMb.  

The software environment: 
Windows XP professional; OPNET Modeler10. 

The simulation results are presented as follows: 

• Simulation tests the network performance of CDN network model in the different 
network workload and different network nodes. In Fig. 2, Application 1 represents 
the network of 100 light workload nodes; Application 2 represents the network of 
100 heavy workload nodes; Application 3 represents the network of 200 heavy 
workload nodes. 

 

Fig. 2. Comparison of the Delay of Nodes in CDN network 

From the experimental results, we can obtain that there is a very serious 
dependence on the severs performance in CDN network, as network’s workload 
increases, resulting in servers capacity decline, and the entire network delays 
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increased greatly, until the network congestions occur; the servers usually become the 
network bottlenecks in multi-user instantaneous peak.  

 Simulation tests the network performance of traditional P2P network model in 
different network size (for the paper length limitation, we only present the 
network performance of heavy workload nodes). 

 

Fig. 3. Delay of Point to Point in P2P Network with Heavy Workload 

From the experimental results, we can see that there is a greater reliance on the 
nodes’ performance in the traditional unstructured P2P networks, as the number of 
nodes and the network workload increase, resulting in increment of the delay of the 
entire network, or even resulting network congestions. 

 Simulation tests the network performance of this new PCDN network model in 
the different network workloads and different network nodes. 

 

Fig. 4. Delay of Network in Difference Requesting Resource in Various Topologies 
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Here, we describe the curves in Fig. 4 as follows: 
P2Pproject_RECOVERED, P2Pproject2_RECOVERED, P2Pproject3_RECOVERED, 
P2Pproject4_RECOVERED. These curves represent the network topology; all are N1-
10-trees, that is, they represent the case of the largest number of nodes. P2Pproject5 
and P2Pproject6 represent the network topology of the covered partly pruning, which 
represent the case of the middle and less number of nodes, as listed below:  

P2Pproject_RECOVERED            Each node sent 20 resource-searches per second;  
P2Pproject2_RECOVERED          Each node sent 5 resource-searches per second;  
P2Pproject3_RECOVERED          Each node sent 1 resource-search per second; 
P2Pproject4_RECOVERED     Each node sent 1-5 resource-searches per second  

                                                       randomly by the function ‘Uniform_int’; 
P2Pproject5                     Each node sent 1-5 resource-searches per second  

                                                       randomly by the function ‘Uniform_int’; 
P2Pproject6                      Each node sent 1-5 resource-searches per second  

                                                       randomly by the function ‘Uniform_int’; 

From the above data, we can see that there is a 0.27's delay in the N1 network 
which has the largest number of nodes and it gives each node the most requests of 
resource-searches (P2Pproject_RECOVERED, the resource-search is 20/s) 
compulsively. However there are the stable delays with an average of 0.14s in other 
different network topologies and different random resource-searches.  

4   Conclusions 

The proposed PCDN model, together with the algorithms described in this paper, 
have good adaptability for the dynamic changes of network, whereas the network 
delay and super-nodes’ throughput are not changed significantly along with the 
change of the number of nodes, and each node can serve the network based on their 
own abilities. At the same time, this PCDN can also solve the users’ dynamic features 
according to the layered tree-type autonomic area used the PCDN. Apparently, this 
PCDN can run in any environments, and is not to be limited to the size of the system, 
the strength of the nodes’ capabilities and the frequency of the nodes’ on and off; it is 
a wide area distributed system which can ensure the routing efficiency by dynamic 
regulation. The performance of this network showed that it is stable. 
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Abstract. This article presents an efficient Statistic Process Control system 
architecture for on-line monitoring of manufacturing process. Shenyang 
Institute of Automation Statistic Process Control system (SIASPC) detects 
relevant events in Real-time based on digital production model of MES. 
Failures occur in manufacturing process are diagnosed using control charts and 
FTA method based on expert knowledge base. The SIASPC has been developed 
and will be applied to control an Automobile gear-box assembly process. 

Keywords: Fault tree analysis (FTA), Fault diagnosis, Knowledge base, 
Manufacturing execution system (MES), Statistic process control (SPC). 

1   Introduction 

Over the last decades, the design of on-line statistic process system for manufacturing 
process has received a great deal of attention. Research on automated on-line 
monitoring has been done over thirty years. Several approaches to detection, 
diagnosis and control of failures have been advanced in this period. The majority of 
these approaches have emerged from developments in the areas of expert systems and 
model-based diagnosis methods. 

A number of models and related algorithms have been proposed over the last years, 
which include various forms of fault tree models[1,2], decision tree models[3], 
functional networks[4], system digraphs[5] and qualitative simulation models[6,7]. 
The application of such models has been demonstrated successfully in a number of 
domains in industry. Despite the substantial progress in the development of model-
based systems, a number of open issues still remain. In this paper, we present an on-
line statistic process system architecture based on digital production model. 

Fault Tree Analysis (FTA) is an applicable and useful analysis tool. It is used for 
identifying and classifying faults, and monitoring manufacturing process on-line. The 
                                                           
∗ Corresponding author. 
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analysis defines a top event, which is a failure or an accident, and then builds the 
sequence of faults leading to this top event. FTA apply top-down logic in building 
their models. The analyst views the system from a top-down perspective. Basic events 
of failure are at the bottom of each failure path. 

One important problem of above models is incompletely integration, namely, 
models is incomplete, inaccurate, non-representative or unreliable [8]. One substantial 
such difficulty and often the cause of inaccuracies in the models is the lack of 
sufficient mechanisms for representing the effects that changes in the behaviour or 
structure of complex dynamic systems have in the fault propagation in those systems. 
Such changes can in practice confuse a monitoring system and lead to false, irrelevant 
and misleading alarms. In this paper, an on-line monitoring and diagnosis system is 
presented based on the digital production models, which represents the fault state 
dependencies, that is crucial in developing accurate, representative and therefore 
reliable monitoring models. 

This paper will introduce the architecture of on-line monitor and failures diagnosis 
based on a digital production model of MES. The method to diagnosis of failures 
using FTA is presented, and a SIASPC-Monitor system is developed.  

2   Digital Production Model 

Shenyang Institute of Automation Manufacturing Execution system (SIA-MES) 
provides an extensible, comprehensive solution with powerful functions. SIA-MES 
presents a clear and full digital product process, which provides a real-time platform 
for production data, thus actualize integration of MES, ERP and low-level automation 
system. 
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Fig. 1. Structure of SIA-MES 

The SIA-MES platform is composed of infrastructure service, production model, 
visualized modeling tool, real-time message bus, and MES application suites as 
shown in Figure 1. OOA&D (Object Oriented Analysis and Design) method is used to 
construct factory model, product model, event model and execution model. Factory 
resources, enterprise production activities and shop floor business are abstracted and 
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classified, which are described with series special basic semantic meta-object. Related 
models are expressed with complex objects formed by certain semantic meta-objects. 
Ultimately, factory resources are described as factory model, production activities are 
described as event model and enterprise business is described as execution model. 

Product model is to define product, material, criterion, formulation and process, 
and to build assembly BOM (Bill of Material). Assembly BOM includes information 
of parts, components and processes. For a special product, its assembly BOM 
provides information of process assembly directory, material racks and feedings. 

Factory model is to define factory, equipments, product line and relevant 
organization mode. On the basic of factory model, production process events are 
defined. Production event are basic elements to control production activities. Product 
process can be controlled by established production event. 

3   Online Monitoring and Diagnosis of Failures 

The general architecture of on-line monitor and failure diagnosis is given in Fig. 2. 
Product model, factory model, event model and execution model are expressed with 
complex objects formed by certain semantic meta-objects. Meta-objects are mapped 
with collected data, so it is possible for automated monitor based on production model 
to detect, diagnose and control failures in real-time. 
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Fig. 2. The architecture of On-line monitor and failures diagnosis 

Kernel in the architecture of on-line monitor and failures diagnosis is 
product/factory/event/execution model and infrastructure services. On the basic of 
production model, management of process is realized through background event-
driven business modules. 

SIASPC-Monitor is a real-time quality control system, which implement quality 
control of manufacturing process based on configured alarm modules in the 
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background, and give an alarm message while failures happen, along with corrective 
measures. SIASPC-Monitor is a sub-system of SIA-MES, and function modules are 
configured on the basic of production model. Plant model is established till variables 
elements in lowest level. 

SIASPC-Monitor includes function modules as query variables, variables list, 
control chart configuration, real-time monitor and chart controls. The step to monitor 
production variables is shown as follows: (1) Establish production model using 
visualized modeling tools; (2) Develop SPC modules, including malfunction reason 
tree configuration and alarm template configuration; (3) Configure malfunction 
reason tree and alarm template for special field; (4) Improve manufacturing 
process/procedure with analysis control charts; (5) Monitor manufacturing process 
on-line using control charts. 

4   Diagnosis of Failures Using FTA 

Take failures diagnosis of automobile gear-box assembly process for example. FTA 
method is adopted as Fig. 3. Automobile gearbox can be separated into several 
modules according to product structure, and relevant fault trees are constructed, which 
builds expert knowledge base. Fault trees are deducted into some rules by mode of 
evolutional knowledge-presentation, and these rules build up knowledge base of 
expert system. 

 Gearbox fault 

B1 B2 B3

C1

C4C3

C5

C2

C6

A

A－ lubricate disabled;
B1－ excess high temprature;

B3－ lubricate solidification;
C1－ disabled cooling;
C2－ lack of cooling;
C3－ wrong nameplate;
C4－ Impurity lubricate;
C5－ degenerative lubricate;
C6－ no warm-up set;

Knowledge Rules:
RULE1 IF B1 OR B2 OR B3

 THEN A;
RULE2 IF C1 OR C2 THEN B1;
RULE3 IF C3 OR C4 OR C5

 THEN B2;
RULE4 IF C6 THEN B3;

……

B2－ unqualified lubricate;

 

Fig. 3. Fault tree and knowledge base 

Take “lubricate disabled” as top node event, which followed by three nodes, and 
go deep analysis, the whole fault tree is shaped as shown at last. Meanings of each 
node are explained as Fig. 3. All rules of fault knowledge base are educed by fault 
tree constructed. To save and manage in database system, rules with “OR” should be 
decomposed. Rules in Figure 3 are decomposed as follows: 

R11 IF B1 THEN A; 
R12 IF B2 THEN A; 
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R13 IF B3 THEN A; 
R21 IF C1 THEN B1; 
R22 IF C2 THEN B1; 
R31 IF C3 THEN B2; 
… … … 

Each “IF” and “THEN” is followed with a rule element, which is saved as contents 
of fault knowledge tables. Structure of knowledge tables is shown in Table 1. 
Notation: Fault_ID as fault code; Fault_name as fault name; NOTE as append 
content. 

Faults of manufacturing process are monitored and controlled on-line in SPC 
system. Failures are diagnosed as an event happens in integrated production model, 
and faults detected are handled as an event. Table 2 shows structure of fault 
knowledge tables. Notation: Rule_ID as rule code; Event_Name as fault name; 
Event_Reason as fault reason; Event_action as fault corrective measures. 

According to above FTA method, diagnosis of all gearbox failures is expressed in 
knowledge base and rule tables. Visual modeling tool enables well maintenance of 
knowledge base by operable functions of add new tree, edit tree and delete tree. 

Table 1. Knowledge table 

Fault_ID Fault_name NOTE 
T101 lubricate disabled  
T102 excess high temprature  
T103 unqualified lubricate  
T104 lubricate solidification  
T105 disabled cooling  
T106 lack of cooling  
T107 wrong nameplate  

… … … 

Table 2. Knowledge base and rule table 

Rule_ID Event_Name Event_reason Event_action NOTE 
R11 T101 T102   
R12 T101 T102   
R13 T101 T102   
R21 T102 T105   
R22 T102 T106   
R31 T103 T107   
… … … … … 

5   Conclusions 

In this paper, we introduced the idea of using production models and knowledge 
based FTA method for on-line quality monitoring of manufacturing process. We 
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proposed an automated real-time monitor to alarm failures in the manufacturing 
process. Alarm messages are displayed with the failures causes and corrective 
measures. 

The method for on-line monitoring and diagnosis of failures based on the digital 
production model offers a practical tool to improve system reliability. The SIASPC 
system is capable of identifying manufacturing process states by monitoring event 
signals. Expert knowledge from plant operator is needed in the whole system model 
design process. 

The SPC system has been implemented, which will be applied to failures diagnosis 
of automobile gearbox assembly. Future work should explore the possibility of 
automating the fault reasoning by means of Knowledge Discovery and Data Ming. 
Primary work can be seen in literature [9]. 
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Abstract. Support vector machine constructs an optimal classification
hyperplane by support vectors. While samples near the boundary are
overlapped seriously, it not only increases the burden of computation
but also decreases the generalization ability. An improved SVM: NN-
SVM algorithm was proposed to solve the above problems in literature
[1]. NN-SVM just reserves or deletes a sample according to whether its
nearest neighbor has same class label with itself or not. However, its
generalization ability will be decreased by samples intermixed in an-
other class. Therefore, in this paper, we present an improved NN-SVM
algorithm: it prunes a sample according to its nearest neighbor’s class
label as well as distances between the sample and its k congener near-
est neighbors. Experimental results show that the improved NN-SVM is
better than NN-SVM in accuracy of classification and the total training
and testing time is comparative to that of NN-SVM.

1 Introduction

Support vector machine(SVM) is a relatively new class of machine learning algo-
rithms based on statistical learning theory [2,3,4,5]. It is a hyperplane classifier
defined in a kernel induced feature space. It not only has solved certain problems
in many learning methods, such as small sample sets, over fitting, high dimen-
sion and local minimum, but also has a higher generalization ability than that of
artificial neural networks[6]. But SVM also has problems to solve: for example,
while samples are overlapped seriously, especially those samples intermixed in
another class that may greatly increase the burden of computation and may lead
to over learning. Therefore, NN-SVM algorithm is proposed to resolve the above
problem: it first prunes the training set, reserves or deletes a sample according
to whether its nearest neighbor has same class label with itself or not, then it
trains the new set with SVM to obtain a classifier.

The accuracy of classification of NN-SVM could also be increased, as in NN-
SVM algorithm it may delete samples which would be support vectors (SVs)
because of reserving or deleting a sample just according to its nearest neighbor’s
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class label. In this paper, an improved NN-SVM algorithm is proposed: if a
sample’s class label is different from that of its nearest neighbor, we don’t just
delete it. Instead, we calculate the average distance in kernel space between the
sample and its k congener nearest neighbors, and the average distance in kernel
space between the sample’s nearest neighbor and its k congener nearest neighbors
(k is a positive integer) and then reserve or delete the sample according to the two
average distances.This algorithm is called KCNN-SVM. Through the additional
pruning strategy we can delete promiscuous samples more exactly. Experimental
results show that the KCNN-SVM has a better performance on accuracy of
classification than that of NN-SVM and the total training and classifying time
is comparative to that of NN-SVM.

2 An Improved NN-SVM Algorithm Based on
K-Congener-Nearest-Neighbors (KCNN-SVM)

As an improved SVM algorithm, NN-SVM first prunes the training set: if a
sample’s class label is different from that of its nearest neighbor, the sample is
deleted. Contrarily, the sample is reserved, and then the algorithm trains the new
set with SVM. We find that the pruning strategy of NN-SVM is not suitable for
different training sets. For example, there is a two-class classification problem:
there is an isolated negative sample in the boundary positive samples set. It’s
obvious that the negative sample as a noise point in the positive samples set
should be deleted. But in the NN-SVM algorithm, those positive samples whose
nearest neighbor is the intermixed negative sample would be deleted, although
those positive samples may contribute to constructing the classification plane.
In this situation, the accuracy of classification of NN-SVM algorithm would
decrease because it has deleted samples mistakenly.

To resolve similar problems in NN-SVM algorithm discussed above, we present
an improved pruning strategy: Find the nearest neighbor point xne of every
sample xi in the training set and compare class label of xne with that of xi. If
they have the same label, do nothing; if they are opposite, calculate the average
distance disi between xi and its k congener nearest neighbors and the average
distance disne between xne and its k congener nearest neighbors (k is a positive
integer). If disi > disne, delete xi; contrarily, delete xne.

Distances in NN-SVM are calculated in original space. But SVM always con-
structs an optimal separating hyperplane in kernel space. Therefore, KCNN-
SVM calculates all distances in kernel space. In order to calculate distances in
kernel space, the definition of kernel function [7] is introduced below:

Definition 1. (kernel or positive definite kernel) let χ be a subset of Rn, and
K(x, y) on χ × χ is called a kernel function(kernel or positive definite kernel),
if there exists a mapping φ from χ to Hilbert space H:

χ → H , x → φ(x)

which satisfies K(x, y) = φ(x) · φ(y). And φ(x) · φ(y) is a inner product between
two vectors in Hilbert space H.



552 S. Zhang, K. Zhou, and Y. Tian

Distance D(x, y) in kernel space between x and y could be calculated through
Definition 1 (x and y are vectors in original space):

D(x, y) =
√

‖φ(x) − φ(y)‖2 =
√

K(x, x) + K(y, y) − 2K(x, y) (1)

From (1),distances in kernel space only depend on dot products in original
space. Now if there is a ”kernel function” K such that K(x, y) = φ(x) · φ(y), we
would only need to use K in the improved algorithm to calculate distances. The
”kernel function” K could be that used in SVM, such as polynomial kernel.

In the pruning strategy above, k congener nearest neighbors of a sample are
obtained through calculating Euclidean distance in original space, however, data
in original space have been mapped to a high dimensional feature space to con-
struct the classification hyperplane in SVM. So Definition 2 is introduced for
describing neighbors of a sample in kernel space:

Definition 2. (KNN(x)) let x be a sample in the original training set, KNN(x)
is defined as a set which contains the k congener nearest neighbors of x. Those
neighbors of x are obtained through calculating Euclidean distance in the kernel
space by (1).

With the Definition 1 and 2, the particular learning steps of improved NN-SVM
algorithm are summarized as follows:

Suppose there is a training set: (x1, y1), (x2, y2), · · · ,(xm, ym), xi ∈ Rn,
yi ∈{1,-1},i=1, 2,· · ·,m. Let the new training set after pruning be T , T = ∅.

a. Calculate distances dij (i,j=1,2,· · ·,m) between every sample xi in the train-
ing set and other samples except itself through (1).

b. Find the nearest neighbor point xne of every sample xi through dij .
c. Compare the class label of xne with that of xi, if they are the same, do noth-

ing, if they are opposite, the average distance disi = 1
k

∑

xp∈KNN(xi) D(xi, xp)
and the average distance disne = 1

k

∑

xq∈KNN(xne) D(xne, xq) are calculated
through (1). If di > dne, xi is marked to be deleted; contrarily, xne is marked to
be deleted.

d. Append samples in training set not deleted to T .

In the improved algorithm, while class label of xne is different from that of
xi, KCNN-SVM should find KNN(xi) and KNN(xne). So comparing with the
time complexity of NN-SVM algorithm which is o(m2), time complexity of the
improved algorithm increases o(s · m) (s is times of class label of xne is different
from that of xi, m is the size of training set and s � m). Although time of calcu-
lating increases a little, the improved algorithm estimates the intermixed degree
of a sample in another class through calculating average distance in kernel space
between it and its k congener nearest neighbors. Therefore, KCNN-SVM can
delete promiscuous samples more exactly and avoid deleting samples that may
contribute to classification, so the accuracy of classification of KCNN-SVM algo-
rithm may increase, and experimental results verify our notion. While the value
of k increases, KCNN-SVM can prune samples more exactly. But the accuracy
of classification would not increase evidently when the value of k is too large. It
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just add burden of computation for finding the k congener nearest neighbors of
a sample. So we should find a proper k for different training sets and k = 2 or
k = 3 could be a good choice through experimental results.

In addition, we find that while k = 0 in step c of KCNN-SVM algorithm, the
improved algorithm degenerates to the original NN-SVM algorithm. So NN-SVM
algorithm is just a special instance of the KCNN-SVM algorithm.

3 Experimental Results

Experiments were performed on a 1.5Ghz Pentium4 machine with 640MB mem-
ory. Libsvm [8] was also used in experiments. Three data sets used as follows (DS1
and DS2 are downloaded from ”http://ida.first.fraunhofer.de/projects/bench”,
and DS3 is downloaded from ”http://www.csie.ntu.edu.tw”):

Data Set1(DS1), banana, it is a 2-dimensional, two-class classification prob-
lem. Training set has 400 patterns and test set has 4900 patterns.

Data Set2(DS2), ringnorm, it is a 20-dimensional, two-class classification prob-
lem. Training set has 400 patterns and test set has 7000 patterns.

Data Set3(DS3),it is a 123-dimensional, two-class classification example.
Training set of ”a3a” has 3185 patterns and test set has 29376 patterns.

Gaussian kernel is used for three data sets above and we get (2) from (1) to
calculate distances:

D(x, y) =
√

‖φ(x) − φ(y)‖2 =
√

2 − 2K(x, y) (2)

For DS1(c = 10), we can find the changing of samples’ distribution comparing
before pruning with after pruning through Fig.1 and Fig.2.

KCNN-SVM could exactly delete samples that intermixed in another class
seriously. The result obtained from DS1 is shown by Table 1. The test accuracy
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Fig. 1. DS1 before pruned
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Fig. 2. DS1 pruned by KCNN-SVM(k=3)
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Table 1. Comparing performances on DS1

Number of Training Testing Number of Test
samples time(ms) time(ms) classifying exactly accuracy

SVM 400 371 891 4340 88.57%
NN-SVM 344 200 591 4324 88.24%

KCNN-SVM(k=1) 353 213 611 4333 88.43%
KCNN-SVM(k=2) 360 220 630 4349 88.76%
KCNN-SVM(k=3) 359 215 620 4351 88.80%

of NN-SVM is below that of SVM. However, while the value of k increases in
KCNN-SVM, it could delete samples more exactly and its test accuracies are
even higher than that of SVM (k = 3 is the best in KCNN-SVM algorithm).
The training processes of both NN-SVM and KCNN-SVM are faster than that
of SVM because of having deleted samples that are hard to classify. Furthermore,
NN-SVM and KCNN-SVM have much faster testing processes.

For DS2(c = 10), Result obtained is shown by Table 2.

Table 2. Comparing performances on DS2

Number of Training Testing Number of Test
samples time(ms) time(ms) classifying exactly accuracy

SVM 400 597 2483 6856 97.94%
NN-SVM 251 370 1362 6672 95.31%

KCNN-SVM(k=1) 266 391 1513 6832 97.60%
KCNN-SVM(k=2) 260 382 1453 6860 98.00%

The result on DS2 is similar to that of DS1. In order to test on higher dimen-
sion, DS3 is used. For DS3(c = 100), the result is shown by Table 3. The accuracy
of classification of KCNN-SVM is just a little higher than that of SVM(k = 3).
The main reason may be that distances of high dimension are calculated by Eu-
clidean distance. It may cause errors that would influence test accuracies. But

Table 3. Comparing performances on DS3

Number of Training Testing Number of Test
samples time(ms) time(ms) classifying exactly accuracy

SVM 3815 13797 53541 24621 83.81%
NN-SVM 2441 3315 17707 24564 83.62%

KCNN-SVM(k=1) 2640 4998 23855 24587 83.70%
KCNN-SVM(k=2) 2615 4507 21393 24619 83.80%
KCNN-SVM(k=3) 2611 4457 19787 24635 83.86%
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accuracies of classification of KCNN-SVM algorithm are still higher than that of
NN-SVM algorithm. In addition, the training and testing time of KCNN-SVM
and NN-SVM is much faster than that of SVM.

4 Conclusions

An improved NN-SVM(KCNN-SVM) based on k congener nearest neighbors is
proposed in this paper. Experimental results show that accuracies of classifica-
tion of KCNN-SVM are higher than that of NN-SVM and SVM on both low and
high dimensional data sets. Training and testing time of KCNN-SVM is faster
than that of SVM and is comparative to that of NN-SVM. To further improve
the generalization ability of KCNN-SVM algorithm on some high dimensional
data sets, we need to find some proper dimension reduction methods and kernel
functions while calculating distance in kernel space.

Acknowledgement. The research is supported by the National Natural Sci-
ence Funds of China (70431001).
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Abstract. Reiter’s default logic can not tolerate contradictions in de-
fault theories. In the paper we modify the definition of default extension
to permit conflicts between justifications of used defaults and default
conclusions, which are called incoherences, to ensure the existence of ex-
tension. Then desired extensions are selected as preferred ones according
to the criterion that incoherences should be minimal in a preferred exten-
sion. Besides, the underlying reasoning system is shifted to four-valued
logic to deal with inconsistencies in axioms of default theories.

1 Introduction

To model commonsense reasoning, Reiter’s default logic [1] augments classical
logic by defaults of form α:β1,···,βn

γ , where α is the prerequisite and βi a justifica-
tion for 1 ≤ i ≤ n. In the paper each default is assumed to have only one justifica-
tion. As to default δ = α:β

γ , define pre(δ) = α, just(δ) = β, and con(δ) = γ. For
a set of defaults S, define Pre(S) = {pre(δ)|δ ∈ S}, Just(S) = {just(δ)|δ ∈ S},
and Con(S) = {con(δ)|δ ∈ S}. Knowledge in default logic is represented by a
default theory (D, W ), where D is a set of defaults and W a set of formulas.
Here we consider only finite default theory in which D and W are both finite. A
default extension of a given default theory which can be viewed as a belief set is
defined as follows.

Definition 1. Let T = (D, W ) be a default theory. For any set of formulas S,
Γ (S) is the least set of formulas such that

1. Γ (S) = {α|Γ (S) |= α}.
2. W ⊆ Γ (S).
3. If α:β

γ ∈ D, Γ (S) |= α and ¬β �∈ S, then γ ∈ Γ (S).

Γ is called the belief revision operator w.r.t. T . A set of formulas E is a default
extension of T iff E = Γ (E).

Despite its simple syntax and powerful expressivity, Reiter’s default logic is not
satisfactory enough in two aspects. On one hand, as to a default theory (D, W ),

� This work is partially supported by NSFC (grant number 60373002 and 60496322)
and NKBRPC (grant number 2004CB318000).
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if there are contradictions in W , then it would have only one trivial default exten-
sion containing all formulas. Such contradictions are called inconsistencies. To
solve the problem, some researchers [2,3] shift the underlying reasoning system of
default logic to paraconsistent logic [4,5], multi-valued logic in particular [6,7,8].
On the other hand, if there are contradictions between justifications of used
defaults and the derived default conclusions for each closed process, which are
called incoherences, then the default theory would have no default extensions [9].
To solve the problem, the definition of extension has to be modified [10,11,12].
Instead of trying to guarantee the existence of extension, some others try to find
the condition of the existence of default extension [1,10,13].

These works are good attempts to overcome contradictions in default theories,
but they all fail to handle inconsistencies and incoherences simultaneously.

Hinted by the trick—first guarantee the existence, then select desired ones—
in preferential four-valued logic [6], in the paper we modify the definition of
extension such that incoherences are permitted in extension to guarantee the
existence of extension and take preferential four-valued logic as the underly-
ing reasoning system to overcome inconsistencies. Then desired extensions are
selected as preferred ones according to the criterion that incoherences in a pre-
ferred extension should be minimal. With this approach, we manage to overcome
all contradictions in default theories.

The rest of the paper is structured as follows. In Section 2, we briefly re-
view preferential four-valued logic. In Section 3 we represent our system. Some
properties of it are also investigated here. We conclude the paper in Section 4.

2 Preferential Four-Valued Logic

To reason paraconsistently, Belnap’s four-valued logic [7] consists of four truth
values: FOUR = {t, f, �, ⊥}(also written as (1, 0), (0, 1), (1, 1), (0, 0) respec-
tively). Intuitively, they represent true, false, inconsistent and in lack of informa-
tion respectively. Connectives in classical logic are defined in FOUR as follows:
¬(x, y) def= (y, x), (x1, y1) ∧ (x2, y2)

def= (x1 ∧ x1, y1 ∨ y2), (x1, y1) ∨ (x2, y2)
def=

(x1 ∨ y1, y1 ∧ y2), (x1, y1) → (x2, y2)
def= ¬(x1, y1) ∨ (x2, y2).

A four-valued valuation is a function that assigns a truth value from FOUR
to each atomic formula. Any valuation can be extended to complex formulas in
the canonical manner. A valuation is a model of S if, for each formula ψ ∈ S,
v(ψ) ∈ {t, �}. Let S be a set of formulas and φ a formula. We say S entails φ in
FOUR, namely S |=4 φ, if for each model M of S, M(φ) ∈ {t, �}.

Although |=4 has some nice properties, it is too cautious to reason with it. To
enhance its reasoning capability, it is natural to reduce the number of considered
models when drawing conclusions according to some criteria, one of which is the
concerned models should be most classical [6].

Definition 2. Let M and N be both four-valued models of the set of formulas S.
M is more classical than N , denoted M ≤c N , if for any formula φ, M(φ) = �
or M(φ) = ⊥ implies N(φ) = � or M(φ) = ⊥. M is a most classical model of
S if S has no model more classical than M .
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Let S be a set of formulas. S most classically entails α, denoted S |=4
mc α, if for

each most classical model M of S, M(α) ≥t t. Just as expected, each finite set of
formulas has at least one most consistent four-valued model, thus we can always
get useful information from finite set of formulas. Moreover, as to a consistent
set of formulas, |= and |=4

mc are identical [6].
Because of the nice properties of |=4

mc, it is chosen as the underlying logic
of our system to overcome inconsistencies. For simplicity, define Cn4

mc(S) =
{α|S |=4

mc α}. Note that Cn4
mc is nonmonotinic due to the preferences in four-

valued models.

3 Extensions Based on Four-Valued Logic

In Reiter’s default logic, default extension only records what can be believed,
whereas in the new system, to identify incoherences, the formulas used as jus-
tifications have to be recorded as well. Thus newly defined extension is of the
form (E, J), in which E represents what should be believed and J is the set of
the formulas used as justifications. Unlike Reiter’s default logic, there may exist
incoherences between E and J , i.e. ¬E ∩ J �= ∅.

The fact that preferential four-valued logic is nonmonotonic makes our sys-
tem different with Reiter’s default logic in the following two aspects. First, the
application of an applicable default may invalidate the prerequisite of a used
default and, just like incoherence, cause the nonexistence of extension. To avoid
this, in the new system the prerequisites of used defaults has to be recorded as
well. Second, in Reiter’s default logic, the revised belief set is minimal subject to
the three conditions in Definition 1. But in the new system the cardinalities of
belief sets should not be compared directly. Instead we make sure the number of
used defaults to be minimal subject to that applicable defaults should be used.

For the above two reasons, we choose the set of used defaults as the operand
and result of belief revision operator. For convenience, write Cn4

mc(W ∪Pre(S)∪
Con(S)) as In(S) in a default theory T = (D, W ), where S ⊆ D.

Definition 3. Let T = (D, W ) be a default theory. A default α:β
γ ∈ D is appli-

cable to S′ ⊆ D w.r.t. S ⊆ D in T if α ∈ In(SS) for some SS ⊆ S′, ¬β �∈ In(S)
or Just(S) contains a formula equivalent to β.

3.1 Alternative Extension

Definition 4. Let T = (D, W ) be a default theory and B ⊆ D a set of defaults.
Γ (B) is the least set of defaults B′ such that

– (Cond 1) B′ ⊆ D.
– (Cond 2) If α:β

γ ∈ D is applicable to B′ w.r.t. B in T , then α:β
γ ∈ B′.

If B = Γ (B), then (In(B), Just(B)) is an alternative extension of T generated
by B.

We may prove Γ is well defined just as in [1].
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Theorem 1. If (E, J) is an alternative extension of default theory T , then
GD(E, J, T ) = {α:β

γ ∈ D|α ∈ E, β ∈ J} is the fixpoint of Γ generating (E, J).

For the above reason, we call GD(E, J, T ) the the set of generating default for
(E, J) w.r.t. T . Just as we stated, the sizes of alternative extensions is defined
by the cardinalities of the sets of used defaults. Thus we have

Definition 5. Let (E1, J1) and (E2, J2) be alternative extensions of default the-
ory T . If GD(E1, J1, T ) ⊆ GD(E2, J2, T ), then (E1, J1) is smaller than (E2, J2),
denoted (E1, J1) ≤ (E2, J2). If (E1, J1) ≤ (E2, J2) and (E1, J1) �= (E2, J2), then
(E1, J1) is strictly smaller than (E2, J2), denoted (E1, J1) < (E2, J2).

The following theorem makes alternative extension more intuitive.

Theorem 2. Let T = (D, W ) be a default theory. For the sets of formulas E
and J , define G0 = ∅, and for i ≥ 0

Gi+1 = {δ|δ =
α : β

γ
∈ D is applicable to

i⋃

k=0

Gk w.r.t. GD(E, J, T )}

Then (E, J) is an alternative extension of T iff E = In(
⋃

i Gi) and J =
Just(

⋃

i Gi).

Minimality does not hold as to alternative extension.

Theorem 3. If (Ek, Jk) are alternative extensions of default theory T = (D, W )
for k = 1, 2, · · ·, then T has the least alternative extension (E, J) larger than
(Ek, Jk) for each k such that E = In(

⋃

i Gi) and J = Just(
⋃

i Gi), where G0 =
⋃

k GD(Ek, Jk, T ), and for i ≥ 0

Gi+1 = {δ|δ =
α : β

γ
∈ D is applicable to

i⋃

k=0

Gk w.r.t.
i⋃

k=0

Gk}

The above theorem indicates that all the alternative extensions of a default
theory comprise a complete upper semilattice w.r.t. ≤.

3.2 The Existence of Alternative Extension

Since the applicable subsequent defaults can not invalidate justifications of the
prior defaults. Thus we immediately have Lemma 1 and Theorem 4.

Lemma 1. For default theory (D, W ), if D1 ⊆ D2 ⊆ D, then Γ (D1) ⊆ Γ (D2).

Theorem 4 (Semimonotonicity). If T = (D, W ) and T ′ = (D′, W ) are two
default theories, where D ⊆ D′, and (E, J) is an alternative extension of T , then
T ′ has an alternative extension (E′, J ′) such that (E, J) ≤ (E′, J ′).

From the semimonotonicity of alternative extension(or directly from Lemma 1),
we have the existence of alternative extension.
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Theorem 5. Each default theory has at least one alternative extension.

Thus all the inconsistencies and incoherences can be resolved with alternative
extension, as shown in the following two examples.

Example 1. Consider default theory T = (D, W ), where D = {C:D
D } and W =

{A, ¬A, B, B → C}. Since W is inconsistent, T has only a trivial default exten-
sion Contrarily, The new Γ has {C:D

D } as its fixpoint. Thus T has a nontrivial
alternative extension (Cn4

mc({A, ¬A, B, B → C, C, D}), {D}).

Example 2. Consider default theory ({ :B
¬A}, {A}), ({ :B

C , :D
¬C }, ∅), and ({ :¬B

A },
{A → B}). It can be verified that they have no default extension. But they
do have (Cn4

mc({A, ¬A}), {B}), (Cn4
mc({C, ¬C}), {B, D}), and (Cn4

mc({A, A →
B}), {¬B}) as their alternative extensions, in which the third has an incoherence
¬B.

3.3 Preferred Extension

It is of course too credulous to permit incoherences in an extension. As the
following example shows, since justification conflicts are permitted, some coun-
terintuitive alternative extensions arise.

Example 3. Consider default theory ({ :¬A
B }, {A}). According to the definition

of alternative extension, it has two alternative extensions (Cn4
mc({A}), ∅) and

(Cn4
mc({A, B}), {¬A}), in which the latter is counterintuitive because it has an

incoherence ¬A which is unnecessary.

Inspired by the trick in preferential four-valued logic that conflicts in a belief set
should be minimal, we try to exclude those counterintuitive alternative exten-
sions according to the criterion that incoherences in a “good” extension should
be minimal, i.e. an extension has incoherences when it has to.

Definition 6. Let T be a default theory. An alternative extension (E∗, J∗) of
T is a preferred extension of T if ¬E∗ ∩ J∗ is minimal in {¬E ∩ J |(E, J) is an
alternative extension of T }.

Let us continue Example 3. Since ¬Cn4
mc({A})∩∅ = ∅, ¬Cn4

mc({A, B})∩{¬A} =
{¬A}, the former is a preferred extension of the given default theory, which is
identical with Reiter’s default logic.

Theorem 6 (Existence of Preferred Extension). Each finite default theory
has at least one preferred extension.

By Example 3, we note preferred extensions are identical to default extensions
as to default theories having consistent default extensions.

Theorem 7. E is a consistent default extension of default theory T iff T has a
preferred extension (E, J) such that E ∩ ¬J = ∅.
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Note that semimonotonicity does not hold as to preferred extension from Theo-
rem 7. Also note that minimality does not hold as to preferred extensions either.
See the following example.

Example 4. Consider default theory T = ({ :¬B
¬A }, {A, A → B}). It can be ver-

ified that (E1, J1) = (Cn4
mc({A, A → B}), ∅) and (E2, J2) = (Cn4

mc({A, A →
B, ¬A}), {¬B}) are both preferred extensions of T and (E1, J1) ≤ (E2, J2).

4 Conclusion

Our main contribution in the paper is to provide a default logic that generalizes
Reiter’s default logic and can overcome all contradictions in default theories.
Thus the new system has potential applications in commonsense reasoning in
presence of inconsistencies and incoherences.

Although the new system has some nice properties, it seems more impractical
to reason with it than Reiter’s default logic. In the research, we find that it seems
possible to get the alternative and preferred extensions of a default theory by
computing the default extensions of transformations of the given default theory.
The future work will focus on the issue.
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Abstract. Considering passengers’ travel psychoanalysis, the public
traffic model of optimum route is proposed, which primary goal is mini-
mal transfer times and the second goal is shortest travel time. On the inte-
grated analysis of the space relationship between stations, the public traf-
fic network’s searching model is proposed. Basing on the searching model,
the minimal transfer times problem is solved by translating to the problem
of the shortest route between two stations. The whole shortest route algo-
rithm of the minimal transfer times is issued, which can efficiently solve
the travel project of all the least minimal times between two stations. Fi-
nally, basing on the analysis of public traffic travel time chain, the time
evaluating function is provided to calculate the public traffic travel time.

1 Introduction

The research on the theory of public traffic travel optimum transfer problem in-
cludes the mathematic description of public traffic network and the design of op-
timum route algorithm. In the aspect of public traffic network description, Anez
uses the allelomorph chart to describe the traffic network which can cover public
traffic routes[1]; Choi discusses the method that how to use the GIS techniques
to produce public traffic routes and stop from the geography datum[2]. Huang
Zhengdong researches the relationship between public traffic entity and basic
road network in GIS, which provides the foundation of the mathematic descrip-
tion of public traffic network[3]. In the aspect of optimum route algorithm, some
researchers bring forward the algorithm from different point of view, because the
index of ’optimum’ differs in thousands ways. Considering the characteristics of
public traffic network, Zhang Guowu proposes a kind of several shortest route
algorithm on the basis of popularization of Floyd algorithm[4]; Koncz proposes
the static public traffic network several routes selection algorithm with the least
transfer times as the primary goal and the shortest travel distance as the second
goal[5]; Yang Xinmiao designs the route selection model with the least transfer
times and the shortest travel distance as goals[6].

The passengers’ travel psychoanalysis investigative statistic of correlative lit-
eratures shows that people will consider transfer times, travel time and travel
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distance orderly when they take buses [6]. Therefore, basing on the statistic re-
sult, it is proposed that the public traffic model of optimum route with the least
transfer times as primary goal and the shortest travel time as second goal. On
the integrated analysis of the space relationship between stations, the search-
ing model is proposed. Basing on the searching model, the least transfer times
problem is solved by translating to the problem of the shortest route between
two stations. It also improves classical Dijkstra algorithm when the edge value is
1, which reduces the algorithm’s time complexity. It is designed the prior node
algorithm on the shortest route and the whole shortest route algorithm which
can solve the whole shortest routes between two spots efficiently in O(n2) time
complexity. Finally, basing on the analysis of public traffic travel time chain, the
time evaluating function is provided to calculate the public traffic travel time
and find the best travel project.

2 Public Traffic Network Modeling

Public traffic network includes three entities: bus line, bus stop and bus station
(the station that different buses stop at the same place). We will find less transfer
routes if we only transfer at the bus station when considering transfer problem,
because we neglect one situation that we can walk a short distance during trans-
fer process. So we should put several stops or stations in proper distance which
we may transfer at into one transfer node. According to the analysis above, we
describe the public traffic network searching model as followings:

Definition 1. G = (V, E, wz
i,j) is a simple directional graph endowed with value,

thereinto, V = {vi|1 ≤ i ≤ n} is transfer node’s gather, n is the transfer node’s
number; E = {ej|1 ≤ j ≤ m} is the edge’s gather, m is the edge’s number.
wz

i,j is the value of edge,wz
i,j represents that they are nonstop or not between

two nodes, wz
i,j = 1 when two nodes are nonstop, otherwise the value is 0. The

shortest route in graph G is the route which wz
i,j ’s value is the smallest between

two nodes.

3 Searching Algorithm

3.1 The Improved Dijsktra Algorithm with Edge Value Is One

The step of the algorithm is as follow:
(1) set d(v0) = 0, d(vi) = ∞ (i = 1, 2n), K = 0, S = {v0}, S0 = {v0};
(2) The Kth step, SK+1 = NextSK

⋂
S̄, d(vi) = K + 1(i ∈ SK+1), S =

S
⋃

SK+1;
(3) If |S| = |V (G)| or vd ∈ S, the algorithm end; otherwise, K = K + 1, turn

to step (2).
When the algorithm has been executed K times, we have that SK = {vi|d(i) =

K} and S = {vi|d(i) ≤ K}. v0 represents the beginning node; vd represents the
ending node; vi represents one node in graph G; NextSK represents all the
subsequence nodes of nodes in node gather SK .
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Algorithm analysis: The basal step of the algorithm is step (2). It can gather
the node into S by level sequence. Every time the new joint nodes are the
subsequence of the nodes which joint S last time. It equally use the BFS to
search in graph G until the terminal node has jointed gather S. If graph G is
stored by neighboring table, according to the knowledge of data structure, the
time complexity of the algorithm is O(n + e). In graph G, n is the number of
nodes and e is the number of edges.

3.2 The Prior-Node Algorithm

Theorem 1. In graph G which value of edges are all positive number, the short-
est route between two points must be shorter or call even than the shortest route
between them in graph G′ which is the sub-graph of graph G. According to the
knowledge of graph theory, it is apparently right.

Thought of the algorithm: According to Theorem 1, the shortest route be-
tween vo and vi we find in G′ must be shorter or equal than the shortest route
between them in graph G. If the length of the two route is equal, then the route
we find in G′ is also the shortest route between vo and vi in graph G and we can
use this route to find another prior node of vi.We repeat the operation above
until there is no new prior node of vi. The step of the prior-node algorithm is as
follow:

Dijkstra(G, vo, vi, P ); K = dist(P );
v1

Prev(vi) = PrevNode(P, vi);
PrevList(vi) = v1

Prev(vi);
for(j = 1; j < m; j + +)
{

G = G − e(vj
Prev(vi)

, vi); Dijkstra(G, vo, vi, P ); if(dist(P ) > K)break;

else {vj+1
Prev(vi)

=PrevNode(P, vi); PrevList(vi)=PrevList(vi)
⋃

vj+1
Prev(vi)

; }
}

Algorithm analysis: The time complexity of the circulation in the algorithm
is O(n + e) and it need to be executed m times. m is the in-degree of node
(Generally speaking m is much smaller than e. In the worst condition m is equal
to e). Therefore the time complexity of the algorithm is O(e(n+ e)) in the worst
condition.

3.3 All-Shortest-Route Algorithm

Theorem 2. In graph G which edge value is positive number, if P (i) is the
shortest route between v1 and vi, and vj ∈ P (i), then P (j)is the shortest route
between v1 and vj.

Proof. Reduction to absurdity. If P (j) isn’t the shortest v1 between and vj , then
there is a shortest route between them, suppose it’s P ′(j). Obviously d′(j) <
d(j). So d′(i) = d′(j) + d(j, i) < d(i) = d(j) + d(j, i). It’s contradict that P (i) is
the shortest route.
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Thought of the algorithm: According to theorem 2, we find that each node we
find in the shortest route, the route between it and the starting node is also the
shortest route between them. All this routes are in the shortest route between the
starting node and the ending node. We use the linear-table PrevList(vi) to store
the prior node of vi. There are two portions in PrevList(vi), named Nodename
and PrevNodePoint. They represent the name of node and the pointer point its
own linear-table. The algorithm steps are as follow:

(1) Input the starting node v0 and the ending node vd, initialize the root of
the shortest routing tree, PrevList(vd)=NULL; NodeName=vd; PrevList(vd)=
PrevNodePoint.

(2) We use the prior node algorithm to find all the prior nodes of vi in the
shortest route and then put them into the linear-table PrevList(vi) in turn (We
start the step with vd). So we can find all the child-node of vi in the shortest
route tree.

(3) We use the nodes which is stored in PrevList(vi) as the father nodes and
find their prior nodes by prior-node algorithm. Then we store them into their
own linear-table.

(4) Repeat step (2)and step (3),until PrevList(vi)=v0. According to the Pre-
vNodePoint of each node, we can build a shortest route tree. It can help us to
find a shortest route by tracing the root tree from leaf node to the root node.

Algorithm analysis: The all-shortest-route algorithm is basing on the prior
node algorithm. Each time we find a prior node, we need execute Dijkstra algo-
rithm one time. There are e number edges in graph G. So, in the worst condition,
all the edges in graph G are in the shortest route. Therefore the algorithm time
complexity is O(e(n + e)), equaling to O(n2).

4 The Time Evaluating Function

In the whole passengers travel process, the total travel time TK include the
time walking to station, the time leaving station, the time waiting in station,
the time on bus and the transfer time between different lines. We define the
whole time make up of all the time above as a passengers travel time-line. Every
passenger travel on a bus contains a whole travel time-line. The different part of
the travel time-line has it own different proportion value. Therefore TK isn’t that
we plus different time part easily. Using the proportion value of different time
part, we can actually analysis the different choosing action that the passenger
will have when they meet different condition in their travel process. We describe
the total travel time TK as follow:

TK = Ww · T w
K + Wa · T a

K + Wi · TKi + n · Wt · T s
K (1)

In the equation (1), T w
K is the walking time which contains walking to station

time and leaving station time; T a
K is the time waiting on the starting station; T i

K

is the time spending on the bus; T s
K is the transfer time which contains transfer
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waiting time and transfer walking time; n is the transfer times; Ww, Wa, Wi,
Wt are the proportion value of different time part.

The walking time is related with walking distance Dw
K and walking speed Vw;

the waiting on the station time is related with the frequency of the bus sending;
the time spending on bus is deciding by the distance of the bus line Di

K the
speed of the bus Vi and the time waiting on the journey T s

K . The transfer time
is related with the distance of different transfer station Dt

K and the time T a
K we

wait on the station that we have transferred to. Therefore, we can describe the
travel time as follow:

TK =
Ww · fw · Dw

K

Vw
+

Wa · fa

F
+ Wi · (Di

K

Vi
+ T s

K) + n · Wt · (fw · Dt
K

Vw
+

fa

F
) (2)

In the equation (2), fw is the no-beeline-coefficient of the route which we walked;
fa is the modify-parameter of the waiting time. The literature[7] gives the advice
parameter value. We give a Time Evaluating Function to calculate the travel
time. But when we calculate the travel time, we need specifically public traffic
data of different city.

5 Experiment

Taking Dalian public traffic data as an example: there are 89 bus lines and
376 stations with different names. Through producing the transfer nodes by
congregating the bus stations, there are 314 bus stations left. We calculate the
whole bus taking projects among 314 stations above by the algorithm which takes
5 minutes on P4 computer. It need to be executed N = 314∗(314−1)/2 = 49141
times. The results are represented at table 1:

Table 1. Result of the algorithm executes with Dalian public traffic data

Transfer Time Nonstop One Time Transfer Twice Transfer More than Twice

Result 3636 26418 18473 614
Proportion 7.4% 53.76% 37.59% 1.25%

Through the result above, we can calculate the average transfer times of Dalian
public traffic, and the result is n = 1 ∗ 53.76% + 2 ∗ 37.59% = 1.2894 times. The
calculate result 1.2894 is closed to 1.2 which is the data Dalian public traffic
average transfer times according to a related reference[8]. In the same time, in
all the bus taking projects that the algorithm finds the one time transfer and
the two times transfer are in a high proportion. The projects that we need to
transfer more than two times is only taking 1.25%. It is also same with the reality
condition. We can give conclusions through the experimentation as follow:

(1) The public traffic network modeling method that we bring forward in this
paper can reflect the reality transfer condition of the public traffic network.
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(2) The searching model and the searching algorithm can calculate efficiency
bus taking project in a certain time and it can also find several transfer projects
between two stations.

6 Conclusions

In the aspect of solving the minimal transfer times, the problem is solved by
translating it to the shortest route problem between two stations basing on the
searching model. It also improves classical Dijkstra algorithm when the edge
value is 1, which reduces the algorithm’s time complexity. It is designed the
prior node algorithm on the shortest route and the whole shortest route algo-
rithm which can solve the whole shortest routes between two spots efficiently in
O(n2) time complexity. In the aspect of transfer time calculating, basing on the
analysis of public traffic travel time chain, the time evaluating function is pro-
vided to calculate the public traffic travel time. Finally, through the experiment,
it is proved that the modeling project and the searching algorithm are feasible.
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Abstract. The emergency knowledge transferred is a special product which 
consists of knowledge pieces that can be reorganized according to requirements 
of various decision-making scenarios. Using typed-category theory we propose 
a new knowledge representation method for combining indispensable semantic 
information into a new categorical knowledge structure, knowledge piece 
category. The knowledge pieces are micro-ontologies enabling enhanced 
relationships among concepts in micro-view. Finally, we use knowledge 
matching to illuminate the application of knowledge pieces.  

Keywords: Emergency Decision-Making Support; Typed-Category Theory; 
Knowledge Piece; Knowledge Matching. 

1   Introduction 

Quick and effective decision-making is crucial in emergency responses [1]. The speed 
and quality of acquiring knowledge is one of the main factors involved in effective 
decision-making. Knowledge management among emergency departments composes 
an agile knowledge supply chain (AKSC) [2]. In AKSC, distributed knowledge must 
be reorganized according to various pending problems. 

Category theory is a relatively young branch of mathematics designed to describe 
various structural concepts from different mathematical fields in a uniform way [3], as 
pointed out by Hoare [4], “Category theory is quite the most general and abstract 
branch of pure mathematics”. The application of category theory has been developed 
with the improvement of computer science since 1980. Category theory application 
reached a new milepost with the publication of “Categories and Computer Science” 
written by Walters in 1991. Category theory is the foundation of computer science 
typically in the fields of computer programming [5], software engineering [6], 
semantics [7], and artificial intelligence [8]. Recently, some researchers have been 
associating knowledge management with category theory. For example, category 
theory has been introduced into object-oriented domain models [9], semantic network 
[10] and ontology [11]. In the last five years, category theory has also been introduced 
in the field of knowledge engineering, especially in ontology engineering, in ontology 
merging with pushout [12], the IFF category theory (meta) ontology [13], the 
geometry of knowledge with category [14], meta-ontology [15], the representation of 
complex data structures using ontologies in the semantic web [16], ontological 
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methodology of domain analysis in [17], ACO (structure of meta ontology) [18], 
mathematic base for ontology structure [19] and knowledge representation [20].  

The main contributions of a seminal paper written by Ruqian Lu [21] are the 
combination of category theory and knowledge science. Category theory is introduced 
in knowledge science as a mathematical foundation. This improved category theory 
provides abstract knowledge representation and processing. Compared to traditional 
category theory, in typed pseudo-category all morphisms have types, and the 
composition of morphisms is not necessarily a morphism.  

Knowledge pieces are special outputs of knowledge representation that have 
structure, character and granularity. Generally knowledge pieces are a kind of 
structural knowledge representation from a micro- view. At first we have no 
knowledge, then gradually acquire pieces of knowledge by observing data, and 
eventually acquire complete knowledge for solving problems. Knowledge pieces can 
be acquired, delivered, created and produced. 

The goal of this paper is to research the expanded definitions of types and 
composition rules of typed category theory in a micro-view and also the approach of 
the application of structural knowledge representation and knowledge matching. 

2   Emergency Knowledge Piece – Categorical View 

This section gives detailed definitions and characteristics of a knowledge piece 
category (KP category) and some relevant explanations in knowledge processing. 

Definition 1. A KP category is a Typed Category K = (O, M, T, R) which consists of a 
class of objects O; a class of morphisms M; a class of morphism types T; and a class 
of composition rules R, defined as follows. 

1. },,|),,({ TtObatbaMM ∈∈= is the set of morphisms on the objects, each 

morphism f can be written as 

baf t⎯→⎯:  or ( )baft , , ),,( TtOba ∈∈ , (1) 

which a is the domain of f, b the codomain of f, t the type of f, respectively written as 
dom ( f ), cod ( f ) and typ ( f ). Morphisms between two objects form a morphism set. 

2. For each object a, an identity morphism has domain a and codomain a, Written 
as IDa. 

3. For each type Tt ∈ , t = (sou, tar, val) is a triple, which sou is the restriction of 
this type of morphism’s domain; tar is the restriction of this type of morphism’s 
codomain; val is the value of type.  

The triple can determine a unique type of morphism. 
4. For each pair types t and s, there may have a rule in R while t.tar = s.sou or 

s.sou is the subobject (subclass) of t.tar. denoted as 

str ×= , (r.sou = t.sou, r.tar = s.tar). (2) 

5. For each pair of morphisms ft (a, b) and gs (b, c), dom (g) = cod (f)), there exists a 
composition morphism 

cafg r
ts ⎯→⎯:o , ( str ×= ), (3) 
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when there is a composition rule r =comb (t, s) in R. 
6. And for each morphism ft (a, b), there are the identity compositions. 

fIDf a =o , ffIDb =o . (4) 

Type of each identity morphism is unit type, written as uT. 
7. For each set of morphisms ft (a, b), gs (b, c) and hs (c, d), associativity of them is 

tsrtsr fghfgh oooo )()( = , (5) 

The following explanation gives definitions used in structural knowledge 
representation. Object class O represents concepts in a certain domain, morphism 
class M the relationships among O; morphism type class T the restrictions on M; 
composition rule class R the relationship compositions of M.  

In brief, the concept set O with defined typed relationships M constitute the 
intension of knowledge piece, its structure; and the subset of types T and subset of 
composition rules R form the extension of knowledge piece. In categorical view, 
knowledge piece relate to another special category which take types of morphisms as 
objects. 

Definition 2. A KP category K is a discrete category if all the morphisms are 
identities. 

Actually, the knowledge matching based on keywords belongs to a kind of 
matching between discrete categories. 

Definition 3. A KP category K is a connected category if there is one morphism at 
least for each pair of objects. In fact, if we get a knowledge piece with the character of 
connected category, we can obtain sufficient semantic information from the 
composition rules R. 

Definition 4. A KP category K = (O, M, T, R) is a subcategory of K’ = (O’, M’, T’, 
R’): For each object o in O, 'oo ⊆ (o is the subclass of o’ or they are equal); 

'MM ⊆ (M is the subset of M’ on O); 'RR ⊆ (R is the subset of R’ on T). 

Definition 5. A KP category K is a full subcategory of K’ if a selection of objects on 
K’ together with all the morphisms between them. 

In knowledge processing, being subcategory means extracting partial structure and 
semantic information of another category without distortion. 

Definition 6. For each morphism ft (a, b), there is an inverse gs (b, a) if 

ats IDbafabg =),(),( o and 
bst IDabgbaf =),(),( o  

where Rust T ⊆=× )( . 
(6) 

Inverse of ft (a, b) is denoted as 

),(11 abf t −− . (7) 

A morphism can have at most one inverse. 
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Definition 7. For each morphism ft (a, b), if it has an inverse, the morphism is said to 
be isomorphism, and then a and b are said to be isomorphic. 

Definition 8. K = (O, M, T, R) is a KP category. Its opposite category KOP = (O, MOP, 
TOP, ROP) is defined as  

1. The object class O of K is same as that of KOP. 
2. For each morphism ft (a, b) in M, there is only one inverse in MOP. 
3. For each type of t = (sou, tar, val) in T, there is only one antonymous type 

),,( 11 −− = valsoutart in T-1. (8) 

4. For each rule r =comb (t, s) in R, there is also a converse rule a type r -1 =comb 
(t-1, s-1) t in ROP. 

The inverses of morphisms usually mean passivity or antonym. 

Definition 9. Given two categories, K1 = (O1, M1, T1, R1) and K2, (O2, M2, T2, R2), a 
functor F: K1 →K2 maps each morphism of K1 onto a morphism of K2. Functor F is 
defined as follows. 

1. F is a homomorphism from M1 to M2. 
2. F associates each type t in T1 with a type Ft in T2. 
3. R associates each rule r in R1 with a rule Fr in R2. 

F preserves identities. i.e. if IDx is a identity morphism in K1, then F(IDx) is a identity 
morphism in K2. 

F also preserves compositions. i.e. 

)()()( gFfFgfF oo = . (9) 

The matching in knowledge science is implemented using the matching between 
two knowledge pieces. Knowledge matching is the basal work of intelligent 
information retrieval, ontology construction and knowledge acquisition. 

A matching between two KP can be achieved not only by keywords, but also by 
their semantic information and categorical structure. Because semantic information is 
correspondingly sufficiency in a local KP category, a knowledge matching includes 
meanings of concepts, types of relationships, rules of compositions, and structures of 
category. Following this approach, we can abstract a structure away from the contents 
of information.  

Category theory creates relationships among categories using functors. However it 
is impossible to map each object and morphism between two KP categories. In the 
processing of knowledge matching, we are interested in the overlap of two KP 
categories, the degree of their overlapping and the methods of this overlapping. To 
achieve the matching purpose, we introduce an unusual concept Greatest Common 
Subcategory (GCS). If we got the GCS of two categories, we would have obtained the 
genuine quantitative value of KP category similarity. Therefore we have the definition 
of GCS in typed category theory as follows: 

Definition 10. Given two KP categories, K1 = (O1, M1, T1, R1) and K2 = (O2, M2, T2, 
R2), the common subcategory K12 = (O12, M12, T12, R12) is defined as follows: 
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1. O12 is the sub-object class, denoted as 

}',')(|{ 21212,1 OOOOOOooO IUI ⊂∈=  (10) 

where O’ is special object class; for each object a, '1 OOa I∈ , there exists at least 

one morphism ft (a, b), '2 OOb I∈ , which is a inherited relationship. 

The size of O12 depends on the precision required through their inherited 
relationships in concept hierarchy. More specific concepts in concept hierarchy used 
means more precise, but lower knowledge matching value. Therefore the precision 
also needs to adjust the degree of concept abstraction. 

2. M12 is the subset of intersection between M1 and M2 with the limitation of its 
types and objects, denoted as 

})()()()(|{ 212121 OOfcodOOfdomMMtypftypf III ⊆∧⊆∧⊆ . (11) 

M12 induces the identity morphisms for each object in O12, i.e. it may have a 
discrete subcategory in K12. If all morphisms in K12 are identity morphisms, the KP 
matching should be keywords matching. 

3. T12 is the subset of the
21 TT U . 

4. R12 is the subset of the
21 RR U . 

Satisfying the largest sizes of classes and morphisms, the common subcategory is a 
greatest common subcategory (GCS).  

 

Fig. 1. Processing of Knowledge Matching 

Figure 1 shows the processing of matching quantification. Firstly the concepts in 
these two KP are compared not only by their equivalences but also inherited 
relationships i.e. including concept combination; secondly morphisms are compared 
for acquiring same types of relationships, thirdly, statements are sorted and pared 
through the composition rules, and finally GCS is extracted which can be a criterion 
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to quantize knowledge matching. Such matching can be achieved between emergency 
knowledge pieces of demand and supply, and also among the homologous sources. 

3   Conclusion and Future Work 

Based on typed category theory proposed by Ruqian Lu in 2005, we presented a new 
approach of knowledge representation through a micro-view of categorical knowledge 
structure, knowledge pieces. Categorical knowledge pieces are proved to facilitate 
emergency knowledge reorganization according to requirements of various decision-
making scenarios. In the narrow sense, a knowledge piece is a special micro-ontology 
with relevant sufficient relationships among concepts. First we gave knowledge piece a 
formal definition in a categorical view in this paper. And then we applied this approach 
in knowledge similarity matching through the greatest common subcategory. 
Knowledge matching is a basic work in the fields of emergency ontology construction 
and emergency knowledge reorganization.  

The research in this paper is basic for emergency knowledge management based on 
category theory. Future study will interest in knowledge reasoning on the categorical 
structure using categorical constructs, like pushout and colimit to reorganize 
emergency knowledge for support-making.  
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Abstract. Temporal knowledge representation and identification are crucial in 
many application areas, such as Semantic Web, knowledge sharing and reusing, 
and natural language processing. Building time ontologies has been viewed as a 
promising means to solve this task. However, practical time ontology is closely 
related with specific nations and cultures, though they may share a common 
part. In this paper, we present a Chinese time ontology for web services and 
knowledge systems which involve Chinese temporal entities and temporal 
properties. First we define a core component called the base time ontology. 
Upon this base time ontology, we build the other part of the Chinese time 
ontology, which includes temporal measurement and representation in Chinese 
specific ways, and transformation between temporal entities in the Chinese time 
ontology and the DAML time ontology. We argue that the base time ontology is 
not only a basic and integral part of the Chinese time ontology, but also a base 
for constructing other time ontologies as well. 

Keywords: Time ontology, semantic web, Chinese time ontology, temporal 
representation, temporal transformation. 

1   Introduction 

Representation and reasoning about time plays an important role in many application 
areas such as the Semantic Web, knowledge sharing and reusing, and natural 
language processing including information retrieval, information extraction, question 
answering, and machine translation. A time ontology, whether formal or informal, or 
whether explicit or implicit, is demanded to realize the Semantic Web, which aims to 
provide automated web services based on descriptions of the content and capabilities 
of Web resources. Currently, much effort has been paid on building explicit time 
ontologies, such as the DAML Time Ontology [1-4], KSL-time [5], time of DAML-S 
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[6], the TimeML Specification [7], the temporal portion of Teknowledge’s IEEE 
Standard Upper Ontology [8], Kestrel [9], and Time and Dates of Cycorp’s 
knowledge base [10]. 

In the history, Chinese people had their own ways of representing temporal 
entities. The current Chinese calendar uses both the Gregorian calendar and the 
traditional Chinese calendar. The former is a kind of solar calendar, and is used 
almost everywhere in the world, while the latter is a type of lunisolar calendar, and is 
mainly used in Chinese societies.  

In building time ontologies, our observation indicates that time ontologies are closely 
related with specific nations or cultures, though they may share a common part. This is 
true if nations, e.g. the Chinese nation, have a long history. For example, in our work on 
agricultural knowledge acquisition and analysis [11], we found that ancient Chinese 
farmers used a timing system for farming (e.g. what crops and animals were planted and 
raised during what time?). Although no one exactly knows when the timing system was 
created, it is still one of the dominant timing systems in Chinese societies. 

Present time ontologies such as the DAML time ontology have two shortcomings: 
(1) they do not consider calendars’ affect on the time ontology. Since calendars are 
the basis of computing durations of time units and their relationships, and people 
build different methods of time counting and temporal representation on the 
foundation of different calendars. (2) They do not analyze special temporal 
representations, which are concerned with a country’s culture or history.  

In this paper, we present the Chinese time ontology (CTO) based on the current 
Chinese calendars: the Gregorian calendar and the traditional Chinese calendar. The 
ontology is intended for web services and knowledge systems, which involve Chinese 
temporal entities and temporal properties. We build our CTO in two steps. First, we 
build a core component, called the base time ontology, based on Gregorian calendar. 
Second, upon this base ontology, we develop the other part of CTO, which includes 
temporal measurement and representation in Chinese idiosyncratic ways, and 
transformation between temporal entities in CTO and the DAML time ontology. We 
will also argue that the base time ontology is not only a basic and integral part of the 
Chinese time ontology, but also a base for constructing other time ontologies. 

The rest of this paper is organized as follows. Section 2 presents the base time 
ontology. Section 3 introduces temporal measurement and representation of CTO, and 
the conversion between temporal entities in the CTO and the DAML time ontology. 
Section 4 summaries the paper. 

2   A Base Time Ontology 

In this section we introduce the base time ontology. The ontology consists of 
topological temporal relations, clocks and calendars, which refers to the DAML time 
ontology [1-3], and Vila’s work [12]. Here, we choose the Gregorian calendar as the 
foundation for the base time ontology, since we aim to develop the base time ontology 
as a common ontology for different time ontologies. Temporal primitives are instants 
and intervals, because the instant- and period-based time theory is more natural and 
intuitive, and can describe temporal knowledge more conveniently than a pure 
instant- or period-based time theory [12,13]. Axioms below give temporal relations, 
clocks and calendars. 
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1. Predicates instant(t) and interval(T) means that t and T are an instant and interval, 
respectively. Predicate temporal-entity(x) is to represent that x is a temporal 
entity. 
a) ∀t (instant(t)→temporal-entity(t)) 
b) ∀T (interval(T)→temporal-entity(T)) 
c) ∀x (temporal-entity(x)→ instant(x)∨interval(x)) 

2. There is a before relation on instants, which is irreflexive, asymmetric, transitive 
and linear. Predicate before(t1,t2) indicates that t1 is before t2.   
a) ∀t1 (¬before(t1,t1)) 
b) ∀t1 ∀t2 (before(t1,t2)→¬before(t2,t1)) 
c) ∀t1 ∀t2 ∀t3 (before(t1,t2)∧before(t2,t3)→before(t1,t3)) 
d) ∀t1 ∀t2 (before(t1,t2)∨before(t2,t1)∨(t1=t2)) 

3. startFn(T) and endFn(T) are two functions, representing the starting and ending 
instants of T, respectively. Axioms c) and d) say that there exist exactly a starting 
instant and an ending instant for each interval.  
a) ∀T ∀t ((startFn(T)=t)→interval(T)∧instant(t)) 
b) ∀T ∀t ((endFn(T)=t)→ interval(T)∧instant(t)) 
c) ∀T ∀t1 ∀t2 ((startFn(T)=t1)∧(startFn(T)=t2)→t1=t2) 
d) ∀T ∀t1 ∀t2 ((endFn(T)=t1)∧(endFn(T)=t2)→t1=t2) 
e) ∀T ∀t1 ∀t2 ((startFn(T)=t1)∧(endFn(T)=t2)→before(t1,t2)) 

4. Predicate inside(t,T) denotes that t is an instant within T.  

inside(t,T) ↔ (t=startFn(T) )∨( t=endFn(T) )∨ 
(before(startFn(T), t)∧before(t, endFn(T))) 

5. Temporal relations between intervals can be classified into 7 types of relations. 
a) precedes(T1,T2)↔before(endFn(T1), startFn(T2)) 
b) meets(T1,T2)↔endFn(T1)=startFn(T2) 
c) overlaps(T1,T2)↔before(startFn(T2),endFn(T1))∧before(startFn(T1),startFn(T2)) 

∧before(endFn(T1), endFn (T2)) 
d) starts(T1,T2)↔(startFn(T1)=startFn(T2))∧before(endFn(T1), endFn(T2)) 
e) during(T1,T2)↔before(startFn(T2), startFn(T1))∧before(endFn(T1),endFn(T2)) 
f) finishes(T1,T2) ↔(endFn(T1)=endFn(T2))∧before(startFn(T1), startFn(T2)) 
g) equal(T1,T2)↔(startFn(T1)=startFn(T2))∧(endFn(T1)=endFn(T2)) 

6. durationFn(T, u) is the amount of time within T as measured in unit u, and 
TemporalUnit(U) shows that U is a temporal unit as a duration. 

a) durationFn(T, u)→Interval(T)∧TemporalUnit(u) 
7. The Gregorian calendar uses a tropical year as the basic cycle. Astronomically, a 

year, month and day in the calendar is a solar year, solar month and solar day. For 
a solar year y, a solar month m and a solar day d, we have 
a) startFn(y)=0:00am on the solar day when T happens, where T means the 

event that the sun returns to the vernal equinox 
b) endFn(a solar year)=12:00pm on the solar day before the solar day on 

which the sun returns to the vernal equinox next time 
c) durationFn(y, d)=365.2422 
d) durationFn(T, y)×12=durationFn(T, m)) 
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3   Chinese Time Ontology 

Our main task in developing the Chinese time ontology is to define instants, intervals 
and their interpretations in the traditional Chinese calendar. Whether a time is an 
instant or interval is generally a pragmatic question. For example, we could consider 
the date January 1, 2007 as an instant, and say that an event occurs on that day; or we 
could consider the date as an interval, and say that an event occurs during that day.  

In the traditional Chinese timing system, there are nine principal time units: 
huajia(花甲), ji(纪), lunar year, quarter, lunar month, xun(旬), lunar day, shichen(时
辰), and geng(更). A timing unit u as a calendar interval has its starting and ending 
instants, while as a duration it can be any interval whose length is durationFn(u). It is 
pointed out that a day in the traditional Chinese calendar is also a solar day, but the 
day differs from a day in the Gregorian calendar in starting and ending instants. So we 
use a lunar day for a day in the traditional Chinese calendar.  

a) startFn(a solar day)=0:00am 
b) startFn(a lunar day)=11:00pm on a solar day before the solar day. 

3.1   Representation and Transformation of Lunar Years 

This subsection will introduce three representing systems for lunar years: the Stem-
Branch System, the Twelve Animals Zodiac and Terrestrial Branch System, and the 
Emperor’s Title and Reign Title system. The first system combines ten sequential 
celestial stems with twelve sequential terrestrial branches as shown in Table 1. (1) 
The sixty stem-branch combinations of celestial stems and terrestrial branches 
constitute a cycle of 60 lunar years, starting from Jiazi (a combination of Jia(甲) and 
Zi(子)) and ending on Guihai. Each combination actually denotes a class of lunar 
years. For example, A.D.2007 and 2067 are instances of Dinghai. (2) The Animals 
Zodiac and Terrestrial Branch System forms a cycle of 12 lunar years. Each animal 
represents a class of lunar years with an identical terrestrial branch. For example, 
A.D. 2007 and A.D.2019 are instances of the Zodiac Class Pig, because terrestrial 
branches of these years are exactly the same, i.e., Hai. (3) In Chinese history, most 
emperors used their titles or reign titles to represent lunar years. Each emperor in a 
dynasty started counting lunar years by his or her first year of reign as the first lunar 
year using of the emperor’s title and reign titles. 

Table 1. The 10 Celestial Stems and 12 Terrestrial Branches in the Stem-Branch System 

HaiXuYouShenWeiWuSiChenMaoYinChouZi
Terrestrial
Branches

121110987654321

GuiRenXinGengJiWuDingBingYiJia
Celestial
Stems

HaiXuYouShenWeiWuSiChenMaoYinChouZi
Terrestrial
Branches

121110987654321

GuiRenXinGengJiWuDingBingYiJia
Celestial
Stems

 

In order to use our Chinese time ontology practically, an instant t is required to be 
identifiable. For example, if t refers to an hour/shichen in a solar/lunar day, then the 
solar/lunar year, month and day to which the hour/shichen belongs is given in t. Based 
on this, we introduce get-year(t, solar/lunar), get-month(t, solar/lunar), get-day(t, 
solar/lunar), get-hour(t, solar), and get-shichen(t, lunar). For a given instant t in the 
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Gregorian calendar, we can calculate its corresponding instant in the traditional 
Chinese calendar, based on TCT1, TCT2, and TCT3. 

TCT1. ¬before(y, A.D.1) ∧ y=get-year(t, solar) 
 →stem-branch-no(y, 60−mod(3-mod(y, 60), 60)) 

TCT2. before(y, B.C.1) ∧ y=get-year(t, solar) 
→stem-branch-no(y, 60−mod(mod(y, 60)+2, 60)) 

TCT3. solar-year(y) ∧ stem-branch-no(y, n)→celestial-stem-no(y,  
10−mod(10-n, 10))∧terrestrial-branch-no(y, 12−mod(12−n, 12)) 

Here, the predicate solar-year(y) indicates y is a solar year, the function mod(x, n) 
calculates the remainder of an integer x divided by n. The predicate stem-branch-
no(y, n) means the stem-branch combination of y, as a lunar year, or month, or day, is 
the nth index of the stem-branch counting cycle. Accordingly, we define celestial-
stem-no(y, n) and terrestrial-branch-no(y, n).  

3.2   Representation and Transformation of Lunar Months, Days and Hours 

There are two methods of naming months for a given lunar year: the ordinal numbers 
and the Stem-Branch System. From the solar year y, we can compute the Stem-Branch 
representation of lunar months in y based on TCT4, TCT5, and TCT6. 

TCT4. m=get-month(t, lunar) ∧ y=get-year(t, lunar) ∧ celestial-stem-no(y, n)  
→celestial-stem-no(m, mod(2×mod(n, 5)+m, 10)) 

TCT5. m=get-month(t, lunar) →terrestrial-branch-no(m, mod(m+2, 12)) 
TCT6. m=get-month(t, lunar) ∧ (mod(y, 5)=(z+5)/2) 

  → terrestrial-branch-no(m, mod(z+m-1, 10)) 

Three main ways for representing days are: the ordinal number approach, the 
Stem-Branch system and the phases of the moon approach. The day representing 
system of phases of the moon uses several special phases during each lunar month to 
represent days. These phases include Shuo(朔, new moon), Wang(望, full moon), 
Jiwang(既望, the day after new moon) and Hui(晦, the last day of a lunar month). 
Meanings of these phrases are given below, where the function get-moon-phase(t) 
represents the moon phase used in each instant t.  

y=get-year(t, lunar) ∧ m=get-month(t, lunar) ∧ mp=get-moon-phase(t) 
→(mp=Shuo → get-day(t, lunar)=1) ∨(mp=Wang → get-day(t, lunar)=15)∨ 

(mp=Jiwang→ get-day(t, lunar)=16) ∨ 
(mp=Hui → get-day(t, lunar)=get-last-lunar-day(y, m))) 

There exist three common ways of expressing hours: the color of the sky approach, 
the Stem-Branch system and the ordinal number approach. A day is averagely divided 
into twelve segments, and each segment is called a Shichen. The twelve Shichen are 
named Yeban(夜半 ), Jiming(鸡鸣 ), Pingdan(平旦 ), Richu(日出 ), Shishi(食时 ), 
Yuzhong(隅中), Rizhong(日中), Ridie(日昳), Bushi(哺时), Riru(日入), Huanghun(黄昏), 
and Rending(人定). For example, let t be an instant in which Jiming occurs, we have 

(sc=get-shichen(t)) ∧ (sc=Jiming) 
↔startFn(sc)=1:00am∧endFn(sc)=3:00am ∧ duration(sc, hour)=2 
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The Stem-Branch system is also used to denote hours. Each Shichen corresponds 
to a fixed terrestrial branch. The celestial stem of a Shichen can be determined by the 
celestial stem of the day in which the Shichen is, as shown in TCT7.  

TCT7. (sc =get-shichen(t)) ∧(d=get-day(t, lunar)) ∧celestial-stem-no(d, n)  
→celestial-stem-no(sc, mod(2×mod(n, 5)-1, 10)) 

The representing system of the Gregorian calendar can be treated as the “time 
communicator” for temporal entities represented by various calendars. That is, the 
temporal entity in the traditional Chinese calendar can be converted into one in the 
Gregorian calendar, and it can further be transformed into one in other calendars. 

4   Conclusion 

In a nation with a long history, the time ontology is generally not purely based on the 
Gregorian calendar; therefore a special treatment is necessary in developing a time 
ontology for its relevant web services and knowledge systems. In this paper, we 
introduced, in two steps, a Chinese time ontology for knowledge systems involving 
Chinese temporal entities or objects. First, we developed a base time ontology based 
on the Gregorian timing system. Then we introduced a Chinese time ontology, which 
consists of temporal measurement, representation, and conversion between temporal 
entities in the Gregorian and the traditional Chinese timing systems. Our development 
method of time ontology could be used in other nations, and especially the base time 
ontology can be reused for other time ontologies. 
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Abstract. The current organizational knowledge creation models are largely 
limited by the insufficiency for practically guiding the real-world knowledge 
creation processes. To overcome this, the authors suggest investigating workable 
knowledge creation patterns in groups, organizations, and inter-organizational 
communities, inspired by the ideas of problem-solving methods in knowledge 
engineering and design patterns in software engineering. The ideas of patterns 
are further connected to the concept of schemas in cognitive psychology, 
indicating that the patterns actually reflect a fundamental means for human 
intelligence to handle the complexities of real-world problem- solving. To 
promote further research on knowledge creation patterns, some basic 
considerations are given in the present paper. First, the collaborative knowledge 
creation patterns are classified into two categories, i.e. the pattern of problem 
solutions and the patterns about how the collaborative groups being organized. 
Second, a rough dynamic model of pattern development is given. 

Keywords: Collaborative knowledge creation; patterns; schema. 

1   Introduction 

Following Nonaka and Takeuchi’s [1] famous work on the “knowledge-creating 
company”, organizational knowledge creation has become a hotspot in the 
management community. Notable progresses have been made to understand how a 
company obtains its core capabilities and sustainable competitiveness through 
knowledge conversion and creation and organizational learning (e.g. [2][3]). All these 
efforts are doubtlessly valuable. However, as contended by Zhu [4], they emphasize too 
much on theorizing concepts and models, whilst it is to some extent neglected whether 
the proposed models are applicable in real-world contexts.  

To overcome the practical limitations of the existing organizational knowledge 
creation theories, in the present paper we suggest exploiting situation-specific 
knowledge creation patterns. The basic observation motivating our suggestion is that 
there are different knowledge creation modes specific to different problem situations; 
thus the “universal” knowledge creation theories may not be directly applicable in the 



582 H. Xia et al. 

real world until they can be specialized to fit the actual problem situations. Therefore, it 
is of practical importance to identify and specify the recurring problem situations and 
the corresponding knowledge creation modes or patterns to ease the actual knowledge 
creation processes. This notion is fundamentally consistent with the ideas of the 
“problem-solving methods” or PSM [5] in knowledge engineering (KE) and the 
“design patterns” [6] in software engineering (SE). Especially, in the history of 
artificial intelligence, there was a shift of the research focus from searching “general 
problem solvers” in 1950s and 60s to collecting situation-specific “problem-solving 
methods” in 1980s and 90s. We suspect that a similar shift may happen in knowledge 
management, from pursuing generic knowledge creation models to exploring the 
situation-specific patterns of organization knowledge creation. 

Hence, in this paper we try to give a glimpse at the concepts of “problem-solving 
methods” in knowledge engineering and “design patterns” in software engineering. 
This observation leads to a further argument that patterns reveal a very fundamental 
means for human intelligence to handle the complexity of real-world problem-solving, 
regarding patterns as externalization of schemas in cognitive psychology. With respect 
to this viewpoint, we pose the perspective that discovering and utilizing the knowledge 
creation patterns would possibly form a worthwhile direction for studying collaborative 
knowledge creation, and give some primitive considerations on this direction. Here by 
collaborative knowledge creation we refer to knowledge creation in teams, 
organizations and inter-organizational communities, which covers more situations than 
the term “organizational knowledge creation” does. 

2   About Patterns in Knowledge and Software Engineering 

As stated in the introduction section, our suggestion to explore situation-specific 
knowledge creation patterns is inspired by the developments of “problem-solving 
methods” in knowledge engineering and “design patterns” in software engineering. To 
promote further discussion, in this section we give a short description for the basic 
ideas behind these two concepts. Furthermore, we connect these two concepts to the 
concept of schema in cognitive psychology, indicating that the pattern idea reflects a 
basic means for human intelligence to handle the complexities of problem solving. 

The idea of problem-solving methods was firstly conceived as “the abstract patterns 
that constitute a common, reusable problem solving procedure for a task such as 
diagnosis in different domains” [7]. Early efforts on exploiting PSM may include 
“heuristic classification” [8], “Propose and Revise” [9] and the “generic tasks” by 
Chandrasekaran [10], etc. Since the late 1980s, more work on the development and 
utilization of PSM has emerged (e.g. [11][12][5]) in the KE community. The essential 
ideas behind PSM are on one hand to reuse the patterns of situation-specific reasoning 
procedures to different application domains so as to ease the development and 
maintenance of expert systems, on the other hand to facilitate knowledge acquisition by 
modeling expert knowledge according to the task and PSM structures, instead of 
modeling how the expert thinks. 

“Design patterns” in software engineering was stemmed from the architect 
Christopher Alexander’s [13] concepts of patterns and pattern languages in building 
and city planning. Facing the complexities of software development, software 
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engineers learned from Alexander and tried to summarize the past successful 
experiences in some uniform formats in order to reuse them in future applications. A 
landmark contribution of “design pattern” was Gamma et. al.’s book [6], which 
specified 23 concrete design patterns recurring in very different programming 
problems; their patterns, amongst the others’, have been widely adopted in the software 
community. Design patterns and other types of software patterns have become a major 
focus in the software engineering community since the 1990s; and the idea of patterns 
in programming has been further extended to the full lifecycle of software development 
(e.g. [14]). 

The conceptual roots behind PSM and design patterns are essentially identical, i.e. to 
explicitly represent the successful experiences in the past designs in order to reuse the 
experiences in new applications, and to ease the transfer of the expertise among human 
groups. Such ideas are actually simple and intuitionistic; however, they reflect the very 
basic means of problem-solving by human intelligence and may have far-reaching 
implications beyond architecture and knowledge and software engineering. In our 
understanding, the concept of patterns can be related to the concept of schemas in 
cognitive psychology, which has had profound impacts on this academic discipline 
since Piaget’s cognitive development theory [15]. As summarized by Marshall [16], 
schemas are major knowledge structures influencing the way people acquire and store 
information; and they provide fundamental mechanisms for long-term memory and 
problem-solving. The evolution of schemas finally causes an individual’s cognitive 
development. Analogously, viewing patterns as “schemas” of a group cognitive 
system, we suspect that they are the substrate of group cognition: 

1) Patterns form and evolve during repetitive collaborative problem-solving 
processes, as schemas are developed during repetitive personal problem-solving. 

2) Being generated during collaborative problem-solving, patterns can be regarded 
as the basis of long-term “memory” of a group cognitive system, analogous to schemas 
being the basis of personal long-term memory. 

3) Patterns reflect a basic way for handling the complexity of real-world problems. 
patterns store the successful experiences of a group or social cognitive system. When a 
new problem that fits a particular pattern is encountered, the pattern can be activated to 
solve that problem. 

4) Patterns provide a basic means for structured communications an knowledge 
transfer within a group or community.  

From knowledge creation point of view, accumulation of patterns is thus important 
for the success of knowledge creation in groups, organizations and other sorts of 
communities. 

3   Considerations on Knowledge Creation Patterns 

With patterns being viewed as the foundation of group cognition, it can be inspired that 
the actual knowledge creation may be smoothened by summarizing, transferring and 
reusing the fundamental knowledge creation patterns that fit specific problem 
situations. Thus, we conjecture that the studies on knowledge creation patterns may 
possibly grow to form a new research direction of knowledge management. However, 
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to form such a research direction, much work needs to be done. In this section, we just 
attempt to give our very primitive thinking on developing this research direction.  

First, one key question is from which aspects the patterns for collaborative 
knowledge creation can be discovered. To answer this, a categorization of the patterns 
is necessary. In the context of collaborative knowledge creation, we believe that two 
categories of patterns should be of concern, namely the patterns of solutions of specific 
problem types and the patterns about how people to be organized to solve a particular 
type of problems. The previously-noted software patterns in SE and PSM in KE can be 
regarded as examples of the first category of patterns. To a more general level, some 
basic strategies and methods of general problem solving may be regarded as candidates 
of knowledge creation patterns. For example, one candidate pattern is “depth-first 
searching”, which is about locating some particular items in a tree-like structure by 
using the depth-first traversing process. Another candidate pattern is “decomposition 
and assembly”. To solve a problem with this pattern, people firstly divide a complex 
problem into several simpler sub-problems and solve them separately, and then 
assemble the sub-solutions to form the overall solution. In contrast to the previous 
general-level “problem solution patterns”, more concrete patterns are to be identified to 
fit more specific problem situations.  

The second category of patterns (i.e. organizational patterns) are largely neglected in 
the pattern-centered movements in SE and AI. However, the exploitation of effective 
organizational modes is worthwhile. A few organizational models of software 
development teams may potentially be the patterns of this category. One example is the 
team development mode adopted by the Google company. Such a “self-organized 
team”, as we call it, is formed around a new idea proposed by an employee. The idea 
may attract a few other interested employees to join and thus to form an agile team to 
realize the original idea by constructing a software product. This team organization 
mode may potentially be adopted by the R&D projects in other industries than software 
and thus it can be regarded as a candidate of organizational patterns. Thorough 
investigations of the organizational and managerial modes in different projects of 
different business sectors may lead to more applicable organizational patterns for 
collaborative knowledge creation. 

Our second consideration is about the dynamics of the development and use of 
knowledge creation patterns. In our understanding, knowledge creation patterns are on 
one hand developed through the accumulation of experiences in the solving of the 
real-world problems; on the other hand, the patterns are ultimately used to assist 
real-world problem-solving and knowledge creation activities. A cyclic process of 
pattern development may exist. Furthermore, as patterns are abstract solutions to fit 
generic problem situations, in many cases some mid-level constructs may be needed to 
bridge the abstract patterns and the concrete knowledge creation processes. We call 
such mid-level constructs as “frameworks”. The major difference between “patterns” 
and “frameworks” lies in that patterns are domain-independent, while frameworks are 
commonly bounded to the specific problem domains. The distinction of abstraction 
levels of patterns, frameworks, and the actual knowledge creation processes can be 
compared to the distinction of the abstract problem-solving methods, the expert system 
shell, and the actual expert systems. With the mediation of the “frameworks”, a dual 
learning cycle exists in the development and use of the collaborative knowledge 
creation patterns, as illustrated by the following figure.  
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Fig. 1. Illustration of Pattern-based Knowledge Creation 

Figure 1 depicts a rough dynamic model of pattern development and use. In this 
model two hidden processes are associated with an actual knowledge creation process, 
namely the evolution process of frameworks and the evolution process of patterns. 
Consequently, there are two learning cycles that links these three processes, i.e. the 
learning cycle between the actual knowledge creation process and the evolution process 
of frameworks, and the learning cycle between the evolution process of frameworks 
and the evolution process of patterns. When a pattern forms, it can direct the generation 
of a set of frameworks, and furthermore facilitate the actual knowledge creation 
processes through the functions of the generated frameworks. On the other hand, the 
actual knowledge creation processes may often encounter new problem situations that 
are not fully covered by the existing frameworks and patterns; thus the accumulating 
experiences in the solving of real-world problems would in turn cause the gradual 
changes of frameworks and patterns. When an encountered new problem type cannot 
be fitted by the self-adjustment of the existing patterns, the dynamic process may 
eventually lead to the creation of a new pattern. 

4   Conclusions 

In this paper the authors advocate to explore the patterns for facilitating collaborative 
knowledge creation, inspired by the developments of the “design patterns” in software 
engineering and the problem-solving methods in knowledge engineering. We believe 
this is a worthwhile direction for knowledge management. However, the aim of the 
present paper is more on postulating the problem than on offering a solution. What is 
discussed is just a rough vision and a very primitive step toward “pattern-based 
collaborative knowledge creation”; and much work needs to be done to develop this 
research field. For the further work in the near future, the authors would first, as a 
proof-of-concept research, carry out some case studies in the R&D contexts, especially 
in some R&D projects of software development and automobile design, in order to 
extract applicable collaborative knowledge creation patterns. Furthermore, we would 
explore a systematic set of knowledge creation patterns or a pattern language for 
facilitating knowledge creation in specific problem situations. 
 
Acknowledgments. This work is in part supported by National Natural Science 
Foundation of China under Grants 70431001 (as Key Project), 70301009, and 



586 H. Xia et al. 

70620140115; as well as by Ministry of Education, Culture, Sports, Science and 
Technology of Japan under “Kanazawa Region, Ishikawa High-Tech Sensing Cluster 
of Knowledge-Based Cluster Creation Project”. The insightful comments by the 
anonymous referees are cordially appreciated, which are of great help for not only 
improving the current paper but also promoting our future work. 

References 

1. Nonaka, I., Takeuchi, H.: The Knowledge-Creating Company. Oxford University Press, 
New York (1995) 

2. Cook, S.D., Brown, J.S.: Bridging Epistemologies: the Generative Dance between 
Organizational Knowledge and Knowing. Organization Science 10, 381–400 (1999) 

3. Wierzbicki, A.P., Nakamori, Y.: Creative Space: Models of Creative Processes for the 
Knowledge Civilization Age. Springer, Berlin (2005) 

4. Zhu, Z.: Needed: Pragmatism in KM. In: KSS 2006. 7th International Symposium on 
Knowledge and Systems Sciences, pp. 271–272. Global-Link Publisher, Hong Kong (2006) 

5. Fensel, D.: Problem-Solving Methods: Understanding, Description, Development, and 
Reuse. Springer, Berlin (2000) 

6. Gamma, E., Helm, R., Johnson, R., Vlissides, J.: Design Patterns: Elements of Reusable 
Object-Oriented Software. Addison-Wesley, Reading, MA (1995) 

7. Clancey, W.: Model Construction Operators. Artificial Intelligence 53, 1–115 (1992) 
8. Clancey, W.: Heuristic Classification. Artificial Intelligence 27, 289–350 (1985) 
9. Marcus, S., Stout, J., McDermott, J.: VT: An Expert Elevator Designer That Uses 

Knowledge-based Backtracking. AI Magazine 9, 95–111 (1988) 
10. Chandrasekaran, B.: Generic Tasks in Knowledge-Based Reasoning: High-level Building 

Blocks for Expert Systems Design. IEEE Expert 1(3), 23–30 (1986) 
11. Wielinga, B.J., Schreiber, A.T., Breuker, J.A.: KADS: A Modelling Approach to 

Knowledge Engineering. Knowledge Acquisition 4, 5–53 (1992) 
12. Eriksson, H., Shahar, Y., Tu, S., Puerta, A., Musen, M.: Task Modeling with Reusable 

Problem-Solving Methods. Artificial Intelligence 79, 293–326 (1995) 
13. Alexander, C.: The Timeless Way of Building. Oxford University Press, New York (1979) 
14. Yacoub, S., Ammar, R.H.: Pattern-Oriented Analysis and Design: Composing Patterns to 

Design Software Systems. Addison-Wesley, Reading, MA (2003) 
15. Piaget, J.: The Children’s Conception of the World. Routledge, London (1929) 
16. Marshall, S.P.: Schemas in Problem Solving. Cambridge Univ. Press, Cambridge, UK 

(1995) 



Z. Zhang and J. Siekmann (Eds.): KSEM 2007, LNAI 4798, pp. 587–592, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Service-Mining Based on Knowledge  
and Customer Databases 

Yan Li1, Peng Wen2, Hu Wang3, and Chunqiang Gong3 

1 The Department of Mathematics and Computing, 2 Faculty of Engineering and Surveying,  
The University of Southern Queensland,  

QLD 4350, Australia 
{liyan, pengwen}@usq.edu.au 

3 School of Information System, Wuhan University of Technology,  
Wuhan, P.R. China 

{wangh, gcq}@263.net 

Abstract. This paper addresses a service-mining technique and applies this 
technique to improve the services of vehicle service centers. We propose a 
service-mining system and its data structure to discover the most important 
services required through analyzing service records, feedback records and the 
available products. The system can improve the quality of mining automatically 
by updating mining strategies regularly. 
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1   Introduction 

Currently, many application systems, such as enterprises resource planning (ERP), 
customer relationship management (CRM), run in large companies are lack of the 
capabilities to mine from their database with some special service guidelines to find 
out the best service opportunity and the best item of service for their customers. 
Although technologies of data mining provide us ways to find the relevant knowledge 
from massive data, it is not suitable to those companies who must provide their 
services regularly and the required services totally depend on the conditions of their 
products. What we want to achieve in this research is to find a method to predict the 
best time and the best item of service for customers according to their driving 
behaviors and the service provided previously [1]. 

This paper proposes a system framework that discovers the most important 
services required by analyzing and combining specific products and an expert system 
with service records and feedback records. Moreover, the system can improve its 
mining quality by updating strategies regularly. 

The rest of the paper is organized as follows. Section 2 describes the structure of 
the service-mining system (SMS) and Section 3 analyses the method to mining the 
services based on knowledge and customer databases. Finally, the paper is concluded 
in Section 4.   
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2   System Structure and Database 

An SMS is a system that predicts a suitable time and an item of service through the 
driving behaviour of a customer. The predicting comes from the data processed based 
on customer database. This can be adjusted by the system itself as the new service 
records are added into customer database. Figure 1 shows the system structure. 
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Set rules 

Customer 

Manager 

Knowledge 
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Customer 
information 
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Data layer 

 

Fig. 1. The structure of SMS 

An SMS consists of data layer, reasoning layer and application layer. Data layer is 
mainly composed of three databases: rule base, customer information and knowledge 
databases. The function of reasoning layer is to analyze and process the information 
in the rule base and customer information database using the service-mining model to 
discover potential service patterns [2], for example, when a part of a customer’s 
vehicle needs to be replaced or checked. The system can inform a customer about a 
upcoming service within three days to one week in advance. In the meantime, the 
reasoning layer needs to analyze the service feedback from customers, to update the 
predicting model and the knowledge in the database with a particular structure [3]. An 
accurate customer's classification will help the system to predict a customer’s driving 
behavior. Application layer provides user interfaces for different functions, collects 
customer’s feedback, and releases services by means of some digital communications 
[4], such as e-mail, SMS, telephone, fax, etc. 

3   The Service Mining Method  

The service mining method involves several components, such as the evaluation of 
services and prediction of conditions for a service. In this paper, we describe how to 
predict customer’s vehicle mileage and control the quality of services.   
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3.1   Prediction Model 

The prediction model is used to find out what is the most possible time and the most 
suitable service a service provider can provide to their customers. The time and the 
service vary depending upon the information of the customers and their vehicles. If 
two customers own different vehicles, or if they purchase their vehicles at different 
time, or they have different driving behaviors and road conditions, the service and the 
time are also totally different. As a service provider has normally more than tens of 
thousand customers, it is no doubt that they must work on having automatic solutions 
for their customers if they want to provide them a suitable service in time. Their 
solutions should be able to update over time. Therefore, a prediction model is 
essential to determine the two important pieces of information: the service time and 
the service type.  

Customer
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Fig. 2. The process for mining service 

The process for mining service as shown in Fig. 2 has the following steps: 

1. To obtain customer’s driving behavior by analyzing the customer feedback 
information; 

2. To obtain the most possible life-spans of the vehicle parts for different 
customers by referring the standard life-spans of the parts and the driving 
behavior of individual customers. 

3. To obtain the most possible time a particular part of a vehicle requests to be 
maintained or replaced according to the result in Step 2 and the vehicle’s 
maintenance history. 

4. To issue the service suggestion to the service instructor and the customer. 
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3.2   The Customer Driving Mileage Function 

There are many ways to estimate the values of the mileage per day for customers. The 
simplest way is to use a one-variable linear regression [5]. In the customer service 
database, a series of service history records for a particular customer can be easily 
filtered for regression. Every time when a customer sends his vehicle for service, the 
mileage and the time are recorded. As the relationship of mileage and time represents 
as a linear function, it is easily to predict that what time a particular part of the 
customer’s vehicle reaches its maintaining or replacing time. Because the function is 
different from customer to customer, the function for a particular customer needs to 
be saved in the database for late prediction. 

Fig. 3 shows the relationship between mileage and time for four customers whose 
history records are randomly picked up in our database. The one-variable linear 
regression algorithm is then applied to the data. The simulation is carried out in 
Minitab R14. 
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Fig. 3. Scatterplot of mileage vs time 

As shown in Fig. 3 the regression lines are different depending on the service 
history records of individual customers. When some new services are added in, the 
regression lines are updated automatically. 

3.3   To Discover the Comprehensive Factor for All Customers 

As mentioned before, all drivers have their special driving experiences. Some of them 
always drive on the rough surfaces of roads, some like sudden braking. Those driving 
experiences have the great influences on the part’s life span of a vehicle. This is why 
some drivers have to replace their tyres earlier than others.  

It is assumed that there are n factors affecting m parts of a vehicle to different 
degrees (the standard values are given by experts), however, a customer’s driving 
behavour makes the levels of the influence change. At the very beginning, we set all 
factors for a customer as value 1. It means that we think the standard values of all 
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factors are suitable for those new customers because there are no maintenance records 
in our database available to mining for the purpose of the factor updates. As the new 
maintenance records are added into database, we can analyze them using our model to 
adjust the values of the factors for a particular customer. 

If i, j, k represent the number of parts, factors, and customers. The comprehensive 
factor 

kiCF  can be determined by the following equation: 
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Where, ckj is a parameter based on customer’s driving behavior through customer’s 
feedback. wij is the initial weight value of part i under factor j. pij is an index related to 
the standard life-span of part i. n is the total parts a service provider is able to serve.  

3.4   Integrated Service Release  

Integrated service releases use production specifications, sometimes called if-then 
rules. The rules can take various forms, for example, if <condition>, then <action>. 
The 'if clause' consists of a set of conditions. These conditions are much more 
complex than a symbol or a simple statement. There may be many conditions,  all of 
which must be established as "true" in the current state of the machine. And, the 'then 
clause' is a sequence of action schema whose variables are bound by the values that 
are passed from the bindings that have been established in the process of matching the 
variables that occurred in the 'if clause.' A typical rule in SMS is as follows: 

If i
i i

L
T t

r
= + , then the service for a customer’s vehicle: part i needs to be checked 

or replaced at the time 
iT  according to our prediction model. Here, 

iT  is the date of 

the next time part i will be checked or replaced. iL  means the most possible life-span 

of part i which is predicted by the prediction model. r  stands for the value of average 

mileage per day for a particular customer. So, iL

r
 represents part’s life-span measured 

by time. it  is the date of the last time that part i is checked or replaced. By using this 

approach, it is not difficult to predict which part needs to be checked or replaced and 
at what time depending on the detailed history service records about a particular 
vehicle. The service provider has a capability to inform their customers in advance in 
order to reduce the driving risks of a driver who drives the vehicle but is unaware of 
his vehicle is under a bad condition.  

The typical example is that a customer replaced a tyre at 10 May 2006. According 
to the questionnaire he fills in, SMS estimates that the tyre he replaces should have an 
extra 20% mileage longer than its standard life-span according to the SMS analyzing 
results of the driver’s driving behavior. And SMS also predicts that the average 
mileage of the driver is 74.6 km per day. SMS will then estimate that the date to 
check the tyre again is about 15 February 2007, and the date to replace the tyre is 
about 1st April 2007. The system will issue the reminders to the customer in advance. 
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During this period of time, if there are some new service records being inputted into 
the database, and if those new records will influence the driving behavior or average 
mileage/day estimation, SMS will adjust the knowledge database over time, update 
the service schedule again. 

4   Conclusion 

In this paper, we proposed and developed an SMS system. By analyzing customer 
driving history records, we can get the customer’s driving behavior first, then, to 
analyse the life-spans of the parts which are highly affected by customer’s driving 
behaviors. By using the rule-matching, we discover the relationship of the mileage 
and time for a customer. We discover a more accurate view of service mining for an 
individual customer. The SMS, therefore, can make decision about: whose vehicle is 
at what time to have what kind of service.  As the model being modified again and 
again, a more accurate model can be established.  

In this system, we identify customer’s driving behaviors by analyzing customer 
feedback records and service records. These behaviors help us to find out the life-
spans of vehicle components.   

Based on the above method, mining services and self-learning can be achieved. 
The service mining system, which is based on knowledge and customer databases, 
can be also applied to CRM. From the service mining to self-improving of service 
quality, the system implements intellectual services through the whole process 
automatically. The modeling and prediction of customer behaviors are key factors in 
the system. It requires continuing efforts to improve the accuracy of models and 
algorithms.  
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Abstract. With water resource allocation criteria, the three main com-
ponents are economic, ecological and sociological aspects, which are of-
ten conflicting with each other. Water resource allocation problem is
analyzed via the development of a multi-criteria decision support sys-
tem. The main techniques used are (1) multi criteria decision making
(MCDM),(2) geographic information system (GIS) (3) multi-regional
computable general equilibrium (CGE) (4) Expert System (ES). The
Decision Support System (DSS) proposed in this paper is an effective
combination of GIS, CGE, ES, where the three modules have the joint
interface and are connected by middlewares. The above three modules
are united as a whole Multi-criteria Decision Support System of Water
Resource (WRMCDSS).

1 Introduction

Water is one of the most resource for human development. Although combina-
tion of them is rare to be used, earlier Multi-criteria decision making (MCDM),
geographic information system (GIS), multi-regional computable general equi-
librium (CGE), Expert System (ES) have been applied for water resource man-
agement respectively in the past fifty years. The multi-criteria decision making
(MCDM)functionality implemented allows the decision support system (DSS) to
model user’s preference and to aggregate the performances of DSS with regard
to the decision criteria. It is considered for the first time in this paper to unite
them under a whole architecture.

This paper will put forward a new multi-criteria decision support system of
water resource to find the tradeoff solution from conflicting objectives. The Deci-
sion Support System (DSS) proposed in this paper is an effective combination of
geographic information system (GIS), multi-regional computable general equi-
librium (CGE), Expert System (ES), where the three modules have the joint
interface and are connected by middlewares. There are some previous work to
deal with the three main challenging issue in the development of decision sup-
port system (DSS) for water resource [1] such as Modeling, data integration,
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data extraction and schema transformation. Multi-criteria decision support sys-
tem (MCDSS) is participatory, technically and scientifically informed. It has
been established by scholars that water resources problems are going to be more
complex in the future world wide [2]. Multi-criteria (MC) analysis has been es-
tablished as one of the tools for solving complex water resource problems [2],
[3], [4]. WRMCDSS proposed in this paper can be carried out at international
level. This is especially the case when a water course crosses several national
boundaries. WRMCDSS can also be carried out at national, regional, district
and at river village level.

This paper is organized as follows. In section 1 we give relevant literature
review relating to the topics contained in proposed approach. In section 2 we
present underlying assumptions and justifications for proposed methodology.
Basic model for selected decision support system in Yellow River is described
in Section 3. Brief discussion is provided with regard to the results obtained
by some other multi-criteria methods. The conclusion in section 4 closes the
paper.

2 Description of Components in WRMCDSS

The main idea of WRMCDSS based on CGE, GIS, ES is as follows: constructing
the three structure model based on the database system. The first is to record
the economical data in CGE model, the second is to record the spatial data in
GIS model, the third is to record the knowledge data in ES model. Through the
measure of MCDSS for time and space, the system can fit the change of structure
and content. This paper proposes a figure to explain the mapping relationship
in time and space among different database shown in Fig. 1.

The best contribution from GIS to DSS is the establishment of spatial data
base, spatial data analysis and visual information query, statistics, and search.
The best contribution from CGE to DSS is the establishment of economical data
base, economical data analysis and economical information query, statistics, and
search.

Knowledge Discovery

Data Gather, Foundation

Data Platform 

Data Abstract

Assimilation, OLAP 

Digital

WRMCDSS

Information Service

Middle

Ware

Social Data 

GIS

ESGIS CGE

Ecological Data

GIS

Space

Middle

Ware

Economical Data

GIS

Time

Fig. 1. Mapping Relationship in Time and Space among CGE, GIS, ES
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Fig. 2. System General Architecture

The professional software environment to realize the WRMCDSS system needs
a set of GIS, CGE, DSS development tools. At the same time hard ware must
match the software including some working station and advance PC. At present
time, some DSS system supply some self-defined denotation way of knowledge
and strategy for reasoning, explaining, controlling. So we adopt advanced lan-
guage C++ based on MapInfo [5] to develop WRMCDSS. Fig. 2 shows System
General Architecture.

The stored data in different data warehouses is all kind of temporal, spatial,
multimedia, economic data. Linking up between different module and reading
data are the important work to improve the efficiency of software. Many eco-
nomic index data of CGE can be gained directly for GIS, such as drainage
area, gross extent of water conservancy establishment, and other topographical
parameters.

The design of structure is the key point which can determine whether the
DSS function can be realized. There are two main approaches to combine GIS,
CGE, ES in WRMCDSS, which are tight-coupling and loose-coupling. Tight
coupling is to use the expression and inference mechanism to transform the inner
data model and data structure of GIS, CGE, ES, then a real intelligent water
resource management system come into being. Loose-coupling can be called as
the parallel combination. It is the outside combination of GIS, CGE, ES, DSS.
The four system has the joint interface and are connected by middle ware. The
loose-coupling approach is used in this paper.

GIS system server uses Mapinfo develop platform of company Mapinfo. It
arranges storied spatial and diagrammatic data, collect information, construct
the system according to river valley region and district & county. Sybasel 1.0
is used for database, client end is based on Visual C++ as basic developing
platform. Diagram part use Mapobject 2.0. Attribute data use SQL Anywhere
6.5. Systematic GIS platform use Mapinfo which can guarantee the advanced
open, extending character of the system. It permits system extend to a real
distributed, multiple client visiting, safe WRMCDSS which can meet the sharing-
information requirements in different water resource management.
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The MCDSS constructed based on GIS and CGE can solve integration of
these information technologies in the water resources information, provide data
and application system share. The WRMCDSS function module can be shown
in Fig. 3.

WRMCDSS Function Module

Early Warning Methodology Base Decision Making 

& Forecasting

Simulation

Optimization

Management

Sensitive Analysis Methodology Base 

Strategic Analysis Methodology Query 

Coordination Analysis Methodology Comparison

Methodology Optimization

Fig. 3. WRMCDSS Function Module

MCDM used in this decision support system is to regulate withdrawals and
other treatments in a planned manner to meet a balance among economic, eco-
logical, sociological objects. From economic aspects, our WRMCDSS is based on
social, economical, environmental account for regional water resource. By means
of CGE theory, it accomplishes the prediction of economic-demanding quantity
of water based on building water-demanding index of each macro-economic de-
partment. The key character of GIS in WRMCDSS is to connect the related
data with the geographical location. Then the related data can be expressed and
analyzed from spatial point of view. GIS in this WRMCDSS supplies a better
approach to comprehend the dynamic interfacing, inter-dependent, inter-influent
effect among different regional water resource. This expert system in WRMCDSS
can collect the opinions of experts from different research field. Obviously, there
is not unique computer framework in which all physical information on water
resource management topics could fit. Experts knowledge which belongs or is
closely related to administration, law, business and other non-technical disci-
plines should be handled in this components as expert system.

3 Basic Model

3.1 Basic Database

The WRMDSS is developed based on MapInfo develop platform. There are 8 ge-
ographical attributes of Yellow River in one year such as average precipitation,
assuming amount, consuming water amount, waste water discharge, length of
water quality evaluation, II and III water quality, IV water quality, V and above
V quality. A data example from 1998-2001 year Geographical Attributes Data
of Yellow River is shown such as natural regional area, administration regional
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area, precipitation of natural regional comparison with average data of the past
ten years, run-off measure of major station comparison with average data of the
past ten years, retain water variable of large-scale, middle-scale reservoir, waste
and foul water discharging quantity histogram, water pollution, importing sand
quantity of major Hydrometric Station trunk stream tributary. The economics
attributes database is shown such as income absolute value income index, life
payout food, pure income, pure income index, life consumption, food consump-
tion living at city, living at country, wage absolute value, wage index, deposit
amount, deposit per capita.

Only two basic database is shown in this paper beyond other economic, ecolog-
ical, social database. Then we can get the regional water resource Input Output
table from our WRMCDSS. Most National data come from statistical bureau of
China [6], some regional Shanxi and Gansu Province come from statistical bu-
reau of Shanxi [7] and Gansu [8] Province. Then we can get the static equilibrium
model from our DSS system.

3.2 Static Equilibrium Model

A basic framework of the multi-object static equilibrium model can be presented
as follows:

Min(f (1)(x), f (2)(x), ..., f (k)(x))T (1)

s.t.

{

gi(x) ≤ 0 (i = 1, 2, ..., m)
hj(x) = 0 (j = 1, 2, ..., l)

f (1)(X), f (2)(X), f (3)(X), ..., f (k)(x) represent the economic, ecological , sociolog-
ical objectives. gi(x), hj(x) is the basic constraints to establish the general equi-
librium model of realtime water resource system. Object and basic relationship
among objects is extracted and purified from economics, environment, society.
These objects unites as an organic whole according to their inner relati-
onships, thus they construct as objective conditions in the multiple objective
analysis model. These relationships not only construct the constraints to each
single-object, but also reflect the restrict relationship between each object. Linear
and non-linear equation are used to describe the above relationship in our model.

3.3 Grave Model Based on GIS

We can get the distance from regional A to regional B easily from GIS. The
intermediate product from regional p to regional q can be calculated as follows [9]:

Tij = α
DjSi

TDS

(GDPi)
γ1(GDPj)

γ2

(d)β
(2)

Tij is the intermediate product from regional p to regional q, Dj is the gross
demand of regional j, Si is the gross supply of regional i, TDS is the sum of
regional gross supply (or demand), GDP is the variable reflects the regional
economic scale, d is the distance from i to j, α, β, γ are parameters.

Then we can get the multi-regional water resource IO table.
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3.4 Dynamic General Equilibrium Model

The dynamic CGE model in this paper is the regional CGE model. The main
objective is to inquire the sustainable developing path of water resource. During
those days the planning and management of the water resources were for single
uses. As time passed on it was recognized that resources were integrated and
therefore, the need for longer range planning that would include basins develop-
ment, or evaluate social-economic consequences and environmental impacts of
management strategies.

4 Conclusion

The proposed Decision Support System (DSS) is an effective combination of GIS,
CGE, ES, where the three modules have the joint interface and are connected
by middlewares. This is especially the case when this WRMCDSS is serviced for
analysis and development of management polices for sustainable management of
water resources in both Australia and China.
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Abstract. A major problem in knowledge acquisition is expert combinatorics. 
A human expert, such as a lawyer, deals with combinatorics restricted to the 
client's case in hand; only part of the full combinatorics is worked out. An 
artificial expert, with computational intelligence, processes all possible user 
cases consistently; it has Super-expertise that can process any case much 
quicker and more expediently than a human expert. This paper considers the 
nature and limits of Super-expertise, with some reference to the early visions of 
artificial intelligence of Hofstadter, in order to develop programming 
epistemology as methodology that may solve many of the knowledge 
acquisition problems that have produced the Feigenbaum bottleneck. An 
application of a fifth generation language, a Superexpert system shell called 
eGanges, which was designed according to a computational epistemology of a 
legal expert, is used to illustrate this development of programming 
epistemology. 

Keywords: Combinatorics, eGanges, Epistemology, Expert Systems, Super-
expertise. 

1   Hofstadter Visions of AI 

Shortly after the demonstration of the earliest expert systems, Hofstadter [1] 
addressed some of the major difficulties in human reasoning that would have to be 
accommodated in artificial intelligence, by reference to the artistic works of the music 
of Bach and the art of Escher. The music of Bach consisted of repetition with slight 
variation on each repetition; the patterns in the music were combinatoric and 
exploited, systematically, the possible combinatorial variations of a limited number of 
notes. Escher's famous upstairs/downstairs drawing which conforms to the constraints 
of artistic perspective at each step from upstairs to downstairs, and back again, 
portrays the potentially infinite recursion that a closed system might have. Both the 
works of Bach and the works of Escher, in their chosen art form, actualize difficult 
reasoning. The question is: can programmers actualize the difficult aspects of human 
intelligence in their computational manifestation? 

Then Hofstadter considers the new difficulty of Gödel's Incompleteness theorem 
which asserts that in an evolving world, it is not possible to reason reliably with the 
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potential of new factors always immanent. Completeness and accuracy can not co-
exist in an infinite domain. Both Bach and Escher conformed to Gödel's theorem 
because they used closed systems; Bach had limited notes and Escher's stairs did not 
end in infinity, although the recursion they suggested was potentially infinite within 
their closed system. 

2   Gödel and Combinatorics 

This paper is concerned with a knowledge engineering visualisation of expert 
combinatorics and the constraints which operate it, particularly in the large and 
complex legal domain. Applications of the fifth generation shell, eGanges, are used to 
illustrate this visualization and some of the constraints which automate its 
combinatorics through the user interface. The user interface provides a 
communication system which is an integral part of the combinatoric system of 
eGanges permitting the expert to provide the minutiae of the required knowledge 
acquisition with their respective logic status. The minutiae, or elements, required is 
minimized to the conditions which are required for, or are consistent with, the 
attainment of one outcome, called the Positive Final Result. For example, we may 
wish to know if a certain court order would be made. 

There may be both conjunctions and disjunctions of these Positive elements, so 
that there is an initial finite set of combinatorics, the Positive combinatorics; in the 
legal domain there is often some legal choice of the means to a Positive Final Result. 
A second set of combinatorics arises when all the elements are contradictories of the 
Positive elements; these are the Negative elements that have Negative combinatorics. 
De Morgan's rules determine the visualisation of Positive conjunctions as Negative 
disjunctions, and Negative conjunctions as Positive disjunctions. 

As eGanges was designed on the basis of a computational legal epistemology [2], it 
accommodates a third set of elements, namely, the Uncertain elements, where user 
input indicates uncertainty about all the necessary and sufficient conditions for the 
Positive Final Result; this is a third set of combinatorics, the Uncertain combinatorics. 
A fourth set of combinatorics is also provided to cover the explosion of possible 
combinations of Positive, Negative and Uncertain elements, within the closed finite 
system of the given Positive elements, their possible contradictories and uncertainties. 

A fifth set of combinatorics arises from the environmental potential of new 
elements that are not yet within the defined system of elements. This fifth set is 
potentially infinite. 

In the legal domain, a compliance system deals with the first four sets of 
combinatorics; if a system provides for the fifth set of combinatorics, then it is a 
judicial expert system. Gödel's theorem invalidates the combinatorics of an automated 
judge as the fifth set is potentially infinite. 

3   Superexpertise 

A human expert, such as a lawyer, deals with combinatorics restricted to the client's 
case in hand; only part of the full combinatorics is worked out. An artificial expert, 
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with computational intelligence, processes all possible user cases consistently; it can 
be said to have Super-expertise that can process any case much quicker and more 
expediently than a human expert. It was difficult to knowledge engineer a Super-
expert system because it was difficult to acquire the expert's knowledge of all four 
sets of combinatorics as well as distinguish the fifth set of combinatorics which was 
not automatable; in the legal domain, jurisprudence had not enhanced legal 
knowledge with its combinatoric framework. This was realised in the assessment of 
the Feigenbaum bottleneck by Quinlan [3], p.168: 

Part of the bottleneck is perhaps due to the fact that the expert is called 
upon to perform tasks that he does not ordinarily do, such as setting 
down a comprehensive roadmap of some subject.  

Super-expertise requires management of the expert sets of combinatorics and should 
dispel much of the problem of the Feigenbaum bottleneck. In the knowledge 
engineering of Super-expertise, this indicates the need for a sound programming 
epistemology. The programmer must translate the expert epistemology into 
programming epistemology. As indicated by Hofstadter, the programmer must 
actualise the expert epistemology. Combinatorics is the essential epistemology of 
Super-expertise, but further development of programming epistemology is also 
required, as dictated by the computational expert epistemology [2]. 

eGanges is a 5GL shell that automates the first four sets of expert combinatorics so 
that compliance applications can be constructed by an expert. Further expert 
epistemology is reflected in the visualization, interface, and processing constraints of 
the shell. The visualization is a two dimensional River map as shown in the Rivers 
window of the eGanges interface shown in Figure 1. Each tributary of the River is a 
rule with the inference arrow before the consequent indicating flow. In this 
application, elements of the Australian Spam Act are mapped to show how 
compliance with the Act is achieved. The application was constructed by Philip Argy, 
who is President of the Australian Computer Society and also Senior Partner for IT in 
the leading Australian law firm, Mallesons Stephen Jaques, Pamela N. Gray and 
Xenogene Gray, in 2004. 

Programming epistemology is a concept that cannot be developed fully in this short 
paper. However, some introduction is given, limited to the epistemology of the fifth 
generation language, Superexpert shell, eGanges, which was based on a 
computational legal expert epistemology [2]. What can be learned from this single 
exercise may provide some generic programming epistemology that remains useful 
for other domains of expertise. Programming epistemology ensures the validity of 
expert combinatorics; Superexpert systems are a category of expert systems which 
have this epistemological validity. If a Superexpert system is based on a 
computational domain epistemology, confirmed at the outset by the domain expert, 
this facilitates the expert verification of a completed expert system; it circumvents the 
problem for the expert of understanding the programming epistemology as a 
necessary part of the verification process. With a growing number of multi-discipline 
or hybrid experts, this is now feasible. 

For further research papers on eGanges see http://www.grayske.com 
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Fig. 1. In the eGanges Interface - Initial map of Spam Act © P.N. Gray, P.N. Argy and  
X. Gray, 2004 
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4   Combinatorics – An eGanges Example 

eGanges programming epistemology uses McCarthy's [4] concept of circumscription 
to partition elements of the fifth set of combinatorics from elements of the first four 
sets of combinatorics. In addition it uses circumscription to partition deductive 
premises from inductive and abductive premises of the expert. This permits the 
management of non-monotonic logic in the domain. Massively extended and complex 
deduction is thus isolated for automation. Since deduction is necessary reasoning, it is 
a form of logic suitable for automation. 

eGanges is a 5GL because its visualization (using the industry definition) is 
processed by a set of constraints (AI definition), namely the constraints of the four 
sets of expert combinatorics. Figure 2 illustrates the nesting of the visualization that 
may be as deep as the knowledge requires. “No Australian link” is both an antecedent 
in Figure 1 and also a consequent in Figure 2. Maps represent major deductive 
premises that can be processed as user input provides minor deductive premises; user 
input takes the form of answers to the questions that establish each element or node. 
Potential answers are labeled to indicate that the answer establishes a negative, 
positive or uncertain element. There are three possible positive answers where any of 
the three available answers is consistent with the Positive Final Result. 

 

Fig. 2. Submap of "No Australian link" from Spam Act © P.N. Gray, P.N. Argy and X. Gray, 
2004 

As user input is given the blank node changes to the colour of the selected answer 
showing any pattern of combination of elements. The colours correspond to the 
feedback windows (red for negative elements, blue for positive elements and yellow 
for uncertain elements). As answers are given, labels of the nodes appear in the 
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appropriate feedback windows, subject to the heuristic constraints of the combinatoric 
processing. For instance, a negative element that is one of a set of disjunctions will 
initially appear in the positive feedback window with “(Neg)” before it. When all the 
elements in the disjunction are established as negative, then all the “(Neg)” points will 
be moved from the positive feedback window to the Negative feedback window and 
automatically establish failure of the Positive Final Result. 

The computational epistemology of 3D legal logic poses a visualisation of a spherical 
logic structure ([2], p.218, [5], p.278) which is comprehensive and determines the 
eGanges heuristics. A River map from the sphere is processed according to the 
requirements of the sphere. This sphere of legal logic provides the legal domain 
representation of the combinatoric constraints (c.f. Escher's stairs). 

5   Conclusion and Further Work 

The eGanges Superexpert system shell addresses the combinatorics issue by guiding 
the domain expert to articulate and organize their knowledge via a fifth generation 
communication system which visualizes and constrains the knowledge entered. The 
shell facilitates the capture of the positive, negative and uncertain knowledge 
elements within the domain and their interaction. Currently, eGanges is restricted to 
handle knowledge in a finite domain, such as the Spam Act and other fieldsof legal 
compliance and conflict prevention. This allows eGanges to conform to Gödel's 
theorem.  

Further work on the fifth set of combinatorics might include exploration of Ripple 
Down Rules (RDR) [6] systems that are extended by reference to new cases and also 
allow experts to directly enter their knowledge without a knowledge engineering 
intermediary; automated validation of rules and cases with RDR has been unexplored 
in the legal domain. Such research might provide a judicial aid for the remaining 
combinatoric problem that could amount to a consistent, though incomplete, 
Superexpert system; knowledge representation and knowledge acquisition techniques 
could be incorporated to allow knowledge evolution. 
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Abstract. WordNet is a semantic lexicon for the English language and many 
countries have been developing their own WordNet. Almost, all of the 
WordNets are manually built and unfortunately these WordNets are not verified 
and are being used in many knowledge-based applications. In this paper we 
aimed at the clustering based verification of a manually built lexical taxonomy 
WordNet, namely the Korean WordNet, U-WIN. For this purpose two kinds of 
clustering methods are used: K-Means approach and ICA based approach. As a 
result the ICA based approach gives better result, and it shows very effective 
characteristic for extracting features. 

Keywords: WordNet, evaluation, taxonomy, and clustering. 

1   Introduction 

WordNet [1] is a semantic lexicon for the English language that has became an 
important and useful resource for various knowledge-based applications. Since then, 
many countries have been developing their own WordNets and almost, all of the 
WordNets are manually built. And they have evaluation problems, which means until 
now there is no framework developed for verifying such a lexical taxonomy. Thus 
they are applied to many knowledge-based applications without verification. The 
verification is very important to not only the manually built WordNet, also such other 
manually built lexical resources.  

In this paper we aimed at the clustering based verification of the manually built 
lexical taxonomy U-WIN. Various association measures (mutual information (MI), t-
score and log-likelihood ratio) and two types of clustering algorithms (the traditional 
K-Means clustering algorithm and the ICA based clustering) are used in the 
experiment. In the feature based case, the ICA based clustering gives better result than 
traditional K-Means algorithm and it has its natural property of selecting appropriate 
features. 

The remainder of this paper is organized as follows. In section 2, there is a brief 
introduction of the Korean WordNet U-WIN and section 3 shows the clustering based 
verification of U-WIN. Section 4 explains about the extraction of features from the 
data. Finally we end the paper with the conclusion and future works. 
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2    Korean WordNet, U-WIN 

Korean WordNet, namely User-Word Intelligent Network (U-WIN) [2] is being 
developed at the University of Ulsan since 2002. It is aimed to be a large scale lexical 
knowledge base which is useful for various fields as linguistics, Korean information 
processing, information retrieval, machine translation and semantic web etc. 

 

Fig. 1. Distribution of nodes in U-WIN 

The base knowledge used for constructing U-WIN is the Korean Standard 
Dictionary that contains very detailed information about Korean words and their 
senses. U-WIN has many kinds of semantic and conceptual relations. Here we have 
used only Subclass_of relations (IS_A and Kind_of relations) in the taxonomy. There 
are 23 top-level nodes. Taxonomy goes down to the depth of 14 levels and the 
distribution of the nodes in each depth is shown in the figure above. 

3   Verification of U-WIN Based on Clustering 

3.1   Feature Selection 

We ran experiments for the word senses in each level in the taxonomy. From the 
corpus we have extracted each word’s related verbs and selected them as its features. 
In this work we only used object-verb relation as noun and verb syntactic relation. 

Because of the small size of sense tagged corpus, we have sparseness problem [3]. 
To overcome this problem, we adjusted the features of the parent nodes as following. 
If the parent doesn’t have the feature that child nodes have, then add the feature to the 
parent features and don’t alter the parent’s own features. Another reason for doing 
this is we assume that parent node is a concept, not only a word. 

3.2   Answer Set and the Evaluation Measurement  

The answer set (key groups of the clustering) is created by just cutting from the 
position above the selected words (parent node of the words) including the parent 
node in a taxonomy; i.e. words which have the same parent are in the same group of 
the key set (see figure 2 for more detail). Table 1 shows the statistics after creation of 
the answer set and the column Clusters shows the number of groups in the answer set. 
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Fig. 2. Figures for: a) Creating the clustering key for the words at level L in U-WIN; b) An 
example of selecting a corresponding group for the cluster using F-Measure. Cluster A has the 
highest score to Group G2 among the other groups (6/7=0.857), but Group G2 is not selected 
as the winning group for Cluster A. Instead Group Gk is selected as the corresponding group, 
because it contains the parent node of the cluster; so the score for this cluster is 4/7=0.571. 

The words in 4 top-level nodes (THING, ACTION, LIVING THING and SHAPE) 
of the U-WIN are selected in the experiment. Most of the word senses in the syntactic 
relations found from the dictionary explanation are in these top-level nodes. For 
comparing the result set of the clustering to the answer set, F-measure [6] is used.  

For each cluster in the answer set, we selected one group in the result (key) set 
which contains the corresponding parent node. For a more detailed example, see the 
above figure 2b. And the overall clustering result is the average of the F-Measures of 
the clusters. 

3.3   K-Means Clustering 

With the traditional K-Means clustering 3 kinds of measures are selected as the 
measure of the relationship between a noun and a verb (lexical association measure): 
mutual information (MI) [5], t-score [6] and log-likelihood ratio; thus each noun is 
expressed as a vector. 

Table 1. The statistics of the data and the experimental result 

K-Means clustering ICA 
SET Depth Nouns 

NV 
pairs 

Features Clusters 
MI 

T-
score 

Log-
like 

MI 

4 301 2791 731 71 0.478 0.473 0.491 0.589 
5 495 3181 813 137 0.538 0.548 0.51 0.605 
6 485 2657 711 161 0.629 0.608 0.6 0.676 
7 350 1647 492 124 0.644 0.632 0.651 0.688 

THING 

8 205 1004 362 77 0.677 0.671 0.674 0.738 
4 249 1673 642 71 0.584 0.588 0.561 0.652 
5 308 1332 376 113 0.627 0.622 0.615 0.671 
6 287 1218 370 99 0.654 0.636 0.631 0.706 
7 154 687 257 64 0.721 0.703 0.712 0.743 

ACTION 

8 67 281 133 31 0.83 0.767 0.804 0.833 
4 79 1031 507 11 0.404 0.377 0.351 0.457 
5 190 1598 585 58 0.576 0.591 0.57 0.631 
6 182 698 237 73 0.752 0.747 0.745 0.786 
7 117 543 215 44 0.718 0.715 0.726 0.802 

LIVING 
THING 

8 78 309 146 32 0.771 0.771 0.767 0.781 
4 182 1260 414 54 0.586 0.543 0.586 0.624 
5 169 1063 393 56 0.61 0.632 0.58 0.767 
6 97 617 238 35 0.657 0.66 0.618 0.673 
7 60 351 161 24 0.731 0.729 0.725 0.868 

SHAPE 

8 35 118 71 16 0.85 0.716 0.783 0.879 
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Table 1 shows the experimental result for each association measure. Regardless of 
the measures, the accuracy of the clustering result is increasing as the level goes down 
to deeper level. Among the association measures the MI measure gives the best result. 

3.4   ICA Based Clustering 

The ICA method was first introduced into signal processing field, especially in the 
blind source separation tasks. Later on it has been used in variety of application areas 
(face recognition, document analysis, linguistic feature extraction [4] etc.).  

 

Fig. 3. The illustration of the ICA model from concept views: a) verbs act like microphones, 
indicating the mixture of concepts with their noun usage. b) The model in matrix notation. c) 
Cluster creation from the ICA result. 

Here, the noun and verb contextual information is supposed as a mixture of 
independent components and the ICA algorithm decomposes it into separate 
statistically independent sources. Assume that these separated sources are separate 
concepts. As a result every noun is expressed by a weight vector of the concepts 
which shows the membership to the concepts.  

In this experiment, each noun is assigned to only one concept (or cluster) which 
has the maximum weight i.e. each noun is assigned to its corresponding one cluster 
(fig. 3c). Afterward, resulting clusters are compared to the answer set created early in 
section 3.2. Because of the superior performance in the previous experiment, we 
selected MI as the association measure in ICA based clustering.  

3.5   Comparison 

The last column in the table 1 shows the result of the experiment in each level (or 
depth) of the U-WIN and for each association measure. 

Roughly, the number of features is decreasing as the level goes down to deeper 
ones. Naturally the number of features will decrease as the number of words 
decreases, but we can also see that the average number of feature per word tends to 
decrease. It proves that in the taxonomy, deeper nodes are more specific senses of the 
words and upper level nodes are more general senses of the words. 

The ICA based clustering outperforms the traditional K-Means algorithm in all 
cases, thus it shows that the ICA based clustering is more suitable for the feature 
based framework. Because the ICA models a cluster by a combination of features 
based on statistical properties of the nouns, but K-Means clustering uses only the 
Euclidean distance between objects as their similarity. In the following section we 
will show with the characteristic of ICA in feature extraction with examples. 
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4   Extracting Features 

Here we show the feature extraction of ICA in more detail with the examples from the 
experiment. Note that, the sign in the ICA result is arbitrary. 

4.1   Decomposing Data 

The following figure shows the decomposition of the experiment data in THING set 
at level 4, with 301 nouns and 731 verbs. The input matrix of 731x301 size is 
decomposed into 71 independent components (i.e. clusters).  

To assign a noun to a cluster, the last matrix is used (fig.3b). For each noun, select 
only one cluster that the noun has the maximum absolute value. For the extracted 
features, the middle matrix shows the feature weights to the clusters. 

4.2   Feature Comparison 

In this subsection the comparison of the features extracted from data to the key 
feature (the feature of the parent node in corresponding key group) is shown.   

Below figure shows some examples from the ICA clustering result. The features of 
the concept extracted from the data are matching well to the key features as shown in 
the figure 8a, and the F-measure between them is 1.0. 

 

Fig. 4. Examples from the experiment. In each graph, upper plot shows the bar graph of the 
feature weights in the extracted cluster (component) and lower plot shows the bar graph of the 
feature values of the parent node which corresponds to the cluster above. 

In some cases as shown in the figure 8b, which have very low accuracy (F-measure 
is 0.133) the key itself has very broad range of feature set. In this case ICA finds the 
appropriate feature set, however the nouns in the key are likely to be assigned to other 
cluster because of the broad range of feature set. 

From the comparison of figure 8c and 8d, the both key has the feature number 94 
(the nearest bar to 100 on the plot) but the ICA method didn’t extract it as the feature 
of the cluster in both. This verb ‘만들다’ is very frequent verb in Korean and it means 
‘to make’ in English. At this time this verb is recognized as insignificant feature. 

In most cases, as shown above, ICA method extracts the significant features 
successfully from the data. 
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5   Conclusion and Future Works 

This paper presented the clustering based verification of the manually built lexical 
taxonomy, U-WIN. Words in each level of the taxonomy and their parent (parent 
nodes) are clustered and compared with a corresponding answer set. Words with a 
same parent node and their parent node form a group of the answer set in the current 
level. Various association measures and two clustering algorithms are used in the 
experiment. This approach is not specific for U-WIN but it is also applicable for other 
taxonomies as well (without modification). 

The experimental result shows that among the association measures mutual 
information (MI), t-score and log-likelihood ratio, the mutual information gives the 
best result. Regardless of association measures and clustering algorithm, the accuracy 
of clustering result is increasing as the level goes down to deeper level. Beside the 
decrease of the feature as the taxonomy level goes down do deeper ones, also the 
average number of feature per word tends to decrease. It shows that in the taxonomy, 
deeper nodes are more specific senses of the words and upper level nodes are more 
general senses of the words. 

The ICA based clustering outperforms the traditional K-Means algorithm and it 
shows that the ICA based clustering is more suitable for the feature based framework. 
This is because ICA method estimates the appropriate combination of features based 
on the statistical property of independence (not the classic Euclidean distance). 
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A Hybrid Approach for Learning Markov Equivalence 
Classes of Bayesian Network* 
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Abstract. Bayesian Networks is a popular tool for representing uncertainty 
knowledge in artificial intelligence fields. Learning BNs from data is helpful to 
understand the casual relation between the variable. But Learning BNs is a NP 
hard problem. This paper presents a novel hybrid algorithm for learning 
Markov Equivalence Classes, which combining dependency analysis and 
search-scoring approach together. The algorithm uses the constraint to perform 
a mapping from skeleton to MEC. Experiments show that the search space was 
constrained efficiently and the computational performance was improved.  

Keywords: Bayesian network, Structural learning, Markov equivalence class, 
condition independence test. 

1   Introduction 

Bayesian Networks (BNs, also called Belief Networks) is a popular tool for 
representing uncertainty knowledge in artificial intelligence fields; Learning BNs 
from data is helpful to understand the casual relationship between variables. But it has 
been proved that learning BNs is a NP hard problem[1]. So improving the efficiency 
of learning is an important problem. 

This paper presents a novel algorithm for learning Markov Equivalence Classes of 
BNs, which combining dependency analysis and search-score approach together. 
Experiment and quantitative analysis prove that the search space was constrained and 
the efficiency was improved. The remainder of this paper is organized as following: 
Section 2 introduces some background knowledge. Section 3 describes the algorithm 
in detail, section 4 describes the experiment and section 5 draw the conclusion. 
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2   Background 

Notation: Capital letter X,Y,Z notate a random variable; lowercase x,y,z notate the 
value of a random variable; bold capital letter X,Y,Z notate a set of random variable; 
when discussing about sets, the capital letter V,E notate a set, lowercase v,e notate the 
element in a set. (v1,v2) notate a unordered pair, <v1,v2> notate ordered pair. 

There are two approaches for BNs structural learning: One is score-search based 
approach, which defines the task as an optimization problem; the other is constraint 
based approach, which defines it as a constraint satisfaction problem.  

Two BNs are said to be equivalent if the joint distributions that can be represented 
by one can also be represented with the other.  

Definition 1. ,i jv v  is a V structure at kv  in G= (V, E) iff.: , , , Vi j kv v v ∈ , 

, E i kv v< >∈ , , E j kv v< >∈ , , , , Ei j j iv v v v< > < >∉ ,short for ( , | )i j kV v v v . 

Definition 2. The skeleton of a DAG is the undirected graph resulting from ignoring 
the directionality of every edge. 

Theorem 1. Two BNs B1 and B2 are Markov Equivalence iff. B1 and B2 have the same 
skeleton and same V structure [3, 4]. 

All of the DAG that equivalent to each other is a Markov equivalence class, short for 
MEC.  

3   Skeleton Based Learning Algorithm 

This paper presents a hybrid algorithm for Learning MEC base on the space of 
skeleton (short for LEBS). There are two phases of LEBS: (I) perform a complete 0 
order CI test (short for CI0) and part of 1 order CI test (short for CI1) to get a constrain 
on the skeleton and three sets for identify MEC; (II) search MEC in the space of 
skeleton. (Short for S-space) 

3.1   Conditional Independence Test 

BNs structure can be viewed as a encoding for a group of conditional independence 
relationships among the nodes. The main idea of constraint-based algorithms is using 
conditional independence test (CI test) to identify the conditional independence 
among the nodes. We use the value of mutual information and the conditional mutual 
information to perform CI test: 

, , ,

( , ) ( , | )
( , ) ( , ) log , ( , | ) ( , , ) log

( ) ( ) ( | ) ( | )a b a b c

P a b P a b c
I A B P a b I A B C P a b c

P a P b P a c P b c
= =∑ ∑  

We suppose A is (conditional) independent of B when I<ε, short for Ind (A, B) and 
Ind (A, B|C). There is an edge between A and B in the skeleton iff. ( , | )Ind A B C¬ , 

for all possible C [5]. So undirected edge between A and B in skeleton SK means A, 
B can influence each other, and such influence exists under any condition set. CI test 
in this phase described in the following two algorithms: 
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0 0

0

0 0

0 0

Algorithm CV0(Data .CV,UN ,SKC )
/*performing CI test with sample set Data, output the order 0 skeleton 
   contraint SKC  and two sets CV and UN */
INIT[initionalSKC  with a completed graph,CV,UN with an e

0

0

0 0

0 0

mptyset]
{( , ) | , }.
. .

SKC[perform CI test, if Ind( , ) delete ( , ) from SKC ]
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SKC =SKC -( , ).
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= ∀ ∈ ∧ ≠
= Φ = Φ
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i 0

0 0

0

0
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he neighbour of v  in SKC , 
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( , )
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( , , )
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i
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j k

i j k

i j k

v v
FOR v V

FOR v v v v SKC v v
IF v v SKC

CV CV v v v
ELSE

UN UN v v v

∉
∀ ∈

∀ ∈ ∧ ≠
∉

= +

= + ■

 

Fig. 1. Algorithm to perform CI0, the output CV will be used in phase II, the others will be used 
by algorithm NV1 

0 0 1

1 0 0

1 0 1

Algorithm NV1(Data ,SKC ,UN .NV,UN,SKC )
/*Perform CI  test, the input parameters SKC  and UN  are the output of CV0*/
CI1[perform CI on the triple in UN  if Ind( , | ) delete ( , ) fromSKC ,

and add the 
j k i j kv v v v v

1 0

0 1

1 1

triple into NV, otherwise add it into UN]
.

( , , ) ( , ), ( , )
( , | )

( , ).
( , , ).

( , , )

i j k i k i j

j k i

j k

i j k

i j k

SKC SKC
FOR v v v UN v v v v SKC

IF Ind v v v
SKC SKC v v
NV NV v v v

ELSE
UN UN v v v

=
∀ ∈ ∧ ∈

= −
= +

= + ■

 

Fig. 2. Algorithm to perform CI1, the output NV UN SKC1 will be used in phase II 

3.2   Search in S-Space 

The main task of the phase II is searching the best MEC in a constrained S-space. 
From the theorem 1 we can get: given a skeleton, if all V structure can be identified, 
then we can identify a unique MEC. The propositions below perform a mapping from 
the space of skeleton to the space of MEC (short for E-space): 

Definition 3. Call a graph V structured partially directed acyclic graph (VPDAG) 
corresponding a MEC, iff:  

1) VPDAG and MEC have the same skeleton; 
2) all direct edge in VPDAG participate at least one V structure in MEC;  
3) V structures in MEC are same as the V structure in VPDAG. 
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Definition 4. In a skeleton SK, call Vk Vj is a possible V structure at Vi, iff. 
( , )i jV V SK∈ , ( , )i kV V SK∈ , ( , )j kV V SK∉ , short for ( , | )j k iPV V V V . 

Proposition  1. Given a skeleton, if ( , , ) ( , | )i j k j k iV V V CV PV V V V∈ ∧ , then 

( , | )j k iV V V V . 

Proof: Since ( , | )j k iPV V V V  it has that , ,i j kV V V  has four possible local structures: 

j i kV V V→ ← ; j i kV V V→ → ; j i kV V V← ← ; j i kV V V← → .The last three belong to 

same MEC, in such MEC if iV  is unknown, then ,j kV V influence each other through 

iV ,which means ( , )j kInd V V¬ ; Since ( , , )i j kV V V CV∈  it has ( , )j kInd V V ; such MEC 

(last three DAG) can be excluded, so ( , | )j k iV V V V .                                                      ■ 

Proposition 2. Given a skeleton, if ( , , ) ( , | )i j k j k iV V V NV PV V V V∈ ∧ , then 

( , | )j k iV V V V¬ . 

Proof: If ( , | )j k iV V V V  then ,j kV V  influence each other through iV  when iV  is 

known, which means ( , | )j k iInd V V V¬ ; Since ( , , )i j kV V V NV∈ it has ( , | )j k iInd V V V ; 

so the local structure is impossible to be a V structure, that is ( , | )j k iV V V V¬ .            ■ 

Proposition 3. Given a skeleton, if ( , , )i j kV V V UN∈ and ( , | )j k iPV V V V , then there 

must be a path between ,j kV V  in the skeleton besides ( , ), ( , )i j i kV V V V ; ( , | )j k iV V V V  or 

( , | )j k iV V V V¬  can not be identified by CI0 or CI1. 

Proof: Since ( , , )i j kV V V UN∈  it has ( , )j kInd V V¬  and ( , | )j k iInd V V V¬ : 

1. If ( , | )j k iV V V V , then ,j kV V  can not influence each other through iV  when iV  

is unknown, since ( , )j kInd V V¬ , then there must be another path between 

,j kV V  in the skeleton besides ( , ), ( , )i j i kV V V V , through which ,j kV V  influence 

each other;  
2. If ( , | )j k iV V V V¬ , then ,j kV V  can not influence each other through iV  when 

iV  is known, since ( , | )j k iInd V V V¬ , then there must be another path between 

,j kV V  in the skeleton besides ( , ), ( , )i j i kV V V V , through which ,j kV V  influence 

each other;  

Under such condition ( , | )j k iV V V V  or ( , | )j k iV V V V¬  can not be identified by 

CI0 test or CI1 test (which need higher order CI test).                                                ■ 

Based on the Proposition above, given a skeleton SK, following rules can be used to 
identify the V structure at Vi:  

N (Vi) is the neighbors of Vi in SK, for , ( )j k i j kV V N V V V∀ ∈ ∧ ≠ . 
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(1) If ( , | )j k iPV V V V  and ( , , )i j kV V V CV∈ , then ( , | )j k iV V V V ;  

(2) If ( , | )j k iPV V V V  and ( , , )i j kV V V NV∈ , then ( , | )j k iV V V V¬ ;  

(3) If ( , | )j k iPV V V V  and ( , , )i j kV V V UN∈  and there is a path between ,j kV V  in 

the skeleton besides ( , ), ( , )i j i kV V V V , then generate two sub graph, one is 

( , | )j k iV V V V  the other is ( , | )j k iV V V V¬ ;  

(4) If ( , | )j k iPV V V V¬ , it has that , ,i j kV V V  is a complete graph, then ,j kV V  can 

not make a V structure at Vi ;  

The algorithm for generating DAG with a given VPDAG was given in [6]. The 
score of MEC can be calculated locally, the paper [7] presents a set of operator on 
MEC, the change in score by applying each operator can be calculated locally. 

4   Experiment 

In this section we describe the experiments carried out to evaluate LEBS. The 
experiment was divided into two groups. The purpose of first group is to evaluate  
the decrease of search space; the purpose of second group is to evaluate the 
computational efficiency of LEBS. The data set used during the experiment is Asia 
network, which presents the probability of a patient having tuberculosis, lung cancer 
or bronchitis respectively based on different factors. 

After phase I, there are 9 edges left in SKC1. Through the algorithm in [8], all 
DAG and MEC which satisfy SKC1 can be generated. By applying CV UV and UN 
constraints, the E-space was decreased to 28.5%. Fig. 3. presents the decrease in  
D-space and E-space. 

DAG with SKC1MEC with SKC1 MEC with ALL
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Fig. 3. Experiment result for evaluate the 
reducing of search space 

Fig. 4. Score changed by state transfer 
operator 

In the second group of experiment, we evaluate the number of CI test and the score 
changed by search operator. 

In phase I, CI0 test is O(n2). The times of CI1 in NV1 not only depend on the output 
of CV0, but also depend on the nodes order in which CI1 performed. For 
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example: 0( , , )i j kV V V UN∈ , if either ( , )i jV V or ( , )i kV V was eliminated in SKC1 before 

calling ( , | )j k iI V V V , then such CI1 is unneeded, because any skeleton in phase II 

satisfy ( , | )j k iPV V V V¬ . We test all possible node sequence for CI1. The max, min 

and mean times for CI1 are 44, 28 and 32.7. We use the number of Vi appear in UN0 , 
only when Vi is the first element of the triple, to sort the nodes. For descend (ascent) 
order the CI1 is 25(40) times, so we use this heuristic information to perform CI1. 

In the phase II, we use greedy search strategy. In D-space, the state transfer 
operator is deleting edge and reversing edge. In S-space, the state transfer operator is 
deleting edge. For each edge the operator was applied (if more than one operator can 
be applied, the one that increase the score of the state most was applied). Fig. 4. 
represents the max score changed with each operator applied in both S-space and D-
space.  

5   Conclusion 

The algorithm of this paper combining score-search based and constraint based 
approach for learning MEC. By using the constraint information in a more sufficient 
method, the search space was mapped from skeleton space to a constrained space of 
MEC. The size of such search space is reduced not only by eliminating edge, but also 
use the result to identify V structure. V structure is the main identity of MEC, so 
LEBS can search in E-space more efficiently.  
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Abstract. Nowadays, WSMO (Web Service Modeling Ontology)1 has
received great attention of academic and business communities, since its
potential to achieve dynamic and scalable infrastructure for web services
is extracted. Therefore, we design an ontology-based Semantic Web Ser-
vices (SWSs) discovery framework based on WSMO so as to searching
dynamically web services located at different nodes. Also, we provide
several SWSs matching techniques based on this framework.

1 Introduction

Semantic heterogeneity naturally arises in the application of SWS, since dif-
ferent nodes may have a variety of differences in the levels of explicitness and
formalization of concepts in their ontology specifications. In this scenario, the
performance of SWSs discovery may be impaired. Take for example, how to
search service resources from both IBM’s UDDI2 registry and Microsoft’s UDDI
registry. Currently, the main services selection approaches [2][4] improve their
performance to some extent, but they are performed mainly on single UDDI reg-
istry and they do not essentially resolve service resources share on different nodes
(e.g. different UDDI registries). Also, compared with other distributed system
like Peer-to-Peer or Grids [7][8][9], web services have their own characters, e.g.,
their own structural and behavioral characters. Thus, we focus on web services
discovery.

Nowadays, the major initiatives in the area of SWS are WSMO, OWL-S3,
METEOR-S [5] and IRS-II [3]. However, only WSMO among them explicitly
consider semantic interoperability problems for web services. Currently, WSMO
is still a conceptual model for describing web services semantically and only a
small amount of work has been done on web services selection, discussed mainly
in [11]. Therefore, we design a WSMO-based semantic web services discovery
framework to resolve services discovery on different nodes and provide some
1 http://www.wmso.org/
2 http://www.uddi.org/
3 http://www.daml.org/services/owl-s/1.0/
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services selection techniques based on it. Noticeablely, our approach also provides
a way for other dynamic resources selection.

2 A WSMO-Based Services Discovery Model

As shown in Fig. 1, web service providers or consumers have their own knowledge
backgrounds, which are represented by their own Web Service Ontology Reposi-
tories respectively. In terms of personal preferences, providers publish their web
services on one or several selected UDDI registries. Then, these UDDI registries
re-annotate the above web services using different ontological descriptions re-
spectively. With respect to consumers, they select their services by submitting
service requirements into one or several UDDI registries. Each UDDI registry
compares the coming request against its services by applying its own services
matching approach. Note that compared with traditional UDDI registry, we de-
fine the so-called semantic enhanced UDDI registry whose services are all well
annotated with lists of concepts.

Fig. 1. A WSMO-based Services Discovery Model

3 Services Matching

Based on the graph theory to depict a dictionary (e.g. WordNet), a term can
be represented as a node and a semantic relationship (e.g. is-A relationship)
between terms (i.e. nodes) can be represented as an edge. Also, we assume that
if there exist synonym and equivalence relationships between terms then these
terms will be put in a same node. Accordingly, a dictionary is described as:
DGraph = (T, E) where T is the set of terms, E is the set of edges. Then, the
semantic similarity between two terms is defined as:

Simif (t1, t2) = log
hypos (t1, t2)

Max
, (1)

where t1, t2 ∈ T , hypos(t1, t2) represents the layer number of node p, which
is the most immediate common parent of t1 and t2, and Max is the maxi-
mum layer number in DGraph. Note that we currently consider the semantic
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relationships mainly including equivalence relationship, synonymy relationship
and is-A relationship, since other semantic relationships (e.g. meronyms) will
provide limited effect on semantic similarity [10], and the information content
of a concept includes both its linguistic and structural information (we adopt
information content-based approach). In the following section, gc and ws are
user goal and matched web service respectively, which both are represented by
concepts.

3.1 Goal Concept Representation

Given a goal gk = (k1, k2, . . . , km), the matrix GCR (Goal-Concept-Relevance)
represents the semantic similarity degrees between keywords in gk and concepts
in Ontology O [12], and defined as: GCRm∗N = (rij)m∗N where rij represents
the semantic similarity degree between keyword ki and concept cj , and N = ‖O‖.
Then, we obtain vector GV (Goal Vector), that is, GV = (cw1, cw2, . . . , cwN )
where cwj =

∑m
i=1 rij . Finally, we define vector gc = {ci|i = 1 . . .m′}, where

cwi ≥ δ (0 ≤ δ ≤ 1) and δ is a threshold assigned by our system. Take for ex-
ample, if a user wants to search paper retrieval services and submits a query
like gk = {paper retrieval}, then gc = {paper, essay, report, retrieval, search,
discovery, selection}. Also, we will pre-store the concepts representations of
commonly used keywords in order to optimize its performance.

3.2 Semantic-Based Web Service Matching Approach

Function-based Services Matching. Firstly, we introduce an approach for
matching of two concept sets, which is depicted as:

Semsim (CS1, CS2) =
2

∑p
i=1 Simif (c1i, c2a)

p + q
(2)

Where CS1 and CS2 are two concept sets respectively, CS1 = {c1i|i = 1 . . . p},
CS2 = {c2j |j = 1 . . . q}, for a given i, a satisfies that:

Simif (c1i, c2a) = max {Simif (c1i, c2j) |j = 1 . . . q}. Note that compared with
traditional similarity measures between two vectors or words (e.g. cosine), we
adopt ontology or lexicon based approaches while they generally use corpora
based statistical approaches. Thus, function-based service matching is defined as:

SWS F (gc.F, ws.F ) = Semsim (gc.F, ws.F ) (3)

where gc.F and ws.F are their functional descriptions by concepts respectively,
e.g. ws.F = {paper search}.

Structure-based Services Matching. Considering services structures, a ser-
vice is composed by several operations which are associated with each other, and
its structure can be defined as ws.S = {opi|1 . . . u}. Operation op = {D, I, O},
where D is the text description of its function represented with concepts, I is its
input information and O is its output information (I and O are its behavioral
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information). Also, we assume that operations of a web service is independent
each other. Thus, the structure-based services matching is defined in the follow-
ing part.

SWS S (gc.S, ws.S) =
2

∑s
i=1 Semsim (op1i.D, op2a.D)

s + s′
(4)

where gc.S = {op1i|i = 1 . . . s}, ws.S = {op2j |j = 1 . . . s′}, for a given i, a satis-
fies that:

Semsim (op1i.D, op2a.D) = max {Semsim (op1i.D, op2j .D) |j = 1 . . . s′}, gc.S
and ws.S are their structural descriptions respectively, e.g., the text description
of operation op0: op0.D = {paper search}.

Behavior-based Services Matching. Each operation op has its own input
and output information which are composed by several parameters. And for each
parameter p = {N, T }, where N is its parameter name, T is its data type. Then,
the matching of parameters p, p′ is defined as:

PSim (p, p′) = ωSemsim (p.N, p′.N) + (1 − ω)Semsim (p.T, p′.T ) (5)

where p.N , p′.N , p.T , p′.T are all represented by concepts, ω is a threshold
assigned by our system. Due to space constraints, the introduction of behavior-
based services matching is omitted, since it is very similar to the structure-based
service matching.

As described above, in semantic heterogeneity environments, web services
matching can be defined as:

SimWS (gc, ws) = μ1SWS F (gc.F, ws.F ) +
μ2SWS S (gc.S, ws.S) + μ3SWS B (gc.B, ws.B) (6)

where SWS B represents the behavior-based service matching, gc.B and ws.B
are their behavioral descriptions by concepts respectively. μ1, μ2, μ3 (μ1 + μ2 +
μ3 = 1) are the thresholds given by our system.

4 Experimental Evaluations

We have created domain ontology A and B as our simulation ontologies using
our good knowledge and rich experiences in areas of domain ontology design and
evolvement [13].

4.1 Cross-Ontology Service Matching Evaluations

We chose 10 students of our computer science department and 16 pairs of goals
and web services. Firstly, each student read the descriptions of both goals and
web services. Then, different computational similarities were given using different
approaches respectively. Finally, the students ranked the above similarity results
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with their satisfactions from 1 to 5, who were not informed of which approach
is used for a specific similarity score. Also, the correlations were measured using
the Pearson Product Moment Correlation. Table 1 shows that the correlations of
human evaluations and different approaches. Observingly, these correlations are
more than 58 % when μ1 ≥ 0.5, while the effects in other scenarios are not very
satisfactory. But, behavioral features play very limited role. Thus, we should
consider functional and structural features as a whole in services search.

Table 1. Correlations for Different Web Services Matching Approaches and Human
Evaluations

Approach μ1 μ2 μ3 Correlation

Function-based Approach/Simple Model 1 0 0 0.588
Structure-based Approach 0 1 0 0.345

A hybrid Approach-1 0.5 0.5 0 0.691
A hybrid Approach-2 0.67 0.33 0 0.702
A hybrid Approach-3 0.33 0.67 0 0.527
A hybrid Approach-4 0.34 0.33 0.33 0.403

General Model 0.67 0.33 0 0.762
Advanced Model 0.67 0.22 0.11 0.807

4.2 Different Web Services Matching Model Evaluations

Since such computation is very time-consuming, three different matching models
are proposed in terms of user preferences:

1. Simple Model: This model is adopted to consider only the functional prop-
erties of web services.

2. General Model: The matching process in this model is performed using a
hybrid approach based on the functional and structural features of web
services.

3. Advanced Model: This model is implemented by considering all aspects in-
cluding the functional, structural and behavioral features of web services.

Similar to section 4.1, we also chose 10 students and 16 pairs of goals and web ser-
vices. Also, we set μ1, μ2, μ3 in General Model and Advanced Model in terms of
our testing statistics. Shown as Table 1, the correlation of human judgments and
our Advanced Model is more than 80% although its matching implementation is
very complex compared to other models, while the other model measurements
have less correlation (0.588 and 0.762 respectively).

5 Conclusions

In this paper, we design a WSMO-based web services discovery framework and
provide SWSs matching techniques on this framework. In the future, we will con-
tinue our researches in the area of SWS, e.g., researches on semantic association
relationships. I believe that there are many efforts still to be made on it.
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Abstract. The existing 3D direction models approximate spatial objects either 
as a point or as a minimal bounding block, which decrease the descriptive 
capability and precision. Considering the influence of object’s shape, this paper 
extends the planar cardinal direction (CD) into 3D space and obtains a new 
model called TCD (three-dimensional cardinal direction). Base on the smallest 
cubic TCD relations and original relations, explain the correlations between 
basic TCD relations and block algebra. Then according to the results in block 
algebra, two novel ways to compute the inverse and composition of basic TCD 
relations are proposed. And an O(n4) algorithm to check the consistency of a set 
of basic TCD constraints over simple blocks is given. 

1   Introduction 

Modeling spatial relations is an indispensable part of Qualitative Spatial Reasoning 
(QSR) [1]. Direction as one of most important relations has received lots of attentions. 
According to different spatial objects, existing models can be divided into two 
classes: point based, such as cone or projection based methods [2] and double-cross 
method [3]; region based, such as rectangle algebra [4], direction relation matrix [5] 
and cardinal direction (CD) [6]. It should be noted most current models concentrate 
on planar objects except 3D-double cross model [7] and block algebra (BA) [8]. But 
these models approximate spatial objects either as a point or as a minimal bounding 
block (MBB), which decrease the description capability and precision. Based on this, 
we introduce new qualitative symbols to represent 3D direction then obtain a new 3D 
direction model, called TCD (three-dimensional cardinal direction).  

The rest of paper is organized as follows. Section 2 introduces basic definitions of 
TCD. Section 3 elaborates the correlations between TCD and BA. Section 4 and 5 give 
the novel ways of inversing and composing basic TCD relations, Section 6 discusses the 
constraint satisfaction problems (CSP). Section 7 is the conclusions and future works. 
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2   Basic Definitions 

Consider the three-dimensional Euclidean space. Blocks are defined as non-empty 
and bounded sets of points in it. a is a simple block iff it is homeomorphic to the 
closed unite orb {(x, y, z)| x3+y3+z3≤1}. All simple blocks form a set, denoted by 
BOD. If a block is connected, then its projection on each axis forms single intervals 
on each axis. infx(a) and supx(a) are the greatest lower bound and smallest upper 
bound of the projection of a on x-axis. Similarly infy(a), supy(a), infz(a) and supz(a). 
They form the minimal bounding box of a -- MBB(a), and divide the space into 27 
direction tiles, as shown in Fig. 1, where superscript U, B, M denote the top, middle 
and bottom of a, respectively. Following the definitions of atomic CD relations in [6], 
The 27 atomic TCD relations can be defined by the projections on x, y and z axis. A 
basic TCD relation is a non-empty subset of {NWU, ... , SEU, NWM , ... , SE M, NWB, ..., 
SEB}; as shown in Fig. 2 dir(a, b)=NU:OU:O M

  All basic TCD relations form a set of 
JEPD (jointly exhaustive and pairwise disjoint) relations, denoted by D. 

  

Fig. 1. The 27 atomic TCD relations Fig. 2. dir(a, b)=NU:OU: O M 

3   Correlations Between TCD and BA 

Balbiani [8] introduced BA as the n-dimensional extension of temporal interval 
algebra (IA) [9]. The considered objects are the blocks whose sides are parallel to the 
axes of some orthogonal basis in n dimension Euclidean space. Suppose n=3, the 
basic relations between these objects are defined from the basic interval relations, 
Aint={p, pi, m, mi, e, d, di, s, si, f, fi, o, oi}, in the following way: Acub={(rx, ry, rz)| rx, 
ry, rz ∈Aint}. Each relation of 2Acub can be seen as the union of its basic relations. For 
arbitrary R, T ∈2Acub, it has: (1) the inverse relation R︶=∪{(rx︶, ry︶, rz︶)| r∈R}; 
(2) the composition R o T＝∪{(rx o tx) ×(ry o ty)×(rz o tz) | r∈R, t∈T}. 

Definition 1. Basic TCD relation r is cubic iff there exist two rational cubes a and b 
such that dir(a, b)=r is satisfied; otherwise, it is non-cubic. 

According to the definitions of atomic TCD relations, the projections of arbitrary 
blocks on each axis must satisfy a certain interval relation, as shown in Table 1, where 
π={x, y, z} represents corresponding axis.  
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Table 1. The six groups of basic interval  relation corresponding to cardinal direction relation 

Interval Projection relation interval Projection relation 

{p, m} supπ (a) ≤infπ (b) {pi, mi} supπ (b) ≤infπ (a) 

{o, fi} infπ (a)<infπ (b)<supπ (a)≤ supπ (b) {oi, si} infπ (b)<infπ (a)<supπ (b) ≤supπ 

{e, d, s, f} infπ (b) ≤infπ (a) ∧supπ (a) ≤supπ (b) {di} infπ (a)<infπ (b)∧supπ (b)<supπ (a) 

Let BR(r)=BRx(r)×BRy(r)×BRz(r) be the block relation of basic cubic TCD relation 
r and CD(T)=∪{CD(t)|t∈T} be the set of cubic TCD relations for block relation  
T. Such as BR(NU:NM)={e, d, s, f}×{pi, mi}×{oi, si} and CD({s, o}×{f}×{o})= 
CD((s, f, o))∪CD((o, f, o))={OB:OM, WB:OB:WM:OM}. 

Definition 2. Basic TCD relation r=r1:…:rm includes t=t1:…: tn, iff {t1,…, tn} ⊆  {r1, 
…, rm}, denoted by t ⊆  r. 

Definition 3. Basic TCD relation r is the smallest cubic direction (SCD) of t, denoted 
by SCD(t), iff it is cubic  and the smallest relation including t. 

Definition 4. Basic relations whose smallest cubic direction is r are called the original 
relations of r, denoted by ORG(r). 

Base on above definitions, D  can be divided into 63=216 equivalence classes. Each 
element in each class equals in its SCD, while each basic BA relation corresponds to a 
basic cubic TCD relation which is the SCD of a set of basic TCD relations. Thus TCD 
is correlated with BA.  

4   Inversing 

Definition 5. The inverse of r∈D denoted by inv(r) is a TCD relation belongs to 2D 
which satisfies ∀ a, b∈BOD, dir(a, b)∈inv(r) holds iff dir(b, a)=r holds. 

Theorem 1. Let r=r1:…:rn be a basic relation, q=SCD(r), then the following holds: 

inv(r)={∪t ORG(t): t∈CD(BR (q)︶)} 

Proof: ∀ u∈inv(r), there must exist a, b∈BOD such that dir(a, b)=r∧dir(b, a)=u 
holds, then dir(MBB(a), MBB(b))=q∧dir(MBB(b), MBB(a))=SCD(u) is satisfied. Let 
t=SCD(u), it has t∈CD(BR(q)︶ ). According to definitions of SCD relation and 
original relation, u∈ORG(t). Conversely, ∀ t∈CD(BR(q)︶), there must exist cubes 
a, b∈BOD such that dir(a, b)=q∧dir(b, a)=t is satisfied. Assume ∀  u=u1:…:um∈ 

ORG(t). Form block b0=b∩(u1(a)∪…∪um(a)) and a0=a∩(r1(b)∪…∪rn(b)) then 
dir(a0, b0)= r∧dir(b0, a0)=u holds, i.e., u∈inv(r). So inv(r)={∪t ORG(t): t∈CD 
(BR(q)︶)}holds.                                                                                                              ■ 
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5   Composing 

Definition 6. Let r1 and r2 be two basic relations, their composition r1 o r2 is a set of 
basic relations satisfying: for each t∈r1 o r2, there exist blocks a, b, c∈BOD such that 
dir(a, b)=r1∧dir(b, c)=r2∧dir(a, c)=t is satisfied. 

Theorem 2. For arbitrary basic relations r1 and r2, r1 o r2= r1 o SCD(r2) holds. 

Lemma 1. Let r1 be a atomic relation, r2 be a basic cubic relation and t∈r1 o r2, then 
the following implication holds: 

( ∀ b, c ∈BOD)(dir(b, c)=r2→∃a (dir(a, b)=r1∧dir(a,c)=t). 

Proof: If ∀ b, c ∈BOD satisfying dir(b, c)=r2, assume β1(c),..,β27(c) are the 27 tiles 
formed by MBB(c), there must exist a maximal subset {δ1(c),…,δm(c)} ⊆ {β1(c),…, 

β27(c)}, such that ∀ i∈ {1…m}, δi(c)∩r1(b)≠ ∅ ∧ ∀ δj(c)∈ {β1(c),...,β27(c)}\{δ1 

(c),…,δm (c)}, δj(c)∩r1(b)= ∅ holds. Let t=t1:…:tk and δ=δ1:…:δm, if t∈r1 o r2 then t ⊆  

δ holds, i.e., ∃ a∈BOD such that a∈ r1(b)∧a∩ti(c)≠ ∅ , 1≤i≤k. Otherwise, there 
exists tp, 1≤p≤k such that tp(c)∈{β1(c),…, β27(c)}\{δ1(c),…,δm(c)}, a∩tp(c)≠∅  holds. 
Since a∈r1(b) then r1(b)∩tp(c)≠∅  contradicts r1(b)∩ tp(c) = ∅ .                                  ■ 

Theorem 3. Let r1=r11:…:r1k be basic relation and r2 be a basic cubic relation, then 
r1 o r2=σ(r11 o r2,…, r1k o r2) holds. 

To facilitate illustration, let σ(P1,..,Pm) represents all rational basic cardinal directions 
formed by the cross joining the relation sets, such as σ({OM},{WM:WB, WB}, 
{SWM,OB})={ WM:OM: SWM:WB, OM:WM:OB:WB, OM:OB:WB}.  

Theorem 4. Let r1 be an atomic relation and r2 be a basic cubic relation, then 
r1 o r2={∪t ORG(t): t∈CD(BR(r1) o BR(r2))} holds. 

Proof: ∀ u∈r1 o r2, there must exist a, b, c∈BOD, such that dir(MBR(a), MBR(b))= 
r1∧dir(MBR(b), MBR(c))=r2.Then MBB(a) BR(r1) MBB(b)∧MBB(b) BR(r2) MBB(c) 
holds. So dir(MBB(a), MBB(c))∈BR(r1) o BR(r2), i.e., SCD (u)∈CD(BR(r1) o BR(r2)). 
Let t=SCD(u) then u∈ORG(t). Conversely, ∀ t∈CD (BR(r1) o BR(r2)), there must 
exist cubes a, b, c ∈BOD such that dir(a, b)=r1∧dir(b, c)=r2∧dir(a, c)=t. Assume 
∀ u=u1:…:uk ∈ORG(t), form a simple body a0=a∩u1(c)∩…∩uk(c), it have dir(a0, b)= 
r1∧ dir(b, c)=r2∧dir(a0, c)=u. So u∈r1 o r2 holds.                                                       ■ 

To sum up, for arbitrary basic relation r1=r11:…: r1k and r2, following equations  
must hold: 

− r1 o r2= r1 o SCD(r2) 
− r1 o r2=σ(r11 o SCD(r2),…, r1k o SCD(r2)) 
− r1 o r2=σ(ORG(t1),…, ORG(tk)), where ti＝CD(BR(r1i) o BR(SCD(r2))), 1≤i≤k. 
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6   Reasoning with Basic TCD Constraints 

The most common CSP in QSR is checking the consistency of a set of given spatial 
constraints with the form of xRy, where x, y denote spatial objects and R is the relation 
between them. If the consistency of this set of constraints can be decided in 
polynomial time, it is called tractable. This section will give an algorithm to check the 
consistency of a set of the basic TCD constraints over simple blocks. 

Helly’s Topological Theorem: Let F be a finite family of closed sets in d dimension 
such that the intersection of every k members of F is a cell, for k ≤ d, and it is 

nonempty for k = d + 1. Then ∩F is a cell. 

When d=3, ∩F is a cell means that the intersection belongs to BOD. To check the 
basic TCD constraint network, first is to extend the two-dimensional predicate NTB 
(non-trivially block) in [6] to 3D space, i.e., infx(a)<supx(a)∧infy(a)<supy(a)∧infz(a)< 
supzy(a); then follow the proof of theorem 1 and notations in [10], we get: 

Theorem 5. Let Fa={Σa
b1 ,…, Σa

bk} be the family of sets of the maximal solutions  
for component variables of a w.r.t any of its reference variables bi in an path-
consistent basic TCD network N over BOD. If for every subfamily B3={Σa

b1, Σa
b2, 

Σa
b3}⊆Fa, NTB holds for B3 and ∩B3 is a simple block, then NTB holds for Fa and ∩Fa 

∈BOD. 

Proof: Since every subfamily B3 ={Σa
b1 , Σa

b2, Σa
b3 }the intersection I3 =Σa

b1 ∩ Σa
b2 ∩ 

Σa
b3  is a simple block and NTB holds for B3, I3 is the maximal partial solution for 

variable a w.r.t variables b1, b2 , b3, so that all basic TCD constraints Ca
bi from the 

sub-network N, with variables a, b1, b2 , b3, are satisfied. Hence, if add a new set Σa
b4 

to B3, forming a subfamily B4, then B4 also satisfies predicate NTB. Otherwise Σa
b4 

contains a convex subset η which corresponds to a maximal solution-block for some 
component variable ai

b4 of a w.r.t b4, so that η has not a non-trivial block intersection 
with some solution-block of other component variable ai

bp of a w.r.t variable bp of the 
sub-network N3 restricted to variables a, b1, b2, b3. This means that the constraints 
between 3 variables, namely a, bp and b4, are not satisfied. But this contradicts the 
assumption that N is path-consistent. Hence NTB holds for B4.  

Since N is path-consistent, then for every subfamily B2⊆Fa, ∩B2∈BOD must hold. 
Otherwise (dir(a, bi) o dir(bi, bj))∩dir(a, bi)= ∅ , or (dir(a, bj) o dir(bj, bi))∩ dir(a, 
bj)= ∅ which contradict the assumption N is path-consistent. From the hypothesis it 
has∩B3∈BOD, and we prove ∩B4≠∅ . Therefore,∩Fa∈BOD must hold by Helly’s 
topological theorem. Follow the proving procedure of first part, it is easy to prove 
NTB also holds for Fa.                                                                                                   ■ 

So we get the algorithm BOD-CON to check the consistency of basic TCD constraints 
over connected blocks, whose complexity is O(n4). 
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Algorithm: BOD-CON 
Input: the basic TCD constraint network N. 
Output: ‘consistent’ if N can be satisfied; ‘inconsistent’, otherwise. 
− Step 1: enforcing path-consistence: apply path-consistent algorithm to N, if N is 

not path-consistent return ‘Inconsistent’ 
− Step 2: Translating TCD constraints into order constraints(similar to step 1 in SK-

CON[6]) 
− Step 3: Finding the maximal solution of the order constraints (similar to step 2 in 

SK-CON[6]) 
− Step 4: enforcing predicate NTB and simple block to the solution 

• For each variable a ∈ V Do 
• For every tuple (b1, b2 , b3,) of variables in V Do 

• If{Σa
b1 , Σa

b2, Σa
b3} doesn’t satisfy NTB or Σa

b1
∩Σa

b2
∩Σa

b3∉BOD 
Then return ‘Inconistent’ 

− Step 5: Return ‘Consistent’. 

7   Conclusions 

In this paper we extend planar CD relations to 3D space, consequently, propose TCD 
direction model. Base on SCD and original relations, correlations between TCD and 
BA are explained. Then two novel ways to compute the inverse and composition of 
basic TCD relations are given. And an O(n4) consistency checking algorithm is 
presented. 

For future work, since temporal IA is the base of BA, and BA is correlated with 
TCD; introducing a temporal dimension into TCD to form a spatio-temporal direction 
model is a working direction. Due to the well-formed reasoning property of BA can 
be used to compute the inverse and composition of TCD relations. It is worth to 
observe that the same consistency problem we have considered may be solved with a 
non-constructive method, i.e., an algorithm that uses the operations of the algebra. 
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Abstract. This study examines the issue of demand forecasting in fresh
food management based on a methodology for knowledge integration and
creation called the i-System. More specifically, we divide the domain of
the study into “managerial knowledge,” “purchase behavior,” and “de-
mand forecasting model/system,” and endeavor to integrate the findings
of each area of the study. Finally, we propose a fresh food management
system based on the findings.

Keywords: Demand forecasting, fresh food management, i-System,
managerial knowledge, KJ method, purchasing factors.

1 Introduction

Demand forecasting is an important management skill at grocery supermarkets
which deal with perishable foods. Demand forecasting closely relates to sales
rate, and demand forecasting errors directly influence the management perfor-
mance of the company. Because perishable foods generally have short shelf life
and are difficult to preserve, errors in demand forecasting result in excess prod-
uct orders or production, that lead to added preservation/freshness management
and personnel costs and losses due to waste and forced discounting. In addition,
demand in excess of stock results in lost opportunity and customer trust. There-
fore, demand forecasting is an important management skill at supermarkets,
and minimizing the loss due to waste, forced discounting, and lost opportunity
through effective demand forecasting plays an important role in the management
activities.

Studies on demand forecasting are thought to have developed in various fields
such as system engineering and information science, based mainly on the results
of research utilizing mathematic and statistical models (e.g. moving average
model, simple linear regression analysis, and multiple linear regression analy-
sis). In such research, researchers narrow down the objects to forecast more
specifically and approach demand forecasting problems in various fields such
as retail business [1][2], production business [3][4], mail-order business [5][6],
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textile/apparel business [7][8], electricity demand [9][10][11], and water demand
[12][13]. In addition, the spread of information systems such as POS (Point Of
Sales) and FSP (Frequent Shoppers Program) has increased the data, in addi-
tion to sales data, that can be manipulated and research on demand forecasting
in the retail business has been progressing.

Because current approaches fail to provide adequate solutions to these prob-
lems, new approaches are required. Research on demand forecasting has devel-
oped mainly in the scientific and technological fields. Recently, however, attempts
have been made to reconsider demand forecasting from the management perspec-
tive [14], an approach that may yield potential solutions to the problems that
have plagued the traditional approach. With this in mind, this study assumes
the necessity of constructing a demand forecasting system that combines a tra-
ditional system engineering approach, one that forecasts demand from past sales
data, with a knowledge management approach in order to develop solutions to
demand forecasting problems.

This study examines the issue of demand forecasting in fresh food management
based on a methodology for knowledge integration and creation called the i-
System. More specifically, we divide the domain of the study into “managerial
knowledge,” “purchase behavior,” and “demand forecasting model/system,” and
endeavor to integrate the findings of each area of the study. Finally, we propose
a fresh food management system based on the findings.

2 Methodology

This study employs the “Methodology for Knowledge Integration and Creation
(i-System) [15]” to combine a system engineering type of approach with a knowl-
edge management type of approach to address demand forecasting problems. The
i-System is a “system theory that integrates and creates knowledge” combining
Western structure - ability paradigm and Eastern dialectic thought. With the
assumption that this structure is comprised of the scientific-actual front, the
social-relational front, and the cognitive-mental front, and that the abilities of
the actors under each structure are the intelligence ability, the involvement abil-
ity, and the imagination ability, this methodology develops the union of theory
and practice, in which the integration power of knowledge and the intervention
ability of the leaders and analysts in relation to the structure and abilities listed
above become inseparable.

First, the problem and the result desired as a goal are set.

– Problem Setting: For demand forecasting problems, a new approach combin-
ing a system engineering approach with a knowledge management approach
is needed.

– Knowledge: Construct a fresh food management system.

The problem is divided into the below-listed three fronts and approaches are
tested. That is, knowledge regarding scientific truth, relations with society, and
individual awareness is collected for each front and integrated:
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– Cognitive-mental front: Survey and analyze issues that are considered when
the amount and kinds of products to be produced are decided by the man-
ager, who has the authority to decide such, and the management method
related to daily sales.

– Social-relational front: Collect and analyze issues that consumers consider
when purchasing products and consumer opinion that is not reflected in POS
data.

– Scientific-actual front: Just as in past research approaches, construct a de-
mand forecasting model that forecasts the sales amount under certain con-
ditions based on past sales data and a fresh food management system.
Note that for this front, a system is proposed based on the outcome of the
cognitive-mental front and the social-relational front.

Using outcomes from the three above-listed fronts, we attempt to construct
a demand forecasting management system that possesses the expertise of a sys-
tem engineering approach as well as the expertise of a knowledge management
approach.

3 Managerial Knowledge

In order to acquire managerial knowledge regarding prepared food department
operation, such as decision making regarding the amount and types of prepared
food to be produced and daily sales methods, we conducted interviews twice with
managers responsible for decisions regarding the types and amount of prepared
food to be produced.

The first survey was administered to ten managers working in Tokyo area
supermarkets who have the power of decision regarding the types and amount
of prepared food to be produced, and included a wide variety of items designed
to elicit information concerning basic matters in the prepared food department,
including issues to be considered when deciding on the types and amount of
prepared food to be produced and measures taken to reduce lost opportunity
and loss from waste. The period of research was from March 2nd, 2005 to March
23rd, 2005. The interview time was approximately one hour per person. The
second survey was a follow-up interview of 3 managers who had participated
in the initial survey. Follow-up questions concerned detail regarding prepared
food department operation and were based on the results of the first survey. The
survey period was from November 22nd, 2005 to November 24th, 2005, and the
interview time was approximately 1 hour and 30 minutes per person.

We used the Semi-Structured Interview Method [16] from the Interview Guide.
The Semi-Structured Interview Method is a surveying method wherein open
ended question topics regarding the content that the researcher wishes to re-
search are prepared in advance and the researcher actively asks questions in
concordance with those question topics. However, it is also a survey method
wherein the order of the questions and topics may be changed based on the con-
ditions and atmosphere of the interview, allowing specific follow-up questions to
be added on the spot in the course of conversation.
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After making a transcript of the interview, information from the interview,
such as considerations in deciding of the amount of prepared food products
to produce and the types of prepared food products to produce and the daily
sales method, were extracted and coded. The coded data was then organized,
analyzed, and structured via the KJ Method [17], and the management methods
of the prepared food managers were converted into diagram form. The diagramed
management method of the prepared food managers was evaluated at the time
of the second interview and amendments were added.

The results of analysis utilizing the KJ method show that, based in the “cat-
egory of information which forms the foundation for prepared food product
production and sales,” the management of the prepared food departments is
executed with reference to four categories: “decisions regarding prepared food
product type and amount,” “prepared food sales,” “the time period from close
to closing to closing time,” and “tasks after closing.”

4 Consumer Purchasing Behavior

In order to ascertain matters which consumers consider when deciding on pre-
pared food purchases and consumer opinion which is not reflected in POS data,
we implemented a web questionnaire related to prepared food purchasing. We
conducted a web survey of 1,000 males and females from 16 to 69 years of age
living in the 23 Special Wards of Tokyo who make prepared food purchases 2 or
more times per week at a supermarket. The survey elicited responses to ques-
tions concerning matters considered when making prepared food purchases and
preferences concerning prepared food purchasing. The survey period was from
November 11th, 2005 to November 15th, 2005. In order to more accurately grasp
actual consumer tendencies, we corrected the distribution of respondents for each
question by age group in line with the distribution of actual Tokyo population
by age group based on the FY 2000 national census issued by the Ministry of
Internal Affairs and Communications.

We created survey items based on the results of interviews with prepared
food managers. The survey was structured to begin with basic questions such as
survey participant profile (age, gender, region, and family structure), frequency
of prepared food purchase per one-week period, and names of prepared foods
that the participant frequently makes purchases, and divided matters which the
consumer considers in making prepared food purchases into items evaluated on a
5-point Likert scale from “very important consideration” to “not a consideration
at all” and items which the respondent could comment freely about, such as times
when prepared food purchases are made impulsively and preference concerning
prepared food purchases.

Qualitatively comparing the survey results of managerial knowledge and con-
sumer purchasing behavior, we evaluate the validity of managerial knowledge.
Regarding “weather and climate,”“in-store events,”“yearly and regional events,”
and “television,” though the individuals involved in sales consider these factors
to affect the production amount and produced type, consumers do not seem to
give much consideration to these factors when making prepared food purchases
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according to the purchasing factor results. Because of differences in opinion be-
tween managers and consumers, confirmation via objective data such as POS
is required in the future. Regarding the “day of the week,” though it was not
a major consideration for prepared food purchases, we found a trend for more
prepared food purchases during the weekend period as compared to weekdays.
Thus, the opinion on this matter is the same for both managers and consumers.

5 Fresh Food Management System

Based on the results of the study on the managerial knowledge of prepared food
departments and the study on consumer purchasing behavior pertaining to pre-
pared food purchasing, we have developed a fresh food management system. As
for a model which forecasts demand from past data, we used K-representatives
[18], which is one form of clustering in which the concept of fuzziness is intro-
duced into the traditional clustering technique. Specifically, we grouped data
possessing the same conditions, estimated the distribution from the past sales
amount data under those conditions, and forecasted the sales amount.

Via the results of the study on the managerial knowledge of prepared food
departments and the study on consumer purchasing behavior pertaining to pre-
pared food purchasing, it is thought that several important explanatory variables
that increase the accuracy of demand forecasting results have been identified.
However, it is not always possible to obtain data on these variables, a reason
cited above for the low performance of demand forecasting in the real world. In
order to respond to this problem, we designed the management system for this
study, based on the experience and knowledge of fresh food product managers,
in which the distribution calculated by a demand forecasting model could be
altered freely, and constructed it so that the risk relationship of waste loss vs.
lost opportunity would be indicated in line with the alteration.

6 Summary and Future Outlook

In order to develop a new fresh food management system, this study employed
the i-System. The study fronts were divided into managerial knowledge study,
consumer purchasing behavior study, and demand forecasting model and system
study. In the managerial knowledge study, we administered an interview survey
to prepared food department managers and gathered managerial knowledge for
the prepared food department. In the consumer purchasing behavior study, we
administered a questionnaire survey to consumers, surveyed the purchasing fac-
tors for prepared foods, and then qualitatively compared managerial knowledge
and consumer purchasing behavior. In the demand forecasting model and system
study, we constructed a system which is able to actively reflect the knowledge
of human beings, unlike the way of thinking in traditional demand forecasting
models and systems.

However, because the system constructed in this study exhibits a high degree
of dependence on user experience and knowledge, it is necessary to allow the
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study results of managerial knowledge and consumer purchasing behavior to
be reflected to a greater degree in the system. Moreover, regarding demand
forecasting, the validation of forecasting accuracy and consideration of using
other demand forecasting models are also necessary.
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Abstract. In this paper, we propose the roles of “intermediary actors” between 
scientists and policy makers for effective knowledge transferring in science-
policy process. We adapted the Quinn’s competing value framework to classify 
their roles into eight types. That is, intermediary actors in science-policy 
process play roles as monitors, coordinators, directors, producers, innovators, 
brokers, facilitators and mentors. We developed a list of 40 functions with each 
role consisting of five functions. Based on several case examples setting 
intermediary actors playing one of the eight roles between scientists and policy 
makers, we found that the intermediary actors play not only the designated 
roles, but also other roles for knowledge transferring. In all cases, intermediary 
actors play most of facilitator and mentor functions. These functions make 
effective knowledge transferring, that is knowledge sharing among scientists 
and policy makers.  

Keywords: Science-policy process, knowledge transferring, knowledge sharing. 

1   Introduction 

From agenda setting to implementation, environmental policies in areas as diverse as 
air quality, climate change, water quality and land use; all depend on environmental 
monitoring and research to set emission limits, establish safe levels of exposure, 
evaluate the fate of pollutants in the ecosystem, and many other decisions at the local, 
national and international level [1]. The data that support this process are often 
complex, ambiguous, dispersed across multiple monitoring networks maintained by 
different organizations, provided one by one in many narrow technical papers, 
developed with competing theories, and presented with jargon that is not clearly 
understood by policy makers. The culture of science that generates and analyzes the 
data is very different from the culture of politics that uses the resulting knowledge for 
decision making. Environmental problems like climate change or water quality are 
not scientific problems or political problems alone, but interdisciplinary problems that 
require a unified science-policy solution.  

Figure 1 shows the science-policy process which defines the conditions that facilitate 
the use of scientific data for policy [2]. The scientists convert raw data from monitoring 
networks into information. They interpret this information into scientific knowledge. 
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Then, scientific knowledge is transformed (or translated) into policy-relevant scientific 
knowledge by the collaborative works with scientists and policy makers. As the 
knowledge is provided to policy makers, they use it as one factor among many others in 
their decision making. It is important to note that scientific data is only one source of 
information that is a strong science-based component. The science-policy process 
represents a path from scientific data to the policy knowledge in a form that increases 
the likelihood that it will be used appropriately. The solid arrows indicate the path that 
goes by only scientists or policy makers and the dotted arrow indicates the path that 
goes by two different kinds of actors, scientists and policy makers. The difficulty in the 
dotted arrow path comes not only from the limitation of their knowledge but also from 
the different characteristics between scientists and policy makers. Scientists and policy 
makers are generally marked by very distinct behaviors and attributes. These differences 
contribute to some of the difficulties associated with transforming scientific knowledge 
into policy-relevant scientific knowledge. 
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Fig. 1. Process from data to policy makers’ knowledge [2] 

In view of this, we propose the roles of “intermediary actors” between scientists and 
policy makers for effective knowledge transferring (Fig. 2) in science-policy process.  

 

Fig. 2. Intermediary actor setting between scientists and policy makers 
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2   Roles of Intermediary Actors 

There are mainly four different approaches of intermediary actors with involvement in 
knowledge transferring between scientists and policy makers, which are leading, 
informing, supporting and collaborating. Leading means that the intermediary actor 
gives scientists and policy makers chances to work together. Informing means that the 
intermediary actor brings scientific knowledge to policy makers. There are no direct 
collaboration works among scientists and policy makers, but contacted by 
intermediary actors individually. Supporting means that the intermediary actor has no 
power to control the project but help the collaboration of scientists and policy makers 
for knowledge sharing. Collaborating means that the intermediary actor involves in a 
project, and shares knowledge with scientists and policy makers.  

The competing value framework can be extensively used in the discipline of 
leadership [3]. The framework comprises four models or quadrants created by 
competing values on two dimensions: an ‘internal-external’ dimension and a 
‘flexibility-control’ dimension. The open system model emphasizes the external-
flexibility quadrant, whereas the internal process model emphasizes the internal-
control quadrant. The rational goal model focuses on the external-control quadrant 
and the human relations model focuses on the internal-flexibility quadrant. These 
models can be used to identify four approaches of intermediary actors’ 
involvement. That is open system model as informing for knowledge transferring, 
international process model as collaborating, and rational goal model and human 
relation model correspond to leading and supporting, respectively. In Quinn’s 
framework, leadership roles are classified into eight types. That is, managers in 
organizations play monitors, coordinators, directors, producers, innovators, brokers, 
facilitators and mentors roles. This proposition and its instrument were applied in 
this study. 

A list of 40 functions shown in left side of Table 1 was developed under the eight 
types of actors. Each type consists of five functions. The right side indicates how 
intermediary actors involve to the relations between scientists and policy makers. The 
functions and relations show that mentor and facilitator roles, categorized in 
supporting approach, would be most positively associated with group knowledge 
sharing. It seems that intermediary actors are required to play mentor role to share 
knowledge (cultures) successfully. Intermediary actors should ensure that facilitating 
and mentoring roles are cultivated when they work together with scientist and policy 
makers. Consequently, in practice, they should attend to the personal difficulties of 
their members showing empathy and concern. 

The innovator and broker roles are also making a big effort to knowledge 
transferring, but not to knowledge sharing. Innovation should be encouraged so that 
intermediary actors handle situations and deal with difficulties creatively with an eye 
to future and strategic opportunities. That is, innovator should also help policy 
makers (decision makers) to continuously adapt to changes in the external 
environment. 
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Table 1. List of functions in each type of intermediary actors and relations with scientists and 
policy makers 

1 Working productively

2 Utilizing available resources
3 Managing time

4 Managing stress

5 Fostering a productive work environment

1 Setting goals and objectives

2 Preparing rules & policies
3 empowering members to implement a vision

4 Making decisions 

5 Maintaining and sharing a vision

1 Maintaining flexibility
2 Thinking creatively

3 Shaping ideas into solutions

4 Managing change
5 Translating solutions into practical terms

1 Building a power- base
2 Negotiating agreement and commitment

3 Maintaining a positive image and reputation

4 Maintaining a network of external contacts
5 Presenting ideas

1 Awaring of individual needs

2 Communicating effectively

3 Training & educating to make wider understandable area
4 Motivating others to participate in decision making

5 Listening & caring actively

1 Building teamwork

2 seeking consensus

3 Managing conflict

4 Defining roles and expectations
5 Encouraging expression of ideas

1 Managing projects

2 Coordinating staff effectively
3 Solving problems

4 Recognizing members for their contributions

5 Sharing and exchanging relevant information

1 Providing a sense of stability and continuity

2 Auditing and analyzing the effort
3 Monitoring individual performance

4 Managing collective performance

5 Collecting and distributing information
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3   Case Examples 

We used the function lists as a checklist to clarify intermediary actor roles in the 
following case examples. 

Case 1: Director in the project of Coastal Water Program [4] 
Case 2: Innovator in forest policy in California [5].  
Case 3: Broker theoretically defined in literatures [6, 7].  
Case 4: Facilitator in the Quantifying and Understanding the Earth System program 

[8].  
Case 5: Coordinator in Science-Policy Interfacing in Support of the Water 

Framework Directive Implementation [9]. 
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Fig. 3. Distribution diagram of the functions of actors in the case studies 

Figure 3 shows the distribution diagram of the functions of actors in the case studies. 
The numbers represented by 1 to 5 in each type indicates the number of functions which 
intermediary actors play. When the number is small, the intermediary actor plays few 
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functions as its type; meanwhile, the intermediary actor plays most functions when the 
number is large. Intermediary actors play most of functions categorized in the same role 
as they called. We also found that the intermediary actors play not only the designated 
roles, but also other roles. Most of facilitator and mentors roles are played by 
intermediary actors in all cases. It means that their roles make big effort for successful 
knowledge transferring from scientific knowledge to policy-relevant knowledge.  

4   Conclusion 

We proposed to set persons called “intermediary actors” for effective knowledge 
transferring in science-policy process. In view of this, this paper addressed to suggest 
the roles of intermediary actors. Since there are four different approaches for 
knowledge transferring which are leading, informing, supporting and collaborating, 
we adapted the Quinn’s competing value framework to classify into eight types. That 
is, intermediary actors in science-policy process play roles as monitors, coordinators, 
directors, producers, innovators, brokers, facilitators and mentors. We developed a list 
of 40 functions, with each role consisting of five ones. Based on several case studies 
setting intermediary actors playing one of the eight roles between scientists and policy 
makers, we found that the intermediary actors play not only the designated roles, but 
also other roles for knowledge transferring. There are no position called monitor, 
mentor, broker and producer, but those roles are covered by other actors called in 
different name. In all cases, intermediary actors play most of facilitator and mentor 
functions. These functions make effective knowledge transferring, that is knowledge 
sharing among scientists and policy makers. On the other hand, the roles of innovator 
and broker are effective for knowledge transferring but not for knowledge sharing. 
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Abstract. This paper proposes a formalism for the Trust requirements
modeling framework, which can be used as a means of studying the trust-
worthiness of service-oriented environments. We argue that a modeling
framework, representing the underlying concepts and formal reasoning
rules, can describe the Trust domain as well as support the dynamic
analysis of trustworthiness. This model offers better understanding to
the Trust relationships and will assist individuals in making rational de-
cisions by computing trust level of potential interactors.
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1 Introduction

As the open service-oriented information systems are widely used, trust is be-
coming one of the main issues in these increasingly networked environments.
Techniques for system analysis and design have been focused primarily on ad-
dressing functional requirements, assuming that all parties are trusted [3]. How-
ever, in today’s environments, we consider that web services are software agents
which have their own requirements to fulfill, and certain core of competence,
as well as common and special know-how knowledge on how to fulfill their own
requirements [2]. Since the parties communicating frequently in multiple ways
often do not have enough knowledge on each other, it is inevitable for software
agents to consider the trustworthiness of the potential partners.

This paper develops a kind of trust ontology which is a conceptualization of
trust related beliefs, and the underlying relations among them. There is also
another effort on trust ontology for service-oriented environment [5] which puts
much focus on the different types of trusted objects but did not anatomize the
trust beliefs in agents’ mind. We also have worked on proposing a preliminary
trust model for service [6], but in this paper we improve on the trust dimensions
and present a method for software agents to compare the beliefs respectively by
a computational measurement based on the trust preference they own.

2 Concept Model of Trust

Trust is intuitively considered as a term in sociology. Quite similar with the so-
cial attitude in human society, the interaction between software agents indicates
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their social nature, including cognitive attributes and human belief. Our trust
model adopts social trust view [1], and describe the specific domain by propos-
ing a generic formal trust ontology through eliciting trust related concepts, the
associations among the concepts and the constraints.

2.1 Trust Concepts

Trust concepts are divided into concepts on belief and on Trust reasoning.

Concepts on Belief
Castelfranchi [1] extended the trust beliefs in D. Gambetta’s social trust view
[4] which is a reference for the trust dimensions in our concept model of trust.

Considering the most elementary case of trust: it is useful to identify what
ingredients are really basic in one’s mind of trust. A trustee must be capable of
the service, and will act for trustor. Then the trustor has an important category
of core beliefs on trustee:

1. Competence Belief: trustor believes trustee has the ability or power to do
what trustor needs done.

2. Intention Belief: trustor believes trustee is motivated and intends to do the
action. This makes trustee predictable.

In trustor’s mind, it is also necessary to consider whether a trustee is honest,
whether he is persistent about his intention, whether his behavior is predictable,
and whether he is of good repute held by public. Then the trustor has another
category of confidence beliefs on trustee:

3. Integrity Belief: trustor believes trustee makes good faith agreements, tells
the truth, and fulfills promises. This is the trust in trustee’s personality.

4. Persistence Belief: trustor believes trustee is stable enough in his intention,
that he has no serious conflicts with it, or that he is predictable by character.

5. Predictability Belief: trustor believes trustee’s actions are consistent enough
that trustor can forecast him in a given situation.

6. Reputation Belief: trustor believes trustee gets credits for his past acts from
public, that trustee is of good repute.

Concepts on Trust Reasoning
We extract the concepts on trust reasoning process from web service trust do-
main. At first we give what we mean of the agent service world. As shown in
Figure 1, the agent service world consists of a number of agents. Every agent
is capable of providing services, and may request for other services. Then the
requestor considers the potential providers’ trustworthiness through reasoning.

The basic concepts related to trust are represented as follows:

– An agent is an active entity. Agent(a) holds iff a is an agent. All the agents
form an agent world, which is called a set of agents. In a trust relationship,
we can differentiate agents into two roles:

• Trustor is an agent who initiates the trust relationship.
• Trustee is an agent who receives the trust estimation.

– A goal is a condition or state of affairs in the world. Goal(g) holds iff g is a
goal. All the goals form a set of goals.



644 M. Zhu and Z. Jin

Fig. 1. The General Structure of The Agent Service World

– A service is a set of functions. Service(s) holds iff s is a service.
– An action is an acting behavior which is the composing element of a service.

Action(act) holds iff act is an action.
– A consequence is a non-zero utility. Consequences of an action are those

action effects, and all the consequences of an action are certain. The conse-
quence set of a service is the union of the consequences of its sequence of
actions. Consequence(c) holds iff c is a consequence.

– A resource is a physical or informational entity. Resource(e) holds iff e is
a resource.

– A know-how is the knowledge and skill required to guide one’s behaviors.
Know − how(k) holds iff k is a know-how knowledge and skill.

2.2 Associations

Besides classifying concepts, an ontology provides the associations between the
ontological categories. Each association relates a source concept to a target con-
cept. We group the associations into five parts depending on the different source
concepts. Some of these kind of associations are listed in Table 1. In the forma-
tion of each association, the left side is called the source category and the right
side is called the sink category.

2.3 Concept Constraints

We give trust reasoning rules which we group into six parts depending on the six
different beliefs. Each group consists of the rules for reasoning relevant belief.

a and b are different agents. act is an action and c is the consequence of doing
act. {actsi}(i ∈ [1, n]) are a set of actions composing service s. sj(j ∈ [1, m]) are
services. gj(j ∈ [1, m]) are the goals to be achieved by doing service sj(j ∈ [1, m]).

About Competence Belief. If an agent has the resource of an action and
knows how to use the resource to act, then he is capable of doing the action. If
an agent is able to do all the actions composing a service and has the composing
knowledge of the service, then he can do this service.

Rule 1.has resource(a, e, act)∧has know-how(a, k, act)⇒can action(a, act)
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Table 1. The Main Associations Categories of Trust Ontology

Associations formation description
has goal Agent→Goal Each Agent has some Goals to be achieved.
can action Agent→Action An Agent has the capability of do-
intend action Agent→Action An Agent intends to do an Action.
commit service Agent→Service An Agent promises to provide a Service.
achieve goal Agent→Goal An Agent achieves a Goal.

achieved by service Goal → Service A Goal is achieved by a Service.

consist of Service→Action A Service consists of a sequence of Actions.

bring about Action→Consequence An Action brings about a Consequence.

has competence part Trust→Competence Trust has Competence Belief and Intention
has intention part Trust→Intention Belief as its core belief part.

Rule 2. ∀i ∈ [1, n], can action(a, actsi ) ∧ has know-how(a, k, actsi )
∧ consist of(s, {actsi}) ⇒ can service(a, s)

About Intention Belief. If an agent wants to have a consequence, and he
knows that an action brings about the consequence, then he intends to do the
action. If an agent knows that an action brings about the consequence and tells
another agent about that, then the second one knows that information. If an
agent commits to provide a service, that is he commits to do all the actions
composing this service, then he intends to do these actions.

Rule 3. know by action(a, c, act) ∧ want consequence(a, c) ⇒
intend action(a, act)

Rule 4. know by action(b, c, act) ∧ tell about consequence(b, a,
bring about(act, c)) ⇒ know by action(a, c, act)

Rule 5. ∀i ∈ [1, n], commit service(a, s) ∧ consist of(s, {actsi})
⇒ commit action(a, actsi ) ⇒ intend action(a, actsi )

About Integrity Belief. If an agent commits to do actions he can not perform,
that is he tells lie, then the agent is not honest.

Rule 6. ∃i ∈ [1, n], commit service(a, s) ∧ ¬can action(a, actsi )
∧ consist of(s, {acts1, ..., actsn}) ⇒ ¬Integrity(a)

Rule 7. ∃i ∈ [1, n], tell about competence(a, b, can action(a, actsi ))
∧¬can action(a, actsi )∧consist of(s,{acts1, ..., actsn})⇒¬Integrity(a)

About Persistence Belief. If an agent can and commits to do a service, but
actually he does not perform it, then this agent is not persistent.

Rule 8. ∃i ∈ [1, n], can service(a, s) ∧ commit service(a, s) ∧ consist of
(s, {acts1, ..., actsn}) ∧ ¬perform action(a, acti) ⇒ ¬Persistence(a)

About Predictability Belief. If an agent achieves a goal by doing a ser-
vice, but does not achieve another goal by the relevant service, then he is not
predictable.
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Rule 9. ∃j, k ∈ [1, m],achieve goal(a, gj) ∧ achieved by service(gj , sj) ∧ ¬
achieve goal(a, gk)∧achieved by service(gk,sk)⇒¬Predictability(a)

About Reputation Belief If an agent achieves a goal by doing expected ser-
vice, then his reputation will increase and vice versa.

Rule 10. commit goal(a, g) ∧ commit service(a, s)
∧achieved by service(g, s)∧achieve goal(a, g) ⇒↑ Reputation(a)
commit goal(a, g) ∧ commit service(a, s)
∧achieved by service(g, s)∧¬achieve goal(a, g)⇒↓Reputation(a)

3 The Process of Trust Analysis

We classified six trust beliefs into core beliefs and confidence beliefs according
to the roles they play in trust. In particular, Reputation Belief is represented as
an accumulated value because of the trustee’s past actions.

3.1 Reputation Score

The Reputation Belief acquired from other agents’ rating makes it is a vector
using discrete values. We may adopt a credit scoring scheme to quantify the
reputation belief and define a function of Reputation Belief to each agent, whose
input is whether he achieves a goal or not when he acts as a trustee, and output
is the credit value of an agent. And the computing strategy should encourage
agents to act successfully and avoid failures. That is the strategy makes the
credit value increase slowly and decrease fast. Also, if an agent fails to achieve an
expected goal, the trustee’s credit will decrease sharply according to his current
credit value. That is if his credit value is high then the decreasing value is large
and vice versa. So we give a computing procedure, in which Credit V alue is the
function of credit score of an agent, α ∈ (0, 1), β ∈ [0, 1).

Procedure Credit Scoring
Input successOrFailure
Output Credit Value

if successOrFailure==ture
Credit Value=Credit Value+1

else Credit Value=Credit Value-(1+�Credit Value *α + β�)

The whole circle of reputation scoring is three steps:

-When an agent enters a system, his credit value is 0.
-Whenever an agent does a service, run Procedure Credit Scoring.
-If the output is no more than -3, then this agent will be distrusted.

3.2 Trust Dimension Rules

In our trust dimension rules, {actsi}(i ∈ [1, n]) are a set of actions composing
service s, and the concepts and associations are those we described above.
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Trust Dimension Rule 1. ∀i ∈ [1, n]
(¬can service(a, s) ∨ ¬intend action(a, actsi )) ∧ consist of(s, {actsi})
⇒ ¬trust by service(∗, a, s)

Trust Dimension Rule 2. ∀i ∈ [1, n]
can service(a, s) ∧ intend action(a, actsi ) ∧ consist of(s, {actsi})
∧ (¬Integrity(a) ∨ ¬Persistence(a) ∨ ¬Predictability(a)
∨ ↓ Reputation(a)) ⇒↓ trust by service(∗, a, s)

As agents in the open environment may hold different preference to appraise
trust, it is necessary to consider the trustors’ preference among four confidence
beliefs respectively. For example, an agent’s whole preference may be:

Integrity Belief �Persistence Belief �Predictability Belief �Reputation Belief

That is agents sort trust dimensions by their significance from their perspective.
After sorting, agents can compare different potential trustees’ trust beliefs in
turn, and select the most trusted one.

After one performance, the trustor adds the credit evaluation of the interac-
tor to his credit value so that the reputation is updated. Then the agent does
the next service selection according to the trust ontology with that updated
reputation.

4 Conclusions

Our model, adopting social trust view, presents a formalism of service trust
framework supporting analysis, reasoning and computing. Trust Ontology we
proposed offers better understanding to the trust relations. As the model of
trust is computable by a process of trust measurement, it will assist agents in
making rational operation decisions in service-oriented environment.
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Abstract. Both WordNet and Chinese Classified Thesaurus(CCT) are
widely used in information retrieval and management systems. In this
paper we propose a novel approach for building bilingual ontologies based
on these existing knowledge bases, WordNet and CCT. The bilingual
ontology has the merit that contains both domain related and general
purpose semantic information coverage from these two complementary
knowledge sources. A lattice based similarity measure and assessment
algorithm is used for aligning and merging these two knowledge bases.

1 Introduction

Traditionally, Knowledge is considered as structured information, and the most
important aspect of knowledge is to eliminate the ”unstructureness” of infor-
mation. Ontology is a suitable representation for knowledge. Domain ontology
represents a domain of discourse, and contains relationships such as the defini-
tion of classes, relations, and axiom functions. With the increasing interest on
semantic web, ontology and ontology-based systems have attracted more and
more attention in computer science community[1].

Bilingual ontologies are extremely useful for applications such as cross-lingual
information retrieval and machine translation; Reusing existing resources is be-
coming more and more attractive to ontology users and developers. Both Word-
Net [2] and Chinese Classified Thesaurus(CCT)[3] are widely used in information
retrieval and management systems. Theses resources are carefully hand-crafted
knowledge bases; they are very valuable as they can aid the process of build-
ing general purpose or domain oriented concepts hierarchies. In this paper we
propose an approach for building bilingual ontologies based on these existing
knowledge bases, WordNet and CCT. The bilingual ontology has the merit that
contains both domain related and general purpose semantic information coverage
from these two complementary knowledge sources.

2 Related Work

Carpuat et al. [4] propose a language independent, corpus-based method for
automatically creating a bilingual ontology from two existing ontologies. It’s
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mainly a statistical approach, which is different with our metric-based alignment
approach in this paper.

Wong S.H.S.[5] studies concept organisation in WordNet 1.5 and EuroWord-
Net 2. Based on the arbitrariness in concept classification observed in these
wordnets, She argues that concept formation in natural languages is a plausible
means to improve concept relatedness in lexical databases. Wong’s work is in a
systematic style; she analysis some shortcomings in WordNet and suggests the
adoption of more natural semantic relatedness.

In building the bilingual ontology, a key issue is how to compute semantic sim-
ilarity. Several distance-based methods for computing semantic similarity were
proposed in[6,7]. We employ a lattice based metric and use Vector Space Model
(VSM) [8] to compute the semantic similarity between WordNet synsets hierar-
chies and different levels of CCT terms by exploiting the hierarchical structure.

3 Lattice Based Ontology Comparison and Merging

3.1 Ontology Lattice

We mainly exploit the hierarchical relationships(hypernym in WordNet, sub-
ClassOf,BorderTerm and NarrowerTerm in CCT); these relationships organize
synsets and terms of the two knowledge bases into a lattice structure. An ontol-
ogy can be formally represented as a hierarchy of a concept space.

In WordNet, English words are organized into synonym sets groups, each
representing one underlying lexicalized concept. The synsets are often organized
in a hierarchy structure. Both the WordNet and CCT system follows a hierarchy
structure, which can be formally depicted with a lattice structrue.

Clas s ifie d
Conce pt

Compound
Conce pt

Ge ne ral
Conce pt

Te rm
Conce pt

Time
Conce pt

Ins titute
Conce pt

Re gion
Conce pt

Pe rs on
Conce pt

Non-pre fe r Te rm
Conce pt

Pre fe rTe rm
Conce pt

concept

Fig. 1. Concept hierarchy from CCT
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Definition. Ontology Lattice: For any particular domain D, and a hierarchy
relation H, we use ≺ to represent the H relation: for any tow concepts C1, C2
satisfies H (C1, C2). We have C1 ≺ C2. (D, ≺) forms an ontology lattice.

Popular ontology relations such as part-of, instance-of, kind-of(subclass-of)
and attribte-of are all kind of hierarchy, relation H; and they form a ontology
lattice. The ontology lattice, cut this way, can be treated as a direct acyclic
graph (dag), and be represented by matrix form.

Algorithm 1. Find Identical Concepts (FIC)
Input: Two lattices concepts Ai, Bj ,εsim

Output: True or False
Begin
1: if (Lex − Sim(Ai, Bj) < εsim) then
2: RETURN True;
3: end if
4: if SubConcept(Ai) ⊆ SuperConcept(Bj) then
5: RETURN True;
6: end if
7: if SubConcept(Bj) ⊆ SuperConcept(Ai) then
8: RETURN True;
9: end if

10: if Related(Ai, Bj) then
11: RETURN True;
12: end if
13: RETURN False;

End.

Algorithm 2. Lattice Alignment Algorithm (LAA)
Input: Two lattices A, B; m, n is the number of A and B’s nodes.
Output: a new lattices A, B
Begin
1: Loop in all A and B’s nodes using Find-Identical-Concepts.
2: Let k = number of A and B’s identical nodes.
3: For nodes in A which are identical with B’s nodes,change it’s

number to corresponding B node number,
4: For all the other nodes, give them new numbers from n+1 to n+m-k.
5: For all nodes in B, the nodes numbers remain unchanged, new(empty)

columns and rows are added from m+1 to n+m-k.
6: return lattices A, B;

End.

3.2 Alignment Algorithm

In most cases, the matrixes of Chinese and English ontologies (WordNet and
CCT) are not in the same dimensions; to use some matrix comparison methods
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such as VSM, the matrixes must be transformed into the comparison space of
the same dimension. Fig.2 demonstrates the transformation process. The num-
bers in bold indicate they are original columns or rows in lattice matrix before
alignment; the other numbers (not in bold) indicate extended(empty) columns
or rows filling by zeros.
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Ei : Engl i sh Concept

Fig. 2. Lattice Alignment of Chinese and English Hierarchies

After the matrixes being transformed into the same dimension space(in Fig. 3),
the traditional model of VSM can be used. The measure of two Ontology lattices
A and B is formulated as: Diff(A,B)=(Vect(A) · Vect(B)) / |Vect(A) · Vect(B)|.

Lex-Sim follows the edit distance formulated by Levenshtein[9] which is a well-
established method for weighting the difference between two strings. It measures
the minimum number of token insertions, deletions, and substitutions required
to transform one string into another using a dynamic programming algorithm.
Lex-Sim is defined by the following formula:

Lex − Sim(Ax, By) = max(0,
|min(Ax|,|By|)−ed(Ax,By)

min(|Ax|,|By|) ),

where ed(Ax,By) is the edit distance between Ax and By.
The matrices generated from the alignment have some unique properties: the

equivalent concepts (1,4 and 7 in the figure) are aligned at the same positions in
the two matrices; all the other concepts are placed at different positions in ma-
trices; the hierarchy relations are represented by matric values between concepts
of corresponding rows and columns; with the value one indicating existence of
the relationship, zero indicating non-existence of the relationship between two
concepts;
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Fig. 3. Lattice Alignment and their VSM Representations

3.3 Experiments

Let n be the number of A’s nodes, and m be the number of B’s nodes; the
matrix alignment algorithm need n*m loops of Find-Identical-Concepts. Let
k be the average number of children nodes for A and B, the lattice comparison
complexity will be n × m × 2k. We can see the algorithm is polynomial in time
complexity, which indicates its’ efficiency in real world applications.

By utilizing the lattice-based metric approach, we can combine the two con-
cepts hierarchies of WordNet and CCT. We carry out experiments with some
general purpose ontologies and domain ontologies respectively, in particular the
spatiotemporal ontology and economic ontology. The spatiotemporal ontology
and economic ontology includes the basic concepts and relations used in each
field. The concepts hierarchy of these ontologies is based on ”Chinese Library
Classification” (CLC), a classification method proposed by CLC editors commit-
tee, which classifies the controlled vocabulary in some domains and is adopted
widely for organizing literature resources. Spatiotemporal and economic ontolo-
gies have been created; the classes and properties are organized in hierarchy. We
aligned and incorporate these CLC data with WordNet synset conocepts in our
ontology building system.

4 Conclusion

We have presented a novel lattice based approach for building bilingual ontologies
based on two existing knowledge bases, WordNet and CCT. The lattice based
approach has unique advantages as it provides a unified method which takes into
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account not only concepts but also the hierarchy relationships between concepts
in the two ontologies. Experiments with ConAnnotator annotation system are
conducted for evaluate the bilingual ontologies, which show the efficiency of the
proposed approach.
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Abstract. A framework of an adaptive knowledge management system is put 
forward. While the invariable infrastructure of the framework is coded in the 
system, the other user-specific features are supposed to be customized or 
defined later in the deployment phase by the end users. Moreover, a model for 
integrating the knowledge management process and the business process is 
presented. In this model, three spaces, i.e., the task space, the knowledge space 
and the process space, are proposed. The relationships of these spaces and the 
functions of the integrated system are discussed. Based on the framework, a 
system named ReKM has been developed and deployed in enterprises. 

Keywords: knowledge management system, knowledge reuse, ontology, 
adaptable system. 

1   Introduction 

Knowledge and the ability of learning are the headspring of innovation and 
development in enterprises [1]. But in practice, trying to build a knowledge 
management (KM) system for an enterprise is a challenge. This is because the 
requirement of an enterprise often changes. Users often change their minds after they 
finish a prototype. So the knowledge management systems that can adapt to on-
demand requirements are urgently needed [2].  

From the viewpoint of the users, an ideal KM system should at least have the 
following capabilities: 

• Structural modeling capability: support semantic knowledge modeling and 
reuse.  

• Cooperative modeling capability: to integrate the KM process with the business 
processes in a teamwork environment. 

• Adaptable modeling capability: adaptable to the changes of the requirement. 

However, the KM systems that have all the above three capabilities are still beyond 
our reach. As to the commercial KM systems, the group wares, email groups and 
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forums do not have the structural modeling property. Besides, some of the contents 
contained in these systems may be incorrect because they did not be evaluated 
through professional evaluation processes [3]. On the other hand, the structured 
knowledge modeling approaches, such as ontology editing tools [4] [5], do not 
support process modeling for the teamwork environment yet. 

In this paper we propose a framework for creating adaptable KM systems.  
We demonstrate ways of using ontology structure to model the knowledge. And then 
we discuss the ways of combing the KM processes and the business processes 
together.  

In the following sections the framework is introduced first. The ontology model 
and the mechanism of adaptability are discussed. Then the integration model is 
depicted.  

2   The Framework of the Methodology 

Although the concepts 
and objects may be 
different in differ- 
rent enterprises, the 
underlying structure is 
common and almost 
invariable. So the 
common structure are 
extracted to compose 
the framework.  

The key idea 
embodied in the frame-
work is to separate  
the features that are 
general and almost 
unchangeable from 
those features that are 
apt to change later. In 
this frame-work objects are grouped into classes. Classes are the basic elements in the 
domain ontology. The workflow facility is used as the logic framework to model 
collaborative activities in the KM processes. In the framework illustrated in Fig 1, 
domain ontology plays a key role to set up a semantic bridge between different 
modules of the system.  

3   The Adaptability Through Ontology Customization 

3.1   The Ontology Model Used in ReKM 

Ontology is a conceptualization which is an abstract, simplified view of the world that 
we wish to represent for some purpose [6]. The ontology model we adopted is defined 
as follows. 

Fig. 1. The adaptable framework  
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Definition: An ontology model includes five different parts: set of classes, set of 
enumeration types, set of relationships between classes, set of relationships between 
objects, set of axioms. It is as follows. 

OntologyModel = (S_class, S_Enum, S_RelC, S_RelO, S_Axiom)  

S_class indicates the set of all classes in the domain.  
S_Enum indicates the set which contains all the enumeration data types. 

Enumeration data is a way to classify other objects in the world from a specific angle 
of view. For the richness of representation, here we suggest that sometimes the set of 
enumeration values of an enumeration type could be categorized in a hierarchy based 
on different granularities. E.g., all the enumeration values of color may be organized 
in a hierarchy. In the first level the values are listed as White, Black, Red, Blue etc., 
and in the second level Red may be subdivided into Pink, Carmine, etc, which could 
be divided further. The detailed values in the lower levels are called sub name of the 
abstract value, e.g., Pink is a sub name of Red, written as Sub-Name(‘Pink’,’Red’).  

S_RelC is the set of relationships between classes, such as generalization-
specialization relationships, aggregation relationships etc.  

S_RelO is the set of relationships among objects except properties of the classes. 
Relationships show the loose or random connections among the objects. E.g., we may 
define a relationship, named occurr_before, between two events, such as follows.  

occur_before(Event e1,Event e2) iff e1.time < e2.time; 

Moreover, other relationships may be defined via the relationships which have 
defined, e.g.,  

1.  occur_after(Event e1,Event e2) iff  occur_before(Event e1,Event e2);  
2.  occur_in_middle_of(Event e1, Event e2, Event e3) iff occur_before(Event 

e2,Event e1) ∧ occurr_before(Event e1,Event e3). 

Sometimes relationships between two objects may not be deduced by other data. 
For instance, in the above example, if the exact occurrence times of the events didn’t 
be defined, the relationship occur_before may need to be inputted to the system.  

S_Axiom indicates the set of all the axioms. An axiom is a self-evident principle or 
universally recognized truth in a given domain. If the relation occur_before(Event 
e1,Event e2) has been defined as before, then the following axiom is true.  

occur_before( e1,e3)  occur_before( e1,e2) ∧ occur_before( e2,e3).  

3.2   The Adaptation Mechanism  

If the domain ontology could be customized by the end users, then adaptability would 
be possible. The customization process is as follows: 

1. Firstly, edit the domain ontology via the ontology customization module; 
2. Then, customize the interfaces for each of the classes which have been defined 

in the first step. 
3. Store the customized interface styles in profiles for each kind of the interfaces 

of each class. 

The framework is illustrated in Fig. 2. Through the customization process, the 
specific class structure of knowledge in the domain is supplied by the users. Then the  
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modules which have been 
encoded will play their roles in 
the knowledge capture and reuse 
processes later.  

For instance, when a user 
wants to retrieve some 
knowledge items that satisfy a 
condition, the user firstly 
identify a class in the class 
hierarchy (tree), and then the 
system will generate a retrieval 
interface according to the class 
definition and the interface style 
profile. Then the retrieval 
condition is defined by the user through the retrieval interface. And then the result 
will return to the user. 

The above process is a universal process for retrieval, which can be used for any 
kind of domain ontology. During the deployment phase at different enterprises, the 
ontology should be customized by end users to deal with changes.  

Basically, we use the case based method to represent knowledge items. Each case 
is an object of a class in the ontology. As class definition can be defined and even can 
be changed later by the users, the system becomes adaptable.  

4   The Integration Model of Knowledge and Business Processes 

Besides the modeling of the knowledge structure, the knowledge processes should 
also be modeled to support the teamwork environment [7]. Thus the integration issue 
between the knowledge management process and the business process emerges.  

We put forward an abstract integration model as follows. 
Integration Model: 
IM={KS,PS,TS, RE}.  
This model contains three spaces: the knowledge space KS, the process space PS 

and task space TS. They respectively indicates the set of all the knowledge items, the 
set of all the processes (including activities), and the set of all the tasks in a given 
domain. In TS and PS both the decomposition and generalization relationships may 
exits among their elements. In fact the tasks in TS play roles of the connection 
between the knowledge items and the processes (or activities). RE contains all the 
relationships between the elements of TS, KS and PS. They can be customized by the 
end users. As the space is limited, here we omit the related definitions.  

Here we highly recommend that the users classify their tasks in a hierarchy based 
on the ontology infrastructure. In fact, we allow the users to define the task 
dimensions, e.g., a task may be described by its professional field (e.g., mechanical 
field, electrical field, system integration field, etc.), modality classification (design, 
drawing, analysis, etc.) and the related object (e.g., parts or product). The values in a 
dimension can be organized in hierarchy. For instance, design may be divided into 
novel design and design change, and drawing may be divided into drawing via 

Fig. 2. The adaptation mechanism illustration 
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AutoCAD, drawing via UG, etc. The dimensions and hierarchical structure in ST 
space provide the basis for the integration. 

Through carefully study of the requirements, we found at least four types of 
functions which should be integrated. They are as follows. 

1. Process reuse: The process which solves a kind of problems can be reused later. 
2. Active knowledge pushing service: The right knowledge items need to be 

pushed automatically to the right persons in the right time. 
3. Knowledge evaluation: Knowledge should be checked through professional 

evaluation processes. 
4. Knowledge capture: The raw knowledge items could be captured via routine 

business processes. 

The above four functions can be 
implemented based on the abstract 
integration model. It is shown in 
Fig 3. Firstly, when a task is to be 
completed, the user is supposed to 
enquiry the system for the processes 
that can fulfill the task. Secondly, 
during the execution phase of 
business processes the knowledge 
items that are essential for fulfilling 
the task will be sent to the 
participant according to the 
relationships previously defined. 
Thirdly, every time a new 
knowledge item is found and 
submitted, its relationship with the 
tasks in TS should be provided by 
the submitter. Then a knowledge 
evaluation process is followed. 
Fourthly, sometimes what is acquired from a problem solving process can be regarded 
as raw knowledge or as hypo-knowledge. This kind of business process can be 
regarded as a knowledge capture process in the meantime. 

The three spaces can be customized in the beginning of the deployment phase by 
the users or they can evolve later during the business execution processes. Thus 
adaptability is obtained.  

5   Case Study and Conclusions 

Fig. 4 is a simple example of the lessons learned cases in a bus company. The figure 
shows a scenario that a desiner submit an enquiry for the learsons learned cases in  
the case base. The designer chose the “lessons learned” class at first, and then the 
interface was automaticlly generated based on the customization profile and the 
domain ontology. Then the designer inputed the enquiry condition of the lessons 
learned cases on the “air compressor” or on the “engine”. Then the system searched 
the case base and returned the list of the results. Finally the designer chose a case 

Fig. 3. Function illustration of the integration 
model  
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from the list to see its detail. The following is 
another enquiry example in a pest knowledge 
managemnet system of agriculture.   

“select an instance x from the class pest_event 
where symptomsOf(symptom y, pest_event x) ∧ 
symptoms(symptom z, pest_event x) ∧ y. 
symptomName = ‘BrownSpeckle’ ∧ y. OnPosition 
= ‘Leaf’ ∧ z. symptomName =‘DryShrink’ ∧ y 
.OnPosition = ‘Leaf’∧ Before (y, z)”. 

We have two main contributions in this paper. 
Firstly, we combined the ontology customization, 
the user interface customization and case based 
knowledge management method together to make 
the system more practicable than ever. Secondly, we proposed an integration model to 
enable the integration between the knowledge processes and the business processes. 
In the future we will continue to study the issue about ontology evolution or change 
management, to further increase the adaptability of the KM system.  
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Abstract. After the concept of industry cluster was tangibly applied in many 
countries, SMEs trended to link to each other to maintain their competitiveness 
in the market. The major key success factors of the cluster are knowledge 
sharing and collaboration between partners. This knowledge is collected in form 
of tacit and explicit knowledge from experts and institutions within the cluster. 
The objective of this study is about enhancing the industry cluster with 
knowledge management by using knowledge engineering which is one of the 
most important method for managing knowledge. This work analyzed three 
well known knowledge engineering methods, i.e. MOKA, SPEDE and 
CommonKADS, and compare the capability to be implemented in the cluster 
context. Then, we selected one method and proposed the adapted methodology. 
At the end of this paper, we validated and demonstrated the proposed 
methodology with some primary result by using case study of handicraft cluster 
in Thailand. 

Keywords: Knowledge Engineering, Industry Cluster, CommonKADS, 
Knowledge Management System. 

1   Introduction 

The knowledge-based economy is affected by the increasing use of information 
technologies. Most of industries try to use available information to gain competitive 
advantages[1]. From the study of ECOTEC in 2005[2] about the critical success 
factors in cluster development, first two critical success factors are collaboration in 
networking partnership and knowledge creation for innovative technology in the 
cluster which are about 78% and 74% of articles mentioned as success criteria 
accordingly. This knowledge is created through various forms of local inter-
organizational collaborative interaction [3].  

Study of Yoong and Molina [4] assumed that one way of surviving in today’s 
turbulent business environment for business organizations is to form strategic 
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alliances or mergers with other similar or complementary business companies. Thus, 
grouping as a cluster seems to be the best solution to increase the competitiveness for 
companies[5][6]. Although, many literatures claimed that knowledge is very 
important for cluster development but there is no empirical method to initiate or 
improve knowledge sharing for cluster.  

Developing knowledge-based application creates difficulties to knowledge 
engineers[7]. Knowledge-based project cannot be handle by general software 
engineering methodology. The lifecycle of knowledge based application and software 
application is different in many aspects. In order to achieve the objective of 
knowledge engineering, Knowledge-Based Engineering (KBE) application lifecycle 
[8] focuses on these six critical phases as shown in figure 1. 

 

Fig. 1. Knowledge based engineering application lifecycle 

1.1   Knowledge Engineering Techniques 

Actually, knowledge is not a new idea [9] [10], philosophers and scholars had been 
studying it for centuries. There are many knowledge engineering techniques which 
are used for solving problem. However, we choose well known techniques that widely 
used in many projects for this study, i.e. MOKA, SPEDE and CommonKADS. These 
techniques were applied in different projects in various domains. All these methods 
are based on this KBE application lifecycle [8] which focuses on six critical phases as 
shown in fig. 1. We will analyze their capacity to be implemented in the cluster 
context. 

MOKA (Methodology and tools Oriented to Knowledge based engineering 
Applications) aims to help the structure side of the capture process (Fig. 1) in KBE 
application lifecycle. It focuses on two levels of representation - an informal and a 
formal model. These models provide the means of recording the structure behind the 
knowledge - including not only things about the product and design process but about 
the design rationale as well. Informal model is assembled from five categories of 
knowledge types; described on forms, known as ICARE forms (Illustrations, 
Constraints, Activities, Rules and Entities)[11].  

SPEDE (Structured Process Elicitation Demonstrations Environment) provides an 
effective means to capture, validate and communicate vital knowledge to provide  
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business benefit [12]. The concept of this methodology is to develop a guide that 
suitable for using with a variety of BPR/BPI projects, while at the same creating a 
means of enhancing process. This was made possible by breaking the activities into 
generally acknowledged high level BPR/BPI stages and providing a sequence at that 
level. The concept of this methodology is called Swim Lane. SPEDE provides 
Knowledge Acquisition (KA) tools to facilitate and assist the process in knowledge 
context.  

CommonKADS (Common Knowledge Acquisition and Design System) is a 
methodology to support structured knowledge engineering. It provided 
CommonKADS model suite for creating requirements specification for knowledge 
system. The organization, task, and agent models analyze the organizational 
environment and the corresponding critical success factors for a knowledge system. 
The knowledge and communication models yield the conceptual description of 
problem-solving functions and data that were handled and delivered by a knowledge 
system. The design model converts it into a technical specification that is the basics 
for software system implementation [13]. 

1.2   Knowledge Engineering Technique Selection 

In the study, we used knowledge-based engineering lifecycle and their provided tools 
as our criteria to select knowledge engineering technique for this study. The result of 
the comparison was shown in Table. 1.  

Table 1. Three methods compared with Knowledge Based Engineering Lifecycle  

KBE Lifecycle MOKA SPEDE CommonKADS 
1. Identify - Understand the project Context Level 
2. Justify - Understand the project OTA Model 
3. Capture Informal Model Design the process Concept Level 
4. Formalize Formal Model Evaluate the new process Concept Level 
5. Package - Communicate Process Artifact Level 
6. Activate - - - 

MOKA focuses on capturing and formalizing knowledge [11] to solve the specific 
engineering problems. On the other hand, we found that both SPEDE and 
CommonKADS techniques support KBE lifecycle from knowledge identifying to 
packaging phase. Then, we consider in the detail of each models of SPEDE and 
CommonKADS. SPEDE provided swim lane flowcharts as tools for each processes. 
SPEDE technique mainly focused on business process improvement in knowledge 
context. CommonKADS provided models and templates for each level. These 
templates support knowledge engineer for knowledge elicitation in different 
knowledge task, i.e. analytic tasks and synthetic tasks. These help knowledge 
engineer to be able to apply this technique in different type of knowledge problems. 
From two criteria, support KBE lifecycle and provided tools, CommonKADS 
technique is suitable for applying with industry cluster problems. 
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2   The Proposed Methodology 

The concept of proposed methodology is adopted from CommonKADS methodology 
which was divided into three levels called CommonKADS model suite, i.e. Context 
Level, Concept Level and Artifact Level. However, managing structured knowledge 
in the industry cluster is different from single organization in many aspects because of 
characteristic of the organization. For example, there is no single policy maker in the 
cluster. So, KE could not utilize Context level’s worksheets to assess single company 
for developing KMS for all companies within the cluster. 

2.1   Context Level  

This level contain organization, task and agent model. The main objectives of this 
level are giving the scope and clear view of the organization, knowledge intensive 
tasks and actors who involved in the task. It also provides the impact assessment, 
changes and consensus for knowledge engineering project. Knowledge Engineer (KE) 
should start at the most influence association in the cluster. Due to, association always 
be a group of potential companies in the industry and able to set policy/direction for 
the industry. KE could utilize Organization Mode (OM) worksheets for interviewing 
with associations. Then, the outputs from OM are knowledge intensive tasks from 
broken down process and agents who are related to each task. Then, KE could 
interview with experts in each task by using TM and AM worksheet. Finally, KE 
validate the result of each module with association again to assess impact and changes 
with OTA worksheet. 

 

Fig. 2. A road map for carrying out knowledge oriented organization and task analysis 
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2.2   Concept Level 

The second level contain knowledge and communication model. This level is related 
with capturing and formalizing phases in KBE lifecycle. The main objectives of this 
to the level are to explicate in detail the types and structures used in performing task 
and to model the communicative transaction between the agents involved [13]. We 
acquired Task knowledge from context level which composed of task goal, 
decomposition and control. Inference and Domain knowledge could be obtained from 
knowledge elicitation process.  

2.3   Artifact Level 

The last level is the artifact level, contain design model. This level is related to 
packaging phase in KBE lifecycle or application development. The main objectives of 
this level are to give the technical system specification, such as architecture, 
implement platform, software modules, representation constructs, and computational 
mechanisms needed to implement the functions laid down in the knowledge and 
communication models [13]. 

3   Validation and Results 

The initial investigations have been done with 10 firms within the two biggest 
handicraft associations in Thailand and Northern Thailand. NOrthern Handicraft 
Manufacturer and EXporter (NOHMEX) association is the biggest handicraft 
association in Thailand which includes 161 manufacturers and exporters. Another 
association which is the biggest handicraft association in Chiang Mai is named 
Chiang Mai Brand. It is a group of qualified manufacturers who have capability to 
export their products and passed requirements of Thailand’s ministry of commerce. 
Until end of 2006, there are 99 authorized enterprises to use Chiang Mai brand on 
their products[14]. 

At the beginning of this study, CommonKADS was used as a knowledge 
engineering methodology in the context level (organization model, task model, and 
agent model) in order to understand organization environment and corresponding 
critical success factors for knowledge system.  

As shown in Fig. 2, Organization Model (OM-1 to OM-5), we found that 
handicraft cluster has its own vision as “Knowledge sharing hub for handicraft 
exporter”. And, companies defined their problems, such as intellectual property 
problem, lack of collaboration, CDA development, product innovation, and product 
exporting. However, this cluster has many opportunities and solutions as well. We 
used “product exporting” and “product innovation” as our mock-up problems due to 
these problems is knowledge intensive and feasible in business and technical aspect. 

From the Task Model (TM-1 to TM-2), we analyzed the feasibility of each tasks 
that related to product exporting and product innovation processes. This model makes 
it possible to rank and prioritize the different knowledge-improvement scenarios. 

Agent Model (AM-1) proposed organizational recommendations, improvements, 
and actions. From the experts’ point of view, they proposed actions for solving 
product exporting and product innovation problems as follow, 
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1)  Develop information system that provides knowledge from experts about 
product selection, marketing information, or economic data from government 
organization. 

2) Archive past lesson learn or experiences with in electronic forum 
3) Create best practice of each task and store in knowledge-based system 
4) Increasing the collaboration and information sharing within the cluster. 
5) Create tools to support the capability of cluster development agency (CDA) to 

facilitate the cluster. 
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