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Clinical Research Question

How can we best evaluate, treat, and assess long-term

risks for children with kidney disease? Who is at risk of

developing end-stage renal disease (ESRD) in childhood

or young adulthood? Clinicians are often faced with

questions such as these with uncertain answers in the

practice of pediatric nephrology. Parents ask, ‘‘Why did

my child get this disease?’’ ‘‘What is the most effective

method to treat this condition?’’ ‘‘What’s the prognosis

of this condition in my child?’’ Frequently, these answers

are not known, and these questions are the inspiration

for high-quality clinical research. The first step in devel-

oping a valuable clinical study is determining whether

the initial query can be translated into a good research

question.
Hallmarks of a Good Research Question

A good research question gives useful information, is

interesting to the researcher, builds on what is known,

and can be answered with available resources. Research is

a labor of love, demanding attention to detail, persever-

ance, honesty, and imagination. Developing a good re-

search question is an iterative process. One needs input

from knowledgeable colleagues and collaborators. The

researcher must become thoroughly familiar with what

is already known about the topic by reviewing the litera-

ture and consulting with experts in the area. Investigating

what is already known has several benefits. First, it can

reveal that the candidate research question has already

been answered adequately. Second, learning what is al-

ready known provides insight into potentially useful

methods for addressing a research question. For example,

previous studies may demonstrate good ways to measure

a variable of interest or provide background information

for determining sample size. Third, a literature review

may suggest ways to frame the research question at

hand. For example, a literature review may reveal that

particular risk factors are consistently associated with a

disease process, and an intervention to modify these risk

factors may form a sound basis for a clinical trial.
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Finally, a good research question needs to be answerable

with available resources. These include subjects available

for study, technical expertise of the research staff, and the

time and money that can be devoted to the project. Once a

question is framed, the researcher needs to outline the study

protocol or methods, which include specifying the recru-

itment method, number of subjects and how they will be

recruited, how each variable will be defined, and the plan

for data analysis. A poorly designed study is worse than no

study at all because, like imprecise measurements and an

improper analytic plan, it can also lead to false conclusions.
Steps in Refining a Good Research Question

A good research question usually begins with a broadly

stated concept. The initial question is then made more

specific by identifying independent and dependent vari-

ables. Often, research questions are concerned with causal

relationships. Independent variables are those conceptua-

lized to be causes; dependent variables are those concep-

tualized to be effects. The research question can be

modified to ask about the role of multiple potential causes

in leading to the specific outcome. A simple research

question asks whether x (independent variable) causes y

(dependent variable). More complex research questions

could assess the relative importance of x and other vari-

ables (e.g., a and b) as causes of y. A different research

question might ask how strongly x predicts y in one

population versus another.

The next step is to translate a research question into a

hypothesis. In our simple example, the researcher may

hypothesize that x causes y. In the actual research project,

the information collected is examined to determine

whether it is reasonable to conclude that x does cause y.

In examining the data, the investigator tests the

null hypothesis that x does not cause y versus the alterna-

tive hypothesis that it does.
Scientific Method

A study’s potential value is determined by the relevance of

the research question. Its ultimate worth is determined by
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the study methods. Methodologic issues concern the

study design, subject selection, data collection techniques,

and the analytic plan. Subsequent sections in this chapter

discuss each of these aspects. As a foundation, this section

describes the concepts of inference, generalizability, and

validity.
Inference

As > Fig. 17-1 shows, scientific research begins with the

research question. It then moves (clockwise in the figure)

to the controlled arena of the study design and then

through the implementation of the actual study and find-

ings. Inferences from the findings in the study approxi-

mate the ‘‘truth in the study.’’ From these ‘‘truths’’ we

attempt to infer the applicability of the findings to general

clinical practice. Researchers describe and explain reality

by sampling a portion of it, measuring characteristics of

the sample, analyzing the measurements, and interpreting

the results. Errors in the design or implementation of the

study can lead to false conclusions. The strength of infer-

ence depends largely on the research methods used in

the recruitment of study subjects (sampling) and in the

choice and integrity of the study design. At any stage in

study design and implementation, bias can occur. Bias is

the result of any process that tends to produce results that

depart systematically from the truth. Three broad cate-

gories of bias include selection bias, measurement bias,

and confounding bias. Selection bias arises if the manner

in which subjects with the outcome of interest and the

comparison group were selected yields an apparent asso-

ciation when, in reality, exposure and disease are not

associated. Measurement bias occurs when the methods
. Figure 17-1

The role of inference in drawing conclusions from clinical rese
of measurement systematically differ between groups.

Confounding occurs when a factor is associated both

with the exposure and the outcome and the effect of the

main exposure under study is confused or distorted by the

confounder.

Statistical inference depends on the methods used to

define and sample the population. The researcher uses

inferential statistics to extrapolate the sample findings to

the larger population of children from which the sample

was drawn. Inferential statistics assume that the studied

sample is drawn by probability methods and can be used

to make inferences about the larger population. The size

of a probability sample determines the certainty of infer-

ences from it. All other things being equal, the larger the

sample size, the greater the certainty of inferences to the

population.

The researcher’s ability to make a causal inference

from study results depends largely on issues of study

design. Study designs are observational when the investi-

gator does not manipulate the risk factor but merely

selects children with and without disease and compares

them in terms of the risk factor(s). Study designs are

experimental when the investigator not only observes but

actually manipulates the relationship between two vari-

ables. Observational designs provide somewhat weaker

evidence of causation, because they fail to rule out expla-

nations other than association between the variables stud-

ied. Experimental designs can provide much stronger

evidence for causation. In an experimental study, the

investigator controls the independent variable, which is

the factor hypothesized to produce change in a dependent

variable. In an experimental study, subjects are rando-

mized to receive or not receive the independent variable.

The goal of the process of randomization is to produce
arch studies.
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study groups that are ‘‘balanced’’ in terms of other factors

that could influence the dependent variable. Unfortunate-

ly, experimental designs often are not feasible, ethical, or

desirable. Epidemiologic studies of disease preclude ma-

nipulation of risk factors in humans. Health services

researchers studying the public health impact of changes

in health policy rarely can control these changes.

Within the broad categories of observational and ex-

perimental designs, there are many variations. These

variations, distinguishing characteristics, primary uses,

strengths, and weaknesses are discussed in the section

Study Design. Study design also influences the validity

of study results.
Validity

Validity is the extent to which study findings correctly

reflect and explain reality (> Fig. 17-2). Validity can also

be thought of as accuracy. Systematic bias undermines

validity. As a research question’s relevance increases, so

does the need for validity. The clarity and rigor of study

design as well as the careful implementation of the re-

search plan increase the likelihood that inferences from

the study are valid.

Cook and Campbell (1) define several aspects of valid-

ity. Statistical validity is the correctness of study conclu-

sions regarding the existence of a relationship between

two variables. A study lacks statistical validity when it
. Figure 17-2

External and internal validity in experimental designs (from Fl

The Essentials, 3rd edn. Baltimore, Williams & Wilkins, 1996:12
concludes there is no relationship between variables

when in fact there is one or when it concludes there is a

relationship when in fact there is none. Statistical validity

is jeopardized most often by inadequate sample size and

by improper use of statistical tests.

If there is a relationship between two variables,

internal validity is the correctness of conclusions about

whether the relationship between the independent and

dependent variables is causal. Internal validity is jeopar-

dized when a study design fails to control for factors that

could confound the hypothesized causal relationship.

Finally, given a causal relationship between the inde-

pendent and dependent variables, external validity is the

correctness of generalizing to other persons, settings, and

times. Poor choice of a study population and inadequate

research procedures are common challenges to external

validity.

Reliability. While validity is the degree to which data

measure what they were intended to measure, reliability is

the extent to which repeated measurements at different

times and places, or by different people, are reproducible.

An instrument measuring an assay may be accurate if, on

average, the measures vary around the true value, but may

not be reliable, because the measures are widely scattered

around the true value. Reliability and precision are related

concepts. A precise measure is one that has nearly the

same value each time it is measured. It is very reliable.

Precision can be described statistically using the standard

deviation of repeated measures. The standard deviation
etcher RH, Fletcher SW, Wagner EH. Clinical Epidemiology:

, with permission).



422 17 Clinical Investigation
divided by the mean is the coefficient of variation. Small

coefficients of variation imply precise measurements.

In summary, the scientific method involves extrapo-

lating inferences from a study situation to the larger

world. The value of research depends on the validity of

such inferences, which in turn is determined by the

researcher’s choice of reliable methods. The following

sections explain the strengths and weaknesses of the

study designs available.
Study Design

Observational Studies

There are four major types of observational studies: case

series, cross-sectional, case-control, and cohort. Observa-

tional designs are weaker than experimental designs in

establishing causation, but they are useful when it is not

feasible to manipulate the independent variable. Studies

of disease etiology usually are observational. In these

types of observational studies, risk factors or exposures

are the independent variables, and disease is the depen-

dent variable.
. Table 17-1

Prevalence ratio of anemia by CKID stage in cross-sectional

study of children with chronic kidney disease

KDDQI CKD

stagea n

%

Anemic

Prevalence

ratio 95% CI

2 39 21 1.0 –

3 217 39 1.9 1.0–3.6

4 82 73 3.6 1.9–6.7

aBased on GFR measured by plasma disappearance of iohexol (3)
Case Series

In a case series study, a sample of cases is chosen, and the

presence of the risk factor is measured. A case series study

is easy to conduct and is useful as a preliminary study to

reinforce anecdotal evidence, to generate hypotheses, or

to establish variable distributions in planning future re-

search. Case series can sometimes identify previously un-

recognized constellations of symptoms or morbidities

attributed to exposures to drugs or toxins. An example

of a case series is the report by Furth et al. on diabetes

associated with the use of tacrolimus in pediatric renal

transplant recipients (2). The authors identified a number

of pediatric transplant recipients treated with tacrolimus

who developed diabetes. The authors summarized the

case histories and reviewed existing literature regarding

diabetes associated with immunosuppressive therapy in

adult transplant recipients. A case series such as this can

provide useful information for the clinician. However, as

a method to determine the risk associated with a particu-

lar factor, this design is extremely weak because there is no

means of comparison. Even if a risk factor is highly

prevalent among the cases (in this example, all the

cases of diabetes posttransplant had been treated with
tacrolimus), there is no way of knowing whether the risk

of the disease is greater with exposure to tacrolimus than

with exposure to other immunosuppressive medications –

for example, cyclosporine or steroids. The case series de-

sign cannot provide an estimate of risk.
Cross-Sectional Design

A cross-sectional study is one in which the disease and risk

factors are measured at the same time in a sample of

subjects. Subjects can be categorized as either having or

not having the risk factor. Within each group, the pres-

ence of the disease can be determined. Analytically,

the association between a particular risk factor and the

disease is measured as the relative prevalence of the dis-

ease among those with, versus those without, the risk

factor. The cross-sectional study design is superior to the

case series in that it provides a means for comparison.

Cross-sectional studies are relatively economic, easy to

conduct, and allow simultaneous examination of multiple

risk factors.

An example of a cross-sectional design is an analysis of

hemoglobin levels among the first 340 children enrolled in

the Chronic Kidney Disease in Children Prospective

Cohort Study (CKiD) (3). Although the CKiD Study is a

‘‘cohort study,’’ because hemoglobin in the present analy-

sis was described in each subject at only one time point, the

first study visit, it would be considered a cross-sectional

design. As the CKiD Study progresses, serial hemoglobin

measurements among the CKiD participants will be avail-

able, allowing for cohort study designs (see ‘‘Cohort

Design’’). >Table 17-1 from this cross-sectional study des-

cribes the prevalence of anemia. The prevalence of anemia

increased as the severity of chronic kidney disease increased.

Cross-sectional studies have a number of limitations.

Studying prevalent patients runs the risk of missing

those patients who were ‘‘cured’’ or who died soon after
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developing the disease. Also, because in cross-sectional

analyses the presence or absence of two factors is assessed

at the same time, it is not possible to attribute causality.
Case-Control Studies

A case-control study starts with the identification of per-

sons with the disease or other outcome variables of inter-

est in the population at risk (> Fig. 17-3). A suitable

control group of persons without the disease or outcome

is also selected from the population at risk. This is pic-

tured on the right side of > Fig. 17-3. To examine the

possible relation of one or more exposures to the given

disease or outcome, the researcher then looks back in time

to compare the proportions of the cases and controls

exposed and not exposed to the risk factor in question.

The case-control design has several advantages. It

provides stronger evidence of causation than the cross-

sectional design. In a cross-sectional study, outcomes and

exposures are assessed simultaneously, and the investiga-

tor must infer cause and effect relationships because the

temporal sequence cannot be established. In a case-

control design, an attempt to establish a temporal rela-

tionship between the outcome and exposure is made by

starting with a population of persons with and without

the outcome and then working backwards to examine

suspected exposures. Thus, compared to the cross-

sectional design, the investigator is more confident that

the exposure of interest came before the outcome, not as a

result of the outcome. As compared to other study

designs, case-control studies are efficient in the study of

rare diseases or those with long latent periods between
. Figure 17-3

Design of a case-control study (from Fletcher RH, Fletcher SW,

Baltimore, Williams & Wilkins, 1996:213, with permission).
exposure and outcome. Whereas cross-sectional or cohort

designs would require a large number of subjects and time

to identify risk factors for a rare disease, a well-designed

case-control study can identify similar risk factors with

comparatively fewer subjects and much less time and

expense. Also adding to the efficiency of the case-control

design, several potential risk factors for a disease or out-

come can be examined simultaneously.

A case-control study by Fored et al. confirmed the

association of acetaminophen and aspirin with chronic

renal failure (4). Adult Swedish patients with early-stage

chronic renal failure were identified as cases (N = 918)

from monthly reports of serum creatinine measurements

from medical laboratories. Controls were randomly

selected throughout the ascertainment period from the

Swedish Population Register (N = 980). Aspirin and acet-

aminophen were used regularly by 37 and 25%, respec-

tively, of the patients with renal failure and by 19 and

12%, respectively, of the controls. Regular use of either

drug in the absence of the other was associated with

an increase by a factor of 2.5 (odds ratio via logistic

regression) in the risk of chronic renal failure from

any cause.

Case-control studies yield an odds ratio as an estimate

of relative risk. This measure is calculated by dividing the

odds that a patient was exposed to a given risk factor by

the odds that a control was exposed to the risk factor. It

can also be obtained from logistic regression analysis.

Logistic regression allows the investigator to obtain the

odds ratio for a given risk factor independent of other

potential risk factors or confounders using the technique

of adjustment. Odds ratios are generally a good approxi-

mation of relative risk if the outcome is rare.
Wagner EH. Clinical Epidemiology: The Essentials, 3rd edn.
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As with any study design, the case-control method has

limitations. Case-control studies allow for the study of

only one disease at a time, as opposed to cross-sectional or

cohort studies. This design does not allow for the mea-

surement of incidence, prevalence, or excess risk. Case-

control studies are also subject to error, or bias, which can

threaten the validity of the study. Selection and informa-

tion biases, the two major categories of bias, are possible

in the case-control design. Selection bias arises if the

manner in which cases and controls were selected yields

an apparent association when, in reality, exposure and

disease are not associated. For example, cases, by defini-

tion, include only individuals who have been identified as

having the disease and who are available for study. Those

who have not been diagnosed, have been misdiagnosed, or

have died are excluded. If diagnosis or availability is

related to the exposure being studied, the sample of

cases will be biased.

Avoiding selection bias can be even more challenging

in the selection of controls. The control group must be

comparable to the cases. They should not be chosen in

such a way that important differences between cases and

controls exist that might influence exposure history and

thus limit the inferences derived from the study. A num-

ber of strategies exist to select a control group that is at

risk for the disease and otherwise representative of the

same population as the cases. These include sampling

cases and controls in the same way (e.g., from the same

clinical setting), matching controls to cases on key vari-

ables related to the disease (e.g., age), using multiple

control groups, and using population-based samples of

both cases and controls (e.g., using disease registries).

Information bias occurs when the case and control

groups differ in terms of the quality of the data collected

to measure risk factors. The retrospective approach to

measuring an exposure in the case-control design intro-

duces the possibility of differential recall between the cases

and controls. Cases may have been asked more often

about the presence of a given exposure and/or may be

more circumspect in their recall of such exposures. This

introduces recall bias, a form of information bias because

of better, and sometimes exaggerated, recollection of

exposures by cases as compared to controls.

It can be difficult for an investigator to remain objec-

tive in collecting exposure information. In interviewing

subjects and in reviewing records, there may be a tendency

to look more carefully or evaluate evidence differently for

cases than for controls. Strategies for dealing with this

problem include the use of objective measures and to

ensure that the individuals collecting data are unaware

of the subject’s group status (blinding/masking). The more
subjective the method for measuring the exposure, the

more important it is to mask the observer. Blinding

as to the specific exposure being studied or study hypo-

thesis is useful and also can be used to attempt to control

recall bias.

Nested case-control studies and nested case-cohort

studies are alternative case-based hybrid designs that

have many advantages. A nested case-control study

involves selecting all cases and control subjects from a

known cohort. In this design, the controls are free of the

outcome or disease. Nested case-control studies eliminate

the problem of recall bias, because the exposure informa-

tion is obtained before the outcome has developed (co-

hort design). Also, the temporal sequence between

exposure and outcome is defined. This design is also

much more economical and efficient; the entire cohort

need not be analyzed for a given exposure (e.g., via a

laboratory specimen). Nested case-cohort studies also

use the selection of cases and controls from a known

cohort. However, in this design, controls are randomly

selected from the initial cohort irrespective of outcome.

This design permits the delineation of relative risk for

an exposure.
Cohort Design

Various names, including prospective, follow-up, and lon-

gitudinal, have been used to label cohort studies in

the past, reflecting the temporal sequence of exposure

and disease in this category of observational studies.

The word cohort originated from the Latin word cohors,

describing a group of warriors that marched together.

Clinical investigators have adapted this term to a specific

type of research study: a group of individuals free of the

disease(s) of interest is assembled, their risk status is

determined, and the group is followed over time to mea-

sure the incidence of disease. Comparison of the inci-

dence of disease (or rate of death from disease) between

those with and without the exposure of interest permits

measurement of the association between the risk factor

and the disease (> Fig. 17-4).

The significance of the cohort design has been empha-

sized by the wealth of scientific data obtained from fa-

mous cohorts such as the Framingham Study or the

Physicians Health Study. In the field of pediatric nephrol-

ogy, the Chronic Kidney Disease in Children Prospective

Cohort Study (CKiD) is ongoing and designed to improve

the understanding of the occurrence and progression of

chronic kidney disease and its multiple complications (5).

Pediatric nephrology has previously benefited from studies



. Figure 17-4

Design of a cohort study (from Fletcher RH, Fletcher SW,

Wagner EH. Clinical Epidemiology: The Essentials, 3rd edn.

Baltimore, Williams & Wilkins, 1996:102, with permission).
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using the cohort design. For example, Wong et al. used the

cohort design to demonstrate a 17-fold increase in the risk

of hemolytic uremic syndrome (HUS) associated with

antibiotic use in children with Escherichia coli 0157:H7

diarrhea infections (6). In this study, children with E. coli

0157:H7 were followed to assess risk factors for the devel-

opment of HUS.

The cohort design has an obvious niche in clinical

research. Ethical and practical considerations often do not

allow for randomization of individuals to an exposure of

interest. Cohort designs allow for the examination of expo-

sure and disease associations under such circumstances.

Cohort studies can be classified as concurrent or non-

concurrent. In a concurrent cohort study (also referred to as

a prospective or longitudinal study), the clinical investigator

identifies the population and collects extant exposure infor-

mation and then follows the cohort to a designated point

in the future. Nonconcurrent cohort studies (i.e., retro-

spective, historical, and nonconcurrent prospective) require

the investigator to identify a cohort that has been delineated

in the past, alongwith information regarding the exposure(s)

of interest. This population can then be followed for the

development of a given disease in the more recent past,

the present, or into the future.

Traditionally, the outcome of interest in cohort stud-

ies is the ratio of the incidence of disease in those with the

exposure divided by the incidence of disease in those

without the exposure. This can be interpreted as the

relative risk for disease in many cases. When calculating

and interpreting risks in the cohort design, the absence of

randomization must be taken into account. Because the

investigator is merely observing the exposure and not

controlling for it via randomization, subjects with and

without the risk factor might differ in terms of other

characteristics that are related to the disease. If the char-

acteristic is related to both the exposure being evaluated
and the disease, it can lead to a misleading association

between the exposure and the disease. Such a characteris-

tic would be a confounder.

To avoid misinterpreting such an association, the in-

vestigator must measure potential confounders and adjust

for them in the analysis. Multivariable analyses are exam-

ples of statistical tools used to adjust for confounders.

However, unsuspected confounders might still jeopardize

the validity of conclusions.

For example, Wong et al. (6) used a multivariate

logistic-regression analysis to account for potential con-

founders in the association of antibiotic use for E. coli

0157:H7 associated diarrhea and HUS. Adjustments were

made for the initial white blood cell count and the day of

illness on which the initial stool culture was obtained for

analysis. These factors had been previously associated

with increased risk of HUS. A higher initial white blood

cell count could be a potential confounder, for example,

because it is associated with an increased risk of HUS (the

outcome) and might make the physician more likely to

prescribe antibiotics (the exposure), thus potentially false-

ly linking antibiotic usage with HUS. After adjustment for

these factors, the multivariate analysis revealed a persis-

tent association, reassuring the discerning reader.

Cohort studies have several advantages. Because risk

factors are measured before disease, the temporal se-

quence of risk and disease is established, and the potential

for biased risk measurement is avoided. Several diseases or

outcomes can be measured, and disease occurrence can

be measured in terms of incidence, not just prevalence.

Cohort studies often require large sample sizes and are

unsuitable for studying rare diseases. Large sample size

and long follow-up periods can make cohort studies cost-

ly. A nonconcurrent cohort design can reduce cost, but it

decreases the investigator’s control over subject selection

and risk factor measurement.
Experimental Studies

In an experimental study, the investigator controls the

independent variable, also known as the intervention or

treatment, and then observes the effect on an outcome

or series of outcomes. The classic form of experimental

design is the clinical trial.
Randomized Controlled Clinical Trials

Most investigators, clinicians, and patients are familiar

with the ‘‘gold-standard’’ of experimental designs, the
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randomized blinded controlled clinical trial. Such trials

are considered ‘‘gold-standard’’ because the rigid design

helps minimize the influence of confounding variables

and bias, allowing the true effect of the intervention to

be elucidated.

The IgA Nephropathy Study is an example of a ran-

domized controlled clinical trial. In this study, eligible

patients younger than 40 years with immunoglobulin

A (IgA) nephropathy on kidney biopsy, estimated glomer-

ular filtration rate �50 mL/min/1.73 m2, and evidence of

moderate to severe proteinuria are randomly assigned to

receive alternate day prednisone, fish oil, or placebo (7).

The goal of this study is to determine the relative benefits

of fish oil or alternate day prednisone on the progression

of IgA nephropathy. In this and other controlled clinical

trials, randomization is the key feature of its experimental

nature. Participants are randomly assigned to the group

that will receive the intervention (the intervention, treat-

ment, study or experimental group) or the group that will

not receive the intervention (the control or placebo

group) (> Fig. 17-5). Through randomization, all poten-

tial confounders, both those recognized by the investiga-

tor and those that are not suspected, are likely to be

balanced between the study groups. In other words, the

three groups in this study are considered to be the same

except for the treatment they receive. Differences in rates

of progression of kidney disease in the three groups are

attributable to the intervention, because the effect of

confounders has been ruled out by the balance achieved

by randomization. Therefore, experimental designs offer

stronger evidence of causality than do observational

designs.

In an experimental study, it is important to ensure

that subject assignment is truly random. This can be
. Figure 17-5

Design of a randomized trial (from Fletcher RH, Fletcher

SW, Wagner EH. Clinical Epidemiology: The Essentials, 3rd

edn. Baltimore, Williams & Wilkins, 1996:139, with

permission).
achieved by using random numbers, either through

computer-assisted assignment or manually, with a table

of random numbers. Sometimes blocking is used in con-

junction with random assignment. A block of subjects is

simply a set number of consecutive study enrollees. With-

in each block, a predetermined number of subjects are

randomly assigned to each study group. For example, if

the block size is set at six and two study groups of equal

size are desired, then three subjects in each block of six are

randomly assigned to one group and three to the other.

Blocking is useful when study enrollment is expected to be

prolonged. Over extended periods, both study procedures

and outside conditions can change. Blocking ensures that

the study groups will be balanced with regard to such

changes. For example, given the prolonged enrollment

period due to the relative rarity of IgA nephropathy in

children and young adults, block randomization was used

in the IgA Nephropathy Study.

Experimental studies, like observational studies, are

subject to measurement bias. Research staff should be

masked or blinded to the subject’s group assignment dur-

ing data collection, especially if any outcome measures are

not strictly objective. In the IgA study, for example, both

the research staff and the study subjects are unaware of

which treatment they receive. In one arm of the study,

placebo capsules are made to look exactly like fish oil

capsules. In another arm, placebo tablets are distributed

that are identical to prednisone. If outcomes are

measured, without subject or staff knowledge of the sub-

ject’s group status, they are less likely to be influenced by

expectations about potential differences between treat-

ment and control group outcomes. Studies in which

both the participant and the staff are unaware of the

treatment group status are known as ‘‘double-blinded.’’

There may be situations in which blinding the clinical staff

and patients is difficult or impossible. Clinical trials that

are not blinded are known as open-label trials. Such

designs are common in cancer clinical trials, as treatments

being compared are often complex, with different side

effect profiles and delivery protocols, and thus masking

is not feasible.

Clinical trials typically provide the necessary medical

evidence to bring a new treatment into use, and for drugs,

such trials are referred to as ‘‘phases.’’ A phase I trial is

most often the first stage in testing a new drug in humans,

and may include healthy participants and/or patients. In

these trials, information on the distribution, metabolism,

excretion and side effects of the drug is investigated. The

optimal dose of the drug to deliver is also investigated.

Such studies are typically not randomized or blinded.
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Phase II clinical trials are designed to evaluate the effec-

tiveness and short-term safety and side effects associated

with the drug. These trials are generally carried out in

persons having the disease of interest. Phase III trials are

expanded trials to prove the efficacy of a drug and provide

the information necessary for physician labeling of the

drug. These studies are most often randomized and

blinded. Once completed, the pharmaceutical manufac-

turer may apply to market the drug for the indication(s)

studied in the phase III trial. Phase IV clinical trials are

postmarketing studies (post licensure) designed to delin-

eate more information about the drug’s risks, benefits,

and optimal use in ‘‘real-world’’ conditions.
Alternative Designs

It is not always feasible to conduct a traditional rando-

mized controlled clinical trial for every treatment. In such

scenarios, multiple alternative experimental study designs

are available and may provide useful information regard-

ing the treatment under consideration. A few examples

of such alternative designs follow. Cross-over trials ran-

domly assign half of the study population to start with the

control period and then subsequently switch to active

treatment; the other half are on the opposite schedule.

Such trials allow each participant to serve as their own

control, allowing for increased statistical power and thus

fewer participants. However, these studies generally take a

longer period of time. The analysis and interpretation of

the results may also be complicated if the treatment effects

are thought to persist for a period of time even after the

intervention has been ceased. A before-after trial com-

pares the outcomes of different types of treatments in a

group or groups of interest by taking advantage of calen-

dar time. In such a study, outcomes in individuals receiv-

ing one type of treatment during a given period are

compared with individuals at a subsequent time, who

have received a different treatment. Although economical

to perform, the results of such designs may be more prone

to error as it may be difficult to know and/or control

factors independent of the treatment that may have also

influenced the outcome of interest.
Issues with Analysis in Experimental
Designs

It is not uncommon in clinical trials to have patients who

were assigned to one group switch to a different group.
For example, a patient assigned to receive the active treat-

ment under study may discontinue the treatment. Alterna-

tively, a patient assigned to the control group may end up

receiving active treatment. To avoid introducing bias in the

results, it is common practice in clinical trials to analyze the

results by ‘‘intention-to-treat.’’ In such conservative ana-

lyses, every patient is grouped according to his/her origi-

nal randomization assignment when analyzing the results,

regardless of whether the patient actually received the

assigned treatment or not. Intention-to-treat analyses may

dilute the effect of the treatment of interest, but more

importantly, likely minimize the introduction of bias into

the study which may lead to erroneous conclusions.

To maximize the yield of arduous and costly clinical

trials, investigators may perform subgroup analyses, de-

fined as an evaluation for treatment effects within a subset

of patients. For example, in the IgA Nephropathy Study,

baseline proteinuria was found to be associated with

‘‘time to failure,’’ defined as a decline in estimated GFR

to �60% of baseline. The authors performed a subgroup

analysis comparing the effects of the treatments and pla-

cebo among those with more severe proteinuria, defined

as a first morning baseline urine protein/creatinine ratio

between 1 and 3; no significant difference between the

treatment groups or the placebo group in the time to

failure was observed (7). Related to subgroup analyses,

post hoc analysis refers to examining the data after the

study has concluded for associations that were not speci-

fied a priori. Although subgroup analyses and post hoc

analyses may provide additional useful information, due

to analytic challenges, particularly in the area of sample

size, results may be misleading. Given these statistical

limitations, it is recommended that all hypotheses and

intended analyses be stated prior to the initiation of the

study, which may help in planning the design of the study,

including the sample size. In the event that post hoc

analyses are performed, they should be clearly labeled as

such so that the reader is able to identify the potential

limitations to any conclusions derived from such analyses.

A recent report in the New England Journal of Medicine

reviews the challenges of subgroup analyses, and provides

guidelines for their use within the Journal (8).

In summary, many research designs are available to

the investigator. No single design is best for all research

questions. Although experimental designs are superior to

observational designs in addressing threats to internal

validity, they are not always feasible or ethical. The most

appropriate design for a given research question is the

design that maximizes internal validity within the con-

straints of the research environment.
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Important Issues in Carrying out a
Research Plan

Selection of Subjects

In any research study, one would like to extrapolate

the findings to all patients with the condition of interest.

The study population is the group that is meant to repre-

sent the target population from which a sample is drawn.

Sampling decisions involve defining the study population

and sample.
Defining the Target Population

Although there is no one single ideal target population, the

investigator needs to consider the ramifications of one

definition versus another. If the investigator were interested

in studying risk factors for a specific disease, the target

population could be defined as all childrenwith this disease

or a subset of them (e.g., children of a certain age). The

broader the target population, the greater the generalizabil-

ity of the study findings. On the other hand, the increased

heterogeneity of a broadly defined target population could

introduce variability among subgroups in terms of the

importance of risk factors. For example, a particular char-

acteristic could be a major risk factor in some population

subgroups but not in others. Assessing the importance of

risk factors within subgroups requires a larger study sample

and perhaps a more complex sampling design.
Defining the Study Population

A practical consideration in defining the target popula-

tion is availability of the population for study. The inves-

tigator could have all children available seen in a

particular clinical setting. Insofar as children seen in this

setting are representative of the target population, the

clinical site would be a good choice for study; the experi-

ence of its enrollees could be considered generalizable to

the target population. If children enrolled in the clinical

setting differ systematically from the target population,

sampling bias is introduced. For example, tertiary care

pediatric nephrology centers might be more likely to

serve children with advanced stages of the kidney disease

or more severe or complicated cases. Studying only these

cases may introduce bias toward only studying the most

complex forms of a particular disease. Sampling bias

impairs the generalizability of study findings. Representa-

tiveness, therefore, is a prime consideration in defining
a study population. Investigators should evaluate the

representativeness of candidate settings and the likely

implications of potential biases. One possible approach

to this in studies of patients with kidney disease is to

compare the characteristics of participants in a study

to known characteristics of the larger population to

whom one would like to generalize the results.
Defining the Sampling Scheme

Just as we generalize from the study population to the

target population, we generalize from the study sample to

the study population. Sample statistics are measures that

pertain to the samples that are studied. A sample mean,

for example, is the sample’s average score on a particular

measure, and a sample standard deviation expresses the

variability of the sample scores. The sample statistics are

the investigators best estimates of the population para-

meters. The sample mean is the best estimate of the

population mean; the sample standard deviation is the

best estimate of the population standard deviation.

Extending beyond inference to hypothesis testing,

sample statistics of the association between variables

are the best estimates of these associations in the target

population. The association between a hypothesized risk

factor and the occurrence of disease in the study sample

(perhaps measured by odds ratios or relative risks) is the

investigator’s best estimate of the association between

the risk factor and disease in the target population.

Probability theory is the rationale for extrapolating

inferences from a study sample to the reference popula-

tion. A probability sample is one in which every subject, or

element, in the study population has a known probability

of being selected. A nonprobability sample is one in which

the probabilities of selection are unknown. It is legitimate

to extrapolate from a sample to its population only if

probability sampling has been used.

There are several types of probability sampling. In

simple random sampling, each element has an equal

chance of being selected. In systematic sampling, each

element in the population is assigned a consecutive num-

ber, and every nth element is sampled. Systematic sam-

pling is easy to use, but it will generate a biased sample if

the sampling fraction (e.g., every tenth case) is the same as

some periodicity in the ordering of cases in the popula-

tion. For example, if every tenth patient is sampled in a

clinic where ten patients are seen each session and the

most complex cases are scheduled first, then the sample

will contain either all complex cases or no complex cases,

depending on the first element drawn. Stratified random
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sampling is useful when one believes that population

subgroups differ in important ways. The population is

divided into the subgroups, or strata, of interest. Simple

or systematic random samples are then drawn from each

stratum. Cluster sampling is useful when it is difficult or

costly to sample elements in a population individually.

Instead of elements, groups of elements are sampled. For

example, in a study of school children, the investigator

could take a probability sample of classrooms and then

study all the students within each selected classroom. The

selected classrooms, in combination, must be representa-

tive of the overall population. As with stratified sampling,

formulas for calculating variance must be modified, and

consultation with a statistician is recommended.

Nonprobability sampling techniques include conve-

nience sampling, quota sampling, and purposive sampling.

A convenience sample is one that is most readily obtained

without the use of random sampling. A quota sample is a

convenience sample drawn to assure specified numbers of

subjects in specified strata, without the use of random

sampling. A purposive sample is one in which subjects are

selected because they are judged to be representative of

the population of interest.

Probability sampling is preferred but not always possi-

ble. In clinical research, the investigator is often limited to a

particular clinic population. If a clinic population is be-

lieved to be representative and if it is larger than the number

of subjects needed for study, the investigator should use a

probability sampling technique to draw the study sample.

An example of probability sampling using stratified

sampling techniques can be seen in a recent survey study

of adult and pediatric nephrologists (9). The authors

created a survey containing ten case vignettes to assess

whether increased experience with pediatric patients

influenced nephrologists’ recommendations for peritone-

al or hemodialysis in otherwise identical patients with

ESRD described in the vignettes. Because the authors

wanted the survey respondents to represent the popula-

tion of U.S. adult and pediatric nephrologists, they ran-

domly selected a representative sample of nephrologists in

five geographic regions of the United States. Each ran-

domly selected nephrologist was mailed a survey contain-

ing ten case vignettes to assess what factors affected the

nephrologists’ dialysis recommendations.
Determining Sample Size

In any study, several factors determine the required sample

size. This section describes those that come into play in se-

veral common types of investigations. Detailed sample-size
formulas and tables are beyond the scope of this chapter, but

several excellent references are listed in Suggested Reading.

Briefly, to estimate sample size, the researcher needs to set

the acceptable level of a (probability of type I error), b
(probability of type II error), and determine the effect size

that one is likely to see. In determining sample size, the

probability of making a type I error, a, is usually set at 0.05.
This is the probability of concluding that an association

between two variables exists when it does not. b error is

the probability of concluding that no association exists,

when in fact it does. The reader will be more familiar with

b error in terms of its relationship to ‘‘power.’’ The power of

a study is equal to 1-b. In many studies, b is customarily set

at 0.2 for a power of 80%. If b is set to 0.1, the power of the

study is 90%.

In addition to specifying a and b, the researcher must

also determine an estimate of the response to treatment in

one of the groups (in a clinical trial) or the rate of

occurrence of disease (in a cohort study). The effect size

is an estimate of how much better than the comparison

group you expect a treatment group to be in a clinical trial

or how increased the risk of a particular disease is in the

setting of a particular risk factor (in a cohort study).

An illustration of estimated sample sizes for given a, b,
and effect sizes is shown in >Table 17-2 for a study

comparing differences in proportions in two groups (10).
>Table 17-2 illustrates how varying the acceptable

levels of a, b, and effect size influences sample size. For

example, if we designed a study to determine whether a

new drug could ‘‘cure’’ 40% of patients compared to an

old drug that ‘‘cured’’ 10% of patients, we would have

90% power to see such an effect with 95% confidence in a

total sample of 96 patients (see row 2 in >Table 17-2). In

contrast, to obtain a significant result documenting a

smaller effect size from the old drug cure rate of 10% to

a new drug cure rate of 20% with the same a = 0.05 and

90% power, we would need to study 572 patients.
Attrition of Study Subjects

Sample size calculations determine the number of subjects

needed at the study’s conclusion. In determining the

number of subjects to enroll, the investigator must esti-

mate attrition rates and enroll a sufficiently large sample

to compensate for study dropout.

Even if probability sampling is used to define the

study, subject attrition could produce a biased sample at

the study’s conclusion. An attrition rate of more than 25%

is cause for concern. In data analysis, subjects completing

the study should be compared with those who drop out to



. Table 17-2

Example illustrating how a, b, and effect size affect sample

size

Confidence

1-a (%)

Power

1-b (%) Effect size (%)

Total sample

No.

95 80 10!40 76

95 90 10!40 96

95 90 10!20 572

95 99 10!40 156

Adapted from sample size calculator (Statcalc) in Epi-info Stat Calc (10)
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determine whether the two groups differ in a clinically

significant way. Such differences must be considered in

interpreting the study findings.
Data Collection: Measurement

Decisions on what data to collect and how to do so begin

with specifying the variables that need to be measured and

operationally defining each. The investigator will need to

evaluate the suitability of existing measures and determine

whether to use an existing measure or develop a new one.

The data sources for each variable must also be identified.

Finally, the investigator should specify the level of measure-

ment of eachvariable. An efficient way to document the data

collection plan is to make a table with columns listing the

variables to bemeasured, their definitions, the data source(s)

for each variable, and level of measurement for each. This

section describes issues pertaining to each of these tasks.
Identifying the Variables to Be Measured

Researchers are often tempted to collect as much infor-

mation as possible. This can be costly, in terms of time,

money, and data quality. The investigator should be

able to justify each variable to be measured. Most impor-

tant are the hypothesized independent and dependent

variables. In addition, identified potential confounders

should be mea\sured. Finally, data characterizing the

study population and sample will be needed to describe

the study’s generalizability.
Types of Variables

Variables can be continuous or categorical. Age, height,

and weight are examples of continuous variables. Cate-

gorical variables can be binary, with two possible
outcomes such as male or female gender; nominal,

i.e., nonordered categories such as race: White, African

American, Asian, Native American or Pacific Islander; or

ordinal, i.e., ordinal categories such as a pain rating scale:

none, mild, moderate, severe.
Sources of Data

Study data can be collected from existing sources or can

be generated specifically for the specific research hypoth-

esis being tested, using surveys, interviews, or observa-

tions. Most studies combine both strategies.

An enormous variety of existing data sources is avail-

able, including medical records, vital records, national

and local health surveys, and census data. Health pro-

grams often keep records of services provided, and billing

records can be especially helpful. Examples of existing

data sources in pediatric kidney disease include the

United States Renal Data System (USRDS) (11) and data

collected by the North American Pediatric Renal Trials

and Collaborative Studies (NAPRTCS) (12). Existing

sources can provide data for time periods and individuals

otherwise unavailable to the investigator. The number of

studies published by the NAPRTCS and their tremendous

contribution to our understanding of clinical outcomes in

pediatric kidney transplantation and dialysis illustrate this

point. The chief disadvantage of existing sources gleaned

from registry data is that the data are often not collected

as systematically as in a prospective research study. Im-

portant data elements are sometimes missing. Incomplete

data and inaccuracies are also possible with registry data.

Primary data collection is expensive and is limited to

subjects available to the investigator. On the other hand, the

investigator’s control over data collection makes data quali-

ty more certain. Many primary data collection strategies are

available, including mail surveys, mass-administered ques-

tionnaires, telephone and in-person structured and un-

structured interviews, direct observation, and videotaping

and audiotaping. Choosing a strategy should be based on

the research question, the sensitivity of the data to be

collected, the literacy of the population to be studied,

and the resources available for the study. The key factor

should be data quality – that is, whichmethod will provide

the most complete and accurate information within bud-

getary constraints.
Assessing Data Quality

One strategy to enhance data quality is to train rese-

arch staff thoroughly. Often, data collection staff works
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independently. To ensure that they follow study proce-

dures, the protocol for data collection should be detailed

in a study manual. Training sessions should be held to

explain the study’s aim to staff, as well as how each one’s

role fits into the big picture. Staff should be given ample

time to practice their data collection skills. Once the

fieldwork of the main study begins, staff should be

encouraged to bring problems to the attention of super-

visory staff. Such problems should be resolved in a timely

fashion, and the resolution should be documented and

added to the study manual. In this way, research staff are

kept apprised of changes in the study protocol and are

impressed with the importance of adhering to it.

After the instrument pretesting and staff training, the

investigator should pilot test the data collection activities.

A pilot test is a dress rehearsal of the activities for selecting

study subjects, contacting them, securing informed consent,

and collecting and processing data. Activities that do not

work as planned should be modified and the pilot testing

continued until the fieldwork procedures run smoothly.

Data quality should be monitored during the main

study. Interviews and questionnaires should be reviewed

as they are completed to allow recontacting subjects to

correct errors. The reliability of subjective measures and

those requiring special technical skill should be assessed.

For studies with unsupervised interviewing of subjects,

it is wise to validate a portion of the completed interviews

handed in by fieldworkers. This can be done by reconta-

cting a random sample of subjects and then asking them

to verify their responses to a subsample of the interview

questions.
Analytic Plan

Data Analysis

Investigators often defer considering data analysis until

the data have been collected. This is a serious mistake.

Study planning should include an analytic plan of the

steps needed to answer the study questions once the field-

work is completed.
Use of Statistical Tests

As noted earlier, statistical validity is the correctness of

study conclusions regarding group differences and vari-

able relationships. A key threat to statistical validity is

the use of inappropriate statistical tests. Variable types
and variable distribution, as well as the hypothesis being

tested, determine the correct type of statistical test.

The important properties of a variable’s distribution are

its location, spread and shape. Measures of location in-

clude the median (middle observation), the mean (arith-

metic mean or average) and the mode (most frequent

value). Measures of spread of a distribution include the

range, which equals the maximum minus the minimum

value, the interquartile range, which equals the 75th minus

the 25th percentile, the variance, which equals the average

squared deviation from the mean, and the standard

deviation. The shape of a distribution can be described

by its skewness i.e., symmetry, and its kurtosis i.e.,

‘‘peakedness.’’ Parametric statistical tests are based on

assumptions about parameters of the population and are

the most powerful tests available in situations in which

these assumptions are met. Nonparametric statistical tests

are based on fewer assumptions about the population, so

they are appropriate in situations in which the assump-

tions underlying parametric statistics are not met.

Assumptions vary by statistical test. If a test is used in

a situation that violates its assumptions, it will be inaccu-

rate, leading to a misleading measure of statistical signifi-

cance. This, in turn, will lead to an incorrect estimate of

the likelihood of a Type I error.

In developing the analytic plan, the investigator

should consider the assumptions of candidate tests in

determining which ones to use. A discussion of specific

statistical tests is beyond the scope of this chapter, but a

framework for deciding which tests to use can be given. In

this framework, three factors determine the type of test to

use: the major analytic question to be answered, the levels

of measurement used, and the number and independence

of comparison groups.

In preparing the analytic plan, the investigator needs

to translate the research question into analytic terms.

Three major analytic approaches are to describe charac-

teristics of the sampled population, to compare groups of

subjects, and to measure associations among variables.

Where group comparisons are to be made, the appro-

priate statistical test is also determined by the number of

groups to be compared (two vs. three or more) and by

whether comparison groups are independent or matched.

Thus, in a study of cases matched with sibling controls,

it would be inappropriate to use a statistical test for

independent groups.

As decisions about level of measurement and the

selection of study groups are part of study planning, it is

easy to see how these decisions are better informed if their

ramifications for data analysts are considered. Level of

measurement, study group formation, and data analysis



. Table 17-3

Bivariates Statistical Tests

Level of

measurement

Two groups Three or more groups

Independent

(unpaired groups) Paired groups

Independent (unmatched

groups) Matched groups

Nominal

dichotomy

Chi-square of Fisher’s

exact test

McNemar’s test Chi-square Cochran’s test

More than two

categories

Chi-square McNemar’s test Chi-square Cochran’s test

Ordinal Mann-Whitney test Sign test Kruskal-Wallis one-way analysis

of variance ANOVA

Friedman two-way

ANOVA

Wilcoxon matched-pairs

signed-ranks test

Interval t Test for groups t Test for pairs One-way ANOVA ANOVA for

repeated measures
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are all interrelated, and should all be considered part of

study planning.

When the study’s purpose is to assess the relationship

between two continuous variables, the degree of concor-

dance can be expressed as a simple correlation coefficient.

A related approach is the use of a kappa statistic which

expresses the degree of concordance beyond that due to

chance. Chronbach’s alpha expresses internal consistency

among three or more variables that measure the same

general characteristic.

When the study’s purpose is to describe a population,

the investigator makes inferences from sample statistics to

population parameters. Sample proportions and mea-

sures of central tendency (mean, median, and mode)

and dispersion (standard deviation, range) are used to

estimate these parameters in the population. Confidence

intervals can be constructed around proportions and

means to express the certainty of the sample-based popu-

lation estimates. When the study’s objective is to compare

two or more groups, sample group differences in propor-

tions and means are used to estimate such differences in

the population. Statistical tests of significance can be used

to assess the certainty of sample-based inferences about

group differences in the population. The appropriate sta-

tistical test depends on the number of groups compared,

whether subjects in the groups are matched, and the level

of measurement of the variable on which the groups are

being compared. >Table 17-4 displays bivariate statistical

tests commonly used in assessing the significance of group

differences. For a variable with a normal distribution,

a t-test compares two means, while ANOVA can compare

means in three or more groups. Chi-square compares

proportions.
When normality assumptions cannot be made, the sign

test can be used for a single sample or paired sample to

assess whether the medians of the sample and a reference,

or two samples being compared differ. The Wilcoxan

signed rank test can be used when the data are on an inter-

val scale, and makes use of the magnitudes of the differ-

ences between measurements and a hypothesized location

parameter. If the variable of interest is measured on an

ordinal scale, the Mann-Whitney test can be used to assess

whether the two populations have different median values.

When the research aim is to measure the associa-

tion between variables, sample statistics again are used

to estimate population parameters. The variables’ levels of

measurement determine the appropriate statistical mea-

sure of the strength of their association, the appropriate

test of the statistical significance of the association, and

the certainty of estimates of its strength. For continuous

data, Pearson’s correlation coefficient is used to measure

association. For dichotomous variables, the odds ratio

and relative risk (RR) are measures of the degree of

association between two factors. Analytic studies in the

medical literature often are designed to determine wheth-

er there is an association between exposure to a factor and

development of disease. If there is an association, the

question is how strong the association is. To assess

the strength of the association, we measure the ratio of

the incidence of disease in exposed individuals to the

incidence of disease in nonexposed individuals. This

ratio is called the relative risk. If the risk in exposed

individuals is equal to the risk in unexposed, the relative

risk is 1.0 and there is no association. If the risk in exposed

individuals is greater than in unexposed (RR > 1.0), then

there is an association that may suggest that the exposure



. Table 17-4

Sensitivity and specificity of urinalysis components (13)

Test Sensitivity % (range) Specificity % (range)

Microscopy: WBCs 73 (32–100) 81 (45–98)

Microscopy: bacteria 81 (16–99) 83 (11–100)

Leukocyte esterase 83 (67–94) 78 (64–92)

Nitrite 53 (15–82) 98 (90–100)

Leukocyte esterase or nitrite positive 93 (90–100) 72 (58–91)

Leukocyte esterase or nitrite or microscopy positive 99.9 (99–100) 70 (60–92)
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confers risk. If the risk in exposed is less than in unexposed

(RR < 1.0), the exposure may be protective against risk.

The relative risk can only be calculated in a prospective

study, as it requires incidence of disease. In a case-control

study, since we do not know incidence, we cannot calcu-

late the RR directly. Instead of the proportion of the

exposed population who develop disease compared to

the proportion of the unexposed population who develop

disease, in case-control studies, we have the proportion of

the cases who were exposed and the proportion of the

controls who were exposed. In case-control studies we

utilize the concept of odds to define the odds ratio,

which approximates the relative risk if the incidence of

disease is low. We compare the odds of a case having been

exposed to a particular factor to the odds of a control

being exposed to that factor. As in the case of relative risk,

if the exposure is not related to the disease, the odds ratio

will equal 1.0. If the exposure is positively related to the

disease, the odds ratio will be greater than one.

Studies of the combined and relative impacts of mul-

tiple independent variables, or the effect of an indepen-

dent variable after controlling for other factors, will

require multivariable analytic tests. The appropriateness

of a multivariable technique is determined by the levels of

measurement of the independent and dependent vari-

ables. Multiple linear regression analysis can be used to

assess association between a putative exposure and a

continuous outcome while adjusting for other possibly

confounding factors. Multiple logistic regression analysis

can be used to assess the association between a putative

risk factor and a binary outcome measure, while adjusting

for other potential confounding factors. These measures

can be used to calculate an adjusted relative risk, or an

adjusted odds ratio. The references cited at the end of this

chapter describe the applicability and interpretation of

the most commonly used multivariable statistical tests.

In addition to describing association between two vari-

ables, and assessing the risk associatedwith an exposure and
an outcome, another common research question in the

medical literature includes assessing the time from a partic-

ular exposure until an outcome such as death, or hospitali-

zation or transplantation. A commonly used statistical tool

to assess the time to an event is survival analysis, or Kaplan

Meier analysis. Kaplan Meier analyses can be used to

compare survival between two treatment modalities.

When adjusting for other potential confounding variables

in a survival or time to event analysis, Cox proportional

hazards methods can be used, yielding a hazard ratio

which can be thought of as comparable to a relative risk.
Statistical Significance and Confidence
Intervals

Most readers of the medical literature will be familiar with

the term statistical significance, which is most often re-

ferred to in clinical reports as a ‘‘p value<.05.’’ This highly

sought after result of a statistical test refers to the proba-

bility of a, or a type I error. A p value of .05 in a study

means that there is a 5% chance that the results seen in the

study could have occurred by chance. However, the

authors have concluded that this probability is low

enough for them to accept the alternative hypothesis

(that there is a real difference between groups) and to

reject the null hypothesis (there is no difference between

groups). It is important to note that the p value in a study

result depends on the size of the observed difference

between the groups in question and the size of the sample

of patients studied. Standing alone, the p value does not

convey any sense of the magnitude of the treatment effect

seen in the study or the precision of the estimate of the

size of the treatment effect. Confidence intervals, in con-

trast to p values, can convey this information in a more

meaningful way.

For any estimated value, it is useful to have an idea of

the uncertainty of the estimate in relation to the true
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value it is trying to approximate. For example, if we

designed a study to estimate the beneficial effect of a

new lipid-lowering medication in chronic kidney disease

in adolescents, wewould try to recruit a large representative

sample of hyperlipidemic adolescents and randomize them

to treatment with a new lipid-lowering medication. From

our study, wemightwant to estimate themagnitude of lipid

level reduction associated with the newmedicine.Wemight

also want to use this estimate as an approximation for the

‘‘true’’ reduction in lipid levels that would be seen in the

‘‘universe’’ of pediatric patients with hyperlipidemia and

chronic kidney disease. To estimate the ‘‘true’’ reduction in

lipid levels (which can never be directly measured), we can

generate a confidence interval around our estimate.

In any study, construction of a confidence interval

around the point estimate gives us a range of values in

which we can be confident that the true value resides. A

confidence interval gives a sense of the estimates preci-

sion; it extends evenly on either side of the estimate by a

multiple of the standard error (SE) of the estimate. In our

example, our study might yield an estimate of the drop

in serum low-density lipoprotein cholesterol levels of the

treatment group of 30% with a standard deviation of that

estimate of 20%. One could then use this estimate to

generate a confidence interval around this estimate. In

the medical literature, one will most often see references

to 95% confidence intervals. The general equation for a

95% confidence interval is equal to the estimate �1.96

times the SE of the estimate. The factor 1.96 comes from

the standard normal distribution, in which 95% of esti-

mates would fall within �1.96 SEs of the mean. If one

wanted to increase the probability of including the true

estimate in the confidence interval, one could generate a

99% confidence interval, which would equal the estimate

�2.56 times the SE of the estimate. Because the SE of

an estimate is equal to the standard deviation of the

population divided by the square root of the sample

size, n, one can see that a larger sample size is needed in

a study to generate a precise estimate of a treatment’s

effect. Given the same standard deviation, the SE in our

study would be smaller if we studied 100 children com-

pared to 20 children. The larger study would generate a

narrower 95% confidence interval. The strict interpreta-

tion of a 95% confidence interval is that this is the range

of values for the true population estimate that is consis-

tent with the data observed in the study. In our hypothet-

ical example, the smaller study might give us the

opportunity to conclude that the new lipid lowering is

associated with a 30% reduction in low-density lipopro-

tein cholesterol with a relatively broad 95% confidence

interval of 21–39%, whereas the larger study yields a more

precise estimate. The 95% confidence interval around the
same point estimate of a 30% reduction is 26–34% in the

study with the larger sample size.
Topics Related to Clinical Decision
Making

Clinicians are routinely faced with patients with unknown

diagnoses, and patients expect that the clinician will know

how to efficiently and accurately diagnose the problem

with which they are presenting. Diagnostic acumen relies

in large part in understanding the ‘‘epidemiology’’ of the

possible diagnoses, as well as the strengths and limitations

of the various tests that might be performed to diagnose

such diseases. The following section provides an introduc-

tion to concepts and terms that are related to the science

of clinical decision making.
The Disease

When describing the burden of a disease in a population,

the terms incidence and prevalence are often used.

Incidence is defined as the number of new cases of a

disease that occur in a population at risk for developing

the disease during a specified period of time. Prevalence is

defined as the proportion of persons present in the popu-

lation currently affected by the disease at a specified point

in time. Distinguishing between these terms is important

when considering the burden of given disease. When

prevalence is reported, people affected by the disease for

varying amounts of time are included; these are not nec-

essarily all new cases. Those with severe forms of

the disease may have died and thus depending on the

time specified in the definition, may not be included in

the prevalence. The incidence and prevalence of end-stage

renal disease (ESRD) are routinely reported by the United

States Renal Data System (USRDS). In 2005, the incidence

was 347 (new) cases of ESRD per million population per

year. This was only 1% higher than the incidence in 2001.

The prevalence of ESRD in 2005 (also referred to as point

prevalence) was 1,569 cases per million population (11).

Based on these definitions, we know that 347 (22%) of the

1,569 prevalent cases of ESRD per million population in

2005 were new cases.
The Diagnostic Test

When utilizing a diagnostic or screening test to aid in the

care of a patient, a clinician must know ‘‘how good’’

the test is. Terms used to describe ‘‘how good’’ a test is
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include sensitivity and specificity. The sensitivity of a test

describes the ability of the test to correctly identify those

that have the disease. A sensitive test has a low false-

negative rate, meaning the test result will not frequently

be negative in those who have the disease. The specificity of

a test describes the ability of the test to correctly identify

those who do not have the disease. A specific test has a low

false-positive rate, meaning the test result will not fre-

quently be positive in those who do not have the disease.
>Table 17-4 from the American Academy of Pediat-

rics’ Practice Parameter for the diagnosis of initial urinary

tract infections in children examines the sensitivity and

specificity of various components of the urinalysis (13).

For example, the sensitivity of nitrite is reported as 53%.

Thus, among children with a urinary tract infection, this

test will be positive approximately 53% of the time.

Knowing the relatively low sensitivity of the nitrite test,

a clinician would not be reassured that a urinary tract

infection does not exist if the result is negative. The spe-

cificity of the nitrite test is 98%. Thus, among children

without a urinary tract infection, this test is negative

approximately 98% of the time. The high specificity of

the nitrite test informs the clinician that a low false-positive

rate exists. As can be observed in the figure, and as often

happens in clinical practice, using a combination of diag-

nostic tests can significantly increase the overall sensitivity

and specificity, and thus the accuracy of the diagnosis.

Often in clinical medicine, clinicians are faced with a

positive test result, and the next question asked is, ‘‘among

patients with a positive test result, what proportion will

actually have the disease?’’ This is known as the positive

predictive value of the test. The negative predictive value of

a test relays the probability that if the test is negative, the
. Figure 17-6

Calculation of sensitivity, specificity, positive and negative pre
patient does not have the disease. It is important to

remember that the predictive value of a test is affected

by both the prevalence of the disease in the population

being considered, and, if the disease in uncommon, the

specificity of the test being used. Higher disease preva-

lence generally leads to an increase in the positive predic-

tive value of a test. However, as most diseases are rare,

tests with higher specificity likely have a greater impact on

increasing the positive predictive value for a given test.

These values can be easily calculated as demonstrated in
> Fig. 17-6.

Likelihood ratios (LR) are another measure of test

performance that helps the clinician utilize the results of

a given test diagnostically. When presented with a patient

with particular signs and symptoms, the clinician has an

initial assessment of the probability, (pretest probability)

of a particular disease. A diagnostic test ordered to help

determine the presence of a disease may be positive or

negative. LRs help inform the clinician as to how much

the test result should shift his/her initial assessment of the

probability (pretest probability) of the disease being pres-

ent or absent to the posttest probability. Strong, conclusive

tests yield very big or very small LR’s. Weak, inconclusive

tests yieldmodest LR’s, close to 1.0. For example, following

the results of a positive test result, if the positive LR is

found to equal 1, then there is no change in the likelihood

of the disease. If the LR was 10 after the positive test result,

then the posttest odds of the disease is equal to the likeli-

hood ratio multiplied by the pretest odds. The odds of

disease can be calculated from the probability as probabil-

ity/1- probability. The higher the LR, the better the test is

for ruling in a diagnosis. These ratios depend upon the

validity of the test being ordered in distinguishing who has
dictive values.



. Figure 17-7

ROC curve for the detection of non-MCNS in relation to

remission time (14). The graph plots the true-positive

rate expressed as sensitivity (%) as a function of the

false-positive rate (100-specificity [%]) at different cutoff

points. Area under the ROC CURVE = 0.859; SE = 0.057;

95% confidence interval, 0.793 to 0.911.
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the disease in question from who does not; hence these

ratiosmay be derived from sensitivity and specificity of the

test (see below). LR’s may be more useful than sensitivity

and specificity in certain situations. LR’s can be calculated

for tests without dichotomous results such as those that

are resulted as ‘‘positive, intermediate, or negative.’’ The

results of several diagnostic tests may be combined to

provide a single LR. Finally, with some relatively simple

calculations, the posttest probability of a disease can be

calculated using the LR and the pretest odds of the disease.

Formulas for calculating LRs follow.

Positive LR :

probability of an individual with
the disease having a positive test

probability of an individual without
the disease having a positive test

Negative LR :

probability of an individual with
the disease having a negative test

probability of an individual without
the disease having a negative test

For dichotomous tests:

Positive LR: sensitivity/(1-specificity)

Negative LR: (1-sensitivity)/specificity

Receiver operator characteristic (ROC) curves, originally

developed in the field of electronics, allow for a graphical

display of the trade-off between sensitivity and specificity

for diagnostic tests with ordinal or continuous results, in

which several values of sensitivity and specificity are possi-

ble. Several cutoff points are determined and the sensitivity

and specificity are determined at each point. The sensitivity

(or true-positive rate) is graphed on the Yaxis as a function

of 1-specificity (the false-positive rate) on the X axis. Tests

with values falling in the upper left corner of the graph are

considered ideal (100% true positives and no false posi-

tives). If a test followed the diagonal line from the lower left

corner to the upper right corner, it would be considered

useless–on this diagonal line the true-positive rate equals

the false-positive rate. The area under the ROC curve can

range from 0.5 for a worthless test to 1.0 for a perfect test.

Filler et al. made use of both an ROC curve and LRs in a

study examining nonminimal change nephrotic syndrome

in children referred to a tertiary care medical center in

Canada, as can be seen in the > Fig. 17-7 included from

this study (14). The authors noted an increase in the

incidence in focal segmental glomerulosclerosis (FSGS)

over a 17 year study period. Based on the International

Study of Kidney Disease in Children (ISKDC), the ap-

proach to a child with new-onset nephrotic syndrome
has been to perform a kidney biopsy if the disease was

unresponsive to a standard dose of corticosteroid therapy

of at least 28 days in duration (15). Given the increased

incidence of FSGS observed in their study, Filler et al.

considered that kidney biopsies to distinguish FSGS

from minimal change disease may need to be performed

sooner after presentation with the nephrotic syndrome,

and based on their data, investigated the ideal time to

perform a kidney biopsy for the detection of nonminimal

change nephrotic syndrome (i.e., FSGS). The clinical fea-

ture (as opposed to a ‘‘diagnostic’’ test) represented in the

ROC curve is ‘‘time to remission after starting cortico-

steroid therapy.’’ By plotting and comparing the various

sensitivities and specificities of values for ‘‘time to remis-

sion,’’ the authors concluded that the cutoff of 28 days was

statistically the best point when a biopsy should be con-

sidered. At this cutoff point, the detection of ‘‘true posi-

tives’’ (nonminimal change nephrotic syndrome) was

maximized, and the detection of ‘‘false-positives’’ (mini-

mal change nephrotic syndrome) was minimized. The

LRs for ‘‘time to remission’’ are also listed in the manu-

script. The longer a patient took to enter remission, the
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higher the positive LR for the diagnosis of a nonminimal

change pathology underlying the nephrotic syndrome.
Screening Programs

Screening programs are designed to detect or diagnose a

disease as early as possible, in hopes of improving the

prognosis. A common screening program is the use of

mammography for the earlier detection of breast cancer.

Detecting breast cancer early, before it is ‘‘symptomatic’’

or advanced, has been proven to improve outcomes and

survival in older women. A sampling of the many factors

that must be considered when evaluating the feasibility

and effectiveness of a screening program follows.
Disease

Is there a preclinical phase of the disease – a time when the

disease is present but clinical symptoms have not yet

manifested? Does intervening earlier in the natural history

of the disease make treatment easier and/or improve

morbidity or mortality? Is the disease prevalence high

enough to make a screening program cost-effective?
Test

Does a screening test exist with acceptable sensitivity and

specificity for a screening program – are the false-positive

and false-negative rates acceptable? Is the test acceptable

to the population – will they consent to the test? Do the

benefits gained from early diagnosis of the disease out-

weigh the cost of the test?
Person/Population

Does screening/early diagnosis improve outcomes for an

individual and the population? Do those with earlier

diagnosis of the disease comply with treatment recom-

mendations and regimens – how many of those who

screen positive receive a final diagnosis and treatment? Is

there an improvement in the quality of life in those

screened?
Ethics in Research

The foundation of medical research is to help improve

the lives of patients. In keeping with this, it is impor-

tant to be familiar with the various terms and concepts

related to the responsible and ethical conduct of medical

research.

Conflicts of interest may occur between a researcher’s

interest in advancing medical knowledge versus his/her

self-interest in fame, prestige, academic or financial ad-

vancement. Transparency of contractual obligations and

relationships is mandatory, and in some circumstances,

these must be dissolved, or the researcher should not

participate in a related project. For example, a conflict of

interest would exist if a physician was paid by a pharma-

ceutical company as a medical consultant, and this physi-

cian also served as a primary investigator in a clinical

trial of a medication produced by the same drug compa-

ny. Conflicts of interest may also occur in the clinician-

investigator role when a researcher is also the clinician for

the research subject. In such situations, what may be best

for the research project may not be best for the individual

patient. In such conflicts, the physician is expected to do

what is best for the patient.

Several types of scientific misconduct have been

described. Scientists have a responsibility to report mis-

conduct, and institutions have the responsibility to inves-

tigate the misconduct, and protect the person alleging the

misconduct. Fabrication/forgery is the invention and

reporting of data that does not exist from an experiment

that was not performed. Falsification/fraud is the man-

ipulation of research data such that what is reported

misrepresents the actual findings. Plagiarism is the

presentation of another person’s words or ideas as one’s

own or without giving appropriate credit to the original

author(s).

Research on human subjects requires special ethical

considerations and protections. Respect for research par-

ticipants requires investigators to obtain informed con-

sent or assent, maintain privacy and confidentiality, and

protect the vulnerable. Informed consent involves relaying

an unambiguous description of the research project and

allowing the subject to make an informed decision re-

garding participation. It must be clearly stated that the

patient will be involved in a research project and partici-

pation is entirely voluntary. A clear description of the

potential risks and benefits, and any compensation,

should be provided. For pediatric patients participating

in research, assent is also required. Children cannot

legally give permission to participate in a research

study, nor can they give ‘‘consent’’ as consent implies
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full understanding. However, ethicists and medical and

legal professionals have agreed that children should be

routinely asked if they agree (assent) to participate in a

research project, and their wishes should be respected.

Other vulnerable populations that require special atten-

tion to ensure their safety include prisoners, pregnant

women and their fetuses and embryos, and people with

impaired capacity to make decisions, such as the mentally

ill. During the consent process, confidentiality and privacy

procedures utilized by the study should be outlined. The

extent of confidentiality should be disclosed – the sub-

ject should understand who will and who will not have

access to the data.
Evaluating the Literature: Rating the
Strength of Scientific Evidence

Health care decisions should be based on research-based

evidence. Whether the individual nephrologist is making

a clinical decision or a national organization is developing

clinical practice guidelines, efforts should be made to

systematically assess the strengths of scientific evidence

related to a particular clinical diagnostic or treatment

plan. Guidelines first developed more than 20 years ago

at the Department of Clinical Epidemiology and Biosta-

tistics at McMaster University first introduced tools to

allow clinicians to critically review original articles on

etiology, diagnosis, prognosis, and therapy (16). In the

following decade, the series was widely read and cited, was

modified for use by the general public, and was published

in clinical epidemiology texts (17). At the same time,

clinicians at McMaster University and across North

America continued to expand and improve the guidelines.

Their focus has expanded to include clinicians’ ability

to access, summarize, and apply information from the

literature to everyday clinical problems, transforming

the Readers’ Guides to Users’ Guides (18–41).

Such systematic approaches have also been adapted to

assess entire bodies of research on particular subjects. In

1999, the U.S. Congress directed the Agency for Health

Care Policy Research and Quality to identify methods to

assess health care research results. The results of that effort

were published in a report entitled ‘‘Systems to rate the

strength of scientific evidence.’’ The goals of this project

were to describe systems to rate the strength of scientific

evidence, including evaluating the quality of individual

articles that make up a body of medical evidence related

to a particular disease, allowing for the most informed

medical assessments and decision making. The report

provides framework for the clinician regarding the evalu-
ation of the various types of study design as described in

this chapter (42).

In summary, the busy clinician can afford to be selec-

tive in reviewing the literature. In rating the strength of

scientific evidence in evaluating a specific clinical problem

or treatment, one needs to be selective. The simplest

criteria for choosing which studies to read in detail or

which to weigh heavily in evidence are clinical relevance

and methodologic soundness. This chapter has intro-

duced a simple framework for evaluating such features

in the context of sound clinical research methodology and

has outlined the most recent guidelines for assessing the

strength of scientific evidence for making decisions in

clinical care. These tools for systematic assessment of

existing research can also guide the clinical investigator

toward areas that require further study in which current

evidence for treatment or outcomes is scant.
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