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Introduction

The origins of artificial intelligence can be traced back to early centuries,
even to the times of ancient philosophers, especially if we consider the
philosophical aspects of this field of science. Less distant in time is the
first half of the 19th century when a professor of the University of Cam-
bridge, Charles Babbage, came up with an idea of the so-called “analytical
machine” which could not only perform arithmetic operations of a certain
type but was also capable of performing operations according to pre-defined
instructions. What played an essential role in that project was a punched
card which one hundred years later turned out to be a very important
element of communication between man and computer. In 1950 Alan Tur-
ing came up with a test, the purpose of which was to check whether a
given program is intelligent. Soon afterwards a number of works appeared
and research projects were carried out in order to understand the natural
language and solving complex problems. The ambition of scholars was to
create a universal system named “General Problem Solver”, which was sup-
posed to solve problems in many areas. The project ended in failure, yet
while it was in progress, the researchers had an opportunity to explore the
complexity of the issue of artificial intelligence. The 60s and 70s of the last
century are characterized by complete dominance of the so-called symbolic
approach to solving various issues of artificial intelligence. Thus, decision
tree induction methods and methods of predicate logic were used as well
as, to a certain extent, classical probabilistic methods, which, however,
gained greater significance later on, upon the development of Bayesian net-
works. A characteristic feature of that time was departure from the use of
numerical calculations to solve the problems of artificial intelligence. The
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turning point in the development of artificial intelligence was publication of
a book in 1986 in which Rumelhart and McClelland specified the method
for learning of multilayer neural networks, which gave the possibility to
solve the problems of, for instance, classifications that traditional methods
could not handle. At the beginning of the nineties the concept of learning
of neural networks was adopted to learning of fuzzy systems. In this way
neuro-fuzzy structures were developed, moreover, a number of other com-
binations of neural networks, fuzzy systems and evolutionary algorithms
were proposed. Today we have a separate branch of science defined in the
English literature as Computational Intelligence. This term is understood
as solving various problems of artificial intelligence with the use of com-
puters to perform numerical calculations. Such computations are connected
with application of the following techniques:

a) neural networks [242, 270],

b) fuzzy logic [94, 265],

c) evolutionary algorithms [57, 136],

d) rough sets [161, 163],

e) uncertain variables [18, 19],

f) probabilistic methods [1, 157].

Only those selected papers or monographs have been cited above, which
present “soft computing” (soft techniques, [1, 108]). It must be emphasized
that the subject of interest of computational intelligence covers not only
individual techniques but also their various combinations [104]. There is
an international society called IEEE Computational Intelligence Society,
which organizes numerous conferences in the field of computational intel-
ligence, moreover, it publishes three prestigious journals in this field, i.e.
IEEE Transactions on Neural Networks, IEEE Transactions on Fuzzy Sys-
tems and IEEE Transactions on Evolutionary Computation. In Poland, the
Polish section of this society exists. Methods of artificial intelligence and
computational intelligence lie within the interests of the Polish Neural Net-
works Society, which organizes conferences called “Artificial Intelligence and
Soft Computing” every two years. The purpose of those conferences is to in-
tegrate researchers who represent the traditional approach to the artificial
intelligence methods and those who apply the methods of computational
intelligence.

This book focuses on various techniques of computational intelligence,
both single ones and those which form hybrid methods. Those techniques
are today commonly applied to classical issues of artificial intelligence, e.g.
to process speech and natural language, build expert systems and robots,
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search for information as well as for the needs of learning by machines.
Below are specified the main threads of this book.

In Chapter 2 we briefly present the selected issues concerning artificial
intelligence, beginning with the historic Turing test and the issue of the
“Chinese room”. This chapter contains introductory information on expert
systems, robotics, issues of speech and natural language processing as well
as heuristic methods. The second part of the chapter focuses on the impor-
tance of cognitivistics, i.e. science which attempts to understand the nature
of the mind. Further, the chapter introduces the reader to the issues of in-
telligence of ants and ant algorithms, the field of science called “artificial
life” as well as intelligent computer programs known as bots. In the con-
clusion of this chapter, we quote the opinions of well-known scientists on
the perspectives of artificial intelligence and formulate conclusions which
reflect the author’s views on this topic.

The subsequent three chapters present methods of knowledge represen-
tation using various techniques, namely the rough sets, type-1 fuzzy sets
and type-2 fuzzy sets.

Chapter 3 presents basic information on the subject of rough sets. The
issue of approximation of set and family of sets is discussed therein. The
second part of the chapter presents the issues of decision tables, and subse-
quently the LERS program is used to generate a rule base. The chapter in
question, like the two subsequent ones, is richly illustrated with examples
which make it easier for the reader to understand various definitions.

Chapter 4 presents basic terms and definitions of fuzzy sets theory. Then
it discusses the issue of reasoning, i.e. reasoning on the basis of fuzzy an-
tecedents. Moreover, the reader is introduced to the method for construc-
tion of fuzzy inference systems. The second part of the chapter contains
numerous examples of applications of fuzzy sets in the issues of forecast-
ing, planning and decision-making.

In Chapter 5, basic definitions concerning type-2 fuzzy sets are presented,
operations on those sets are discussed, and subsequently type-2 fuzzy re-
lations are discussed as well. Much attention has been given to the type-
reduction method, i.e. a method of transformation of type-2 fuzzy sets into
type-1 fuzzy sets. The last part of the chapter explains to the reader the
issue of designing type-2 fuzzy inference systems.

Chapter 6 discusses artificial neural networks. This chapter first presents
various mathematical models of a single neuron. Next the structure and func-
tioning of multilayer neural networks are discussed. A number of algorithms
for learning of those networks have been presented and the issue of choosing
their architecture is given particular attention. In the subsequent paragraphs
the reader is introduced to the idea of neural networks with feedback. The
structure and functioning of the Hopfield, Hamming, Elman, RTRN and
BAM networks are discussed. In the second part of the chapter we present
the issue of self-organizing neural networks with competitive learning, ART
networks, radial-basis function networks and probabilistic neural networks.
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Chapter 7 discusses the family of evolutionary algorithms, in particular
the classical genetic algorithm, evolutionary strategies and genetic pro-
gramming. We also present advanced techniques used in evolutionary al-
gorithms. The second part of the chapter discusses connections between
evolutionary techniques and neural networks and fuzzy systems.

Chapter 8 presents various methods of data partitioning and algorithms
of automatic data clustering. The definitions of hard, fuzzy and possibilistic
partitions are provided. Subsequently distance measures applied in cluster-
ing methods are presented, which is followed by the discussion of the most
popular data clustering algorithms, i.e. HCM algorithm, FCM algorithm,
PCM algorithm, Gustafson-Kessel algorithm and FMLE algorithm. This
chapter is finished with a presentation of known data clustering validity
measures.

In Chapter 9 we present various neuro-fuzzy structures. Those structures
are a multilayer (network) representation of a classical fuzzy system. To
construct them, the Mamdani type inference and the logical-type inference
were applied. Moreover, the so-called Takagi-Sugeno schema is discussed,
where the consequents of rules are not fuzzy in nature but are functions of
input variables. A characteristic feature of all structures is the possibility
to enter weights reflecting the importance of both particular linguistic val-
ues in the antecedents of fuzzy rules and weights reflecting the importance
of the entire rules. The concept of weighted triangular norms presented in
Chapter 4 was used to build those structures. Those norms do not meet the
boundary conditions of a classical t-norm and t-conorm, as the commonly
applied Mamdani type inference rule does not meet the conditions of log-
ical implication. This chapter illustrates that the application of weighted
triangular norms leads to the construction of neuro-fuzzy structures char-
acterized by a very low system operation error. In the second part of the
chapter we present the algorithms for learning of all structures, and then
we solve the issue of designing neuro-fuzzy systems which are characterized
by a compromise between the system operation error and the number of
parameters describing this system.

Chapter 10 presents the concepts of the so-called flexible neuro-fuzzy
systems. Their characteristic feature is the possibility to find a method of
inference (of Mamdani or logical type) as a result of the learning process.
The execution of such systems will be possible thanks to specially con-
structed adjustable triangular norms which are presented in this chapter.
Moreover, the following concepts have been used to build the neuro-fuzzy
systems: the concept of soft triangular norms, parameterized triangular
norms as well as weights used previously in Chapter 9 and describing the
importance of particular rules and premises in those rules.

Some of the results presented in this book are based on the research
conducted within the Professorial Grant (2005-2008) supported by the
Foundation for Polish Science and Special Research Project (2006-2009)
supported by Polish Ministry of Science and Higher Education.
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The book is the result of, among other things, lectures given by its author
in the last few years to graduate students of Politechnika Częstochowska
and Academy of Humanities and Economics in Łódź, as well as to PhD stu-
dents of the Systems Research Institute of the Polish Academy of Science.

The book is also the outcome of cooperation with colleagues from the
Department of Computer Engineering of Politechnika Częstochowska, who
learned the secrets of computational intelligence as my students back in
their fourth year of studies. Thus, I would like to give heartfelt thanks
for support to Krzysztof Cpałka, PhD. Eng., Robert Nowicki, PhD Eng.,
Rafał Scherer, PhD Eng., and Janusz Starczewski, PhD Eng. Moreover,
I would like to thank the representatives of a slightly younger generation
of scientists at the Department of Computer Engineering, namely Marcin
Gabryel, PhD. Eng., Marcin Korytkowski, PhD. Eng., Agata Pokropińska,
PhD. Eng., Łukasz Bartczuk, MSc. Eng. and Piotr Dziwiński, MSc. Eng.
I also sincerely thank Ms Renata Marciniak, MSc., who took the trouble
of preparing part of the drawings.

Special thanks to, Professor Janusz Kacprzyk, Professor Ryszard
Tadeusiewicz and Professor Jacek Żurada, who were the first to learn about
the idea of writing this book and made valuable comments.




