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Preface 

Daniele Mundici is widely acknowledged as a leading scientist in many-valued 
logic and ordered algebraic structures. In the last decades, his work has reveiled 
profound connections between logic and such diverse fields of research as func­
tional analysis, probability and measure theory, the geometry of toric varieties, 
piecewise linear geometry, and error-correcting codes. 

In March 2006, the international conference MANYYAL06 was held in Gargna­
no, Italy, in honor of Daniele Mundici on the occasion of his 60th birthday. Several 
prominent logicians, mathematicians, and computer scientists gathered together 
to celebrate the event. This volume is meant as a follow-up to that conference. 
It consists of a wide-ranging collection of invited papers by established scholars, 
whose scientific interests are related to Daniele's work. 

The paper by Cignoli offers a historical account of the algebraic investiga­
tions of Lukasiewicz logic, leading to a discussion of Daniele's work up to 1986. A 
turning point in such algebraic studies was Chang's introduction of MY-algebras 
in 1958. MY-algebras are the focus of a number of papers in this collection. Bel­
luce, Di Nola, and Lettieri introduce the class of symmetric MY-algebras, and 
investigate their relationship with MY-chains of cardinality p + 1, for p a prime 
number. Caicedo studies by algebraic means implicit definitions of connectives 
in Lukasiewicz infinite-valued logic. Di Nola and Navara continue a line of inves­
tigation concerned with generalizations of the Cantor - Bernstein Theorem to 
classes of MY-algebras. Drossos and Karazeris revisit Di Nola's Representation 
Theorem through Boolean ultrapowers. 

Daniele's most celebrated achievement is perhaps the discovery of a categor­
ical equivalence between MY-algebras and lattice-ordered Abelian groups with 
strong order unit. The paper by Esteva and Godo addresses the question of gen­
eralizing that equivalence to the larger class of IMTL algebras. Jenei and Mon­
tagna, on the other hand, give to product and related logics a game-theoretic 
semantics inspired by Daniele's well-known work on Ulam games. 

Glass and Point use piecewise linear geometry to characterize those finitely 
presented lattice-ordered Abelian groups having decidable first-order theory, and 
also obtain results on the elementary equivalence of such groups. In another 
paper with a strong geometric slant, Panti relates the automorphism groups of 
free MY-algebras and free cancellative hoops, and offers a comparison of the 
dynamics they induce on the dual space. 

A number of papers deal with first-order logic, both classical and non-classical. 
Hajek investigates the import of adding tertium non datur to fuzzy predicate log­
ics with Godel negation. It is well known that several t-norm-based logics do not 
enjoy strong completeness with respect to evaluations into the real unit interval 
[0, 1], already at the propositional level. Montagna shows that the addition of 
a single infinitary rule remedies the situation for Hajek's Basic Logic and some 
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of its notable extensions, even for the first-order case. Avron and Zamansky 
provide a general semantics for a large class of first-order paraconsistent logics 
based on a non-deterministic extension of many-valued logical matrices. Baaz 
shows how to express constructive provability within classical logic, by means of 
an appropriate translation. Hetzl and Leitsch introduce the notion of profile of 
a proof in Gentzen's sequent calculus for classical logic, and show its invariance 
under a large class of proof transformations. 

The volume is completed by a series of papers on a variety of topics. Dalla 
Chiara, Giuntini, and Leporini characterize the fuzzy extensions of binary Boolean 
functions implementable by reversible quantum gates, showing that the 
Lukasiewicz connectives do not have such a representation. Riecan studies prob­
ability over IF-events both through the well-established theory of MV-algebraic 
probability and through an alternative approach based on max-min connectives. 
Finally, Gedell and Hahnle show how to apply automated first-order deduction 
to formal software verification of Java programs through an analysis of paral­
lelizable code. 

Several organizations made MANYVAL06 possible with their financial sup­
port. We take this occasion to thank the University of Milan and its two com­
puter science departments mco and DSI, the Kurt Godel Society (KGS Vienna), 
and the GNSAGA department of the Istituto Nazionale di Alta Matematica. 

We would also like to thank all speakers and participants in the conference 
for making the event a success, all authors for their invaluable contribution to 
this Festschrift, and all referees for their help in reviewing the papers. 

This volume is collectively edited by the same group of former PhD stu­
dents of Daniele who organized MANYVAL06. We are all grateful to Daniele for 
his generosity in sharing his knowledge, for his constant scientific and personal 
encouragement, and for the long inspiring talks in his office in Milan. 

May 2007 Stefano Aguzzoli 
Agata Ciabattoni 

Brunella Gerla 
Corrado Manara 
Vincenzo Marra 
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Many-Valued Non-deterministic Semantics for 
First-Order Logics of Formal (In)consistency 

Arnon A vron and Anna Zamansky 

School of Computer Science, Tel Aviv University 

Abstract. A paraconsistent logic is a logic which allows non-trivial in­
consistent theories. One of the oldest and best known approaches to the 
problem of designing useful paraconsistent logics is da Costa's approach, 
which seeks to allow the use of classical logic whenever it is safe to do so, 
but behaves completely differently when contradictions are involved. da 
Costa's approach has led to the family of Logics of Formal (In)consistency 
(LFis). In this paper we provide non-deterministic semantics for a very 
large family of first-order LFis (which includes da Costa's original system 
c;, as well as thousands of other logics). We show that our semantics 
is effective and modular, and we use this effectiveness to derive some 
important properties of logics in this family. 

1 Introduction 

The concept of paraconsistency was introduced more than half a century ago, 
when several philosophers questioned the validity of classical logic with regard 
to its ex contradictione quodlibet (ECQ) principle. According to this counterin­
tuitive principle, any proposition can be inferred from any inconsistent set of as­
sumptions. Now the philosophical objections to this principle have recently been 
reinforced by practical considerations concerning information systems. Classical 
logic simply fails to capture the fact that information systems which contain 
some inconsistent pieces of information may produce useful answers to queries. 
The obvious conclusion from this state of affairs is that a more appropriate logic 
is needed for such systems. Thus [15] says: 

Informally speaking, paraconsistency is the paradigm of reasoning in the 
presence of inconsistency. Classical logic intolerantly invalidates any use­
ful reasoning if there is any inconsistency, no matter how irrelevant 
it may be. However, inconsistencies, as unpleasant and dangerous as 
they can be, are ubiquitous in information systems. For novel technol­
ogy which often is not sufficiently mature before being launched on the 
market, the risk of inconsistencies is even higher. Hence, a thoroughly re­
vised inconsistency-tolerant logic is needed for databases and information 
systems, also because many future applications (e.g., the self-organizing 
cognitive evolution of networked information systems, involving negotia­
tion, argumentation, diagnosis, learning, etc.) are likely to deal directly 
with inconsistencies as inherent constituents of real-life situations. 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 1-24, 2007. 
©Springer-Verlag Berlin Heidelberg 2007 
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A paraconsistent logic is a logic that allows contradictory, yet non-trivial, the­
ories. There are several approaches to the problem of designing useful paracon­
sistent logics (see, e.g. [6,9,7]). One of the best known is da Costa's approach 
([12,10,11]), which has led to the family of Logics of Formal Inconsistency (LFis). 
This family is based on two main ideas. First of all, propositions are divided into 
two sorts: the "normal" (or "consistent") and the "abnormal" (or "inconsis­
tent") ones. The second idea is to express the meta-theoretical notions of consis­
tency /inconsistency at the object language level, by including in it a (primitive 
or defined) connective o, with the intended meaning of ocp being "cp is consis­
tent". (Sometimes the dual connective •, expressing inconsistency is used, see 
e.g. [8,11]). Using the consistency operator, one can limit the applicability of the 
rule cp, --,cp f--- '1/J (capturing the ECQ principle) to the case when cp is consistent 
(i.e., cp, --,cp, ocp f--- '1/J). 

Although the syntactic formulations of the LFis are relatively simple, already 
on the propositional level the problem of finding useful semantic interpretations 
for them is rather complicated. Thus the vast majority of the propositional 
LFis cannot be characterized by means of finite multi-valued matrices. What 
is more, for almost all of them no useful infinite characteristic matrix is known 
either. Therefore other types of semantics, like bivaluations semantics and pos­
sible translations semantics, have been proposed for them ([10,11]). However, it 
is not clear how to extend these types of semantics to the first-order level. 

An alternative framework for providing semantics for propositional paracon­
sistent logics was introduced in [1] (and used in [2,3,4]). This framework uses 
a generalization of the standard multi-valued matrices, called non-deterministic 
matrices (Nmatrices). Nmatrices are multi-valued structures, in which the value 
assigned by a valuation to a complex formula can be chosen non-deterministically 
out of a certain nonempty set of options. The framework of Nmatrices has anum­
ber of attractive properties. First of all, the semantics provided by Nmatrices 
is modular: the main effect of each of the rules of a proof system is to reduce 
the degree of non-determinism of operations, by forbidding some options. The 
semantics of a proof system is obtained by combining in a rather straightforward 
way the semantic constraints imposed by its rules. Secondly, this semantics is 
effective. By this we mean that any legal partial valuation closed under sub­
formulas can be extended to a full valuation. This property is crucial for the 
usefulness of semantics, in particular for constructing counterexamples. 1 

This paper has two main goals. The first is to combine the results of [2] and [3] 
(which treat different families of propositional LFis) into one unified framework. 
The second (and more important) goal is to extend this semantic framework 
(and to generalize the corresponding results) to the full first-order level. 2 

It turned out that one encounters severe complications when moving (in the 
context of LFis) from the propositional level to the first-order one. They are 

1 No general theorem of effectiveness is available for the semantics of bivaluations or 
for possible translations semantics. As a result, effectiveness has to be proven from 
scratch for any instance of these types of semantics. 

2 First steps in this direction have been taken in [20]. 
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mostly related to the lack of the IPE principle (intersubstitutability of provable 
equivalents) in LFis. This is an important principle of classical logic, according 
to which ~(A) f--+ ~(B) is provable whenever A f--+ B is provable. Unfortunately 
this principle does not hold for the family of LFis studied in this paper (see 
[10,11]). For instance, already on the propositional level one usually cannot infer 
•(A 1\ B) f--+ •(B 1\ A) from A 1\ B f--+ B 1\ A. This abnormality becomes really 
harmful on the first-order level. Even the a-conversion principle (identifying 
syntactic objects differing only in the names of their bound variables) does not 
hold in the first-order systems which are obtained from the propositional LFis 
considered here by the addition of the usual rules and axioms for V and 3. Thus 
although Vxp(x) f--+ \:/yp(y) is provable in these systems, ---,\fxp(x) f--+ ---,\fyp(y) is 
not. This is of course unacceptable in any reasonable logical system. A similar 
problem occurs concerning vacuous quantification: although Vx\:/yp(x) f--+ Vxp(x) 
is provable, ---,\fx\:/yp(x) f--+ ---,\fxp(x) is not. 

The straightforward solution to this problem proposed by da Costa ([12,13]) 
is to add an explicit axiom capturing the principles of a-equivalence and vacuous 
quantification. However, the non-deterministic semantics for systems with such 
axioms become more complicated. As a result, their effectiveness becomes less 
evident. Nevertheless, we shall be able to prove the effectiveness of our semantics 
for all the first-order LFis studied in this paper. Then we show how this effec­
tiveness can be used in order to prove important proof-theoretical properties of 
those LFis. 

2 Preliminaries 

Notation: Given a first-order language L, FrmL is its set ofwffs, Frm~- its set 
of sentences and Trm~- its set of closed terms. Fv[~] (Fv[t]) is the set of vari­
ables occurring free in a formula~ (a term t). ~{t/x} is the formula obtained 
from ~ by substituting the term t for every free occurrence of x in ~- P+(V) 
denotes the set of all non-empty subsets of the set V. 

The following definition formalizes for first-order languages the notion of a sub­
stitution of subformulas in a sentence. 

Definition 1. (Substitutable subformulas) Given a sentence~ of L, the set 
SSF(~) of its substitutable subformulas is inductively defined as follows: 

SSF(p(t1, ... , tn)) = {p(t1, ... , 4,)} 
SSF(o(~1, ... , ~n)) = {o(~1, ... , ~n)} U SSF(~l) U ... U SSF(~n) 
Ifx rf_ Fv[~], thenSSF(Qx~) = {Qx~}USSF(~). Otherwise, SSF(Qx~) = 

{Qx~}. 

Denote by cp(~) an L-sentence cp, such that~ E SSF(cp). Let cp(~) and e be 
L-sentences. We denote by cp(B) the result of substituting e for~ in cp. 

For capturing the principles of a-conversion and void quantifiers, we need the 
notion of a congruence relation. 
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Definition 2. (Congruence relation) Given a first-order language L, a bi­
nary relation rv between L-formulas is a congruence relation if (i) rv is an equiv­
alence relation, (ii) lf'I/J1 rv 'Pl, ... ,'I/Jn rv 'Pn then <>('1/Jl, ... ,'I/Jn) rv <>(r.p1, ... ,r.pn) 
for every n-ary connective <> of L, and (iii) If '1/J rv r.p then Qx'lj; rv Qxr.p for 
Q E {'v',::l}. 

2.1 A Taxonomy of First-Order LFis 

Let L~ be a first-order language with the propositional connectives {A, V, :J} and 
the quantifiers {'v', ::3}. Lei is the language obtained from L~ by extending its set 
of propositional connectives with the unary connective --,. Lc is the language 
obtained from Lei by the addition of the unary connective o. 

Definition 3. Let HCL + be some propositional Hilbert-type system which has 
Modus Ponens as the sole inference rule, and is sound and strongly complete 
for the positive fragment of CPL (classical propositional logic). The first-order 
system HCLtaL over L~ is obtained from it by adding the following axioms 
and inference rules: 

('v'r) 'v'x'lj;---+'lj;{tjx} 
(::lt) 'lj;{ tj x} ---+ ::Jx'lj; 

(r.p---+'1/J) 
( r.p ---+ 'v' x'lj;) ('v' t) 

('1/J---+r.p) ::3 
( ::Jx'lj; ---+ r.p) ( f) 

where tis free for x in '1/J, and x r:j_ Fv[r.p]. 

Remark: It can be shown that HCLtaL is an axiomatization of the negation­
free fragment of classical first-order logic (in fact, a proof of this can be extracted 
from the proof of theorem 24 below). It is also easy to see that the usual deduction 
theorem of classical first-order logic (If r.p is a sentence then '1/J is derivable from 
T U { r.p} iff r.p ---+ '1/J is derivable from T) is true for any extension of HCL taL by 
axiom schemata. 

Definition 4. The system QBo is obtained from HCL taL by adding the 
schemata: 

(t) --,r.p v r.p 
(p) or.p :J ( ( r.p A --,r.p) :J '1/J) 

Remark: It is not difficult to provide semantics for QB0 . However, in this paper 
we concentrate on da Costa's systems, which include the additional explicit ax­
iom (mentioned in the introduction) for capturing the principles of a-conversion 
and of vacuous quantifiers. For this purpose we define the following congruence 
relation between £-formulas: 

Definition 5. ( rvic) Given a first-order language L, rvic is the minimal con­
gruence relation between L-formulas, which satisfies: 
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- If 7/J{ z / x} "'L 7/J' { z / y}, where z is a fresh variable, then Qx'lj; rvic Qy'lj;' for 
Q E {\i, :3}. 

- If 7/J rvtc 7/J' and x rf_ Fv['lj;], then Qx'lj; rvtc 7/J' for Q E {\i, :3}. 

In other words, 7/J "'ic 7/J' if 7/J' can be obtained from 7/J by renaming of bound 
variables and deletion/ addition of void quantifiers. 

Definition 6. The system QB is obtained from QB0 by adding the axiom schema 

7/J :J 7/J', where 7/J "'~"c 7/J'. 

Next we obtain a large family of first-order systems by adding different com­
binations of the following schemata, studied in the literature of LFis (see, e.g. 
[10,11,8]). 

Definition 7. Let Ax be the set consisting of the following schemata: 3 

(c) --,--,cp :J cp 
(e) cp :J --,--,cp 
(w) o(-.cp) 
(i1) -.ocp :J cp 
(i2) -.ocp :J •cp 
(k1) ocp V cp 
(k2) ocp V •cp 
(a~) ocp :J o(-.cp) 
(aij) (ocp A o'lj;) :J (o(cpU'I/J)) for U E {A, V, :J} 

(oij) (ocp V o'lj;) :J (o(cprt'I/J)) for rt E {A, V, :J} 

(vij) o(cprt'I/J) for rt E {A, V, :J} 

( aq) \ixocp :J ( o( Qxcp)) for Q E {\i, :3} 
( oq) :3xocp :J ( o( Qxcp)) for Q E {\i, :3} 
(vq) o(Qx'lj;) for Q E {\i, :3} 

For X~ Ax, QB[X] is the system obtained by adding the schemata in X to QB. 

The set Ax' consists of the following schemata: 

(l) •( cp A •cp) :J ocp 
(d) •(•cp A cp) :J ocp 
(b) (--, ( cp A •cp) V --, ( -.cp A cp)) :J ocp 

For y E { (l), (d), (b)} and X ~ Ax, QB y[X] is the system obtained from QB [X] 
by adding the schema y. 

3 The schemata (c), (e) , (h), (b), (k1), (k2), (a~), (aa) and (oa) were treated 
for the propositional case in [3] ((kl) and (k2) were called there (d1) and (d2)). 
The schemata (aq) and (oq) were treated in [20] (for the three-valued case). The 
schemata (w), (va) and (vq) are treated in the context of Nmatrices for the first 
time. It might have been more natural to refer to the schema (w) as (v~), but we 
keep the name used in [8]. 
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Notation: We shall usually denote QB[X] (QBy[X]) by QBs (QBys), where s 
is a string consisting of the names of the axioms in X. Thus we'll write QBic 
instead of QB[{(i), (c)}] and QBlic instead of QB(l)[{(i), (c)}]. If both (x1 ) 

and (x2 ) are in X for x E {i, k}, we abbreviate it by x. Also, if Xy is in X for 
every y E {:::), /\, V} and some x E {a, o, v }, we shall write Xp. Similarly, if Xy 

is in X for every y E {V, 3} and some x E {a, o, v }, we shall write xq. For both 
Xp and xq we shall write x. 

Remark: Denote by QC1 the system QBlcia. If we take o'I/J to be an abbre­
viation of --,('ljJ 1\ --,'ljJ), then QC1 becomes da Costa's original system C]' from 
[12,13]. 4 Note that C]' is over the language of { --,, V, /\, :::), \1, 3}. 

2.2 Non-deterministic Matrices 

nmatrices Our main semantic tool in what follows will be the following general­
ization of the concept of a multi-valued matrix given in [1,2,3,21,20]. 

Definition 8. (Non-deterministic matrix) A non-deterministic matrix 
{Nmatrix) for a language L is a tuple M = (V, 1J, 0), where: V is a non-empty 
set of truth values, 1J {designated truth values) is a non-empty proper subset of 
V and 0 includes the following interpretation functions: 

- OM : Vn----+ p+(V) for every n-ary connective 0. 

- Q M : p+ (V) ----+ p+ (V) for every quantifier Q. 

Definition 9. (L-structure) Let M be an Nmatrix. An L-structure for M 
is a pair S = (D, I) where D is a {non-empty) domain and I is a function 
interpreting constants, function symbols, and predicate symbols of L, satisfying 
the following conditions: I[c] E D if c is a constant, I[f] : nn ----+ D iff is an 
n-ary function, and I[p] : Dn ----+ V if p is an n-ary predicate. 
I is extended to interpret closed terms of L as follows: 

I[f(tl, ... , fn)] = I[f][I[tl], ... ,I[tn]] 

Here a note on our treatment of quantification in the framework of Nmatrices 
is in order. The standard approach to interpreting first-order formulas is by 
using objectual (or referential) semantics, where the variable is thought of as 
ranging over a set of objects from the domain (see. e.g. [16,17]). An alternative 
approach is substitutional quantification ([18]), where quantifiers are interpreted 
substitutionally, i.e. a universal (an existential) quantification is true if and only 
if every one (at least one) of its substitution instances is true (see. e.g. [19,14]). 
[21] explains the motivation behind choosing the substitutional approach for the 
framework of Nmatrices, and points out the problems of the objectual approach 
in this context. The substitutional approach assumes that every element of the 
domain has a closed term referring to it. Thus given a structureS= (D, I), we 
extend the language L with individual constants, one for each element of D. 

4 The name Ci is used in [10] for another, different, first-order paraconsistent system. 
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Definition 10. ( L(D) ) Let S=(D, I) be an L-structure for an Nmatrix M. 
L(D) is the language obtained from L by adding to it the set of individual con­
stants {a I a E D}. S' = (D, I') is the L(D)-structure, such that I' is the 
extension of I satisfying: I'[a] =a. 

Given an L-structure S = (D,I), we shall refer to the extended £(D)-structure 
(D, I') asS and to I' as I when the meaning is clear from the context. 

Next we define the congruence relation rv 8 , which is the semantic counterpart 
of the syntactic congruence relation rvfc (see Definition 5). 

Definition 11. (rv 8 ) LetS be an L-structure for an Nmatrix M. The relation 
rv 8 between terms of L(D) is defined inductively as follows: 

-X rvS X 

- For closed terms t, t! of L(D): t rv 8 t! when I[t] = I[t!]. 
- If t1 rv 8 ~' ... , tn rv8 t!n, then f(tl, ... , tn) rv 8 f(~, ... , t!n)· 

The relation rv8 between formulas of L(D) is the minimal congruence relation, 
satisfying: 

- If t1 rv 8 ~' t2 rv8 ~' ... , tn rv8 t!n, then p(t1, ... , tn) rv 8 p(~, ... , t!n)· 
- If'lj;{zjx} rv 8 rp{zjy}, where x,y are distinct variables and z is a new vari-

able, then Qx'lj; rv 8 Qyrp for Q E {\7', :3}. 
- If '1/J rv 8 rp and X rf_ Fv[rp], then '1/J rv8 Qxrp. 

The proofs of the following two easy lemmas are left for the reader: 

Lemma 12. LetS be an L-structure, and t1, t2 closed terms of L(D), such that 
t1 rv 8 t2. Let 'lj;1,'1j;2 be L(D)-formulas, such that 'lj;1 rv8 'lj;2. Then 'lj;l{tjx} rv8 

'l/J2{ t2/x }. 

Lemma 13. LetS= (D, I) be an L-structure. 

1. Let A, B be two L-formulas. If A rvfc B, then A rv 8 B. 
2. Let A, B be two L-formulas such that I[ t 1] -I= I[ t2] for any two closed terms 

t 1 -I= ~ occurring in A and B respectively. Then A rvfc B iff A rv 8 B. 

Remark: The difference between rvfc and rv 8 is as follows: 

1. rvfc is a relation between formulas of L, while rv8 is a relation between 
formulas of L(D). 

2. rv8 is defined with respect to some structures, while rvfc is purely syntactic. 
3. Unlike rvfc, rv 8 identifies two sentences 'lj;, 'lj;' such that 'lj;' is obtained from 

'1/J by substituting any number of closed terms for closed terms with the same 
denotation in S. For instance, let S be an £-structure, such that I[d] = I[c] 
for two constants d -I= c. Then p(c)ffcp(d), but p(c) rv 8 p(d). The motivation 
for this is purely technical and is related to extending the language with the 
set of individual constants {a I a E D}. Suppose we have a closed term t, 
such that I[t] =a E D. But a also has an individual constant a referring to 
it. We would like to be able to substitute t for a in every context, as will be 
shown in the sequel. 
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Definition 14. (S-valuation) LetS= (D, I) be an L-structurefor an Nmatrix 
M. An S-valuation v : Frm~ ----+ V is legal in M if it satisfies the following 
conditions: 

- v respects the rv8 relation, i.e. v[~] = v[~1 ] for every two L-sentences ~' ~1 , 
such that ~ rv8 ~1 • 

- v[p(t1, ... , t,)] = I[p][I[t1], ... , I[t,]]. 
- v[o(~1,···,~n)] EOM[v[~1], ... ,v[~nll· 
- v[Qx~] E QM[{v[~{a/x}]l a ED}]. 

Definition 15. LetS= (D, I) be an L-structure for an Nmatrix M. 

1. An M-legal S-valuation v is a model of a formula ~ in M, denoted by 
S,v FM ~' ifv[~1 ] E 1J for every closed instance~~ of~ in L(D). 

2. A formula~ isM-valid inS if for every M-legal S-valuation v, S, v FM ~­
~ isM-valid if~ isM-valid in every L-structure forM. 

3. The consequence relation f-- M between sets of L-formulas and L-formulas is 
defined as follows: r f-- M ~ if for every £-structure S and every M-legal 
s -valuation v: s, v F M r implies that s, v F M ~ 0 

4. An Nmatrix M is sound for a proof systemS if f--s~f--M· M is complete 
for S iff--M~f--s. M is a characteristic Nmatrix for S if it is sound and 
complete for S. 

The following is an extension of Definition 2.9 and Theorem 2.10 from [3] to 
first-order languages: 

Definition 16. (Reduction, refinement) Let M1 = (V1, 1J1, 01) and M2 = 

(V2, 1J2, 02) be Nmatrices for L. 

1. A reduction of M1 to M2 is a function F: V1----+ V2, such that: 
- For every X E v1, X E 7)1 iff F(x) E 7)2· 
- F(y) E 0M2 [F(x1), ... , F(xn)] for every n-ary connective o of Land every 

X1, ... ,Xn,Y E V1, such that y E 0M 1 [X1, ... ,xn]· 
- F(y) E QM2 [{F(z) I z E H}] for Q E {\1,3} and every y E V1 and 

H ~ p+(V1), such that y E QM 1 [H]. 
2. M1 is a refinement of M2 if there exists a reduction of M1 to M2. 
3. M1 is a simple refinement of M2 if it is a refinement of M2, V1 ~ V2, 

1J1 = 1J2nV1, OM 1 [X'] ~ OM 2 [X'] for every n-ary connective o of Land every 
X' E Vf, and QM 1 [H] ~ QM2 [H] for Q E {\1,3} and every H ~ p+(Vl). 

Theorem 1. If M1 is a refinement of M2, then f--M2 ~f--M1 • 

Proof: a straightforward extension of the proof of theorem 2.10 from [3]. 

3 Effectiveness of First-Order N matrices 

One of the most important properties of the semantic framework of Nmatrices 
is its effectiveness, in the sense that for determining whether r f-- M cp (where M 
is an Nmatrix) it always suffices to check only partial valuations, defined only 
on subformulas of r U {cp}. 
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Definition 17. LetS be an L-structure. A set of sentences Ws ~ Frmf(D) is 
closed under subformulas if it satisfies the following conditions: 

- For every n-ary connective<>: 'l/Jl, ... , '1/Jn E Ws whenever <>('1/Jl, ... , '1/Jn) E Ws. 
- For Q E {V, 3} and every a ED: '1/J{ajx} E Ws whenever Qx'lj; E Ws. 

Definition 18. LetS be an L-structure and M - an Nmatrix for L. Let Ws ~ 
Frmf(D) be a set closed under subformulas. A partial M-legal S-valuation on 
Ws is a function v : Ws ---+ V, satisfying: 

- '1/J rv8 '1/J' implies v['lj;] = v['lj;'] for every '1/J, '1/J' E Ws. 
- v[p(t1, ... , t,)] = J[p][J[t1], ... ,I[t1]] whenever p(t1, ... , t,) E Ws. 
- v[<>('l/Jl, ... , '1/Jn)] E o[v['lj;1], ... , v['l/JnlJ whenever <>('1/Jl, ... , '1/Jn) E Ws. 
- v[Qx'lj;] E Q[{v['lj;{a/x}]l a ED}] whenever Qx'lj; E Ws. 

Definition 19. An Nmatrix M for L is effective if for every £-structureS and 
every set of L(D)-sentences Ws which is closed under subformulas: if Vp is a 
partial M -legal S -valuation on W s, then it can be extended to a full M -legal 
S -valuation. 

For the propositional case, the proof of effectiveness of an Nmatrix M is very 
simple (see proposition 2 in [2]). However, in the first-order case effectiveness 
becomes less evident because any M-legal S-valuation has to respect the rv8 

relation. In fact, given an Nmatrix M for L and a partial M-legal S-valuation 
Vp on some set Ws ~ Frmf(D) closed under subformulas, it is not necessarily 
guaranteed that Vp can be extended to a full S-valuation legal in M. Consider, 
for instance, a first-order language L with a constant c and a unary predicate p. 
Let M = ( { t, !}, { t}, 0) be an Nmatrix for L with the following non-standard 
interpretation of\1: V[H] = { t} for every H ~ p+( {t,!} ). LetS= ( {a}, I) be the 
£-structure in which J[c] =a and J[p][a] =f. Let W = {p(c)} (obviously, W is 
closed under subformulas). Then no partial valuation on W can be extended to a 
full M-legal valuation v, respecting both the rv 8 relation and the interpretation 
of\1, because such v should assign f to p(c) and t to \lxp(c), while \lxp(c) rv8 p(c). 
Thus in order to be effective, an Nmatrix has to satisfy a certain condition: 

Definition 20. An Nmatrix M for L is suitable for rv'{c if for every a E V and 
every quantifier Q of L: a E Q[{a}]. 

For instance, an Nmatrix M' = (V', 1J', 0') with the following natural interpre­
tations of \1 and 3 is suitable for rv'{c: 

V[H] = -
- { 1J' if H c 1J' 

V' - 1J' otherwise 
-[ l {1J' if H n D' =1- 0 3H = 

V' - 1J' otherwise 

Proposition 21. Any Nmatrix M = (V, 1J, 0) for L which is suitable for rv'{c, 
is effective. 

Proof: Let S be an £-structure and let Ws be a set of £(D)-sentences, closed 
under subformulas. Let Vp be some partialS-valuation on Ws which isM-legal. 
We show that it can be extended to a full S-valuation v which is legal in M. 
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For every n-ary connective o of L and every a 1 , ... ,an E V, choose a truth­
value b~1 , ... ,an E o[a1, ... ,an]· For Q E {\7', :3} of Land every B ~ P+(V), choose 

a truth-value b~ E Q[B], so that for every a E V: bfa} = a (this is possible, 

since M is suitable for "'fc). 
Denote by H~s the set of all equivalence classes of Frmf(D) under "'s. Denote 

by ['!f;] the equivalence class of 'lj;. Define the function X : H~s ---+ V as follows: 

x[[Qx'!f;]] = {~Jr.pl 
{x[['!f;{a/x}]] I aED} 

r.p E [o( '!f;1, ... , '!f;n)] n Ws 

[o('!f;1, ... , '!f;n)] n Ws = 0 

r.p E [Qx'lj;] n Ws 

[Qx'lj;] n Ws = 0 

Note that because Vp isM-legal, the value of vp[r.p] in the above definition does 
not depend on the choice of r.p (among those satisfying the relevant condition). 
Hence x is well-defined. Next define 

v['lj;] = x[['!f;]] 

The proof that v is M-legal is not difficult and is left to the reader. Obviously, 
v is an extension of Vp· D 

4 Non-deterministic Semantics for First-Order LFis 

4.1 Finite Non-deterministic Semantics 

In this section we provide five-valued (or less) non-deterministic semantics for 
first-order LFis obtained from the basic system QB by adding various combina­
tions of schemata from Ax (not including the schemata (1), (b) and (d). We deal 
with systems including these schemata in the next subsection). The semantics pre­
sented below is an extension to first-order languages of the semantics from [3]. 

The system QB treats the connectives /\, V, ::J and the quantifiers \7', :3 sim­
ilarly to classical logic. The treatment of o and ---, is different: intuitively, the 
truth/falsity of ---,'lj; or o'lj; is not completely determined by the truth/falsity of 
'lj;. More data is needed for it. The central idea is to include all the relevant data 
concerning a sentence 'lj; in the truth-value from V which is assigned to 'lj;. In our 
case the relevant data beyond the truth/falsity of 'lj; is the truth/falsity of ---,'lj; 
and of o'lj;. This leads to the use of elements from {0, 1 P as truth-values, where 
the intended meaning of assigning (x, y, z) to 'lj; is as follows: 

- x = 1 iff 'lj; is true 
- y = 1 iff ---,'lj; is true 
- z = 1 iff o'lj; is true 
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However, the axioms (t) and (b) rule out some of the truth-values. By (t), at 
least one of the sentences 7/J, --,'lj; should be true, thus ruling out (0, 0, 1) and 
(0,0,0). Similarly, (b) rules out (1,1,1). We are left with the following five 
truth-values: 

- t = (1, 0, 1) 
- ti = (1,0,0) 
- I= (1, 1, 0) 
- f = (0, 1, 1) 
- h = (0,1,0) 

Note that since the first component of a truth-value assigned to a formula should 
indicate whether that formula is true, the designated truth-values should be those 
whose first component is 1. Thus we are led to the following definition (which is 
an extension to first-order languages of Definition 3.1 from [3]): 

Definition 22. The Nmatrix QM5 = (V, V, 0) for .Cc is defined as follows: 

- v = {t,ti,I,f,h}, v = {t,ti,I}. 
- Let :F = V - V. The operations in 0 are defined as follows: 

~ { V if either a E V or b E V, 
aVb = :F if a, b E :F 

~ { V if either a E :F or b E V 
a~b = :F if a E V and b E :F 

~ { :F if either a E :F or b E :F 
a/\b = V if a, b E V 

~ {:F if a E {t,t1} ~ {V if a E {t,!} 
-,a= V ifaE{f,JI,I} oa= :F ifaE{ti,fi,I} 

V[H] = {v if H ~ v 
:F otherwise 

§ [H] = { ~ if H n V -/= 0 
.r otherwise 

Note that the non-deterministic truth tables in QM5 corresponding to the op­
erations --, and o are: 

Lemma 23. (Effectiveness of QM5 ) QM5 is effective. 

Proof: This follows from the suitability of QM5 for rvic, and proposition 21. 

The following theorem is a generalization of theorem 3 of [20]. 
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Theorem 24. (Soundness and completeness) Let r U { ~0 } be a set of .Co­
formulas. F f--QB ~0 iff F f--QM 5 ~0· 

The proof of soundness is not hard and is left to the reader. 
For completeness, we first note that by definition of the interpretation of 'V in 

QMs, 'Vxr.p f--QM 5 r.p and r.p f--QM 5 'Vxr.p for every formula r.p and every variable x. 
Obviously the same relations hold between r.p and 'Vxr.p in HCLi0 L, and so in 
f--QB. It follows that we may assume that all formulas in ru { ~0 } are sentences. It 
is also easy to see that we may restrict ourselves to Lr, the subset of L consisting 
of all the constants, function, and predicate symbols occurring in r U { ~0 }. Now 
suppose that r fQB~O· We will construct an .Co-structureS and an QMs-legal 
S-valuation v, such that s, v F M5 r, but s, v[;t=QM5 ~0· Let L' be the language 
obtained from Lr by adding a countably infinite set of new constants. It is a 
standard matter to show (using a usual Henkin-type construction) that r can 
be extended to a maximal set F* of sentences in L', such that: 

- F*f-/QB~O· 
- rc;;.r*. 
- For every £'-sentence -::Jx~ E F* there is a constant c of L', such that 

~{clx} E F*. 
- For every £'-sentence 'Vx~ r:j_ F*, there is a constant c of L', such that 

~{clx} r:j_ F*. 

(The last property follows from property 3, the deduction theorem for QB, 
and the fact that for any x r:j_ Fv[r.p], ('Vx~ :::) r.p) :::) -::Jx(~ :::) r.p) is provable 
in the positive fragment of first-order classical logic, and so also in QB). It 
is now straightforward to show that r* has the following properties for every 
£'-sentences~' r.p, and 'VxB: 

1. If ~ r:j_ F*, then ~ :::) ~o E F*. 
2. ~ V r.p E F* iff either r.p E F* or ~ E F*. 
3. ~ A r.p E F* iff both r.p E F* and ~ E F*. 
4. r.p :::) ~ E F* iff either r.p r:j_ F* or ~ E F*. 
5. Either ~ E F* or -,~ E F*. 
6. If ~ and -,~ are both in F*, then o~ r:j_ F*. 
7. If~ E F*, then for every £'-sentence~' such that 

~I cv'{c ~: ~/ E F*. 
8. If'Vx() E F*, then for every closed L'-term t: B{tlx} E F*. If'Vx() r:j_ F*, then 

there is some closed term to of L', such that B{ to I x} r:j_ F*. 
9. If -::Jx() E F*, then there is some closed term to of L, such that B{ to I x} E F*. 

If -::Jx() r:j_ F*, then for every closed term t of L': B{ t I x} r:j_ F*. 

The £'-structure S = (D,I) is defined as follows: 

- D is the set of all the closed terms of L'. 
- For every constant c of L': J[c] =c. 
- For every t1, ... , tn ED: I[f][tl, ... , tn] = f(tl, ... , tn)· 
- For every t1, ... , tn ED: J[p][t1, ... , tn] = (x, y, z), where x, y, z E {0, 1} and: 
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• X= 1 iff p(t1, ... , tn) E T*. 
• y = 1 iff --,p(tl, ... , tn) E T*. 
• Z = 1 iff op(t1, ... , tn) E T*. 

Lemma 25. I* [ t] = t for every t E D. 

Proof: by induction on the structure oft. 

Note that in the extended language L'(D) we now have an individual constant 
t for every term tED. For any L'-term t, define t as follows: 

~ {s t= 
t 

if t = s for some s E D 

otherwise 

Given an L'(D)-sentence 7/J, define the sentence~ inductively as follows: 

In other words, 7/J is obtained by replacing all individual constants t occurring 
in 7/J by the respective (closed) term t. 

Lemma 26. 1. For any L'(D)-sentence 7/J, 7/J ,.._,s ~-
2. For any 7/J, cp E Frm~'(D): if 7/J ,.._,s cp, then~ ,.._,fc cp. 

~ ~ 

3. For every L'(D)-sentence 7/J and every tED: 7/J{tjx} = 7/J{tjx}. 

Proof: The proofs of part 1 and 3 are straightforward. Part 2 follows from 
Lemma 13-2 and Lemma 25. 

Next we define the refuting S-valuation v : Frm~'(D) ---+ V as follows: 

v['lj;] = (x,p, y,p, z,p) 

where x,p, y,p, z,p E {0, 1} and: 

- x,p = 1 iff "2._ E T*. 
- Y,p = 1 iff --,'lj; E T*. 
- Z,p = 1 iff o'lj; E T*. 

Let 7/J, 7/J' be two L'(D)-sentences, such that 7/J ,.._,s 7/J'. Then by lemma 26-2, 
~ ,.._,fc ;j;', and by property 7 of T*, ~ E T* iff ~' E T*. Similarly, since --,'lj; ,.._,s 

--,'lj;~d o'lj; ,.._,S o'lj;1 , (--,~ =)--,'lj; ,.._,fc --,'lj;'(= --,;j;1 ) and o'lj; ,.._,fc o'lj;1 • Thus --,'lj; E F* 

iff --,'lj;' E F* and o'lj; E F* iff o'lj;' E F*. Hence v [ 7/J] = v [ 7/J'] and so v respects the 
,.._,s relation. 

It remains to check that v respects the interpretations of the connectives and 
quantifiers in QM 5 . This is guaranteed by the properties ofF*. We prove this 
for the cases of o and V: 
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- Let v[7/J] E {t, f}. Then o7/J E F* and so v[o7/J] E 1J. Similarly for the case of 
v[7/J] E { tr, !I ,I}. 

-Let Vx7/J be an £'(D)-sentence, such that {v[7/J{a/x}]l a ED}~ 1J. Suppose 
by contradiction that v[Vx7/J] ¢_ 1J. Then Vx7/J = Vx{; ¢_ F*. By property 8 
ofF*, there exists some closed £'-term t, such that {;{tjx} ¢_ F*. Then 
v[{;{t/x}] ¢. 1J. Since 7/J ,.._,s {;, 7/!{tjx} ,.._,s {;{tjx} by lemma 12. We have 
already shown that v respects the ,.._,s relation, and so v[7jJ{tjx}] ¢. 1J. By 
lemma 12 again, 7/J{ tj x} ,.._,s 7/!{tj x }, and so v[7j!{tj x}] ¢. 1J. A contradiction. 

-Let Vx7/J be an £'(D)-sentence, such that {v[7/J{a/x}] I a E D} n :F =1- 0. 
Suppose by contradiction that v[Vx7/J] ¢. F. Then Vx{; E F*. By property 
8 ofF*, for every closed £'-term t: {;{tjx} E F*. Then v[{;{tjx}] E 1J. 
Similarly to the previous case, we get that v[7jJ{a/x}] E 1J for every a ED, 
in contradiction to our assumption. 

Now for every L' -sentence 7/J: v[7/J] E 1) iff 7/! E F* 0 So s, v FQM5 r (recall that 
T ~ T*), but S, vf!=QM 5 1/Jo. D 

Next we turn to the semantics of the systems obtained from the basic system QB 
by adding various combinations of the schemata from Ax. As explained in the 
introduction, the main idea is modularity: each schema induces some semantic 
condition, leading to a certain refinement of the basic Nmatrix QM5 . 

Definition 27. The refining conditions induced by the schemata from Ax are: 

Cond(c) : ifx E {f,!J} then -;x ~ {t,tr} 
Cond(e) :-;I= {I} 
Cond(w) : -;x ~ {t,!} 
Cond(i1) : !I should be deleted, and of ~ { t, tr} 
Cond(i2) : tr should be deleted, and ot = {t} 
Cond(k1) : fi should be deleted. 
Cond(k2) : tr should be deleted. 
Cond(a~) : -;t = {!} and -;f = {!} 
Cond(a~) :if a, bE {t, !}, then artb ~ {t,!} 
Cond(o~) :if a E {t,!} orb E {t, !}, then aijb ~ {t,!} 
Cond(v~) : xijy ~ {t,f} for every x,y E V. 
Cond(aq) :for every H ~ {t,f}, Q[H] ~ {t,f} 
Cond(oq) :if H n {t,!} =/:- 0 then Q[H] ~ {t,!} 
Cond(vq) : Q[H] ~ {t,f} for every H ~ V. 

Definition 28. For X ~ Ax, let QM5(X) be the weakest simple refinement 
(see Definition 16) of QM5, in which the conditions of the schemata from X 
are satisfied. In other words, QM5 (X) = (Vx, Dx, Ox), where: 

- If both (e) and ( w) are in X, then I is deleted. 
- Vx is the set of values from { t, f, tr, fi, I} which are not deleted either by a 

combination of both (e) and (w), or by any condition of a schema from X. 
- Dx = Vx n {t,tr,I}. 
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- For any connective 0 and any al, ... ,an E Vx' <>QM5(X) assigns to a the set 
of all truth-values in OQM5 which are not forbidden by any condition of a 
schema from X. 

- For Q E {\1, 3} and any H ~ p+ (Vx), Q QM 5 (X) assigns to a the set of all 
truth-values in QQM5 which are not forbidden by any condition of a schema 
from X. 

Notation: We write QM5s instead of QM5(X), where sis the string of all the 
names of the schemata from X. 

Remarks: 

1. Assume that X~ Ax, and that either (w) rj_ X or (e) rj_ X. It is not difficult 
to see that in this case {t,f,I} ~ Vx, {t,I} ~ Dx, and both <>QM5(x)[a] 
and QQM5 (x) [H] are not empty (where o is an n-ary connective, a E Vx, 
Q E {V, 3}, and H ~ P+(Vx)). The case when both (w) and (e) are in X 
is different, since these conditions are not coherent in the presence of I. It 
is easy to see that in this case X is equivalent to classical logic (and so it 
is not paraconsistent). An adequate semantics for it can be obtained simply 
by deleting I. Alternatively, one may delete all truth values except t and f. 

2. Note the following dependencies between the conditions: 
(a) (kj) follows from (ij) for j E {1, 2}. 
(b) (c) follows from (a~) and (k1 ) (taken together). 
(c) (a~) follows from (c), (k1) and (k2 ) (taken together), and from (w). 
(d) (ax) follows from (ox) and (ox) follows from (vx) for x E {V, A, :J, \1, 3}. 

Examples: 

1. The non-deterministic truth table for ---, in QM5c is: 

2. The only truth-values which are retained in QM5ci are t, f, and I. The non­
deterministic truth tables in this Nmatrix corresponding to the operations 
---,, o, \1, and 3 are : 

H V[H] 3[H] 
{t} {t,I} {t,I} 
{!} {!} {!} 
{I} {t, I} {t, I} 

{t,!} {!} {t,I} 
{t,I} {t,I} {t,I} 
{!,I} {!} {t,I} 

{t,J,I} {!} {t, I} 
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3. In QM5cio the tables for V, :3 change to: 

H V[H] ::J[H] 
{t} {t} {t} 
{!} {!} {!} 
{I} {t,I} {t,I} 

{t,f} {!} {t} 
{t, I} {t} {t} 
{f,I} {!} {t} 

{t, f, I} {!} {t} 

4. In QM5cia the tables for V, :3 change to: 

H V[H] ::J[H] 
{t} {t} {t} 
{!} {!} {!} 
{I} {t,I} {t,I} 

{t,f} {!} {t} 
{t, I} {t,I} {t,I} 
{f,I} {!} {t,I} 

{t, f, I} {!} {t,I} 
5. The truth table for A in QM5v" becomes fully deterministic: 

A f fl I t tl 
f {!} {!} {!} {!} {!} 
fl {!} {!} {!} {!} {!} 
I {!} {!} {t} {t} {t} 
t {!} {!} {t} {t} {t} 
tl {!} {!} {t} {t} {t} 

Theorem 29. (Soundness and completeness) Let X~ Ax. Let r U {'1j;0 } 

be a set of Lc-formulas. F f---B[X] '!f;o iff F f---QM 5 (X) '!f;o. 

Proof: a straightforward modification of the proof of theorem 24. We only have 
to check that the conditions imposed by the schemata in X are respected by the 
valuation v defined in the proof. We prove this for (aQ) and (oQ): 

- Suppose that ( aQ) E X. Then from the definition of F* it follows that 
that Vxo'lj; r:j_ F* in case oQx'lj; r:j_ F*. Let Qx'lj; be an £'(D)-sentence, such 
that H,p = {v['lj;{ajx}]~ D} ~{_:_,!}.Suppose by con~radictio~hat 

v[Qx'lj;] r:j_ {t,f}. Then oQx'lj; = oQx('lj;) r:j_ F* and so Vxo('lj;) = Vx(o'lj;) r:j_ 

F*. By property 8 of F*, there exists some closed term t of L', such that - - ~ 

(o'lj;){tjx} r:j_ F*. By lemma 26-3, (o'lj;){tjx} = (o('lj;{tjx})). By definition 
ofv, v['lj;{t/x}] r:j_ {t,f}. By lemma 12, 'lj;{t/x} rv8 'lj;{tjx}. Since v respects 
the rv8 relation (this is proved like in theorem 24), v['lj;{t/x}] r:j_ {t,f}, in 
contradiction to our assumption about H,p. 
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- Suppose that ( oq) E X. Then ::Jxo'lj; rf_ T* in case oQx'lj; rf_ T*. Let Qx'lj; be an 
L'(D)-sentence, such that H'!f;n{t,!} =1- 0, where H'!f; = {v['lj;{a/x}]l a ED}. 

~ ~ 

Suppose by contradiction that v[Qx'lj;] rf_ {t,f}. Then (oQx'lj;) = oQx('lj;) rf_ 

F* and so ::Jx o ( ;;§) = ::Jx( o'lj;) rf_ F*. By property 9 of F*, for every closed - - ~ 
term t of L', o'lj;{t/x} rf_ F*. By lemma 26-3, (o'lj;){tjx} = (o('lj;{t/x})). By 
definition ofv, v['lj;{t/x}] rf_ {t,f}. By lemma 12, 'lj;{t/x} ,.._,s 'lj;{tjx}. Since 
again v respects the ,.._,s relation, v['lj;{t/x}] rf_ {t,f} for every t E D, in 
contradiction to our assumption. 

Lemma 30. (Effectiveness of QM5 (X)) For every X C Ax, QM5 (X) is 
effective. 

Proof: This follows from proposition 21. 

4.2 Infinite Non-deterministic Semantics 

We turn now to the extensions of the systems handled in the previous section 
by the schemata (l),(d) and (b) (see Definition 7). It is easy to see that any 
of these schemata entails in QB both (k1 ) and (k2 ). Recall that the semantic 
effect of the latter two axioms is to delete t1 and h from the basic Nmatrix 
QM5 . Thus the infinite Nmatrices provided in this section are all refinements 
(see Definition 16) of the three-valued Nmatrix M 5k. 

To provide some informal intuition about the infinite semantics, note that 
what all of the above schemata have in common is a conjunction of a formula 
with its negation. Consider for instance the schema (l) •( cp 1\ •cp) ::J ocp. Its 
validity is guaranteed only if v[•(cp 1\ •cp)] rf_ 1J whenever v[ocp] rf_ 1J. Informally, 
to ensure this, we need to be able to isolate a conjunction of an "inconsistent" 
formula '1/J with its own negation from conjunctions of '1/J with other formulas. 
This can be done by enforcing an intimate connection between the truth-value 
of an "inconsistent" formula and the truth-value of its negation. This, in turn, 
requires a supply of infinitely many truth-values. 

The following definition is a generalization of Definition 8 in [2]: 

Definition 31. LetT= {t{ I i 2: O,j 2: 0}, I= {If I i 2: O,j 2: 0}, :F = {!}. 
Define the following N matrices for the language .Cc: 

QM3 1: This is the Nmatrix (V, 1J, 0) where: 
1. V=TUIU:F 
2. 1J = TUI 
3. 0 is defined by: 

~ { 1J if either a E 1J or b E 1J, 
aVb = :F if a, b E :F 

~ { 1J if either a E :F or b E 1J 
a::Jb = :F if a E 1J and b E :F 
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if a E T 
if a E F 
if a= I1 • 

- {v if H ~ v V[H] = rr 
.r otherwise 

§[H] = {~ if H n V =/= 0 
.r otherwise 

- {V ifaEFUT 
oa = F if a E I 

{ 
F if either a E F or b E F 

a7\b = T if a= I1 and bE {IH1 t1+1 } 
1, 1, ' 1, 

V otherwise 

QM3d: This is defined like QM3l, except that 7\ is defined as follows: 

{ 
F if either a E F or b E F 

a7\b = T if b = I1 and a E {IH1 t1+1 } 
't 't ' 1, 

V otherwise 

QM 3b: This is defined like QM3 l, except that 7\ is defined as follows: 

{ 
F if either a E F or b E F 

a7\b = T (if a= If and b E {If+\ t{+1 }) or (b =If and a E { If+l, t{+1 }) 

V otherwise 

Theorem 32. (Soundness and completeness) Let r U { ~0 } be a set of .Co­
formulas. For y E {1, d, b }, F f--QBy ~o iff F f--QM 3 y ~0· 

Proof: We do the proof for the case of QBl. The proofs in the other two cases 
are similar. 
Soundness: Define the function F : T U I U F ---+ { t, I, f} as follows: 

{
f xEF 

F(x) = t x E T 

I X EI 

It is easy to see that F is a reduction of QM3 l to QM5k, and so QM 31 is 
a refinement of QM5k. By theorem 1, f--QM 5 k~f--QM3 J. To prove soundness, 
it remains to show that (l) is QM3l-valid. Let S be an L-structure and v an 
QM3l-legal S-valuation, such that v[o~] E F. Then v[~] = Ij for some i,j. 

Hence v[·~] E {Ij+l, t;+l} and so v[~ 1\ ·~] E T and v[·(~ 1\ ·~)] E F. 
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Completeness: Assume that r ifQBI 7/Jo. Again we may assume that all ele­
ments of r U 7/Jo are sentences. Like in the proof of theorem 24, we proceed with 
a Henkin construction to get a maximal theory F*, such that F* ifQBI 7/Jo over 
the extended language L', and F* satisfies the properties from the proof of theo­
rem 24. Let D be the set of all the closed terms of L', and let Cl be the set of all 
the equivalence classes of L'(D)-sentences under ,.._,s_ For every£ E Cl, choose 
the minimal representative of£, Min(£), to be a sentence with the least num­
ber of quantifiers of all the sentences in£. (For instance, the sentences '1/xp(c) 
and p(c) are in the same equivalence class, but Min(£) -/=- '1/xp(c) since p(c) has 
less quantifiers). Let >-.i.ai be an enumeration of all the equivalence classes of 
£ 0 (D)-sentences under ,.._,s, such that their minimal representatives do not begin 
with --, (for instance, the minimal representative of [Vx--,p(c)] begins with --,). 
It is easy to see that for any equivalence class [7/J], there are unique n['I/J]' k['I/J] 
such that for every A E [7/J], A = -=;k,p r.p for some r.p E an['I/J], where -=;k(} is a 
sentence obtained from (} by adding k preceding negation symbols and any num­
ber of preceding void quantifiers (Note that for any atomic sentence p(t1, ... , tn), 
k([p(t1, ... , tn)]) = 0). An £'-structureS= (D, I), and an L'(D) valuation v in 
QM3l are now defined as follows (where ;f is defined as in the proof of Lemma 
25): 

- For every constant c of L': J[c] =c. 
- For every t1, ... , tn ED: I[j][t1, ... , tn] = j(t1, ... , tn)· 
- For every t1, ... , tn ED: 

{
f 
k(['I/J]) 

v['lj;] = tn(['I/J]) 
k(['I/J]) 

Jn(['I/J]) 

p(t1, ... , tn) rf_ F* 
--,p(tl, ... , tn) rf_ F* 
p(t1, ... ,tn) E F*,--,p(tl, ... ,tn) E F* 

7/J rf_ F* 
( --,'lj;) rf_ F* 

;;; E r*, ( ,7/J) E r* 

It is easy to see that v is well-defined. Obviously, v['lj;] E V for every 7/J E F*, 
while v['I/Jo] = f. It remains to show that v is QM3l-legal. 

Let A, B be L'(D)-formulas such that A ,.._,s B. Then n[A] = n[B], and 

k[A] = k[B]- Also, -,A ,.._,s --,B, and by Lemma 26-2 A ,.._,ic Band -,A ,.._,ic -,B. 

By property 7 of F*, A E F* iff B E F* and -,A E F* iff --,B E F*. Thus by 
definition of v, v[A] = v[B] and so v respects the ,.._,s relation. 

The proof that v respects the operations corresponding to V, ::), 'II and 3 is 
like in the proof of Theorem 24. We consider next the cases of o, --, and A: 

o: That v[o'lj;] = f in case v['lj;] E I is shown as in the proof of Theorem 24. 

Assum~t that v['lj;] E T U !_· Th~n either ;f rf_ F*, ~r --,'lj; rf_ F*. It follows 

that 7/J A --,'lj; rf_ F*, and so --,( 7/J A --,'lj;) E F*. Hence o'lj; E F* by (1), and so 
v[o'lj;] E V. 
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---,: The proofs that v[7/J] = f implies v[---,7/i] E 1J and that v[7/J] E T implies 
v[---,7/i] = f a:_e like i;:_the proof of Theorem 24. Assume next that v[7/J] =I~. 
Then both 7/J and ---,7jJ are in F*, and 7/J = -=ikcp where cp E an. Thus ---,7jJ = 

-=;k+lcp for cp E an, and so n[•'!f;] = n, k[•'!f;] = k + 1. It follows by definition 
of v that v[---,7/i] is either I~+l or t~+l (depending whether ---,---,7jJ is in F* or 
not). 

1\: The proofs that if v[1/J1J = f or v[7/iz] = f then v[1/J1 1\ 7/iz] = f, and that 
v[7/J1 1\ 7/!2] E 1J otherwise, are like in the proof of Theorem 24. Assume next 
that v[7/J~~ and v[7/J2] E {I~+l,t~+ 1 }. Then both ;f1 and ;f2 are in F*, 

and so 1/!1 1\ 7/Jz E F*. Also, 1/!1 = -=ikcpl, 7/Jz = -=;k+lcpz for cp1, cpz E an. It 

fo~ that 7/Jz rv8 '7/Jl and 7/J1/\7/Jz :!._jiA'7/Jl· By lemma 25-2, 7/J~z "'tc 
1/!1 1\ '1/!1- B~roperty 7 of F*, 1/!1 1\ '1/!1 E F*, and so 1/!1, ~ F*. This 

entails that o7/J1 rj_ F*. Hence schema (1) implies that ---,( 1/!1 1\ '7/il) rj_ F*. 
Hence v[1/J1 1\ 7/iz] E T. 

Obviously, v[7/J] E 1J for every 7/J E F, while v[7/Jo] = f. Hence F lfQM 3 1 7/Jo. D 

Definition 33. For X ~ Ax, QM3 l(X) is obtained from QM31 through the 
following modifications: 

1. If (i1)E X: a E :F =? o(a) = T 
2. If(iz)E X: aET=?o(a)=T 
3. If (c)EX or (a,)EX: :::,f = T 
4. If both (e) and (w) are in X, delete all the truth-values in I. Otherwise, if 

(e)EX: :::,If= {If+1}. If (w)EX: a E :F =?:::,a= T and :::,IJ = {tj} 
5. If ( ai'J E X: a E T and b E T =? a7\b = T 
6. If (av )E X: a E T, b rj_ I orb E T, a rj_ I=? aVb = T 
7. If(a~)EX: aE:F,brj_IorbET,arj.I=?a5b=T 
8. If(oA)E X: aET orbET anda,bE1J=?aAb=T 
9. If(ov)E X: aETorbET=?aVb=T 

10. If(o~)EX: aE:ForbET=?a5b=T 
11. If(vA)EX: a,bETUI=?aAb=T 
12. If(vv)EX: arj_:Forbrj.:F=?aVb=T 
13. If(v~)EX: aE:ForbETUI=?a5b=T 
14. If (av)EX: H ~ T =? Q[H] = T 
15. If(a:J)EX: H~TU:FandHnT=f-0-=?Q[H]=T 
16. If(ov)EX: HnT=f-0andH~1J=?V[H]=T 
17. If (o:J)EX: H n T =/:- 0 =? Q[::J] = T 
18. If (vv)EX: H ~ TUI =? V[H] = T 

19. If (v:J)EX: (H n (T U I)) =/:- 0 =? 3[H] = T 

The Nmatrices QM3 d(X) and QM3 b(X) are defined similarly. 

Remark: it is easy to see that for any X ~ Ax and y E {(1), (d), (b)}, the 
set of conditions in X is coherent, the interpretations of the connectives and 
the quantifiers of QM3 y(X) never return empty sets and so QM 3 y(X) is well­
defined. 
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Theorem 34. (Soundness and completeness) Let r U { 7/Jo} be a set of £a­
formulas. Let X~ Ax andy E {1, d, b }. Then T f---QBy[X] 7/Jo iff T f---QMay(X) 7/Jo. 

Proof: It is easy to show that QM3 y(X) is a (simple) refinement of QM3(X) 
and so by theorem 1, f---QMa(X)~f---QMay(X)· It is also easy to check that for any 
schema in X, the relevant condition guarantees its validity in QM3 y(X), and 
so soundness follows. The proof of completeness is a straightforward extension 
of the proof of theorem 32. 

Corollary 35. Let r U 7/J be a set of Lc-formulas, in which o does not occur. 
Then r f---QB!ca 7/! iff r f---QB!cia 7/J. 

Proof: It can be easily checked that the only difference between the Nmatrices 
QM3lcia and QM3lca is in their interpretation of o. 

Corollary 36. Let the Nmatrix QM3C]" for £c1 be obtained from the Nma­
trix QM3lcia for Lc (or QM3lca) by discarding the interpretation of o. Then 
QM3 C]" is a characteristic Nmatrix for C]". 

Proof: similar to the proof of theorem 34. (Another alternative is to use a 
translation of C]" to QBlcia, similar to the translation of the proof of theorem 
107 of [11] for the propositional case.) 

Remark: da Costa's C1 is usually considered to be the o-free analogue of the 
propositional fragment of QBlcia (called Cila in [8,11]). However, from the 
above corollaries it follows that it is equally justified to identify it with Cla, the 
propositional fragment of QBlca. A similar observation applies to C]". 

Lemma 37. (Effectiveness) For every X~ Ax and every y E {(1), (d), (b)}, 
QM3y(X) is effective. 

Proof: This follows from proposition 21, and the suitability of QM3y(X) for "'fc. 

5 Logical Indistinguishability in First-Order LFis 

In this section we apply the framework of Nmatrices and in particular their 
effectiveness to prove a very important proof-theoretical property of the first­
order LFis investigated here. 

Definition 38. Let S be a system which includes positive classical logic. Two 
sentences A and B are logically indistinguishable in S if cp(A) f---s cp(B) and 
cp(B) f---s cp(A) for every sentence cp(7/!) in the language ofS. 

Theorem 39. LetS be a system over a first-order language L which includes 
{ ---,, :J }, and assume that A f---s B whenever A "-'ic B. If one of the following 
holds, then two sentences A, B are logically indistinguishable in S iff A "'ic B: 

1. QBbciaP wvq is an extension of S. 
2. QBbciapevq is an extension of S. 
3. QBbive is an extension of S 
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Proof: For all the parts one direction is trivial: assume that A ""ic B. Then 
since rvic is a congruence relation, 7/!(A) rvic 7/!(B) for every 7/J and so A, B are 
logically indistinguishable by our assumption about S. 

For the converse, let A, B be two sentences, such that A fie B. 
For the first and the second parts, let q be an atomic propositional sentence5 , 

such that q does not occur in A or B. Let S = (D, I) be some £-structure, 
such that I[q] = Ig, and for every two closed terms t 1 -1- t 2 occurring in A 
and B respectively, I[t1] -1- I[t2]. Let Ws be the minimal set of L(D)-sentences 
closed under subformulas, such that A, B, q E Ws. Let v be some partial S­
valuation on Ws, satisfying: v[q] = Ig, v[q ::J (B ::J B)] = Ig, v[o(q ::J (B ::J 

B))] = j, v[q ::J (A ::J A)] = t8, and v[o(q ::J (A ::J A))] = t8 (such v exists, 
since both v[A ::J A] and v[B ::J B] are in 'D, and by lemma 13, q ::J (A ::J 

A)fic q ::J (B ::J B) iff q ::J (A ::J A)f8 q ::J (B ::J B)). It is easy to check that 
v is legal in QM3bciapWVQ and in QM3bciapeVQ. By lemma 37 it follows 
that o(q ::J (A ::J A)) lfs o(q ::J (B ::J B)). Hence A and B are not logically 
indistinguishable in S. 

For the third part, assume without a loss in generality that A ::J A is not a 
subformula of B ::J B. LetS= (D, I) be an £-structure, such that for every two 
closed terms t1 -1- t2 occurring in A and B respectively, I[t1] -1- I[t2]. Let Ws be 
the minimal set of L(D)-sentences closed under subformulas, such that --,-.--,(B ::J 

B) E Ws. Let v be some partialS-valuation on Ws, satisfying: v[B ::J B] = t8, 
v[-.(B ::J B)] = j, v[••(B ::J B)] = Ig, v[•••(B ::J B)] = IJ. Extend v to a 
partial valuation defined also on the subformulas of -,-,-,(A ::J A), which satisfies: 
v[A ::J A] = t8, v[-.(A ::J A)] = j, v[••(A ::J A)] = t8, v(•••(A ::J A)) = f. 
Again this is possible since by lemma 13. It is easy to see that v is legal in 
QM3bive. By lemma 37, it follows that --,-.--,(B ::J B) lfs -,-.-,(A ::J A). Hence 
A and B are not logically indistinguishable in S. D 

Remarks: 

1. This theorem extends similar theorems from [2] and [20]. In [2] it is proved for 
propositional systems weaker than the propositional fragments of QBbciape 
and QBbiope. In [20] a similar theorem for the first-order case is proved for 
systems weaker than QBbciape. This theorem extends these results in the 
following aspects: 

- Covering first-order systems stronger than QBbciaP and weaker than 
QBbciapWVQ. 

- Covering first-order systems stronger than QBbciape and weaker than 
QBbciapeVQ. 

- Extending to the first-order case the propositional results of [2] for sys­
tems weaker than QBbiope and generalizing them to systems weaker 
than QBbive. 

5 For simplicity we assume that we have propositional sentences in L, but it is not 
difficult to replace q by a suitable first-order sentence. 
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2. Extensions of QBcio do not have the property described above. In fact, 
it can be shown that o(A :J A) and o(B :J B) are logically indistinguish­
able in QBcio for any two sentences A and B (it is shown in [11] for the 
propositional case). 

3. Extensions of QBiew also do not have the above property. In fact, it is easy 
to see that QBiew collapses into classical logic, where any two equivalent 
formulas are logically indistinguishable. 

Acknowledgement 

This research was supported by THE ISRAEL SCIENCE FOUNDATION (grant 
No 809-06). 

References 

1. Avron, A., Lev, 1.: Non-deterministic Multi-valued Structures. Journal of Logic 
and Computation 15, 241-261 (2005) 

2. Avron, A.: Non-deterministic semantics for logics with a consistency operator. 
International Journal of Approximate Reasoning (forthcoming, 2006) 

3. Avron, A.: Non-deterministic Matrices and Modular Semantics of Rules. In: Beziau, 
J.-Y. (ed.) Logica Universalis, pp. 149-167. Birkhauser Verlag (2005) 

4. Avron, A.: Non-deterministic Semantics for Families of Paraconsistent Logics. In: 
Beziau, J.-Y., Carnielli, W. (eds.) Paraconsistency with no Frontiers (to appear) 

5. Avron, A., Zamansky, A.: Quantification in Non-deterministic Multi-valued Struc­
tures. In: Proceedings of the 35th IEEE International Symposium on Multiple­
Valued Logics, pp. 296-301. IEEE Computer Society Press, Los Alamitos (2005) 

6. Batens, D., Mortensen, C., Priest, G., van Bendegem, J.P. (eds.): Frontiers of Para­
consistent Logic, King s College Publications. Studies in Logic and Computation, 
vol. 8. Research Studies Press (2000) 

7. Bremer, M.: An Introduction to Paraconsistent Logics. Peter Lang GmbH (2005) 
8. Carnielli, W.A., Marcos, J., de Amo, S.: Formal inconsistency and evolutionary 

databases. Logic and Logical Philosophy 8, 115-152 (2000) 
9. Carnielli, W.A., Coniglio, M.E., D'Ottaviano, I.M.L.: Paraconsistency- the Logical 

Way to the Inconsistent. Lecture notes in pure and applied mathematics, vol. 228. 
Marcel Dekker, New York (2002) 

10. Carnielli, W.A., Marcos, J.: A Taxonomy of C-systems. [9], 1-94 (2002) 
11. Carnielli, W.A., Coniglio, M.E., Marcos, J.: Logics of Formal Inconsistency. In: 

Gabbay, D., Guenther, F. (eds.) Handbook of Philosophical Logic, 2nd edn., Kluwer 
Academic Publishers, Dordrecht (to appear) 

12. da Costa, N.C.A.: On the theory of inconsistent formal systems. Notre Dame Jour­
nal of Formal Logic 15, 497-510 (1974) 

13. da Costa, N.C.A., Krause, D., Bueno, 0.: Paraconsistent Logics and Paraconsis­
tency: Technical and Philosophical Developments. In: Jacquette, D. (ed.) Philoso­
phy of Logic, pp. 791-911. North-Holland, Amsterdam (2007) 

14. van Dalen, D.: Logic and Structure, pp. 109-123. Springer, Heidelberg (1997) 
15. Decker, H.: A Case for Paraconsistent Logic as a Foundation of Future Information 

Systems. In: CAiSE Workshops, vol. 2, pp. 451-461 (2005) 



24 A. A vron and A. Zamansky 

16. Enderton, H.: A Mathematical Introduction to Logic, pp. 65-97. Academic Press, 
London (1972) 

17. Fitting, M.: First-Order Logic and Automated Theorem Proving, pp. 109-123. 
Springer, Heidelberg (1996) 

18. Leblanc, H.: Alternatives to Standard First-order Semantics. In: Handbook of 
Philosophical Logic, 2nd edn. vol. 2, pp. 53-133. Kluwer Academic Publishers, 
Dordrecht (2001) 

19. Shoenfield, J.R.: Mathematical Logic. Association for Symbolic Logic, 109-123 
(1967) 

20. Zamansky, A., Avron, A.: Non-deterministic semantics for first-order paraconsis­
tent logics. In: Proceedings of the lOth International Conference on Principles of 
Knowledge Representation and Reasoning (KR06), pp. 431-440 (2006) 

21. Zamansky, A., Avron, A.: Quantification in non-deterministic multi-valued struc­
tures. In: Proceedings of the 35th IEEE International Symposium on Multiple­
Valued Logic (ISMVL05), pp. 296-301. IEEE Computer Society Press, Los Alamitos 
(2005) 



Note on Conditional Constructivity 

Matthias Baaz 

Institute of Discrete Mathematics and Geometry, Technical University of Vienna, 
Wiedner Hauptstrasse 8-10 / E104, A-1040 Vienna, Austria 

baaz@logic.at 

Abstract. In this note we provide a straightforward translation CJ' (T) 
for sets of formulas T and Hr(:lxA(x)) for existential formulas :JxA(x) 
s.t. CJ'(T) f--- Hr(:lxA(x)) expresses ":JxA(x) is derivable constructively 
from T iff it is derivable at all". 

1 Preliminaries 

The strength of mathematical logic lies often in its ability to express metamathe­
matical statements on a mathematical level. In this note we deal with conditional 
constructive provability, i.e. with statements "if 3xA(x) is provable at all from 
T then it is constructively provable". In addition, the signature of the witness 
can be specified arbitrarily. 

The idea is to add a variable position x to every atomic formula, let B* ( x) be 
the transform of Band let A*(y, x) be the transform of 3yA(y) after deletion of 
the outermost existential quantifier. Let T* be the \!-closure of { B* ( x) I B in T}. 
Then T* f--- 3x\ly(A*(y,x) ::J A*(x,x)) expresses the desired statement. 

The reasons to express constructive provability and conditional constructive 
provability using a translation within classical logic are mainly the following: 

2 

- It is not possible to characterize classical constructive provability by a so­
called constructive logic £ weaker than classical logic: There will be always 
T and 3xA(x), such that T f--- 3xA(x) non constructively in£ butT f--- A(t) 
for some t in classicallogic. 1 

Usual classical models can be used to study classical non-provability in the 
constructive sense in the presence of provability. 
"3xA(x) is constructively provable" can be used as assumption/axiom with­
out extending the framework of classical logic, in case of conditional con­
structive provability as meaningful assumption/ axiom for all extensions of a 
given theory. 

cr;cr 
p c 

Let f--- denote classical deduction and let cl:3(A) (clv(A)) be the existential (uni­
versal) closure of A. 

1 T = ((Q V •Q) :::J P(O)) 1\ (P(O) V P(l)) and :JxP(x) provide an example for any 
intermediate first-order logic .C. 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 25-29, 2007. 
©Springer-Verlag Berlin Heidelberg 2007 
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LetT be a theory, r be assigned to A= 3yA'(y), and assume that all bound 
variables are different to x. 2 

Define 

'1/JT(z) = z (z a bound or free variable) 

'1/JT(c) = c*(x) 

( c constant, c rf'- r, c* is a new function symbol of arity 1) 

'1/J'T(c) = c (c constant, c E F) 

'1/J}(f(tl, ... , tr )) = J*( '1/J}(tl), ... , '1/J}(tr ), x) 

(! rf'- r, f* a new function symbol of arity r + 1) 

'1/J'f(f(h, ... , tr)) = j('I/J}(h), ... , '1/J}(tr)) (! E F) 

'1/J'T(P( V1, ... , Vn)) = P*( '1/J'T( vl), ... , '1/J'T( Vn), x) 

( P* a new predicate symbol of arity n + 1) 

'1/JT(--.A) = --.'1/J}(A) 

'lj.JT(A VB) = 'lj.JT(A) V '1/JT(B) 

'1/JT(A A B) = '1/JT(A) A '1/J'T(B) 

'1/JT(A :::) B) = '1/JT(A) :::) '1/JT(B) 

'1/JT(::lyA) = 3y'lj.JT(A) 

'1/JT(VyA) = Vy'lj.JT(A). 

Cf,'(T) = {clv('I/JT(B)) I BET} 

C[ (3yA(y)) = 3x'I/J'f(A(x) ). 3 

Example 1. Consider P(O) V P(1) and 3yP(y). 

F={0,1} 

'1/JT(P(O) V P(1)) = P*(O,x) V P*(1,x) 

Cf,'(P(O) V P(1)) = Vx(P*(O,x) V P*(1,x)) 

C[(::lyP(y)) = 3xP*(x,x) 

'1/JT(::lyP(y)) = 3yP*(y,x) 

r = {1} 

'1/JT(P(O) V P(1)) = P*(O*(x),x) V P*(1,x) 

Cf,'(P(O) V P(1)) = Vx(P*(O*(x), x) V P*(1,x)) 

C[(::lyP(y)) = 3xP*(x,x) 

'1/JT(::lyP(y)) = 3yP*(y, x) 

2 r is a signature for the specification of terms which are admitted as witnesses. 
3 Note that by duality the translation Cff;' / C{ can be used to control resources, i.e. to 

a priori limit the number of instances of universal axioms to be used in the proof. 
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Theorem 1. T f-- A(t) for some closed term of the signature of r iff C{;(T) f-­
C[(::lxA(x)). 

Proof See [1] or [2], for a more general setting (C{; /C[ correspond to C£- / C'{­

with x = \ ~)). The proof uses the following property of resolution refutations. 

For sets of clauses { ( ---,)Lil (Yil, x ), ... , ( ---,)Lik, (Yik" x)} ground substitutions of 
refutations must always coincide at the x-position: x stores the term t making 
the argument constructive. Function symbols not in r cannot occur in t as their 
translation depends on x. 

Example 2. P(O) V P(1) does not prove 3xP(x) constructively as 

cJ0 •1}(P(O) V P(1)) = \ix(P*(O,x) V P*(1,x)), 

cd0 ' 1}(:3xP(x)) = 3xP*(x,x), 

and \ix(P*(O, x) V P*(1, x)) If 3xP*(x, x). 

Example 3. P(O), P(O) V P(1) do prove 3xP(x) constructively. This is not the 
case if the signature is restricted to 1 as 

cJ1} (P(O) V P(1)) = \ix(P*(Ox(x), x) V P*(1, x)), 

cJ1}(P(O)) = \ixP*(Ox(x),x), 

cd 1}(:3xP(x)) = 3xP*(x,x), 

and \ix(P* (ox (x ), x) ), \ix(P* (ox(x ), x) V P* (1, x)) If 3xP* (x, x ). 

Example 4. 3xP(x) does not prove 3xP(x) constructively (r = {0}) as 

cd0} (::JxP(x)) = \ix::JyP*(x, y), 

cd 1}(:3xP(x)) = 3xP*(x,x), 

and \ix::JyP*(x, y) If 3xP*(x, x). 

Example 5. We use a well known example of non-constructivity (cf. [3]). There 

are irrational numbers a, b such that ab is rational: consider J2V2. If J2V2 is 

rational let a= b = J2. If J2V2 is irrational let a= J2V2 and b = J2, where 

b rr:;V2 12 ~n2 
a =(v2 )v"=v2 =2. 

We formalize this argument using the predicate R(x), the constant J2, and the 
function exp(x, y) (also written as xY). 

LetT= ---,R( J2), R ( ( J2V2)Y2) and r = { J2, exp(x, y) }. 

T f-- 3x3y(---,R(x) 1\ ---,R(y) 1\ R(xY)) 
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c~ (T) = \fx--,R* ( h, X)' VxR* ( ( hv'2t12' X) 
C[(:3x:3y(--,R(x) A --,R(y) A R(xY))) = :3x:3y(--,R*(x,x) A --,R*(y,x) A R*(xY,x)). 

The following structure (M, R*, exp, v'2) is a model for 

\fx--,R*( h, x), VxR* ( ( hv'Z)vz, x) , Vx\ly(R*(x, x) v R*(y, x) v --,R*(xY, x)) 

and consequently a counterexample to 

C~(T) f--- C[(:3x:3y(--,R*(x,x) A --,R*(y, x) A R*(xY, x))). 

M is the set of terms constructed from v'2 and exp(x, y), 
(v'2,v) tf- R* for all v, 

( v'2vz' v'2) tf- R*' 
( u, v) E R* otherwise. 

Therefore there is no term t such that 

3 Conditional Constructivity 

Let Hr(::lyA(y)) = ::JxVy('ljJ'f(A(y)) ::J 'ljJ'T(A(x))). 

Example 6. Hr(::lxP(x)) = ::Jx\ly(P*(y,x) ::J P*(x,x)). 

Proposition 1. T f---A{'} {Vx'ljJT(B) I BET} f--- Vx'ljJ'f(A). 

Proof. By induction on the proof length. 

Theorem 2. 

(i) T f--- A(t) for some closed term of the signature of r =} C~(T) f--- Hr(::lx 
A(x)). 

(ii) C~(T) f--- Hr(::lxA(x)), T ~ S, Sf--- ::JxA(x) =} Sf--- A(t) for some closed 
term of the signature of r 0 

Proof. 

(i) T f--- A( t) for some closed term of the signature of r =} c:; (T) f--- ::Jx 'ljJT(A( X)) 
by Theorem 1. =} C{;(T) f--- ::JxVy('ljJ'f(A(y)) ::J 'ljJ'T(A(x))) = Hr(::lyA(y)). 

(ii) C{;(T) f--- Hr(::lyA(y)), T ~ S, S f--- ::lxA(x) =? C{;(S) f--- Hr(::lyA(y)), 
C{;(S) f--- Vx::Jy'ljJ'f(A(y)) =? C{;(S) f--- ::Jx'ljJT(A(x)) as 
f--- Hr(::lyA(y)) ::J (Vx::Jy'ljJ'f(A(y))) ::J ::Jx'ljJT(A(x)) and C{;(S) f--- Vx ::Jy 
'ljJT(A(y)) by Proposition 1 =} S f--- A(t) for some closed term t in the 
signature r by Theorem 1. 
Note that tis already "known" toT as Hr(::lyA(y)) = C{(::Jx\ly(A(y) ::J 

A(x))) (f--- ::Jx\ly(A(y) ::J A(x))!). 
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Example 7. P(O) V P(l), ::JxP(x) :J P(O) prove the conditional constructivity 
for ::JyP(y), prove ::JxP(x), but do not prove ::JxP(x) constructively. 

cJ0 •1}(P(O) V P(l)) = \ix(P*(O,x) V P*(l,x)) 

cJ0 •1}(:3xP(x) :J P(O)) = \ix(::JyP*(y,x) :J P*(O,x)) 

H{o,l}(::JyP(y)) = ::Jx\iy(P*(y,x) :J P*(x,x)). 

Obviously 

cJ0 ' 1}(P(O) V P(l)),CJ0 ' 1}(:3xP(x) :J P(O)) f--- H{o,l}(::JyP(y)). 

4 Conclusion 

The establishment of conditional (relative) constructivity is an essential feature 
of constructive mathematics, as relative constructivity proofs allow for the com­
bination of constructive parts of non-constructive proofs with suitable construc­
tive specializations. The translation presented in this paper makes it possible to 
use classical models to analyze, why relative constructivity fails. 
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Abstract. We introduce the class of Symmetric MY-algebras. Such alge­
bras have a suitable behavior with respect to a family of MV-polynomials. 
It turns out that the class of Symmetric MY-algebras can be characterized 
as the class of MY-algebras having homomorphic image in the variety gen­
erated by a single MV -chain with p+ 1 elements, where p = 1 or pis a prime 
number. Also, using symmetric MY-algebras, we provide a new character­
ization of the above mentioned varieties. 

1 Introduction 

In this paper we will be concerned with the problem of characterizing the class 
of MY-algebras having homomorphic image in the variety generated by a sin­
gle MY-chain with p + 1 elements, where p = 1 or p is a prime number, see 
Theorem 37. Also we provide a new characterization of these varieties. 

The characterization of this class of MY-algebras leads to a study of MY­
algebras, called symmetric, having suitable behavior with respect to a family 
of MY-polynomials. As consequences of studying symmetric MY-algebras, we 
obtain results concerning, for a given arbitrary MY-algebras A, the biggest sub­
algebra MVp(A) of A which is a member of the subvariety generated by the p+ 1 
elements MY-chain, see Theorem 26. Also we show that a suitable condition over 
a symmetric MY-algebra assures the existence of closed Boolean spaces of the 
set of the maximal ideals of A. 

Let .C be the poset, under ~'of subalgebras of the MY-algebra [0, 1] . .C then 
has the greatest element, [0, 1] . 

.C also contains atoms, that is subalgebras A ~ [0, 1] such that A' ~ A, then 
A'= {0, 1} or A'= A. The algebra {0, ~' 1} is such an atom. 

Since, for a maximal ideal M of an MY-algebra A, ~ is isomorphic to an 
element of .C, we have a method to refine the structure of the maximal ideal 

* Partially supported by U.P.I.M.D.S. of Universita degli Studi di Napoli Federico II. 
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space. Heuristically, the "smaller" is the quotient ~, the "larger" is the maximal 
ideal M. In effect this provides a pre-order on the set of maximal ideals. 

Thus, from this point of view, this work is a study of the set of the maximal 
ideals of "type p", namely maximal ideals M with ~ an atom of£; that is, an 
MV-chain with p + 1 elements, p = 1 or p prime number. 

Moreover this work will study certain extensions of the Boolean subalgebra 
of all idempotent elements of an MV-algebra. 

The class of MY-polynomials, we call symmetric, will permit us to study the 
appropriate algebras. 

2 Generalities on MY-Algebras 

An MV-algebra is an algebraic structure A= (A,*, EB, 0,) satisfying the follow­
ing axioms: 

1. (X EB y) EB z = X EB (y EB z); 
2. x EB y = y EB x; 
3. x EB 0 = x; 
4. X EB 0* = 0*; 
5. (x*)* = x; 
6. (x* EBy)* EBy = (y* EBx)* EBx. 

We define the constant 1 and the operation 8 as follows: 

(7) 1 = 0* 
(8) x 8 y = (x* EB y*)* 

From (8), withy = 1, it follows x* EBx = 1. We shall adopt the usual conventions 
for MV-terms: * operation is more binding than any other operation and the 
8 operation is more binding than EB. On A two new operations V and A are 
defined as follows: x Vy = (x* EB y)* EB y and x Ay = (x* 8 y)* 8 y. The structure 
(A, V, A, 0, 1) is a bounded distributive lattice. We shall write x :::; y iff x Ay = x. 

We say that the MV-algebra A is linearly ordered, if the lattice (A, V, A, 0, 1) 
is linearly ordered. Such an algebra is also called MV-chain. Let a be a cardi­
nal number; we say that the MV-algebra A is a-complete if, for every family 
{ x,a, ,8 < a} ~ A, V !3<a x,a exists in A. 

An MV-algebra is nontrivial if and only if 0 -1- 1. In the sequel we will concern 
exclusively with nontrivial MV-algebras. 

MV-algebras, originating from an algebraic analysis of Lukasiewicz many­
valued logic, are non-idempotent generalizations of Boolean algebras. Actually, 
Boolean algebras are just the MV-algebras obeying the additional equation x EB 
x = x. Let B(A) = { x E A I x EB x = x} be the set of all idempotent elements of 
A. Then, B(A) is a subalgebra of A, which is also a Boolean algebra. Indeed, it 
is the greatest Boolean subalgebra of A. A remarkable example of MV-algebra 
is given by the interval [0, 1] of real numbers, where MV -operations are defined 
as follows: 
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1. {0, 1} are the constant elements; 
2. xEBy=min{1,x+y}; 
3. x 8 y = max{O, x + y - 1 }; 
4. x* = 1- x. 

Denote by N the set of all the integer positive numbers and set P = { n E 

N I n is prime}. For every n E N set Sn = {0, ~' ... , n;:;-1, 1} and S';/, = 

F(Z 0 Z, ( n, 0)) [7], where Z is the totally ordered additive group of integers and 
Z 0 Z is the lexicographic product of Z by itself. Sn is a subalgebra of [0, 1], 
whileS';/, is an infinite MY-chain which is not enclosed in [0, 1]. 

Moreover we shall write nx instead of x EB · · · EB x (n-times), xn instead of 
x 8 · · · 8 x (n-times) and we set Ox= 0. Moreover, to make the notations easier, 
we will denote the product a 8 b by ab. 

A subset J-/=- 0, of an MV-algebra A, is an ideal of A if it is closed under EB 
and x:::; y, y E J imply x E J. Let H C A, we will denote by id{H} the ideal of 
A generated by H. An ideal J of an MV-algebra A is called prime iff J-/=- A and 
whenever xAy E J, then either x E J or y E J. An ideal J of A is called maximal 
iff it is proper and no proper ideal of A strictly contains J. Every maximal ideal 
is prime, but not conversely. J is prime iff 4 is totally ordered. For every ideal J 
of A, the set {a E A : a* E J} shall be denoted by J*. Moreover we shall denote 
by Jj_ the ideal {a E A: a Ax= 0, for every x E J}. 

The set of all prime ideals of an MV-algebra A shall be denoted by SpecA, 
while Max A shall denote the sets of the maximal ideals of A. SpecA endowed 
with the Stone-Zariski topology turns out to be a spectral space [2]. That is, the 
sets U ( x) = { J E SpecA I x tf- J}, x E A, generate a topology on SpecA. The 
open sets on SpecA are the sets U(I) = {J E SpecA : I cj;_ J}, I ideal of A. 
Moreover we will set Uc(x) = {J E SpecA I x E J} and Uc(I) = {J E SpecA I 
I~ J} = SpecA \ U(I). 

The intersection of all maximal ideals, the radical of A, will be denoted by 
RadA. An MY-algebra A is called semisimple if RadA = {0}. An ideal I of A 
is called semisimple if it is the intersection of all maximal ideals that contain 
it; equivalently, I is semisimple in A iff 4 is a semisimple algebra. Evidently 
RadA is a semisimple ideal and it is the smaller semisimple ideal of A. For every 
MY-algebra and H ~ A, we will denote by (H) the subalgebra of A generated 
by H. It is well known that (RadA) = RadA U (RadA)*. 

The order of an element x E A is the least integer n such that nx = 1. 
When such integer n exists, we say that x has finite order, in symbols ordx = n; 
otherwise we say that x has infinite order and we write ordx = oo. 

Simple MV-algebras are algebras having {0} as unique ideal. Simple MV­
algebras are, up to isomorphism, exactly all the subalgebras of [0, 1] [5]. Thus 
every simple MV-algebra is totally ordered (MY-chain). 

An MV-algebra is simple iff each x E A\ {0} has finite order. 
Let MV be the variety of all MY-algebras. For every A E MV, V(A) denotes 

the subvariety of MV generated by A. In [7] the authors proved the following: 

Lemma 1. Let A be an MV-algebra. Then, for n EN, there exists the greatest 
subalgebra Ao of A, such that Ao E V(Sn)· 
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In the sequel the algebra A 0 of Lemma 1 shall be denote by MVn(A) and, for 
n EN, we will denote by D(n) the set of all the divisors of n. 

Definition 2. Let n E N. For every MV-algebra A and M E Max A, M is 
called of type n, if ~ ~ Sn. 

Let § denote the family of all MV-algebras A such that the only subalgebras 
of A are {0, 1} and A. It is easy to see that the finite MV-chain Sp E § if and 
only if p E P. However there are algebras in§ which are non simple, such as the 
Boolean algebra {0, 1} x {0, 1 }. 

In the poset of subalgebras of [0, 1], {0, 1} is the unique minimal element. 
Indeed {0, 1} is the smallest element. Moreover each subalgebra Sp with pEP, 
is an atom in the poset of subalgebras of [0, 1]. 

We shall focus on maximal ideals of type p, pEP U {1 }. 
Not every MV-algebra A has maximal ideals of type 1, for example [0, 1], or 

less trivially, [0, 1]x. Examples of MV-algebras, having some maximal ideals of 
type 1, can be found in [9], where the class of such MV-algebras is denoted by 
BP. Moreover in [6] is defined the subvariety BP0 of MV equationally defined 
by 2x2 = (2x) 2 and characterized as the class of MV-algebras whose elements 
are the algebras where all maximal ideals are of type 1. It is proved that the 
subvariety of the Boolean algebras is strictly contained in BP0 . 

Here we prove that any subvariety which is generated by a single MV-chain 
Sp or s:;:, with p E P, is characterized by the property that any member of it 
has all maximal ideals of type p or type 1, see Theorems 33 and 34. 

We shall examine topological aspects of the subspace M ax1A <:;;; M axA of the 
maximal ideals of A of type 1. For any unexplained notion on MV-algebras see [5]. 

Now we collect some lemmas and a definition that shall be used in the sequel. 

Lemma 3. Let A be an MV-chain and n a positive integer. If na = nb i=- 1, 
then a= b; similarly, if an = bn #- 0, then a= b. 

Proof Without loss of generality, assume a< b. Thus ba* > 0, b =a EB a*b and 
nb = na EB n(a*b) < 1. By [5, Lemma 1.6.1,(iii)] n(a*b) = 0, which is absurd. 

The proof of the second part of the lemma is analogous. 

Lemma 4. Let A be a MV-algebra and a E A\ {0, 1 }. If, for some integer k > 0, 
ka = a*, then S = {0, a, 2a, ... , (k- 1 )a, a*, 1} is a subalgebra of A. 

Proof S is clearly closed under EB. 
To show that Sis closed under*, we shall prove that ((j + 1)a)* = (k- j)a, 

for every j such that 0 < j < k. 
If j = 1, we have (2a)* = (a*) 2 = a*(a EB (k -1)a) =a* 1\ (k -1)a = (k -1)a. 

Then we proceed by induction for j > 1. By induction hypothesis we have 
((j + 1)a)* = (ja)*a* = ((k- j + 1)a)a* = ((k- j)a EB a)a* =a* 1\ (k- j)a = 

(k- j)a. 
It follows hence that S is a subalgebra of A. 
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We note that the subalgebra S above is isomorphic to 

1 2 k 
sk+1 = {o, -k--, -k--, ... , -k--, 1}. 

+1 +1 +1 
Lemma 5. Let p E N and S be a subalgebra of [0, 1], satisfying the following 
properties: 

(i) for all x E S \ {1}, xP = 0; 
(ii) there is a E S \ {0}, such that (a*)P- 1 -=/= 0. 

Then S = Sp. 

Proof. By (i), (a*)P = 0 and a* ::::; (p- 1)a; consequently 

(a*)P-1::::; ((p -1)a)P-1. 

Now ((p -1)a)P = ((p- 1)a)P-1((p -1)a) = 0 and so 

((p -1)a)P-1 ::::; (a*)P-1. 

(1) 

(2) 

Thus, from (1) and (2), it follows (a*)P- 1 = ((p- 1)a)P-1 and, by Lemma 3, 
a* = (p- 1)a. Therefore, applying Lemma 4, the subalgebra of S, generated by 
a, is Sp, where a= ~-

To prove that S = Sp, it suffices to show that there is no any element x E S 
and 0 < x < ~-

Suppose there is an x E S such that 0 < x < ~- Then (p- 1)x ::::; P;1 < 1 

and 1- (p-1) ::::; 1- (p -1)x::::; x being, by hypothesis, 1 ::::; px. From this ~ ::::; x 
which is absurd. 

Definition 6. Let I be an ideal of an MV-algebra A. I is called hyperarchimedean 
if 

{J E SpecA I J :2 I}~ MaxA. 

Obviously every hyperarchimedean ideal is a semisimple ideal. 
MY-polynomials, which we concern in the paper are the 1-ary polynomials 

on the structure of MV-algebra, obeying the classical definition of Universal 
Algebra. It is well known that, if A and A' are MV-algebras, h a homomorphism 
from A to A' and Wan MV-polynomial, then hoW= W o h. 

3 Symmetric MV-Polynomials and Symmetric 
MY-Algebras 

In this section we will show how each finite MV-chain Sp ~ [0, 1], p E P, can 
be characterized as the zeroset of a certain MV-polynomial Wp, seen as a self­
mapping of [0, 1]. Moreover we will show that, coupling in a suitable manner 
certain ideals I of an arbitrary MV-algebra A and the above mentioned polyno­
mials Wp, we can find subalgebras of A, denoted by SymA(Wp, I). Such subal­
gebras include B(A) and satisfy the property of having the quotient SymAJWp,I) 

isomorphic to Sp or to S1, for every prime ideal J :2 I. 
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Definition 7. An MV-polynomial W shall be called symmetric if, for every 
MV-algebra A and every a E A, W(a) = W(a*). 

An easy example of a non-trivial (that is non constant) symmetric polynomial 
is W(z) =zAz*. 

Definition 8. We shall call W stable (resp. strongly stable) if, for any MV­
algebra A and every semisimple ideal (resp. ideal) I of A, the following state­
ments hold: 

(i) W(O) E I 
(ii) if W(a), W(b) E I, then W(a EBb) E I. 

The following theorem provides two remarkable examples of symmetric and 
strongly stable 

MY-polynomials. Define, 

W1(z) = z A z*, 
Wz(z) = z A z* A (z2 V (z*) 2 ). 

Theorem 9. W1 and Wz are symmetric and strongly stable. 

Proof It is plain that W1 and W2 are symmetric MY-polynomials. Now we prove 
that they are strongly stable. 

Let A be an arbitrary MY-algebra, I an ideal of A and W1 (x), W1 (y) E I. 
Since W1(xEBy) = (xEBy)Ax*y*:::; (xAx*y*EB(yAx*y*):::; (xAx*)EB(yAy*), we 
have W1(xEBy):::; W1(x) EB W1(y) E I. So from W1(0) = 0, W1 is strongly stable. 
Consider now W2 . Let J be a prime ideal and I ~ J. Clearly W2 (0) = 0 E J 
Suppose that W2 (a), Wz(b) E J. 

Wz(a EBb)= ((a EB b) 2 V (a*b*) 2 ) A (a EBb) A a*b*. 

Therefore necessarily W2 (a EB b) E J in the following cases: 

1. a, bE J, or 
2. a* E J, or 
3. b* E J. 

Before considering the remaining cases, let us remark that: 

(i) Wz(y) = Wja) = 0 and Wz(~) = W~(b) = 0; 

(ii) Wz( ]') = 0 iff either x E J or x* E J or ]' = x;. 
Assume a,b tf- J and a*,b* tf- J. 

S. a b d {0 1} a _ a* _ b _ b* Th aE&b 1 d *b* J h" h mce J, J 'F- , , J - -y - J - 7 . us, ---y- = J an a E ; w 1c 
implies Wz(a EBb) E J. 

Assume a tf- J, bE J and a*,b* tf- J. 
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In this case~ = 0 and~ = a;. Hence~ = a~b = a; = a]* and a~b = (a~b)*. 
Therefore (aEBb) 2 V(aEBb)*) 2 E J and it follows that W 2 (aEBb) E J. By arbitrariety 
of J the thesis follows. 

Let I be an ideal of an MY-algebra A and Wan MY- polynomial. Set 

SymA(W, I)= {a E A: W(a) E I}. 

Then, with the above notations, we have: 

Proposition 10. Let A be an MV-algebra, W a symmetric and stable {resp. 
strongly stable) MV-polynomial and I a semisimple ideal {resp. ideal) of A. Then 
SymA(W, I) is a subalgebra of A and I is an ideal of SymA(W, I). 

Proof. It is immediate to see that SymA(W, I) is a subalgebra of A. Let us now 
show that I~ SymA(W,I). If I is semisimple, then {0} ={I} is a semisimple 
ideal of the semisimple MY-algebra 4· Let a E I. Since W is stable, in 4, we 

have W(y) = W(I) = Wjal = I, which implies a E SymA(W, I). If I is an 
arbitrary ideal of A, using the strong stability of W in 4, similarly we obtain 
I ~ SymA(W, I). 

In the sequel, writing SymA(W, I) we tacitly assume A to be an MY-algebra, 
I a semisimple ideal (an ideal) of A and W a symmetric and stable (strongly 
stable) MY-polynomial. 

Remark 11. Since every semisimple ideal in an MV-algebra is an intersection 
of maximal ideals, it suffices to check the stable condition only on the maximal 
ideals. Similarly, it suffices to check the strongly stable condition only on prime 
ideals. 

Definition 12. Let n EN and W an MV-polynomial. Then we say that W has 
the n-chain property if, for every a E Sn, W(a) = 0 and for every MV-chain A, 
the following holds: 

if W(a) = 0, for every a E A, then there is r E D(n) such that A~ Sr. 

Proposition 13. Let A be an MV-algebra, n E N and W a symmetric and 
stable (resp. strongly stable) MV-polynomial having the n-chain property. Then 
for any MV-algebra A and any semisimple ideal {resp. any ideal) I of A, the 
subalgebra SymA(W, I) satisfies the following conditions: 

{i) If J is a prime ideal of SymA(W, I) and I~ J, then there is r E D(n) such 
th t SymA(W,I) ~ S 

a J - r· 

{ii) Sym~(W,I) E V(Sn)· 

Proof. (i) Let ~ E Sym~(W,I). Being I ~ J, W( ~) = w;a) = J and the thesis 
follows from the n-chain property of W. 
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(ii) By Chang's Subdirect Representation Theorem [5, Th.l.3.3.] there is an 
b dd. f SymA(W,I) t II SymA(W,I) H th em e mg rom I o JESpecSymA(W,I),T;}I J . ence e 

thesis follows from (i). 

We will apply this proposition to a class of symmetric and stable MY­
polynomials. SymA(W, I) shall be called W-symmetric subalgebra of A over I. A 
will be called a W-symmetric algebra if A= SymA(W, I), for some proper ideal 
I. The concept of W-symmetric algebra extends that of Boolean algebra. Indeed 
an MY-algebra B is a Boolean algebra, if and only if B = SymB(z 1\ z*, {0} ). 

MY-polynomials in one variable correspond to McNaughton functions of one 
variable. 

What the above allows is to prove the following: 

Theorem 14. To each rational number ~, between 0 and 1 there corresponds 

a wff W0: (z) such that W.0: (a) = 0 iff a= _Pk or a= 1- _Pk. Moreover W.0: (z) = 
p p p 

W.0:(z*). 
p 

Proof Without loss of generality we may suppose that ~ :::; ~ and gcd(k,p) = 1. 
Let 

Yl = -px + k, Y2 = px- k, Y3 = -px + p- k, 

Consider the function y(x) where 

lmin(1, Yl(x)), 

y(x) = min(1, y2(x)), 
min(1, y3(x)), 
min(1, Y4(x)), 

Then y(x) satisfies the following: 

ifO:::;x:::;~, 
if.6:<x<l 

p- - 2' 

ifl<x<1-.6: 2- - p' 

if1-.6:<x<l. p- -

(1) y(x) is piecewise linear and continuous on [0, 1], 
(2) y(a) = 0 iff a E {~, 1- ~}, 

Y4 = px + k- p. 

(3) y(x) is symmetric, that is y(a) = y(1- a), for every a E [0, 1]. 

Consequently, since all the coefficients of the linear pieces of y are integers, there 
is an MY-polynomial W such that W(a) = 0 iff a= ~ or a= 1- ~-

For our purposes it will be useful to explicitly construct the required wff. We 
note that the class of wff we use is by no means unique. 

Definition 15. We call a wff W of Lukasiewicz logic a nested monomial if it 
can be generated in the following manner: 

1) (mz)n is a nested monomial for any n, m-/=- 0, 
2) if F(z) is a nested monomial, so is (mF(z))n for any n, m-/=- 0. 



38 L.P. Belluce, A. Di Nola, and A. Lettieri 

It is clear that F(z) is a nested monomial iff there are sequences of positive 
integers m1, ... , mk (called coefficients) and n1, ... , nk (called exponents) such 
that 

F(z) = (mk(mk-1 ( ... (mz(m1z)nl t2 ) ... )nk-1 )nk. (*) 

Immediately we have: 

Lemma 16. Let F(z) be a nested monomial and A an MV-algebra. Then the 
following statements hold: 

(i) If a E B(A), then F(a) =a. 
(ii) Let A be non Boolean. Then F(z) is the identity map on A iff m = n = 1 

for all coefficients m and exponents n; 
(iii) If a E RadA and for some exponent n, n > 1, then F(a) = 0. 
(iv) If If a E (RadA)* and for some coefficient m, m > 1, then F(a) = 1. 

With the notations of (*) we get: 

Proposition 17. Let~ E [0, 1], pEP\ {2} and 0 < ~ < ~- Then there is a 
nested monomial Fk,p(z), with m1,n1 > 1, defined on [0, 1], such that: 

(i) Fk,p(a) = ~ iff a=~' 
(ii) foraoJ0,1, kFk,p(a) =a iffa= ~-

Proof. (i) For k=1, let F1,p(z) = ((p-1)z)P-1. Then F1,p(~) = (p-1)2 ;p(p-Z) = 

~- Conversely, if F 1,p(a) = ~' then (p- 1)2a- (p- 2) = ~' from which we 

have a = ~- Then we can proceed by induction. For k', 1 :::; k' < k < ~ 
suppose the statement is true. Let m ~ 2 be the positive integer such that 

By (3), we have 

p 

(p- mk) 

mk < p < (m + 1)k. 

(p- k) 
(p- mk) 

k 
(p- mk) > 1. 

Then we can fix an integer n > 1, such that 

(p- k) p 
-:--=-------'--,-- < n < -,-------=----,-
(p - mk) (p - mk) 

(3) 

(4) 

Consider now the expression (m(~))n = p-n(~-mk) f. By (4) we get 

0 < k' < k. By the induction assumption there is a nested wff Fk',p(z) such 
1 k' that Fk',p(a) = P iff a= -p· Set Fk,p(z) = Fk',p((mz)n). Note that Fk,p(z) 

is nested and (ma)n = f iff a= ~- Hence H,p(a) = ~ iff a= ~-
(ii) Suppose now that kFk,p(a) =a, a oJ 0, 1. Each nested monomial is a linear 

function of the form y(z) = max(O, rz- s) where r, s are positive integers. 
The function y(z) = 0 for z :::; ~ and y(z) = 1 for z ?: 1t8 • Thus the line 
y(z) = z intersects y(z) = rz - s in exactly one point different from 0, 1. 
Since kFk,p(~) =~we can infer from kF(a) =a that a=~-
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Let Wk,P(z) = kFk,p(z), Fk,p(z) as in Proposition 17. Then for a =1- 0, 1, Wk,P(a) = 

a iff a= ~- Now set, for pEP\ {2} and 0 < ~ < ~' 

Wk,p(z) = d(W~,p(z), z) 1\ d(W~,p(z*), z*), (5) 

where d(x, y) = xy* V x*y = xy* ffix*y. With the above notations, by definition, 
we have: 

Lemma 18. For each pEP\ {2} and 0 < ~ < ~' Wk,p(z) is symmetric. 

Proposition 19. Let a E [0, 1] and k,p positive integers such that pEP\ {2} 
and 0 < ~ < ~- Then Wk,p(a) = 0 iff a E {0, ~' p;k, 1}. 

Proof Since Wk,P(z) is nested, Wk,P(O) = 0 and Wk,P(1) = 1. Thus Wk,p(O) = 

Wk,p(1) = 0. Assume Wk,p(a) = 0, a =1- 0, 1. Then, by (5), either d(W~,p(a), a) = 

0 or d(W~,p(a*), a*) = 0. The former implies that W~,p(a) =a, which, by Propo-

sition 17(ii), is equivalent to a= ~- The latter implies that W~,p(a*) =a* and 

so a* = ~ from which we infer a = p;k. 

Moreover 

Proposition 20. Let A be an MV-chain, a E A and a =1- 0, 1. If W 1,p(a) = 0, 
then (p- 1)a =a* or (p- 1)a* =a. 

Proof Suppose first d(((p- 1)a)P-1 , a) = 0. Then ((p- 1)a)P- 1 = a. Hence 
a*= (p-1)((a*)P- 1 ). Thus, ((p-1)a)a* = ((p-1)a)((a*)P- 1 ffi(p-2)((a*)P- 1 )). 

From this, a* 1\ ((p- 2)a) = (p- 1)a 1\ (p- 2)((a*)P- 1 ). 

Claim 1: (p- 2)a <a*. 
Indeed if a* :::; (p- 2)a, 1 = (p- 1)a and (a*)P- 1 = 0, which implies a* = 0 

and a= 1. Applying Claim 1, (p- 2)a = (p- 1)a 1\ (p- 2)((a*)P- 1 ). 

Claim 2: (p- 2)((a*)P- 1 ) < (p- 1)a. 
Indeed if (p -1)a :::; (p- 2)((a*)P- 1 ), we get (p -1)a = (p- 2)a which implies 

a E {0, 1}. Applying the Claim 2, (p- 2)(a*)P- 1 = (p- 2)a < 1. By Lemma 3, 
( a*)P- 1 = a and so (p -1 )a = a*. If d( ( (p- 1 )a*)P- 1 , a*) = 0 then letting b = a* 
we have (p -1)b = b*. That is (p -1)a =a*. 

Define, 

for pEP\ {2}, Wp(z) = f\v;:;_k.,;:;,_p-:;1 Wk,p(z). 

Proposition 21. Let pEP. Then the following statements hold: 

(i) for a E [0, 1], Wp(a) = 0 iff a E Sp = {0, ~' ~' ... , P;1, 1}; 

(ii) let a E]O, 1[. Wp(a) = 0 iff for exactly one k, 1 :::; k:::; P;1, Wk,p(a) = 0; 
(iii) let A be an MV-algebra. If a E MVp(A), then Wp(a) = 0; if a E (RadA), 

then Wp(a) =a. 

Proof (i) Let p = 2. W2 (a) = 0 if a E {0, 1} or if a2 V (a*) 2 = 0. The latter 
implies that a 2 = (a*) 2 = 0, so a = a* and A ~ {0, ~' 1}. If p > 2, the 
statement follows by Proposition 19. 



40 L.P. Belluce, A. Di Nola, and A. Lettieri 

(ii) It follows by Proposition 19. 
(iii) Let a E MVp(A). Then, by Chang's Subdirect Representation Theorem [5, 

Th.1.3.3.], a= (ah)hEH, where ah E Sp, for each hE H. Fixed hE H, by 
(i) we get: 

(Wp(a))h = Wp(ah) = 0; 

Hence Wp(a) = 0. If a E (RadA), then the thesis follows by definitions and 
Lemma 16(iii),(iv). 

Corollary 22. For any MV-algebra A and a E B(A), Wp(a) = 0. 

Proposition 23. For every pEP, Wp has the p-chain property. 

Proof. Let A be an MY-chain and Wp(a) = 0 on A. If a E RadA, by Proposition 
21(iii), Wp(a) =a, which implies RadA = {0}. Then A is, up to isomorphism, a 
subalgebra of [0, 1]. Hence the thesis follows by Proposition 21(i). 

Theorem 24. For every p E P, Wp is a stable and symmetric MV-polynomial. 

Proof. Let us prove first that Wp is stable. By Remark 11 it suffices to check 
the stable condition only on the maximal ideals of an MY-algebra A. Let ME 
MaxA and Wp(a), Wp(b) E M. Then in ~ we have that w~a) = Wp(tr) = 

Wp(b) - W ( b ) - 0 H b P "t" 21(") a b S d aE!lb S ~- P M - . ence, y ropos1 wn 1, M' M E p, an 7VI E p· 

Consequently, Wp(a~b) = 0 and so Wp(a E9 b) E M. The symmetry of Wp is 
evident for p = 2. For p > 2, the statement follows by Lemma 18. 

By Theorems 9 and 24, and Proposition 10 we get: 

Theorem 25. Let A be an MV-algebra and I a semisimple ideal of A (or any 
ideal if p = 1, 2). Then SymA(Wp,I) is a subalgebra of A and I is and ideal of 
SymA(Wp, I). 

Theorem 26. Let A be an MV-algebra and I a semisimple ideal of A (or any 
ideal if p = 1, 2). Then the following statements hold: 

(i) (MVp(A) U RadA) ~ SymA(Wp, I); 
(ii)) If J is a prime ideal of SymA(Wp,I) and I~ J, then there is r E {1,p} 

such that SymAJWp,I) ~ Sr; 

(iii) SymA;Wp,I) E V(Sp); 

Proof. (i) From Proposition 21(iii) it follows that if a E MVp(A) U RadA, then 
Wp(a) E RadA ~I. Thus (Ml-j,(A) U RadA) ~ SymA(Wp,I). 

(ii) and (iii) follow from Proposition 23, Theorems 9 and 24, and Proposition 
13(i) and (ii). 

As we observed in the introduction, some results about MV-algebras, having 
maximal ideals of type 1, are quoted in [9], where the class of such algebras is 
denoted by BP. Now we are going to generalize these results to the case pEP 
and to analyze them by using symmetry. Given an MY-algebra A and pEP, we 
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can consider the ideal NA(Wp) of A, defined by NA(Wp) = id{Wp(a) I a E A}. 
(We will write N(Wp) for NA(Wp) when A is understood.) In [9] it is shown 
that, for any MY-algebra A, the property of having at least a maximal ideal of 
type 1 turns out to be equivalent to the following: id{ z 1\ z*, z E A} -I= A. Here, 
in our terminology, we get: 

Theorem 27. Let A be an MV-algebra. Then we get: 

{i) If NA(W1) -I= A, then every prime ideal J, that contains NA(WI), is of type 
1, that is, 4 ~ {0, 1 }. 

{ii) If J is a prime ideal of A and 4 = {0, 1} then J contains NA(W1). 

A way to generalize Theorem 27 would be to pass from maximal ideals of type 
1 to maximal ideals of type p. Indeed we have: 

Theorem 28. Let A be an MV-algebra A and pEP. Then we get: 

{i) If NA(Wp) -I= A, then every prime ideal J, containing NA(Wp), there is 
r E {1,p} such that 4 ~Sr. 

{ii) If J is a prime ideal of A and 4 ~ Sp, then J contains NA(Wp)· 

Proof Let NA(Wp) be proper and J a prime ideal including NA(Wp)· For each 

a E A, Wp (-]-) = Wp) a l = 0. Since Wp has p-chain property, there is r E { 1, p} 

such that 4 ~ Sr. So (i) is proved. In the hypothesis of (ii), by Proposition 21(i) 

we get, for every a E A, Wp(-]-) = w':?) = 0. Hence Wp(a) E J and NA(Wp) <:;;; J. 

By the above results, in any MY-algebra A, if N(Wp) -I= A (pEP U {1}), then 
every prime ideal containing N(Wp) is a maximal ideal. From this we have: 

Corollary 29. LetA be anMV-algebra andpEPU{1}. IfNA(Wp) #A, then 
NA(Wp) is an hyperarchimedean ideal. 

In the sequel we shall use the following lemmas: 

Lemma 30. Let A be MV-algebra and pEP. Then N(Wp) <:;;; N(WI). 

Proof It will be sufficient to show that Wp(a) E N(WI), for every a E A. If 
N (W1 ) = A, it is trivial. Let N (W1 ) -I= A, M a maximal ideal containing N (W1 ) 

and a EA. Since J::r E {0, 1}, Wp(J::r) = Wl~Jal) = 0 and Wp(a) EM. Since M is 
arbitrary, by Corollary 29 Wp(a) E N(W1 ). 

Proposition 31. Let A be an MV -algebra. If A has a maximal ideal of type p, 
then A is a Wp-symmetric algebra over each ideal I such that N(Wp) <:;;; I. 

Proof By Theorem 24 and Corollary 25 N(Wp) is a proper semisimple ideal 
of A. Therefore we can consider SymA(Wp, N(Wp)) which obviously is A. If 
N(Wp) <:;;;I, then, for every x E A, Wp(x) E I and A= SymA(Wp, I). 
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Lemma 32. Let A be an MV -algebra. Then if A is Wp-symmetric over some 
ideal I of A, then I :2 N(Wp)· 

Proof. By hypothesis, for every a E A, Wp(a) E I, hence N(Wp) ~I. 

Proposition 33. Let A be an MV-algebra, p E PU {1} and I a semisimple ideal 
(an ideal if p=1,2) of A. Then the following statements hold: 

(i) MVp( 4) = SymA;Wp,I); 

(ii) SymA(Wp, I) is the largest subalgebra R of A for which !} E V(Sp); 

Proof. (i) Claim: 

. A 
ts a subalgebra of 1 . 

We have to show that, for every x E SymA(Wp,I), the equivalence classes of x 
with respect to I, considered in SymA(Wp, I) or in A, coincide. That is, if y E A 
and d(x, y) E I, then y E SymA(Wp, I). 

Let ¥=I in A. Then Wp(¥) = Wp(y) = Wp?) = 0. Hence Wp(y) E I and 

y E SymA(Wp, I). From Claim and Theorem 26(iii) SymAJWp,I) ~ MVp( 4 ). To 

show that SymA("Jp(z),I) = MVp( 4 ), consider If E MVp( 4 ). By [5, Th.l.3.3.] 

MVp(4) '----* IIjEJSj, with j E {l,p}; Then we have (Wp(If))i = Wp((If))j) = 0. 
Therefore Wp(¥) = 0, Wp(y) E I andy E SymA(Wp, I). 

(ii) Suppose R is a subalgebra of A for which I ~ R and !} E V(Sp)· Let 
x E R. Then Wp(y) = 0. Therefore Wp(x) E I and sox E SymA(Wp,I). That 
is, R ~ SymA(Wp,I). 

We have observed that SymA(W, I) is a generalization of B(A) as the latter 
is just SymA(W1 , {0} ). Indeed the concept of W-symmetric algebra generalizes 
that one of p-valued algebra, with pEP. Indeed we get: 

Theorem 34. Let A be an MV-algebra. Then the following conditions are equiv­
alent: 

(i) A E V(Sp); 
(ii) A= SymA(Wp,{O}); 

(iii) N(Wp) = {0}. 

Proof. If A E V(Sp), then {0} is a semisimple ideal of A. By Proposition 32(i) 
we have 

A= MV: (~) = SymA(Wp,{O}) = S (W {0}) 
p {O} {O} ymA p, . 

Assume now A = SymA(Wp, {0} ). By Theorem 26(iii) A = {~} E V(Sp)· Thus 
we proved that (i) and (ii) are equivalent. The equivalence between (ii) and (iii) 
follows by Lemma 31. 

A further generalization is the following: 
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Theorem 35. Let A be an MV-algebra. Then the following conditions are equiv­
alent: 

(i) A E v(s;); 
(ii) A= SymA(Wp, RadA); 

(iii) N(Wp) = RadA. 

Proof Let us prove first (ii) {o} (iii). Let A = SymA(Wp, RadA). Then by 
Lemma 31 N(Wp) = RadA. The other implication is trivial. 

Now we show (i) {o} (ii). If A E V(S;), then by [7, Th.18] RjA E V(Sp) 

and, by Theorem 33, RjA = Sym R~A (Wp, {RadA}). Let a EA. WP(RaadA) = 

~~~~ = RadA. Thus Wp(a) E RadA and A = SymA(Wp, RadA). Assume 

now A= SymA(Wp,RadA) and a E A. Then WP(RaadA) = ~~~~ = RadA. 
Therefore, by Theorem 33 RjA E V(Sp), and by [7, Th.18] A E V(s;). 

By the above theorem immediately we have: 

Corollary 36. Let A be an MV-algebra. If A E V(S;), then RadA is an hyper­
archimedean ideal. 

Theorem 37. Let A be an MV-algebra and p E P. Then the following are 
equivalent: 

(i) A has maximal ideal of type p or 1; 
(ii) NA(Wp)-/= A; 

(iii) A is Wp-symmetric with respect to N(Wp)· 
(iv) A is Wp-symmetric. 

Proof (ii) =} (i) follows from Theorem 28. 
(i) =} (ii). Let M be a maximal ideal of A having type p or 1. If ~ ~ S1 , 

then NA(W1 ) -/= A and the thesis follows from Lemma 30. Let ~ ~ Sp and 

a E A. By Proposition 21(i), Wp(tr) = w~a) = 0. Thus Wp(a) E M and 
NA(Wp) ~ M-/= A. 

So we proved (i) {o} (ii). 
(ii) =} (iii). Corollary 29 allows us to consider the subalgebra 

SymA(Wp, NA(Wp)) of A. As a matter of fact A = SymA(Wp, NA(Wp)). In­
deed for a E A, Wp(a) E NA(Wp)· 

(iii) =} (iv) is trivial. 
(iv) =} (ii). Assume A= SymA(Wp, I), for some semisimple proper ideal I of 

A. Then Wp(a) E I, for every a EA. Thus NA(Wp) ~I-/= A. 

Proposition 38. Let A be an MV-algebra and p E P. Then the following state­
ments are equivalent: 

(i) A is Wp-symmetric; 
(ii) A has a homomorphic image in the variety V(Sp)· 
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Proof. (i) =} (ii) The thesis immediately follows from the implication (iv) =} (i) 
of Theorem 36. 

(ii) =} (i) By hypothesis there exists an ideal I of A such that 4 E V(Sp)· Let 
A 

J ::2 I a prime ideal of A. We get 1 ~ 4 E V(Sp)· Hence 4 ~ Sp or 4 ~ S1. 
I 

From that, the thesis again follows from Theorem 36. 

Theorem 36 says that if A is W1-symmetric, then A is Wp-symmetric over 
N(W1 ). This result makes it appear that there is an ambiguity in the notion 
of Wp-symmetry. To clarify this we have, 

Proposition 39. Let A be an MV-algebra and p, q prime integers. If A is Wp­
symmetric over an ideal I of A and Wq-symmetric over I, then either p = q or 
A is W1 -symmetric over I. 

Proof. Let pi=- q. Since A= SymA(Wp, I), for any maximal ideal M ::2 I, ~ is 
either {0, 1} or ~ ~ Sp. Similarly for q we obtain ~ is either {0, 1} or ~ ~ Sq. 

It follows that ~ = {0, 1} and thus A has maximal ideals of type 1 and A is 
W1-symmetric over I. 

Let us observe that if M E M ax1A, for some MV-algebra A, then M is minimal 
with respect the property of including N(W1 ). 

We wish to conclude this paragraph by exhibiting an example of MV-algebra, 
having a denumerable infinity of different types of maximal ideals, but no having 
maximal ideals of type 1. 

Example 1. Let A = TinEN SPn where Pn is the nth prime number. Clearly 
A has maximal ideals of each type Pn, that is V(N(WPn)) is non-empty for 
each prime integer Pn· However A has no maximal ideals of type 1. Indeed, let 
a= (an)nEN E A be the element such that an = P:;,P--:,1, for every n E N. a has 
order 4. Therefore a A a*= a has finite order and so NA(W1) =A. 

Example 2. An example of a symmetric MV-algebra having maximal ideals 
of type belonging to a given family {p1, ... ,pn} of prime numbers and no other 
maximal ideals is given by A = s~ X 00 0 X s;;, for some set X i=- 0. 

4 Maximal Ideals of Type 1 

We shall compare some properties of SymA(W1, I) and B(A). 

Theorem 40. If A is a-complete and I is an a-complete ideal, then SymA (W1, I) 
is a-complete. 

Proof. Suppose A, I are a-complete. Let Xf3 E SymA(W1,I), (3 < a. By a­
completeness of A, x = V f3 Xf3 exists in A. Noweachxf3AX~ E I; hence x* Axf3 E I, 
for each (3 < a. Then we have x* A x = x* A V f3 Xf3 = V f3(xf3 A x*) E I, 
by a-completeness of I. Therefore x E SymA(W1, I) and so SymA(W1, I) is a­
complete. 
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The above theorem strengthens the following result: 
If A is an a-complete MV-algebra, then B(A) is an a-complete subalgebra of 

A, see [3] and [5, Corollary 6.6.5(i)] . Indeed B(A) = SymA(W1, {0} ). 

Proposition 41. Let A be an MV-algebra, I a semisimple ideal of A and x, y E 

A. If x E SymA(W1, I) and d(x, y) E SymA(W1, I), then y E SymA(W1, I). 

Proof We show first that the proposition is true for B(A). Let x, d(x, y) E B(A) 
and J be a prime ideal of A. Then d(jy) and~ are idempotent and so d(jy), ~ E 

{0,1}<;;;4. 

d(x,y) = {~· if~= 0, 
J 7 if~=l. 

From above either y E J or y* E J, hence yl\y* E J. Since J is an arbitrary prime 
ideal, it follows that y 1\ y* = 0 and soy E B(A). Now let I be a semisimple ideal 
of A and assume x, d(x, y) E SymA(W1,I). By Proposition 26(iii) and Claim in 
the proof of Proposition 32, d(~,y) and y are idempotents in 4 ; hence they are 

in 8 }A). Since d(~,y) = d( ]', 1 ), 1 E B( 4 ). By idem potency 11\ lf- = y/\l = 0. 
Therefore y 1\ y* E I and we may conclude that y E SymA(W1, I). 

Every ideal in a Boolean algebra, if maximal, is of type 1. On the other hand 
A= [0, 1]x, X -I= 0 has no maximal ideals of type 1. Moreover we have B(A) <;;; 
SymA(W1, I) <;;; A for any ideal I of A. We get that these intermediate sub­
algebras always have maximal ideals of type 1. Indeed, by Theorem 26(ii), if 
Q E Spec(SymA(W1,I)), with N(W1) <;;; Q, then Q is a maximal ideal of type 1 
in SymA(W1, I). Since every ideal in an MV-algebra is contained in some prime 
ideal, it is evident that SymA (W1 , I)} always contains maximal ideals of type 1. 

Proposition 42. Let A be an MV-algebra and M E Max A. Then the following 
are equivalent: 

(i) M is of type 1 in A; 
(ii) for all x E A, x EM or x* EM; 

(iii) for all x, yEA, xy EM implies x EM or y EM. 

Proof The equivalence among (i) and (ii) is trivial. 
Since xx* = 0 it is clear that (iii) implies (ii). Assume (ii). Let xy E M and 

suppose that x tJ_ M. Then x* E M and x* EB xy = x* V y E M from which we 
have y EM. 

Definition 43. We call an MV-algebra A Boolean- mixed if A is not Boolean 
and A = A' x B where B is a Boolean algebra. 

If A = A' x B, we will denote by n 1 and n 2 the projection of A in A' and B 
respectively. Then we get: 

Definition 44. We call an MV-algebra A a subdirect algebra of a Boolean­
mixed algebra C = A' x B, if A is a subalgebra of C and 1r1(A) = A' and 
1r2(A) =B. 
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Proposition 45. Let A be an MV-algebra. Then the following statements are 
equivalent: 

(i) A is W1-symmetric; 
(ii) A has a Boolean homomorphic image. 

Proof. (i) =} (ii) The thesis immediately follows from Theorem 27(i). 
(ii) =} (i) By hypothesis there exists an homomorphism cp from A onto B. 

Then for every ME MaxB, we get cp- 1 (M) E MaxA is of type 1. From that, 
the thesis again follows from Theorem 27. 

Proposition 46. Let A be an MV-algebra. Then the following statements are 
equivalent: 

(i) A is a subdirect algebra of a Boolean-mixed algebra; 
(ii) A is a non-Boolean W1 -symmetric; 

(iii) A is a retract of a Boolean-mixed algebra. 

Proof. (i) =} (ii) Suppose A is a subdirect subalgebra of A' x B where A is 
non-Boolean and B is Boolean. The projection of A on B is an homomorphism 
from A onto B. Then the proof is completed by Proposition 44. 

(ii) =} (i) If A is W1-symmetric, then N(W1) -=/:- A. Thus we can give a 
subdirect representation of A by the map J-l: A----> Ax N(tl), given by J.L(x) = 

(x, N(~l) ). J-l is an injective morphism, that is a subdirect representation. Since 

A is non-Boolean and N(tl) is Boolean, the equivalence (i) {o} (ii) is proved. 

(ii) =} (iii) Let J-l : A ----> A x N(tl) the above injective morphism and 

1r : (x, N(~l)) ----> x the projection of A x N(t1 ) on A. Since 1r o J-l = IA, the 
implication is proved. 

(iii) =} (ii) By hypothesis there are a Boolean-mixed algebra A' x B (A' non­
Boolean and B Boolean MY-algebras), an injective morphism J-l : A----> A' x B 
and a surjective homomorphism x : A' x B ----> A such that x o J-l = IA. Thus, 
up to an isomorphism, A is a subalgebra of A' x B. Therefore the projection of 
A x B on B holds on having A a Boolean homomorphic image. By Proposition 
44, A is W1-symmetric. 

In [1, Corollary 3.2] is proved that Max A coincides with the set of all maximal 
ideals of type 1 iff Rad(A) = N(Wl). An example of such an algebra is eN, 
where C is the perfect algebra with one generator. In the semisimple case this 
happens iff A is Boolean. Otherwise we get: 

Proposition 47. Let A be a semisimple MV-algebra and N' = n{M I M E 

MaxA \ Max1A}. If MaxA-=/:- Max1A-=/:- 0, then, N' = (NA(Wl))j_. 

Proof. N' n NA(Wl) ~ nMEMaxA M = {0}. Then N' ~ (NA(Wl))j_. On other 
hand if ME Max( A)\ Max 1A, then NA(W1) rj;_ M; that implies (NA(W1))j_ ~ 
M and so (Nl)j_ ~ N'. 

As an application of Proposition 41 we get a result which strengthens Theorem 
3 of [4]. Indeed we have: 
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Proposition 48. Let A be an MV-algebra. Then the following statements are 
equivalent: 

1. MaxA = Max1A 
2. ord(xy) = oo iff ord(x) = oo or ord(y) = oo. 

5 Topological Issues on Maximal Ideals of Type p 

In this section we provide a certain topological characterization of Uc(NA(Wp)). 
Let A be an MY-algebra. By Lemma 30, NA(Wp) ~ NA(Wl), for every p E 

P. Consequently Uc(NA(Wl)) ~ Uc(NA(Wp)). The main result of this section 
is that, if A is Wp-symmetric, the subset of MaxA, Uc(NA(Wp)), is a closed 
Boolean subspace of SpecA. 

Theorem 49. Let A be a Wp-symmetric MV-algebra over a semisimple ideal I 
of A. Then Uc(NA(Wp)) is a closed Boolean subspace of SpecA. 

Proof Uc(NA(Wp)) is a closed in SpecA by definition. By Theorem 36 NA(Wp) -=f­
A. Moreover from Corollary 29 and Theorem 26(iii), Uc(NA(Wp)) ~ Max(A) 
and 4 E V(Sp)· Hence Spec ( 4) is a Boolean space. Consider the bijection 
h: ME Uc(NA(Wp))---+ AJ E Spec(4). Let J be an ideal of A containing I 
and 0 = UC'f) an open set in Spec( 4 ). We get 'f cj;_ AJ if and only if J cj;_ M. 
Consequently h- 1 (0) = U(J) and his a homeomorphism. 

Proposition 50. Let A be an MV-algebra and p E P. Then the following state­
ments are equivalent: 

1. ME Uc(NA(Wp)) \ Uc(NA(W1)); 
2. for all x E A\ M, (x*)P E M and there exists an a E A\ M such that 

(a*)P-1 tf- M. 

Proof (1) =} (2) Let M E Uc(N(Wp)) \ Uc(NA(W1)). By Theorems 27 and 
28 ~ ~ Sp. Let 'T] be such an isomorphism. If x tf- M, then J.:r -=/:- 0. Since 
ry(J.:r) E Sp, ~ = 1, that is, (x*)P E M. Assume a E ry- 1 (~), then a E A\ M. 

Since ry((a*)P- 1) =~'we have (a*)P- 1 tf- M. 

(2) =} ( 1) By Lemma 5 ~ ~ Sp, thus ME Uc(NA(Wp)) \ Uc(NA(Wl)). 

In [9] it was proved: 

Proposition 51. Let A be an MV-algebra. Then M ax1A is a closed subspace 
of SpecA. 

We strengthen it by 

Proposition 52. Let A be an MV-algebra. Then M ax1A is a closed Boolean 
subspace of SpecA. 

Proof Since SpecA is compact, by Proposition 49, M ax1A is compact. Let 
M1,M2 E Max1A, M1 -=/:- M2 and x E M2 \ M1; so that x* E M1 \ M2. 
Then M 1 E U(x), M 2 E U(x*). As U(x) n U(x* n Max1A = 0 , we see that 
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Max1A is Hausdorff. Clearly the sets U(x) form an open basis for Max 1A; but 
U(x) n Max1A = Uc(x*) n Max1A. Thus we found a basis of clopen sets. Hence 
the proposition is proved. 

Proposition 53. Let A be an MV-algebra such that: 

(i) (NA(Wl))_!_-/= {0} and 
(ii) (NA(~l))j_ has no maximal ideals of type 1. 

Then M ax1A is a clopen Boolean subspace of SpecA. 

Proof. By Proposition 51 we have only to show that he set of all maximal ideals 
of type 1 of A is an open subset of SpecA. 

Since (N (~))I has no maximal ideals of type 1, N A (W1) = (N (~))I· 
A 1 (N(W1 ))j_ A 1 

Thus for some u E NA(Wl), (NA(~l))l = (NA(tv1))l and u* E (NA(Wl))_!_. If 
x E NA(Wl), then x Au* = 0 sox:::; u. It follows that NA(Wl) = id{u} and 
(NA(Wl))_!_ = id{u*}. 

Claim: U(u*) = Max1A. 
Indeed, let J be a maximal ideal of A of type 1. Since u E NA(Wl), we get 

u E J and u* tf- J; so J E U(u*). 
Assume now J E U(u*). Then, since uAu* = 0, u E J. From this NA(Wl) ~ J 

and J E M ax1A. By the Claim the proposition is proved. 

Example. Now we will exhibit an example of MV-algebra, satisfying the hy­
pothesis of the previous theorem. Consider the MV-algebra A'= [0, l]Na. Let M 
be the maximal ideal M = {x E A I x0 = 0} and A= MUM*= {0, 1} x 0, l]N. 
Then N(Wl) ~ M. We claim that A satisfies the conditions (i) and (ii) of 
Proposition 52. 

Let e E A defined by eo = 0, en = 1, n > 0. We get e E M and e* E 

(NA(Wl))_!_-/= 0. 
Let y E A be defined by Yo = 0, Yn = ~' n > O.Then yAy* = y and so 
y E NA(Wl) ~ M. Since e = yffiy = 2(yAy*) = 2Wl(y), we get e E NA(Wl)· 
From that 

e 

that means 

e 1 

So (N (~ ))_]_ = N A (W1) has no maximal ideals of type 1. 
A 1 (NA(W1 ))l 
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Abstract. It is shown that a conservative expansion of infinite valued 
Lukasiewicz logic by new connectives univocally determined by their ax­
ioms does not necessarily have a complete semantics in the real interval 
[0,1]. However, such extensions are always complete with respect to val­
uations in a family of MY-chains. Rational Lukasiewicz logic being the 
largest one that has a complete semantics in [0,1]. In addition, this logic 
does not admit expansions by axiomatic implicit connectives that are 
not already explicit. Similar results are obtained for n-valued Lukasiewicz 
logic and for the logic of abelian lattice ordered groups. These and related 
results are obtained by the study of compatible operations implicitly de­
fined by identities in the varieties of MY-algebras and abelian £-groups; 
the pertaining algebraic results having independent interest. 

1 Introduction 

Much research effort has been devoted to enrich propositional Lukasiewicz logic 
with new connectives in order to enhance its geometric expressiveness and alge­
braic significance. These connectives are usually introduced as new operations in 
the real interval [0, 1], in consonance with the role of Lukasiewicz logic as one of 
the basic models of fuzzy logic. We present here a different approach that seems 
natural from the proof theoretic and algebraic perspectives and may contribute 
to clarify the possibilities of this quest. 

Consider a conservative extension L(C) of an algebraizable deductive calcu­
lus L = (L, f---L), by axiom schemes which define univocally a new n-ary con­
nective symbol C. That means that the duplicate system L(C) U L(C') deduces 
C(pl .. ·Pn) +--+ C'(pl .. ·Pn), where+--+ is the equivalence formula associated to the 
algebraizability of L. Then we say that Cis an (axiomatic) implicit connective 
of L. If there is a formula r.p E L such that f---L(G) C(pl .. ·Pn) +--+ r.p(pl .. ·Pn), we 
say that C is explicit; otherwise, it is a proper implicit connective of L. 

It is shown in [9] that any implicit connective of classical propositional calcu­
lus is explicit, but that is not the case for Heyting intuitionistic calculus where 
one has instead the approximation f---Heyt(G) -.-.C(pl .. ·Pn) +--+ r.p(pl .. ·Pn)· We do 
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not have at the moment a clear picture of the implicit connectives of intuition­
istic logic; however, the intermediate calculus Gn given by n-valued Godellogic 
possesses a proper implicit connective S such that the extension Gn(S) does 
not allow proper implicit connectives. Something similar is shown to hold for 
n-valued Lukasiewicz logic Ln in [8]. 

We study in this paper the implicit connectives of infinite-valued Lukasiewicz 
calculus L. This logic has infinitely many proper implicit connectives: among 
others, the division connectives introduced in [3] and utilized in [15] to define 
Rational Lukasiewicz logic RL. The latter logic is complete with respect to its 
natural interpretation in the real interval [0, 1], according to [15], and it is shown 
in [3] to satisfy a natural extension of McNaughton's theorem, and to be the 
minimum extension of L having the interpolation property. 

Our main results here are the following: 

Any implicit connective of RL is explicit (Theorem 7). 

Thus, RL is maximal with respect to extensions by implicit connectives. How­
ever, it is not the largest extension of L by implicit connectives. We exhibit such 
extensions which are sound but not complete with respect to values in [0, 1], 
and thus they can not be interpreted faithfully into RL (Theorem 3). On the 
other hand, we show that any extension of L by implicit connectives is complete 
with respect to a family of MV-chains, thus qualifying as a fuzzy logic in the 
broad sense (Theorem 2, cf. [13]). Among those, RL is the largest one having a 
complete semantics with values in [0, 1]: 

Any extension of L by implicit connectives having a complete semantics in 
[0, 1] has a faithful syntactic interpretation into RL (Theorem 8). 

The latter result implies, for example, that the product connective of combined 
product logic LII ( cf. [20]) is not an implicit connective of L since it is not 
interpretable into RL; that is, it can not be characterized univocally by any 
axiomatization whatsoever. 

We review also the case of n-valued Lukasiewicz calculus Ln, showing sim­
ilar results, and exhibiting examples of implicit connectives whose logic is not 
complete with respect to a single MV-chain. 

Our main tool are the results of [8] which imply that any extension L(C) of 
L by a family C of implicit connectives is algebraizable by a variety of enriched 
MV-algebras, where the operations interpreting the connectives inC are implic­
itly defined by identities and are compatible with all the MV-algebra congru­
ences. Therefore, studying implicit connectives of Lukasiewicz logic amounts to 
studying compatible operations implicitly defined by identities in the variety of 
MV-algebras. Our main algebraic result in this direction may have independent 
interest (DMV-algebras are the enriched MV-algebras of RL): 

Any compatible operation defined implicitly by identities in the variety of 
DMV-algebras is given by a term of the variety (Theorem 5). 

For the variety of lattice ordered abelian groups, related to MV-algebras by 
Mundici's functor [21], we have: 
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Any compatible operation defined implicitly by identities in divisible lattice 
ordered abelian groups is given by a Q-vector lattice term. (Theorem 10). 

The last result allows us to prove analogues of the previous results for the 
Logic of equilibrium introduced in [14]. 

We refer the reader to [7], [6], and [12] as standard references for the concepts 
of universal algebra, algebraizable logics, and model theory utilized in this paper. 

2 Preliminaries 

We start with some general preliminaries on implicit operations in varieties of 
algebras and their relation to implicit connectives. 

Let V be a variety of algebras of type T and let £(C) be (the universal closure 
of) a set of identities of type T U C where C is a family of new function symbols. 

Definition 1. £(C) defines implicitly C in V, if in each algebra A E V there is 
at most one family {VA :An ----+ A}V'Ec such that (A, VA )"VEe f= £(C). We say 
then that C is an implicit family of operations of V, or an implicit operation in 
case it has single member. 

The class 

V(C) ={(A, VA)V'EC: A E v, (A, VA)V'EC F £(C)}. 

is a new variety of type T U C. The class Redc of reducts of V(C), that is, those 
algebras of V where each \7 E C exists, does not need to be all of V. In case 
Redc generates V then V(C) is conservative over V, that is, any identity of type 
T holding in V(C) already holds in V. 

The following lemmas collect some basic facts about implicit operations. 

Lemma 1. Let C be an implicit family of operations ofV. Then 
1. Each \7 E C has an explicit first order definition BV'(x, y) of type T. That is, 
for any A E Redc and x, y in A 

2. The class Redc is first order axiomatizable. 
3. If each \7 E C exists in Ai for all i E I then it exists and is computed compo­
nentwise in the product IIiAi. The same is true for reduced products IliAd F. 

Proof 1. This is a simultaneous form of Beth's definability theorem. Without 
loss of generality, assume that £(C) contains the defining identities of V and 
£(C') is a duplicate of £(C) with disjoint copies of the symbols in C. Pick \7 E C 
and fix distinct variables y, x, then £(C) U £(C') f= V(x) = \71 (x) by hypothesis, 
and £(C) may be assumed to be a single sentence by compactness of first order 
logic. Thus, the above may be written £(C) 1\ y = V(x) f= £(C') ---+ y = V'(x), 
and Craig's interpolation lemma yields an interpolant BV'(Y, x) which does not 
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contain the operation symbols in C or C'. Standard logical manipulations give 
then £(C) f= y = V'(x) f--+ B'\l(y,x), which proves the claim. 

2. All operations \7 E C exist in A if and only if A satisfies the set of sentences 
{Vx::J!yB'\l(Y, x)hEcU£(\7 /B'\1 )'\lEC, where £(\7 /B'\1 )'\lEe is the result ofrewriting 
the identities in £(C) so that all the occurrences of \7 E C appear in the form 
y = V'(x) and then replacing these by B'\l(y,x). For example, \71(\71(v,x),x) = 

\i'2v should be rewritten: 'v'y'v'y'[(y = V'1(v,x)/\y' = Y'2v)----+ y' = Y'1(y,x)], and 
then Vu[B'\1 1 (y,v,x) 1\ B'\1 2 (y',v)----+ B'\1 1 (y',y,x)]. 

3. If (A, V'A)'\!Ec f= £(C) for all i E I then IIvp(Ai, \i'Ai)'\lEC f= £(C) for any 
filter F over I because identities are preserved by reduced products. D 

Definition 2. An implicit operation \7 of V will be compatible if for any A E 

Redc the congruences of A are congruences of (A,V'A)'\lEC· 

Not every implicit operation of a variety is compatible. For example, the identi­
ties 

nDn(x) = x, Dn(nx) = x 

(n ?: 2) define an implicit operation in the variety of abelian groups, since any 
other operation f satisfying the second equation must satisfy f(x)= f ( nDn ( x))) = 

Dn(x). It may be seen that Dn exists exactly in then-divisible abelian groups 
having no elements of order n, where Dn(x) = ~xis well defined. But this oper­
ation is not compatible because we have k = 0 (mod Z) in the group (Ql, +, -, 0) 
for any integer k, but Dn(k) '/= Dn(O) (mod Z) if n does not divide k. 

Lemma 2. Let C be an implicit family of compatible operations ofV. 
1. If h : A ----+ B is an onto homomorphism of V and all \7 E C exist in A then 
all them exist in B and h\i'A(a1, .. , an)= V'8 (h(a1), .. , h(an)). 
2. Reducts of subdirectly irreducible algebras of V(C) are subdirectly irreducible 
in V. 

Proof 1. If h : A ----+ B is an onto homomorphism and \i'A is compatible with 
Ker(h), then the function h(h(a)) = h(\i'A(a)) is well defined in B. Therefore, 
h: (A, V'A)'\lEC----+ (B,J'\1)'\lEC becomes an homomorphism. As (A, V'A)'\!Ec f= 
£(C), then (B,I'\7)'\lEC f= £(C) and by definition h = \78 . 

2. Since (A, \i'A )'\lEC and A have the same congruences, a monolith of the first 
structure is a monolith of the second. D 

Our interest in compatible implicit operations is explained by their relation to 
implicit connectives of algebraizable logics given by Theorem 1 below. We will 
consider only logics £ which are strongly algebraizable in the sense of Blok and 
Pigozzi (cf. [6]) with respect to an equivalence formula f--+ and a constant formula 
1 of the calculus. This means that 

rp f--_c rp f--+ 1, (a) 

and there is a variety of algebras V, of the same signature as the logic, such that 
the following algebraic completeness theorem holds: 

{'Pi f--+ 'lj;i}i::;n f-- £ rp f--+ 'lj; if and only if {'Pi = 'lj;i}i::;n f=v rp = '!f;; (b) 



54 X. Caicedo 

equivalently, due to (a), 

{'Pih<n f--.c 'P if and only if {'Pi= 1}i<n f=v 'P = 1, - -
(c) 

the usual completeness with respect to valuations in all the algebras of V. Notice 
that we use, as we will keep on using throughout the paper, the formulas of the 
calculus as terms of the variety. 

Most familiar logics are algebraizable in this sense. By finiteness of the deduc­
tions in £ and compactness of first order logic applied to V, (c) holds for infinite 
theories {'Pi hE I. In fact, this strong algebraic completeness may be achieved by 
taking only valuations in the subdirectly irreducible algebras of V: 

{'PihEI f--.c 'P if and only if {'Pi= 1}iEJ f=s.I.(v) 'P = 1. (sc) 

Now, let .C(C) be an extension of £ by a system of axiom schemes A(C) 
involving a family of new connective symbols C, and let 

A*(C) = {'P = 1: 'P E A(C)}; 

then we may define the variety 

V(C) = {(A,h)vEc: A E V, (A,JvhEc F= A*(C)}. 

One has by construction that f-- .C(C) 'P implies Fv(C) 'P = 1, but the reciprocal 
does not necessarily hold. That is, we can not claim that .C(C) is algebraizable 
by V(C). However, algebraicity is obtained in the following case. 

Definition 3 . .C(C) defines implicitly C over£ iff-- 'Vp +---* 'V'p for each \7 E C, 
where A(C') is a duplicate of A(C) with a new connective symbol \71 replacing 
each \7 E C. 

Theorems 1 and 4 in [8] yield: 

Theorem 1. If£ is algebraizable by a variety of algebras V, and .C(C) = £ U 
A( C) defines implicitly a family of connectives C over£, then A*(C) defines an 
implicit family of compatible operations of V (that we denote C also) and £(C) 
is algebraizable by V(C), by means of the same formulas +---* and 1 as£. 

This theorem fails in various ways if the extension does not define implicitly C. 
It may happen that .C(C) is not algebraizable at all, or that it is algebraizable 
by algebras not having reducts in V, or that it is algebraizable for algebras with 
reducts in V but the interpretation of the connectives in C is not compatible. 
See [8] for examples. 

3 Implicit Connectives of Lukasiewicz Logic 

Infinitely valued Lukasiewicz calculus L has the primitive connectives---+, -., and 
the following axioms plus the Modus Ponens rule: 
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p---+ (q---+ p) 
(p---+ q) ---+ ( ( q ---+ r) ---+ (p---+ r)) 
( (p ---+ q) ---+ q) ---+ ( ( q ---+ p) ---+ p) 
( •P ---+ •q) ---+ ( q ---+ p). 

Its expressive power is better revealed by the use of the following explicitly 
defined connectives: 

p y q := (p---+ q) ---+ q 

p A. q := •( •P y •q) 
p +--+ q := (p---+ q) A. (q---+ p) 
1 := p---+ p 
0 := •(P---+ p) 
p EB q := •P ---+ q 
p 8 q := •(P---+ •q). 

For each integer n ?: 2, the abbreviations: 

np := p EB ... EB p and pn := p 8 ... 8 p, 
~ ~ 

n n 

are unambiguous up to equivalence due to associativity and commutativity of EB 
and 8. The set { EB, •} serves as a complete set of connectives because f--L (p---+ 
q) +--+ (•P EB q). We will assume familiarity with this calculus. For a full account 
we refer the reader to [10]. 

Utilizing {EB,-.,0} as primitive connectives (0 superfluous but convenient), 
Lukasiewicz logic is algebraizable with respect to the defined connectives +--+ and 
1 by the variety of MV-algebras, MV, variety generated as a quasivariety by the 
Lukasiewicz algebra 

[0, 1]Mv = ([0, 1], EB, •, 0), x EB y = min{ x + y, 1 }, •X = 1- X. 

Any MV-algebra has a natural lattice order defined by x ::::; y iff (x ---+ y) = 1, 
where Y, A. become the join and meet, and 0, 1 become minimum and maximum, 
respectively. Chang's representation theorem [11] says that the subdirectly irre­
ducible algebras of this variety are MV-chains (linearly ordered 
MV-algebras) and thus any MV-algebra is a subdirect product of MV-chains. 
Moreover, [0, 1]Mv generates MV as a quasivariety and thus we have Chang's 
completeness theorem: 1 

It is well known that Lis not strongly complete with respect to [0, 1]Mvi that 
is, the above does not hold for infinite theories. However, L is strongly complete 
for valuation in all MV-chains, by (sc) in the previous section. In fact, it is 
enough to take the divisible MV-chains because any MV-chain is embeddable in 
a divisible one. 

1 Chang's theorem is usually stated with an empty set of premises but it is equivalent 
to the given version because L has a form of the Deduction Theorem. 
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Strong completeness with respect to a family of totally ordered algebras has 
been proposed as a test for being a 'fuzzy logic' in [13]. Our first observation 
is that any extension of Lukasiewicz logic by implicit connectives qualifies as a 
fuzzy logic in this sense. 

Theorem 2. Any extension L(C) of L by implicit connectives is strongly com­
plete with respect to the class of MV(C)-chains. 

Proof. By Theorem 1, L(C) is algebraizable by the varietyMV(C) where Cis an 
implicit family of compatible operations of MV. Thus, by (sc), L(C) is strongly 
complete with respect to valuations in the subdirectly irreducible algebras of 
MV(C), which by Lemma 2-2 have subdirectly irreducible reducts in MV and 
thus are chains. D 

However, we will see later (Theorem 3) that L(C) does not need to be complete, 
even the less strongly complete, with respect to values in the algebra [0, 1]Mv . 

3.1 Division Connectives, Rational Lukasiewicz Logic 

For n ?: 2, the axiom schemes: 

(A1) n8np-+ p 
(A2) p-+ n8nP 
(A3) (p-+ nq)-+ (8nP-+ q) 

define an implicit connective 8n of L. To see this, assume the same axioms for a 
different connective symbol >.: 

(A1.>-) n>.p-+ p, (A2.>-) p-+ n>.p, (A3.>-) (p-+ nq) -+ (>.p-+ q). 

Then A3 gives (p -+ n>.p) -+ (8nP -+ >.p) and Modus Ponens with A2.>- yields 
DnP-+ >.p. Similarly, A3.>- and A2 give >.p-+ DnP· In sum, f---L(c5n)UL(.>-) DnP +--+ >.p. 

This axiom system is equivalent to the one given in [15] with a different version 
for the third axiom. These connectives were introduced semantically in [3] and are 
explicitly definable from the propositional existential quantifier introduced in [1]. 

According to Theorem 1, L(8n) is algebraized by the variety MV(8n), where 
8n is a compatible operation defined implicitly by the inequalities 

n8n(x):::; x 
x:::; n8n(x) 
(x-+ ny):::; (8n(x)-+ y). 

The reader may verify, after some computation, that these reduce to the single 
identity: 

(n -1)8n(x) = x 8 -.8n(x). 

This operation exists exactly in the n-divisible MY-algebras introduced in 
[17]. In particular, 8n(x) = ~x in [0, 1]Mv, and it does not exist in any finite 
non trivial algebra. 
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The calculus RL = L(8n)n>2, obtained by adding the axioms of 8n to L for all 
n ~ 2, is called Rational Lukasiewicz logic in [15], and the corresponding variety 
MV(8n)n> 2, consisting of divisible MV-algebras enriched with all the operations 
8n, is called the variety of DMV-algebras, 'DMV for short. 

It follows immediately from Lemma 2-2 that each DMV-algebra is a subdirect 
product of DMV-chains. Moreover, Theorem 2, together with the first order 
completeness of the theory of non trivial divisible MV-chains (see [17]), yields a 
quick proof of completeness of RL with respect to values in [0, 1]: 

Proposition 1. (Th 4.3, [15]) RL = L(8n)n>2 is complete with respect to val­
uations in ([0, 1]Mv,8n)n>2· 

Proof By Theorem 2, RL is algebraically complete with respect to all DMV-chains. 
But any no trivial divisible MV-chain is elementarily equivalent to [0, 1]Mv by first 
order completeness. By first order definability of the 8n, this means that all non 
trivial DMV-chains are elementarily equivalent to ([0, 1]Mv, 8n)n>2· Hence, any 
quasi-identity holds in all DMV chains if and only if it holds in this algebra. D 

3.2 Approximate Division Connectives 

We exhibit now a family of implicit connectives whose calculus is sound but not 
complete for values in [0, 1]MV· It is clear from the proof of uniqueness of 8n in 
the previous example that the pair of axioms 

(B1) p----+ n8~p 
(B2) (p----+ nq)----+ (8~p----+ q) 

already define an implicit connective of L. Regarding its algebraic interpretation 
we have: 

Proposition 2. 8~ exist in a MV-chain M if and only if min{y E M : ny ~ x} 
exists for all x EM, in which case 8~(x) is that minimum. 

Proof The identities defining the variety MV(8~) become: 

(E1) x:::; n8~x, (E2) --,x ffi ny:::; --,8~x ffi y. 

Assume they hold in a chain M and x :::; ny there. Then --,x ffi ny = 1 and 
thus --,8~x ffi y = 1 by E2, which means 8~x :::; y. Together with E1, this shows 
8~x = min{y : ny ~ x}. Reciprocally, assume the function f(x) = min{y : 
ny ~ x} exists in a chain. Then f satisfies (E1) by definition. For the second 
equation, consider first f(x) :::; y, then --,f(x) ffi y = 1 and thus E2 holds 
trivially. Consider now y < f(x), then ny < x by definition of f and thus 
u = x 8 --,ny > 0. Moreover, x = ny ffi u :::; ny ffi nu = n(y ffi u), which implies 
yffiu ~ f(x). Suppose E2 is false, then --,xffiny > --,f(x)ffiy and taking negations 
u = x8--,ny < f(x)8--,y. Adding y to both sides gives: yffiu < yffi(f(x)8--,y) = 

f ( x), a contradiction. D 

Therefore, 8~ exists in [0, 1]Mv where it coincides with 8n(x) = ~x, and it exists 
also in the finite Lukasiewicz chains 

Lk = ( {0, k~l, .. , 1 }, ffi, --,), k ~ 2, 
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as well as in all finite MV-algebras by Lemma 1 (3), because these are products 
of Lk's. However, the reader may check that 8~ does not exist in any of the 
Komori algebras Km, [16]. Observe that if 8n exists in a MV-algebra M then 
8~ also exists in M and coincides there with 8n, because 81); satisfies the defining 
identities of 8~. With this observation it is easy to show: 

Theorem 3. L(8~) is sound but not complete for values in ([0, 1]Mv, 8~). 

Proof. Soundness is clear because 8~ exists in [0, 1]Mv. Now, J.L L(o;;) (n-1)8~1 +--+ 

-.8~1 because the equation (n- 1)x = -.x does not have solutions in Ln. But 
([0,1]Mv,8~) can not refute this because 8~ coincides in [0,1]Mv with 8n and 
8n1 = ~ satisfies the given equation. D 

We do not know if L(8~) is complete with respect to a single chain. 

4 Lattice-Ordered Abelian Groups and MY-Algebras 

Abelian lattice ordered groups, £-groups for short, are abelian groups with a 
lattice order compatible with the group operations. They may be presented as 
a variety cg in the vocabulary { +, -, 0, y' )._} where - represents difference 
and Y, .A. represent the join and meet of the lattice order, respectively. The 
homomorphism must preserve not only the group structure and the order but 
also Y and .A.. We refer the reader to [5] for full details, but emphasize here the 
following facts: 

Fact 1. £-groups are closed under lexicographic products. We will utilize the 
notation G Q9 H to denote lexicographic product (left priority). 

Fact 2. Linearly ordered abelian groups may be expanded naturally to £-groups. 
All subdirectly irreducible £-groups are linearly ordered. 

Fact 3. Any £-group may be embedded in a divisible abelian £-group, the usual 
divisible hull of the group with a naturally extended order. 

We will need also the following model theoretic fact. Recall that a first order 
theory has elimination of quantifiers if for any formula B(x) of the language of 
the theory there is a quantifier free formula 'lj;(x) which is equivalent to B(x) in 
all models of the theory (see [12]). 

Fact 4. The theory of non trivial linearly ordered divisible groups (or £-groups) is 
complete and has elimination of quantifiers with respect to the language { +, -, 0, 
<} ([22], [10], Cor. 3.1.17 [18]), also with respect to the language { +, -, 0, Y, .A.} 

because in the context of total order x < y is equivalent to the formula x .A. y -/=- y. 

Consider now the relation between £-groups and MV-algebras. 

Definition 4. A unital £-group will be a pair (G, u) where G is an £-group and 
u ?: 0. If for any x E G there is n such that nu ?: x, then u is a strong unit. 

We will need the following refinement of Fact 4. 
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Lemma 3. The theory of linearly ordered divisible unital £-groups (G, u) with 
u > 0 is complete. 

Proof This theory trivially inherits elimination of quantifiers from the theory of 
linearly ordered divisible £-groups (Fact 4). Therefore, it is model complete (that 
is, any embedding between its models is elementary, see [12]). To obtain complete­
ness it is enough to notice that (Q, +, -, 0, <, 1) is a prime model of the theory (it 
is embeddable in all other models). Indeed, if u > 0, the unique group homomor­
phism (Z,l) ---+ (G, u) sending 1 to u is injective and preserves the order, and it 
may be extended canonically to Q maintaining the same characteristics. D 

Notice that the previous result does not hold if we add two distinguished con­
stants 0 < u 1 < u2 to £-groups since (Q, 1, 2) -=/= (Q, 1, 3). 

Unital £-groups form a variety CQ* whose morphisms are the £-group homo­
morphism preserving the constant u. The functor r : CQ* ---+ MV associates 
to each unital £-group an MY-algebra by generalizing the definition of the 
Lukasiewicz algebra [0, l]Mv : 

r(G, u) = ([0, u], EB, --., 0), 
r(h) = h 1 [0, u]. 

x EB y := (x + y) .Au, --.x := u- x 

Mundici [21] has shown that his functor has a left adjoint 

such that r o E = IMv and E establishes an equivalence of categories between 
MV and the subcategory of CQ* where u is a strong unit. In particular, any 
MY-algebra is of the form M = F(EM). The following may be easily verified 
by construction or in general categorical grounds: 

Lemma 4. r and E preserve divisibility, linear order, and injectivity of homo­
morphisms. Hence, for any MV-algebras M, N: 
1. M is divisible iff EM is divisible. 
2. M is a chain iff EM is linearly ordered. 
3. h : M---+ N is an injective homomorphism iff Eh: M---+ N is injective. 

Clearly, F(G, u) is first order definable in (G, u). This definability is best ex­
pressed by the following translation (cf. [10]). To any first order formula e(x) 
in the language {ffi,--.,0} of MY-algebras associate e*(x,u), in the language 
{ +, -, 0, Y, .A} of £-groups, by the following substitution of atomic terms 

0 f-------7 0, x EB y f-------7 (x + y) .Au, •X f-------7 U- X, 

and restriction of quantifiers to the interval [0, u]. Then, for any unital £-group 
(G, u) and any list of parameters a in [0, u], 

r(G,u) F e[a] iff (G,u) F e*[a,u]. 

In particular, for any MY-algebra M and choice of parameters a in M, 

M F e[a] iff EMF e*[a, 1M]· (t) 
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The first order theory of non trivial divisible MV-chains was already men­
tioned to be complete, [17]. This is an immediate consequence of Lemma 3 and 
the translation (t), and it implies automatically the completeness of the theory 
of DMV-chains by definability of the 8n. In fact, these theories inherit also full 
elimination of quantifiers from divisible linearly ordered £-groups. Since this is 
not immediate because elimination of quantifiers is sensible to the vocabulary 
utilized, and we have not seen it mentioned in the literature, we provide a proof 
utilizing the following criterion: 

Lemma 5. (Corollary 3.1.6, [18]) T has elimination of quantifiers if and only 
if for any pair of models B, C ofT having a common substructure A, not nec­
essarily a model ofT, and for any formula B(x, y) and choosing a of a list of 
parameters in A, it holds that B f= ::JyB[a, y] implies C f= ::JyB[a, y]. 

Theorem 4. The theory of non trivial divisible MV-chains (DMV-chains) has 
elimination of quantifiers in the language { EB, --,, 0}. 

Proof. Let M, N be non trivial divisible MV-chains and A a common MV­
subalgebra. By Lemma 4, we have injections L'A :::; L'M and L'A :::; L'N between 
totally ordered unital £-groups with L'M and L'N non trivial and divisible. Now 
let B(x, y) be any formula of type { EB, --,, 0} and a E Ar, m E M be such that 
M f= B[a,m]. Then L'M f= (0:::; m:::; 1M) A B*[a,m, 1M] by (t). Since a and 
1M = 1N = 1A belong to L'A, by Fact 4 and the above criterion (Lemma 5), 
there is n EN such that L'N f= (0:::; n:::; 1M) A B*[a, n, 1M]· Thus N f= rp[a, n] 
by (t) again. Once more by Lemma 5, we conclude that the theory of divisi­
ble MV-chains has elimination of quantifiers. The claim about DMV-chains is 
immediate from the first order definability of the 8n. D 

5 Implicit Operations of MY-Algebras and Maximality of 
RL 

The next result holds for each member of any implicit family of compatible 
operations. For the sake of simplicity, we consider a single operation only. 

Theorem 5. Any compatible operation implicitly defined by identities in DMV­
algebras is given by a term of type { EB, --,, 8n}n>2· Moreover, it exists in all the 
DMV-algebras or in the trivial algebra only. 

Proof. If such an operation \7 exists in the trivial algebra only, 0 is the desired 
term. Assume it exists in a non trivial DMV-algebra M. Then, by compatibility 
of \7 (Theorem 1), this operation exists in any non trivial subdirectly irreducible 
factor of M (Lemma 2-1), which must be a non trivial DMV-chain by Lemma 2-
2. By completeness of the theory of these chains and the first order definability 
of Red\! (Lemma 1-2), \7 exists in all non trivial DMV-chains, in particular 
in the chain ([0,1]Mv,8n)n· Let B(y,x) be the explicit first order definition of 
\7 given by Lemma 1-1, which we may assume to be given in the language 
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of MV-algebras since the 15n are first order definable, and let (}*(y,x,u) be its 
translation to the language of unital £-groups where u is the unit constant. By 

(t), (}*(y, x, 1) defines \7 10 ' 11 : [0, 1]n ---+ [0, 1] as a partial function in the unital 
£-group (JR, 1). Since the join and meet Y, ;_ are interdefinable with the order 
<,we may put (}*(y, x,1) in the language { +, -, 0, <, 1 }, then in quantifier free 
form using Fact 4, and finally in full disjunctive normal form V (}a(Y, x,1). Each 

a 
(}a is a conjunction of atomic formulas t = 0, t < 0 or their negations, where 
the term t has the form k0 y + ... + knXn + kn+d, ki E Z. Negations may be 
eliminated because in linearly ordered groups: t i=- 0 {o} (t < 0 V -t < 0) and 
t f. 0 {o} (t = 0 V -t < 0). Separating the atomic formulas where y appears with 
non zero coefficient, and solving for y, (}a(Y, x,1) becomes equivalent in (JR, 1) to: 

1\ y = ti(x,1) 1\ 1\ y < Sj(x, 1) 1\1\ uk(x,1) = 01\1\ vr(x,1) < 0, 
j k r 

where some of the conjunctions may be empty and the terms ti, Sj, Uk, Vr have 
now rational coefficients. 

If the first large conjunction 1\ is empty and there are values b E [0, 1], 
i 

a E [0, 1]n, satisfying (}a (b, a, 1), then by density of < in [0, 1] there are infinitely 
many values y E [0, 1] satisfying (}a(y,a,1). This contradicts the functionality of 
(}* (y, x, 1). Therefore, the first large conjunction is non-empty (or (}a is unsatisfi­
able and thus superfluous in the disjunctive normal form). Fixing one equation 
in the first conjunction, say y = t 0 (x, 1), and substituting the other occurrences 
of y by to throughout the formula, (}a becomes 

y = to 1\ 1\ to = ti 1\ 1\ to < Sj 1\ 1\ Uk = 0 1\ 1\ Vr < 0 
j k r 

which may be rearranged to ~a(y,x,1): 

y = to 1\ 1\ Uk = 0 1\ 1\ Vr < 0. 
k r 

Thus (}*(y, x,1) is equivalent in (JR, 1) to a disjunction V (}~(y, x,1) which de-

scribes a definition by cases of V[o, 1] : 

to(x,1) if I\ Uok(x,1) = 01\ I\ Vor(x,1) < 0 
k r 

[0, 1] 
\7 X= (d) 

tm(x,1) if I\ Umk(x, 1) = 01\ I\ Vmr(x,1) < 0 
k r 

where ti, Uik, Vir are linear terms with rational coefficients, and the regions Ri 
defined by the conditions in the right hand side determine a partition of [0, 1]n. 
This could have been obtained also utilizing the fact that the theory of linearly 
ordered Q-vector spaces is a-minimal (that is, any definable subset of the universe 
is a finite union of order intervals), see Corollary 7.6, Chap. 1, in [23]. 

Our aim now is to show that V[o, 1] is continuous. By the initial observations, 
\7 exists in the DMV-chain M = (F(JR Q9 JR, (1, 1)), 15n)n>z, and it is defined 
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as a partial function \JM : [(0, 0), (1, 1)]n ----> [(0, 0), (1, 1)] in the unital £-group 
(JR ®lR, (1, 1)) by the formula (}*(y, x, u). Since the latter group is elementarily 
equivalent to (JR, 1) by Lemma 3 then it satisfies the sentence 

VyVx E [0, u]n+1((}*(y, x,u) +--+ V (}~(y, x,u)), 
a 

which says precisely that definition (d) by cases holds for \JMx in (lR®lR, (1, 1)) 
with the unital constant (1,1) in the place of 1 (notice that being these groups 
torsion free and divisible, the rational coefficients in the (}~ are first order 
definable). 

Moreover, the first projection n 1 : (lR®lR, (1, 1))----> (JR, 1) is an onto homomor­
phism of unital £-groups whose restriction to M gives an onto homomorphism 
1r1 : M ----> ([0, 1]Mv, 8n)n of MY-algebras, and a fortiori of DMV-algebras by 
compatibility of the 8n. 

We are ready to show that 'V[o, 1] is continuous. Suppose that is not the case; 
then there is a convergent sequence am----> a in [0, 1]n such that 'V[0, 1l(an) does 
not converge to \7[0•1] (a). We may assume that {an} <:;;; Ri for some i because 
there are finitely many regions. Then \7[0 •1l(an) = ti(%, 1)----> ti(a, 1) by conti­
nuity of ti and thus 

(e) 

Similarly, Uik(a,1) = limn Uik(am,1) = 0 and Vir(a,1) = limn Vir(am,1) :::; 0 by 
continuity of Uik and Vir. Take a point b E Ri and consider the point a * b = 
((a1, b1), ... ,(an, bn)) E Mn where a= (a1, .. , an), b = (b1, .. , bn)· Then 

Uik(a * b, (1, 1)) = (uik(a, 1), Uik(b, 1)) = (0, 0) 
Vir(a * b, (1, 1)) = (vir(a, 1), Vir(b, 1)) :=:::zex (0, Vir(b, 1)) <zex (0, 0) 

for all k, r. That is, a* b belongs to the region Ri in lR ®lR and thus by (d) 

\JM (a* b)= ti(a * b, (1, 1)) = (ti(a, 1), ti(b, 1)). 

On the other hand, since \7 is a compatible implicit operation of DMV-algebras 
and 1r1: M----> ([0, 1]Mv,t5n)n is an onto homomorphism then 

ti(a, 1) = 1r1 'VM (a* b)= 'V[o,1](n1(a1, b1), ... ,1r1(an, bn))) = 'V[0'1l(a) 

by Lemma 2-1, contradicting (e). We conclude, that \7 10 ' 11 is continuous. 
By the analogue of McNaughton theorem for DMV algebras (Lemma 9 in 

[3]), \7 10 ' 11 must be given by a term rp of type { EB, ---,, 8n}n>2· Then the identi­
ties in £(\7) are satisfied by rp in all the algebras of the variety generated by 
([0,1]Mv,t5n)nEw, that is, in all the DMV-algebras. This means, by uniqueness, 
that \7 exists and is given by rp in all these algebras. D 

We may conclude that RL does not admit proper implicit connectives: 

Theorem 6. Any implicit connective of Rational Lukasiewicz logic is explicit. 
More precisely, if RL(C) is an extension of RL by implicit connectives then for 
each \7 E C there is rp E RL such that f---RL(C) 'V(p) +--+ rp(p). 
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Proof Due to Theorem 1, for any implicit family C of connectives of L, the logic 
RL(C) is algebraized by 'DMV(C), where C is an implicit family of compatible 
operation of DMV-algebras. By Theorem 5, for each \7 E C there is a term r.p 
of DMV algebras such that FDMV(C) V'(x) = r.p(x), and by algebraizability this 
implies f--RL(C) V'(p) +--+ r.p(p), where r.p E RL. D 

An inspection of the proof of Theorem 5 shows that it actually proves: 

Theorem 7. Any member of a family of compatible operations defined implicitly 
by identities in MV-algebras is given by a term of type { E9, -., 8n}n>2 in all DMV­
algebras where the family exists {if any). 

This result will allow us to show that RL is the largest extension of L by implicit 
connectives having a sound and complete semantics with values in [0, 1], module 
hi-interpretations leaving L fixed. 

Definition 5. Call a function T : L(C) ---+ L('D) between extensions of L by 
implicit connectives a faithful translation over L if there are formulas r.p\1 EL('D), 
\7 E C, such that for any a, ai E L(C), 

1. T(a) = a(\7 jr.p\1 )\lEC 
2. {ai}i::;n f--L(C) a iff {T(ai)}i::;n f--L(D) T(a). 

This amounts to say that L(C) is hi-interpretable with a full fragment of L('D) 
by a translation that fixes L. 

Theorem 8. An extension L(C) of L by implicit connectives is sound and com­
plete with respect to valuations in ([0, 1]Mv, J\1 )\lEC for some interpretation of 
the connectives inC if and only if there is a faithful translation T: L(C) ---+ RL. 

Proof For simplicity, we consider a single connective. Assume the hypothesis for 
L (\7). By soundness, J\1 satisfies the identities corresponding to the axioms defin-

ing implicitly \7, and thus \7 10 ' 11 = f\1 exists in [0, 1]MV· By Theorem 7, there is 
a DMV-term r.p such that J\1 = r.p in [0, 1]Mvo = ([0, 1]Mv, 8n)n· Hence, we have 
the following chain of equivalences: { aih:Sn f--L(\1) a iff { ai = 1 h::;n F([O,l]Mv,Jv) 

a = 1 (completeness of L(\7)), iff {ai(\7 fr.p) = 1}i::;n F[D,l]Mvo a(\7 fr.p) = 1 
(previous observation), iff {ai(\7 jr.p)}i<n f--RL a(\7 jr.p) (completeness of RL). 
Therefore, T(a) := a(\7 jr.p) is the required translation. 

Reciprocally, if there is a faithful translation T :L(\7) ---+ RL as described, then 
{aih:Sn f--L(\1) a iff {ai(\7 jr.p)}i::;n f--RL a(\7 jr.p) (hypothesis), iff {ai(\7 jr.p) = 

1}i::;n F[D,l]Mvo a(\7 fr.p) 1 (completeness of RL), iff {ai(\7) 
1 h::::n F([o,l]Mv,<plo,lJ) a(\7) = 1. Thus, L(\7) is complete with respect to 
([0, 1]Mv, r.p[D,ll). D 

By Theorem 3, the previous result implies that the logic L(8~) of approximate 
division introduced in Section 3 can not be faithfully embedded in RL, even less 
in L(8n), for n 2: 2. Therefore, RL is not the maximum extension ofL by implicit 
connectives. 

Observe that L(8n) cannot be embedded in L(8~), even as a weak fragment. 
Otherwise, the image "'( of 8n1 by a possible translation would satisfy f--L(o;',) 
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(n -1)'1' +---* '"f, which is impossible because the corresponding equation, (n -1) 
x = --,x has no solution in Ln. Therefore, L(t5~) and L(t5n) are incomparable 
extensions of L with respect to faithful translations. 

6 Implicit Connectives of n-Valued LUkasiewicz Logic 

For n ~ 2, Lukasiewicz n-valued calculus Ln (cf. [10]) is algebraized by the 
variety MVn of n-valued MY-algebras, generated in turn (as a quasivariety) by 
the Lukasiewicz chain Ln. By Jonsson's lemma (Th. 6.8, [7]), the subdirectly 
irreducible algebras of MVn are the subalgebras of Ln because this variety is 
congruence distributive and these algebras are simple. Moreover, they are the 
only chains of the variety. 

For n ~ 3, the axiom 
(n- 2)c +---* --,c 

defines an implicit constant connective of Ln. In fact, it defines an implicit con­
nective already in L because the quasi-identity 

Vx\:/y(mx = --,x 1\ my= 'Y ====? x = y) 

holds in [0, 1] MV, and by completeness me +---* --,c, me' +---* --,c' f---L c +---* c'. Accord­
ing to Theorem 6, cis reducible to 8n-1(1) in RL. 

Returning to Ln, c is realized algebraically in Ln as the element n~l, but 

it does not exists in any proper subalgebra of Ln. Thus (Ln, n~l) is the only 
subdirectly irreducible algebra of the corresponding variety MVn(c) by Lemma 
2-2, and therefore Ln(c) is sound and strongly complete with respect to values 
in this algebra by Theorem 1. 

Theorem 9. Any implicit connective of Ln(c) is explicit. 

Proof. For any implicit extension Ln(c, V'), the only subdirectly irreducible al­
gebra of MVn(c, V') is (Ln, n~l' \i'Ln) by Lemma 2-2 and the previous obser­

vations, and thus this algebra generates the variety. But (Ln, n~l) is a primal 
algebra because it is term equivalent to the basic Post algebra of order n. Then 
\7 is a term r.p of MVn(c) in (Ln, n~ 1 ). The identity \7 = r.p is inherited by the 
variety MVn(c, \7), and thus f---Ln(c,\7) \7 +---* r.p by algebraizability. D 

It is possible to show, as in Theorem 8, that Ln(c) is the largest extension of Ln 
by implicit connectives which is complete with respect to values in the algebra 
Ln. However, there are such extension that are not complete with respect to Ln, 
or any single given chain. For example, the axioms 

nc* 
np ---+ ( c* ---+ p) 

define an implicit connective of Ln which is realized in each subalgebra of Ln as 
the minimum positive element of that subalgebra. Thus Ln ( c*) is complete with 
respect to the family of chains (Lk, k~ 1 ), (k -1)l(n -1). But it is not complete 
with respect to any particular one of them. We illustrate the case when n = 5. 
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Proposition 3. L5(c*) is a conservative extension of L5 not complete with re­
spect to any single chain. 

Proof The only chains of MV5(c*) are (£5, t) and (£3, ~). The logic is not 
complete with respect to the first chain because¥ £5 Cc:J 3c* +--+ •c*, which may 
be falsified only in ( £ 3 , ~), nor is it complete with respect to the second one 
because¥£5 (c4) 2c*, which may be falsified only in (£5, t)· D 

7 Implicit Operations of .f-Groups and Implicit 
Connectives of Abelian Logic 

For each n ?: 2, the single identity 

nDn(x) = x 

defines an implicit operation Dn(x) = ~x in £-groups because these groups are 
torsion free. This operation may be seen to be compatible because the congru­
ences of £-groups are determined by their convex subgroups and ~x belongs 
to the interval determined by 0 and x. The variety CQ(Dn)n>2 consists of all 
divisible £-groups endowed with these operations. This is essentially the variety 
of Q-vector lattices (lattice ordered Q-vector spaces satisfying r(x Vy) = rx Vry 
for any positive r E Q). Clearly, there is an analogue of Mundici's functor which 
sends CQ(Dn)n>2 onto the variety of DMV-algebras. 

The proof of Theorem 5 may be readily adapted to show the following result, 
which we state for a single operation but holds equally for families. 

Theorem 10. Any compatible operation \7 defined implicitly by identities over 
the variety CQ(Dn)n>2 is given by a term of the variety. 

Proof If \7 exists in a non trivial G E CQ(Dn)n>z, then by compatibility it 
exists in each one of the non trivial subdirectly irreducible factors of a subdirect 
decomposition of G. From Lemma 2-2 and Fact 2 in Section 4, these are divisible 
linearly ordered £-groups. By completeness of the theory of these groups (Fact 4) 
and first order definability of \7, this operation exists in all non trivial linearly 
ordered groups of CQ(Dn)n>z, in particular in (~,Dn)n· Arguing as in the proof 
of Theorem 5, the first order definition e(y, x) of \7 takes the form in~: 

{ 

h(x) if A Ulk(x) = 0 A A Vlr(x) < 0 
k r 

'V!Rx = : 

tm(x) if A Umk(x) = 0 A A Vmr(x) < 0 
k r 

(q) 

where ti, Ulk, and Vlr are linear expressions with rational coefficients, and the 
left right conditions determine a partition of ~ into disjoint non empty regions 
Ri. 

To prove that 'VIR is continuous, notice first that \7 exists and must obey ( q) 
in the group(~ 0 ~' Dn)n because this fact is expressible by first order sentences 
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and (JR ®lR, Dn)n = (JR, Dn)n· Moreover, the first projection 1r1 : lR ®lR----> lR 
is an epimorphism of £-groups which may be seen to preserve the Dn. Thus 
1r1 : (JR ®lR, Dn)n ----> (JR, Dn)n is an epimorphism and it must preserve \7 by the 
compatibility hypothesis; that is, 

(r) 

As in the proof of Theorem 5, were 'VJR not continuous we could find a region 
Ri and points a ¢'. Ri, b E Ri in JRn such that 'VJR(a) -1- ti(a) and a* b 
((a1, b1), ... ,(an, bn)) would belong to the region Ri in (JR ®lRt. Hence, 

'VJR®JR(a *b)= ti(a *b)= (ti(a), ti(b)) 

and thus 'VJR(a) = n 1 'VJR®JR(a *b)= ti(a), by (r), a contradiction. 
We have then a piecewise linear function with rational coefficients. Let m be 

the common denominator of the coefficients of the ti(x), Ulk(x), Vlr(x). Then 
m'VJR(x) is a piecewise linear continuous function with integer coefficients in lR 
and thus it must be given by an £-group term (folklore, see final remark in [4]), 
say m'VJR(x) = u(x). Hence, 'VJR(x) = ~u(x) = Dmu(x), a term of £9(Dn)n?2· 
By first order completeness, \7 is given by Dmu(x) in all subdirectly irreducible 
algebras of £9(Dn)n>2· Therefore, the set of identities £(\7 / Dmu(x)) holds in all 
the algebras of the variety £9(\7, Dn)n>2 and, by uniqueness, 'V(x) = Dmu(x) 
in £9(\7, Dn)n>2· D 

A Logic of equilibrium, Bal, is described in [14] which is algebraizable by the 
variety of £-groups (being thus a version of so called Abelian logic, [19]). It has 
the axiom schemes: 

(p ----> q) ----> ( (r ----> q) ----> (r ----> p)) 
(p----> (q----> r))----> (q----> (p----> r) 
( (p ----> q) ----> q) ----> p 
((p----> q)+----> (q----> p)+)----> (p----> q) 
p++----> p+ 

and inference rules 

p----> q,p f--- q, p,q f--- p----> q, pf--- p+, 

The defined connectives 

0 := p----> p, -p := q ----> 0, p + q := -p----> q, p y q := (p----> q)+ + q 

form a complete set since p ----> q --1f--- -p + q and p+ --1f--- p Y 0, and they allow the 
interpretation of Balin £-groups so that we get algebraic completeness: 

In fact, algebraic completeness holds with respect to values in Z (or Q, or JR), 
because these groups generate £9 as a quasi-variety, [5]. The 'equivalence' and 
constant formula mediating algebraicity are just p----> q (equivalently, -q + p), 
and thus this connective must satisfy symmetry and transitivity, and 1 := 0. 
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Since p + ... + p = 0 F£9 p = 0, because all £-groups are torsion free, we have 
by algebraic completeness: ncp f--saz cp for any n ~ 2. Also, -np + nq = 0 F£9 

n( -p + q) = 0, which implies ncp----> n'lj; f--saz n(cp----> '1/J). 
It follows easily from the previous observations that the single axiom 

p----> nDnP 

defines implicitly the connective Dn over Bal. Indeed: 

p----> nDnp, p----> n>..p f-- nDnP----> n>..p f-- n(DnP----> >..p) f-- DnP----> >..p. 

By Theorem 1, the logic RBal = Bal(Dn)n>2, that we could call Rational 
logic of equilibrium, is algebraized by the variety £Q(Dn)n>2 introduced above. 
Together with Theorem 10, this implies: 

Corollary 1. Every implicit connective of RBal is explicit. 

Note that RBal is complete with respect to values in lR (or Q). One may show, 
as in Theorem 8, that it is the largest extension of Bal by implicit connectives 
with this property: 

Theorem 11. An extension of Bal by implicit connectives is sound and com­
plete with respect to valuations in (JR, f'll )'17 for some interpretation f'll of the 
new connectives if and only if it has a faithful translation into RBal. 

8 Final Remarks 

We have not considered in this paper extensions of Lukasiewicz logic by connec­
tives implicitly defined by axiom schemes and new inference rules. In this case, 
the extension is still algebraizable by a (perhaps proper) quasi variety of enriched 
MV-algebras (Th. 1 in [8]), but the algebraic interpretation of the connectives 
is not necessarily compatible. For example, the following system: 

(Jp y ---,(Jp 
p----> (Jp 
q y ---,q, (p----> q) f-- ((Jp----> q) 

defines implicitly a connective (3 over L . It may be shown that the extension 
L((J) is algebraizable by the MV-algebras which support the operation 

(J(x) :=smallest boolean y greater or equal than x. 

Thus, (3 exists in all MV-chains, particularly in [0, 1], where it takes the form of 
the Baaz delta operator, [2]: 

{ 0 ifx=O 
(J(x) = 1 ifx > 0. 

Clearly, this operation is not compatible in the non-simple MV-chains, and thus, 
by Theorem 1, (3 can not be defined implicitly by means of axioms only. 

This fact marks a sharp difference with classical propositional calculus, be­
cause it may be shown that the latter does not admit new connectives defined 
implicitly by axiom schemes and inference rules. 
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Abstract. An outline of the history of the algebras corresponding to 
Lukasiewicz many-valued logic from the pioneering work by G. Moisil in 
1940 until D. Mundici's work in 1986. 

1 Lukasiewicz and Post Many-Valued Logics 

The three-valued system of propositional calculus was constructed by Jan 
Lukasiewicz in the year 1920 and described in a lecture given at the Polish 
Philosophical Society in Lw6w. A short paper in Polish, based on his lecture, 
was published the same year [40]. 

The n-valued systems, discovered by Lukasiewicz in 1922, were briefly de­
scribed in a textbook on Mathematical Logic published in 1929 [41]. A joint pa­
per with Alfred Tarski, published in German in 1930 [44], contains, among other 
things, an account of results obtained by several Polish logicians on n-valued 
systems of propositional calculi, where n is either an integer ~ 2 or n = ~0 . In 
[42], published in the same year and also in German, Lukasiewicz explains the 
philosophical ideas about determinism and modalities that leaded him to the 
construction of the n-valued calculi. 

An idea of Lukasiewicz's philosophical motivation for the introduction of 
many-valued logic can be grasped from the following paragraphs of his Farewell 
Lecture as Rector of Warsaw University, on March 7, 1918 [10]: 

I have declared a spiritual war upon all coercion that restricts man's 
creative activity. There are two kinds of coercion. One of them is physical 
[ ... ]. 
The other kind of coercion is logical. We must accept self evident princi­
ples and the theorems resulting therefrom. This coercion is much stronger 
than the physical; there is no hope for liberation. No physical or in­
tellectual force can overcome the principles of logic and mathematics. 

* This paper is an expanded version of a talk delivered at the INTERNATIONAL CON­
FERENCE IN HONOUR OF DANIELE MUNDICI ON THE OCCASION OF HIS 60TH BIRTH­
DAY at Gargnano, Italy, on March 20, 2006. 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 69-83, 2007. 
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That coercion originated with the rise of Aristotelian logic and Euclid­
ean geometry. 
The concept was born of science as a system of principles and theorems 
connected by logical relationship. [ ... ] 
In the universe conceived in this way there is no place for a creative act 
resulting not from a law but from a spontaneous impulse [ ... ]. 
The creative mind revolts against this concept of science, the universe 
and life. A brave individual, conscious of his value, does not want to be 
just a link in the chain of cause, but wants himself affect the course of 
events. This was always been the background of the opposition between 
science and art. [ ... ] 
He has two paths to choose from: either to submerge himself in scepticism 
and abandon research, or to come to grips with the concept of science 
based on Aristotelian logic. I have chose that second path.[ ... ] 
In striving to transform the concept of science based on Aristotelian logic 
I had to forge weapons stronger than that logic. It was symbolic logic 
that became such a weapon for me. 

As the Referee pointed out, it is worthwhile to stress the fact that Lukasiewicz's 
idea of a third truth-value as a way to 'liberation' from 'the coercion originated 
with the rise of Aristotelian logic and Euclidean geometry' grew up in the discus­
sions on determinism which took place immediately before World War I among 
polish scholars (see [70,92]). 

In his 1920 thesis at Columbia University [69], Emil Leon Post1 developed 
systems of n-valued propositional calculi, for n an integer ~ 2, as natural gen­
eralizations of the truth-table approach to classical propositional calculus. 

In contrast with Lukasiewicz, Post had no philosophical motivations. 
The following paragraph is taken from the Introduction of the published paper: 

Whether these "non-Aristotelian" logics and the general development 
which includes them will have a direct application we do not know; but 
we believe that, inasmuch as the theory of elementary propositions is 
at the base of the complete system of Principia, this broadened outlook 
upon the theory will serve to prepare us for a similar analysis of that 
complete system, and so ultimately of mathematics. 

Other systems of many-valued logic were considered by different authors, even 
before the publication of [40] 2 . Only Post's work is explicitly mentioned because 
we will see that for each finite n ~ 2, Lukasiewicz and Post n-valued logics are 
strongly related from the algebraic point of view. 

1 Although Post was born in Poland, he arrived in the United States when he was 
seven years old, so had no influence of the Polish philosophical school. 

2 A system of three-valued logic, different from the one of Lukasiewicz was considered 
by Charles S. Peirce in 1912, see [24]. More than two truth values were used by Paul 
Bernays in his Habilitationsschrift at the University of Gottingen (1918), to give 
independence proof for postulates of classical propositional calculus. Parts of this 
work were published eight yeas latter [5] (see [94]). 
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2 Moisil's Lukasiewicz Algebras 

In 1940 Gregorie Moisil introduced in [49] three-valued and four-valued 
Lukasiewicz algebras. To my knowledge, this was the first attempt to give al­
gebras corresponding to Lukasiewicz many-valued logic. 

In 1942 Paul C. Rosenbloom [75] introduced Post algebras, the algebras of 
Post many-valued logics. 

Moisil's motivations and aims are clearly established in the following para-
graphs, extracted from the Introduction of [49]: 

La logique formelle, en tant que science symbolique independante, est en 
possession de deux methodes differentes. La premiere, appelee d'habitude 
methode axiomatique est celle qui a ete presque unanimement utilisee, 
celle qu'on trouve, par exemple, dans les traites de MM. Hilbert et Ack­
ermann, de MM. Hilbert et Bernays, dans Principia Mathematica. On 
considere la logique comme un ensemble de theses, en appelant these 
une expression qui est toujours vraie. Les theses sont deduites d'un cer­
tain nombre d'axiomes a l'aide de certains schemas deductifs (tels que le 
modus ponens ou la regle de substitution). Cette methode sera appelee 
calcul des theses. 
Une seconde methode est celle introduite par MM. Gentzen et Jaskowski 
[ ... ]. 
A chacune de ces methodes purement logiques (c'est-a-dire ne supposant 
pas les Mathematiques constituees) on peut faire correspondre une 
branche des Mathematiques [ ... ]. 
Au calcul des theses correspond ce qu'il convient d'appeler d'Algebre 
de la Logique, en donnant a ce terme la signification generale d'etude 
algebrique des systemes suggeres par le calcul des theses. Les systemes 
les plus interessantes sont ceux qui ont ete appeles structures (Oystein 
Ore), lattice (G. Birkhoff), Verbande (F. Klein) ou logiques. Ce sont des 
systemes a deux lois de composition. Parmi les structures on a etudie 
les structures modulaires, distributives, avec elements complementaires 
el les algebres de Boole. 
La relation entre le calcul des theses et l' Algebre de la Logique est etablie 
par la methode des matrices. Un premier probleme consiste a definir une 
matrice telle que le calcul des theses considere soit celui qui est remplie 
ou satisfait par cette matrice (Tarski [84]) . Le calcul des propositions 
classiques a ete definie a l'aide de la matrice £ 2 a deux elements ( "le vrai" 
et "le faux"), celui de M. Heyting pour une matrice infinie (Jaskowski 
[32]), les logiques de M. Lukasiewicz a l'aide des matrices qui sont des 
structures simplement ordonnees. 
Un second probleme qui se pose est celui caracteriser algebriquement 
toutes les matrices qui correspondent a un calcul des theses donne. Ce 
probleme est resolu pour le calcul des theses classique auquel correspond 
l'etude des algebres de Boole. 
MM. Birkhoff [6] et Stone [83] ont montre que toute algebre de Boole finie 
est le produit de structures £ 2 et que toute algebre de Boole infinie peut 
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etre representee comme une algebre de classes, c'est-a-dire comme une 
sous-structure de L!f, ou E est uncertain ensemble. C'est la un troisieme 
probleme fondamental, celui de la representation des differentes algebres 
suggeres par la logique. 
C'est a l'etude de ceux deus derniers problemes pour les logiques triva­
lentes et tetravalentes de M. Lukasiewicz qu'est dedie ce Memoire. 
Nous avons tout d'abord caracterise algebriquement ces logiques, en 
creant un calcul qui les rend tres maniables pour l'algorithmiste. 
En second lieu nous avons demontre que, dans le cas finie, ce calcul est 
adequat a ces logiques, toute algebre qui satisfait ses axiomes etant un 
produit cartesien de structures L2, L3 respectivement L2, L3, L4. 

Lukasiewicz built up his logic from the connectives ofimplication----+and negation-,, 
whose "truth-tables" are defined, for x, y E [0, 1] as 

---,x := 1- x, (2.1) 

x----+ y := min(1- x + y, 1). (2.2) 

When n is an integer ?: 2, the n-valued calculus is obtained by restricting the 
values of x, y to 

1 2 n- 2 
Ln := {0, --,-- · · · --, 1} <;;;; [0, 1], 

n-1 n-1 n-1 

and for n = N0 , x, yare allowed to take any rational value in [0, 1]. 
Notice that for x, y E [0, 1], 

max(x, y) = (x----+ y)----+ y, 

and 
min(x,y) = ---,max(---,x,---,y). 

Thus the order structure of [0, 1] can be recovered from ---, and ----+. 

The unary operator \7, defined by the truth-table 

if X> 0, 

if X= 0, 

can be interpreted as a modal operator of possibility. 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

Tarski, then a collaborator of Lukasiewicz, observed that \7 can be defined on 
L3 by 

'Vx = ---,x----+ x = min(x + x, 1). 

Moisil defined three-valued Lukasiewicz algebras as systems 

(A, v, /\, ,, \7, o, 1) 
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such that (A, V, A, 0, 1) is a distributive lattice with smallest element 0 and 
greatest element 1, --, and \7 are unary operations that correspond to negation 
and to possibility, respectively. 

£ 3 , equipped with the natural lattice operations and --, and \7 as given re­
spectively by (2.1) and (2.6) is an example of a three-valued Lukasiewicz-algebra, 
which has £ 2 , the two-element Boolean algebra, as a subalgebra. 

Moisil showed that Lukasiewicz's implication (2.2) is definable in £ 3 , and that 
each finite three-valued Lukasiewicz algebra is a direct product of algebras £ 3 

and £2. 
In the subsequent paper [50], Moisil introduced the following example of a 

three-valued Lukasiewicz algebra: Let B be a Boolean algebra, and let B[2l := 
{(x, y) E B x B: x:::; y}. Then B[2l with the lattice operations defined pointwise, 
and --,(x,y) := (--,y,--,x), and \i'(x,y) = (y,y) is a three-valued Lukasiewicz­
algebra. 

Then he proved that for each three-valued Lukasiewicz algebra A there is a 
Boolean algebra B such that A is embedded in B[2l, improving a result already 
obtained in [49]. In this way, and taking into account the results of Stone [83], he 
obtained a representation of three-valued Lukasiewicz algebras as pairs of sets. 

Inspired by the relations discovered by Stone between Boolean algebras and 
rings [82], Moisil investigated the relations between three-valued Lukasiewicz 
algebras and rings that are a product of a ring of characteristic 2 and a ring of 
characteristic 3 [51]. An equational characterization of three-valued Lukasiewicz 
algebra was given in [52]. 

On each Ln Moisil considered n - 1 unary operations \7]', ... , \7~_ 1 defined 
as follows: 

\i'n(_J_· ) - {1 
i n-1 - 0 

Notice that \7~ = \7 and 'Vy = --,\7--,. 

if i + j ?_ n, 

if i + j < n. 
(2.7) 

Moisil considered these operations as generalized modal operators, \7]', which 
assigns the value 0 to each x -1- 1, correspond to necessity, and \7~_ 1 corresponds 
to possibility. 

In his paper [50] he also introduced n-valued Lukasiewicz algebras for 2 :::; 
n < N0 as bounded distributive lattices equipped with an involutive negation 
satisfying the De Morgan laws, and n- 1 unary operations corresponding to the 
modal operators (2.7). 

Moisil showed that each n-valued Lukasiewicz algebra can be embedded in a 
product of algebras Ln, and also in B[nl, for some Boolean algebra B. 

It follows that the modal operations 'Vf can be defined on Ln from Lukasiewicz 
implication and negation, but as was observed by Alan Rose while he was visiting 
the University of Bahia Blanca in 1965, it is not possible to define Lukasiewicz 
implication from the lattice operations, the negation and the modal operators 
when n ?_ 5. Hence, for n ?_ 5 n-valued Lukasiewicz algebras do not correspond 
to n-valued Lukasiewicz logic. 
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A correct algebrization of then-valued calculus, for n ~ 5, can be obtained by 
adding to the operations of n-valued Lukasiewicz algebras a set of n(n-;5)+2 binary 
operations satisfying some simple equations. In this way n-valued Lukasiewicz 
propositional calculus can be considered as an expansion of the intuitionistic cal­
culus. The algebras so expanded are called proper n-valued Lukasiewicz algebras 
[16,17]. 

It is worthwhile to remark that Dana Scott [81], without reference to Moisil, 
considered the operators Vi on Ln as two-valued valuations, and he showed that 
they are related with n-valued Lukasiewicz implication as follows: 

'Vj(x----+ y) = 1 iff whenever i + j:::; k + 1 and 'Vjx = 1, then 'V'ky = 1. 
Moisil also defined infinite-valued Lukasiewicz algebras, where the modal op­

erators are indexed by a totally ordered set of arbitrary cardinality. But they 
are not related with Lukasiewicz infinite-valued calculus. Moisil considered these 
algebras in relation with fuzzy logic.3 

Three-valued Lukasiewicz algebras were intensively investigated by Antonio 
Monteiro during the early sixties of the last century. Monteiro's work during that 
period was mostly shown in his lectures at the University of Bahfa Blanca (Ar­
gentina), and it is partially summarized in his posthumous paper [56, Chapitre 
VII]. 

Besides given a simple equational characterization of three-valued Lukasiewicz 
algebras [54], he introduced the weak implication =} by the formula: 

(2.8) 

and he showed that the Lukasiewicz implication (2.2) and the weak implication 
are related as follows: 

X =} y =X----+ (x----+ y). 

Hence a subset of a three-valued Lukasiewicz algebra containing the greatest 
element is closed under modus ponens with respect to Lukasiewicz implication 
if and only if it is closed under modus ponens with respect to weak implication. 
Hence both implications are equivalent from the point of view of deduction in 
three-valued Lukasiewicz logic (see [56]). 

Let me mention the following important results obtained by Monteiro: 

1. Three-valued Lukasiewicz algebras coincide with the semisimple Nelson alge­
bras, i. e., the algebras of the constructive logic with strong negation consid­
ered by D. Nelson and A. A. Markov. Consequently, three-valued Lukasiewicz 
logic is an axiomatic extension of the constructive logic with strong negation 
(see [56,57]). 

3 The monograph [9] is the standard reference for Moisil's Lukasiewicz algebras. They 
are also considered in [1, Chapter XI]. For historical remarks and updated references 
see [26]. 
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2. It is possible to define from each monadic Boolean algebra A (as defined by 
Halmos [29]) a three-valued Lukasiewicz algebra L(A), and each three-valued 
Lukasiewicz algebra is isomorphic to L(A) for a suitable monadic Boolean 
algebra A (see [55,56]). 

As a matter offact, it turns out that the relation between three-valued Lukasiewicz 
algebras and monadic Boolean algebras is functorial (see [45]). 

Since it was shown by Halmos that monadic Boolean algebras are the algebraic 
counterpart of classical first order monadic calculus, Monteiro considered that 
the representation of three-valued Lukasiewicz algebras into monadic Boolean 
algebras gives a proof of the consistency of Lukasiewicz three-valued logic relative 
to classical logic. 

It is fair to say that Monteiro's results on three-valued Lukasiewicz alge­
bras inspired most of the research done in the theory of Lukasiewicz n-valued 
Lukasiewicz algebras (see [9] and the references given there). 

3 Chang's MY-Algebras 

A deep result on Lukasiewicz infinite valued-logic was proved by Robert Mac­
Naughton in 1951 [48], characterizing the propositional formulas of n variables, 
modulo logical equivalence, by means of [0, 1]-valued piecewise linear continuous 
functions on the hypercube [0, 1]n equipped with the usual product topology. 

MacNaughton also characterized the functions from L~ into Ln that represent 
the formulas of Lukasiewicz n-valued propositional calculus. 

Lukasiewicz had conjectured that a propositional formula cp is a tautology of 
the ~0-valued calculus if and only if cp can be derived by the rules of detach­
ment and substitution from five formulas that he proposed as axioms (see [44]). 
Mordechaj Wajsberg, who in 1931 had given an axiomatization of Lukasiewicz 
three-valued logic, claimed in [91] that he had proved the conjecture, but his 
proof was never published. Wajsberg was killed during the Second World War. 

The first printed proof of Lukasiewicz conjecture, due A. Rose and B. J. 
Rosser, appeared in 1958 [74]. They use in their proof MacNaughton's theorem. 

The same year C. C. Chang [13] introduced MY-algebras, with the intention 
of proving Lukasiewicz conjecture by algebraic means. 

Notice that in the real segment [0, 1] we have that 

x EB y := min(1, x + y) = --,x----+ y, (3.9) 

and 
x----+ y = --,x EB y. (3.10) 

Hence Chang defined MY-algebras essentially in terms of a binary operation 
EB that corresponds to the truncated addition in [0, 1] and the negation --, that 
have to satisfy certain equations. Thus MY-algebras form a variety or equational 
class. (The operation 8 can be defined as x 8 y = --,(--,x EB --,y). 
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If we add to the axioms given by Chang to define MV-algebras the requirement 
that the operation EB be idempotent, x EB x = x, then we obtain the characteri­
zation of Boolean algebras as complemented distributive lattices. 

Of course, the segment [0, 1] with truncated addition and Lukasiewicz negation 
-.given by (2.1) is an MV-algebra, known as the standard MV-algebra. 

Moreover, Chang proved that the Lindenbaum-Tarski algebra of Lukasiewicz 
N0-valued calculus is an MV-algebra, and that a formula rp is provable from 
Lukasiewicz axioms by detachment and substitution if and only if its equivalence 
class is the unit of this algebra. 

Hence to prove Lukasiewicz conjecture turns out to be equivalent to prove 
that the standard MV-algebra generates the variety of MV-algebras. 

Chang proved that (in the current universal algebra language) the simple 
MV-algebras are the standard MV-algebra and its subalgebras. 

Then one way to prove that the standard MV-algebra generates the whole 
variety is to prove that all algebras in the variety are semisimple, i. e., subdirect 
products of subalgebras of the standard MV-algebra [0, 1]. Notice that it is the 
method used by Rasiowa and Sikorski [71] to prove the completeness of some 
axiomatizations of the classical propositional calculus with respect to two-valued 
tautologies. 

But (fortunately) this is not the case, because Chang constructed an example 
of a non-semisimple MV-algebra. 

As a matter of fact, the paper develops a very sophisticated mathematical 
theory that ends with some weak applications to Lukasiewicz logic (see [15]). 

The next year, Chang published in the same journal another paper [14], where 
he observed that if u is a positive element of a totally ordered abelian group G, 
then the segment [0, u] = { x E G : 0 :::; x :::; u} becomes an MV-algebra if we 
define the operations EB and -. as 

x EB y = min(u, (x + y)), 

and 

-.x = u-x. 

Then, given a totally ordered MV-algebra A, he was able to construct a totally 
ordered abelian group G(A) and u > 0 in G(A) such that A is isomorphic to the 
MV-algebra [0, u]. 

He also proved that every MV-algebra is a subdirect product of totally ordered 
MV-algebras. From these results he could prove Lukasiewicz's conjecture by 
translating it into a problem in the first order theory of totally ordered abelian 
groups. 

In the early sixties Chang and his student Belluce published some papers 
concerning with the predicate calculus based on Lukasiewicz infinite-valued logic. 
In particular monadic MV-algebras were considered [4,2]. 

In 1973 appeared Piero Mangani's paper [46], in which the author derived 
from a few axioms many important properties of MV-algebras. For instance, he 
showed that the algebras Ln are quasi-primal. 
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Mangani's paper was followed by papers by Saeli and Lacava [77,38,35,36,37], 
all published in Italian, were some interesting results on MV-algebras are ob­
tained. For instance, Lacava [35] observed that if u is a positive element of a 
lattice ordered abelian group G, then the segment [0, u] := { x E G : 0 :::; x :::; u} 
becomes an MV-algebra by defining 

x ffi y = u 1\ ( x + y) and -.x = u - x. 

Moreover, using the fact that each MV-algebra is a subdirect product of totally 
ordered MV-algebras together with Chang's results, Lacava embedded each MV­
algebra in a segment of a lattice-ordered abelian group. Lacava also characterized 
the subdirectly irreducible MV-algebras and showed that (lattice) complete MY­
algebras are semisimple [36]. 

In 1977, Revaz Grigolia [28] gave an equational characterization of the subva­
rieties of the variety of MV-algebras generated by the finite chains Ln, considered 
as subalgebras of the standard MV-algebra [0, 1]. The algebras in such subvari­
eties were called MV n-algebras. 

Grigolia used MV n-algebras to give an axiomatization for each n-valued 
Lukasiewicz calculus. 

MV n-algebras and proper n-valued Lukasiewicz algebras are term-wise equiv­
alent. Besides being defined with just two operations, MV n-algebras have the 
advantage that all belong to the same variety, independently of n. This is not 
the case with proper n-valued Lukasiewicz algebras, because the first order lan­
guage used to define them depends on n. 

On each n-valued Lukasiewicz algebra A define the operators Ji, for i = 

1, ... ,n -1: 
Ji(x) = O"~_i(x) 1\ -.(J~-i- 1 (x), 

where O"~(x) = 0 and O";;:(x) = 1. Notice that in Ln we have: 

Thus for j = 1, ... , n- 1, the sentence 

if i = j, 

if i =I= j. 

"The proposition p has truth-value n~ 1 " 

can be expressed in Lukasiewicz n-valued logic. 
But it follows from the mentioned results of MacNaughton that such kind of 

operations cannot be defined in the infinite-valued logic. In some cases this kind 
of operations can be added, as it is the case of the so called Baaz operation. 

As I already mentioned, Post algebras of order n, the algebras of n-valued 
Post logic, have been introduced by Rosenbloom in 1941. They were further in­
vestigated during the sixties by G. Epstein [23], T. Traczyk [87,88], G. Rousseau 
[76] , Ph. Dwinger [22] (see also [1,9] and the references given there). It turned 
out that they can be characterized as n-valued Lukasiewicz algebras with n- 2 
constants, satisfying some simple equations, added [1,9]. Post algebras were also 
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considered by Dietrich Schwartz [78, 79] under the name of MV-algebras of finite 
order. An MV-algebra of order n is an MV-algebra A satisfying the equation 
xn-l EB x = x and endowed with a constant c that satisfies equations that guar­
antee that the map n~l f---7 k.c is an MY-homomorphism from Ln into A. 

The (lattice) complete Post algebras of order n can be characterized as the 
injective objects in the category of MV n-algebras. 

H. W. Buff [12] considered decidability problems of MV-algebras, and L. P. 
Belluce [3] gave a functional representation of semi-simple MV-algebras, initiate 
the study of the prime spectra of MV-algebras, and consider some problems on 
(lattice) complete MV-algebras. 

4 Other Approaches to MY-Algebras 

In 1966 Y. Imai and K. Iseki [30] introduced BCK-algebras as a common ab­
straction of the algebras corresponding to the implicative fragments of several 
logics existing in the literature, including classical and intuitionistic logic. Since 
then a lot of papers concerned with these algebras were published. 

The bounded commutative BCK-algebras , a class of BCK-algebras defined 
by K. Iseki and S. Tanaka [31], was intensively investigated by W. H. Cornish 
[18,19], A. Romanowska and T. Traczyk [72,73] at the end of the seventies and 
beginning of the eighties. It was proved by Font, Rodriguez and Torrens [25], 
and independently, by Daniele Mundici [59], that these algebras coincide with 
MV-algebras. As a consequence, some results on MV-algebras were rediscovered 
in terms of BCK-algebras. 

In particular, relations between a class of bounded commutative BCK-algebras 
and lattice ordered abelian groups were obtained by Cornish [18], corresponding 
to the relation between perfect MV-algebras and lattice-ordered abelian groups 
established by Di Nola and Lettieri [21]. 

Bruno Bosbach [11] introduced MV-algebras under the name of symmetric 
bricks. He was lead to bricks by his investigations on the algebraic structure of 
positive cones of (non necessarily abelian) lattice ordered groups. He developed 
the theory of bricks in an independent way. The paper contains, among other 
things, representations theorems that generalize the characterization of Boolean 
algebras as Boolean rings, and results on the structure of complete bricks. 

In 1981, Yuichi Komori [34] investigated the axiomatic extensions of infinite­
valued Lukasiewicz propositional calculus using algebraic tools. Although Ko­
mori was acquainted with the papers [13,14] and in a few places refers to them, 
his work was rather independent from Chang's. He introduced CN algebras, that 
were presented in the original language of Lukasiewicz, i. e., implication and 
negation, and with axioms that were straightforward adaptations of the axioms 
conjectured by Lukasiewicz. Komori made explicit use of the completeness of 
the first order theory of a special class of totally ordered abelian groups, previ­
ously introduced by him in [33]. Komori's CN-algebras are term-wise equivalent 
to Chang's MV-algebras, hence Komori determined the lattice of subvarieties of 
the variety of MV-algebras. 
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In his Doctoral Dissertation of 1981 at the University of Barcelona, Anto­
nio Jesus Rodriguez also presented MY-algebras in the original language of 
Lukasiewicz, and he called the algebras so defined Wajsberg algebras. The main 
parts of the dissertation was published in [25]. Trough this paper Willem Blok 
became acquainted with the algebras of Lukasiewicz infinite-valued logic, and 
with his collaborators connected them with the theory of hoops [8, 7]. 

A. Torrens [86] started the classification of Wajsberg algebras in terms of 
Boolean products. 

5 Mundici's Work 

In the papers described before, the algebras related to Lukasiewicz many-valued 
logic were considered as interesting algebraic structures that could eventually be 
applied to obtain some logical results. 

A turning point of the theory was the paper [58] by Daniele Mundici Interpre­
tation of AF C*-Algebras in Lukasiewicz Sentential Calculus published in the 
Journal of Functional Analysis in 1986. 

It was certainly surprising to see the words "Lukasiewicz sentential calculus" 
in the title of an article of about fifty pages published in the Journal of Functional 
Analysis, and even more surprising to see that the paper was communicated by 
the 1982 Fields Medal Alan Connes. 

In that paper it is proved that Chang's MY-algebras are categorically equiv­
alent to lattice-ordered abelian groups with a strong unit. This result allowed 
Daniele to relate, via dimension groups, countable MY-algebras with 
A(pproximately) F(inite-dimensional) C*-algebras, an important class of 
algebras considered in Functional Analysis (see, for instance, [27]). Since MY­
algebras are the Lindenbaum algebras of Lukasiewicz propositional calculus 
modulo a theory, a theory of the calculus is associated with the corresponding 
AFC* -algebra, and Daniele showed, among other things, that to simple AFC*­
algebras correspond finitely axiomatizable theories. Daniele continued these in­
vestigations in several papers (see, for instance, [60,61,62,65,66,67]). 

In subsequent papers Daniele gave a semantics for MY n-algebras in terms of 
Ulam games, paving the way to apply MY-algebras to coding theory [63,64,67]. 
Moreover, he discovered that deduction in Lukasiewicz logic are related to desin­
gularization of to ric varieties [ 68]. 

These results stimulated further researches by Daniele and many other people 
in the theory of MY-algebras and their connections with other mathematical 
structures. But this is not history, but present. The evolution of these ideas 
should be consider in the future. 

Perhaps another old professor will explain them during the celebration of the 
60th birthday of some of the young organizers of this meeting. 

Thanks for your attention. 
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Abstract. A characteristic feature of quantum computation is the use of 
reversible logical operations. These correspond to quantum logical gates 
that are mathematically represented by unitary operators defined on con­
venient Hilbert spaces. Two questions arise: 1) to what extent is quantum 
computation bound to the use of reversible logical operations? 2) How 
to identify the logical operations that admit a quantum computational 
simulation by means of appropriate gates? We introduce the notion of 
quantum computational simulation of a binary function defined on the 
real interval [0, 1], and we prove that for any binary Boolean function 
there exists a unique fuzzy extension admitting a quantum computa­
tional simulation. As a consequence, the Lukasiewicz conjunction and 
disjunction do not admit a quantum computational simulation. 

1 Introduction 

A characteristic feature of quantum computation is the use of reversible logical 
operations. These correspond to quantum logical gates (briefly, gates) that are 
mathematically represented by unitary operators defined on convenient Hilbert 
spaces. From the physical point of view, any gate (which transforms systems 
of qubits into systems of qubits) describes a possible time-evolution of a physi­
cal system that carries a given amount of quantum information. On this basis, 
one can say that gates represent some special logical connectives that have an 
intrinsic reversible and dynamic behavior. 
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Quantum computational logics are new forms of quantum logic, that arise as a 
natural logical abstraction from the theory of gates in quantum computation. In 
these logics, formulas denote quantum information quantities (systems of qubits, 
or, more generally, mixtures of systems of qubits), while the logical connectives 
are interpreted as logical operations defined in terms of special gates. 

Two interesting questions arise in this framework: 1) to what extent is quan­
tum computation bound to the use of reversible logical operations? 2) How to 
identify the logical operations that admit a quantum computational simulation 
by means of appropriate gates? 

2 Qubits, Quregisters, Qumixes 

Let us first sum up some basic notions of quantum computation. Consider the 
two-dimensional Hilbert space CC2 , where any vector 1'1/1) is represented by a pair 
of complex numbers. Let B(1) = {IO), 11)} be the canonical orthonormal basis 
for CC2 such that IO) = (0, 1); 11) = (1, 0). 

Definition 1. Qubit 
A qubit is a unit vector 1'1/1) of the space CC2 . 

Hence, any qubit has the following form: 

From an intuitive point of view, a qubit can be regarded as a quantum variant 
of the classical notion of bit: a kind of "quantum perhaps". In this framework, 
the two basis-elements IO) and 11) represent the two classical bits 0 and 1, re­
spectively. From a physical point of view, a qubit represents a state of a single 
particle, carrying an atomic piece of quantum information. In order to carry 
the information stocked by n qubits, we need of course a compound system, 
consisting of n particles. 

Definition 2. Quregister 
An n-qubit system (also called n-quregister) is a unit vector in then-fold tensor 
product Hilbert space Q9nCC2 := CC2 Q9 ••• Q9 CC2 (where Q9 1CC2 := CC2 ). 

~ 
n-times 

We will use x, y, ... as variables ranging over the set {0, 1 }. At the same time, 
lx), IY), ... will range over the basis B(1). Any factorized unit vector lx1) Q9 

... ®lxn) of the space Q9nCC2 will be called a classical register. We will also write 
lx1, ... , Xn) instead of lx1)® ... ®lxn), and l'l/11) ... 1'1/Jn) instead of l'l/11)® ... ®l'l/ln)· 
The set B(n) of all classical registers is an orthonormal basis for the space Q9nCC2 . 

Quregisters are pure states: maximal pieces of information about the parti­
cles under consideration. Both in quantum theory and in quantum information, 
one can also consider mixed states (or mixtures), which represent pieces of in­
formation that are not maximal. In the framework of quantum computation, 
mixed states (mathematically represented by density operators of an appropri­
ate Hilbert space) are also called qumixes. 
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Definition 3. Qumix 
A qumix is a density operator of ®n<C2 (where n 2: 1). 

Needless to say, quregisters correspond to particular qumixes that are pure states 
(i.e. projections onto one-dimensional closed subspaces of a given ®n<C2 ). We 
will indicate by ~(®n<C2 ) the set of all density operators of ®n<C2 . Hence the set 
~ = u~=l ~(®n<C2 ) will represent the set of all possible qumixes. 

Apparently, the elements of the computational basis of ®n<C2 can be labelled 
by binary strings such as: I 011 ... 10). Since any string of this kind represents a ..._,.__..., 

n-times 

natural number i E [0, 2n - 1] in binary notation, any unit vector of ®n<C2 can 

be briefly expressed as a superposition having the following form: 2::72~ 1 ai li), 
where li) is the (classical) register corresponding to the number i. 

For any n E fi!+, we define the following two sets of coefficients: 

Cf := {i : li) = lx1, ... ,xn) and Xn = 1}; 

C[{' := {i : li) = lx1, ... , Xn) and Xn = 0} 

(when no confusion is possible, we will omit the index n in C)', C[f). 
As one can easily see, every n-quregister l'!f;) has the form 

For semantic aims, it is useful to distinguish the true from the false registers 
in any space ®n<C2 . We assume the following convention (which is a natural gen­
eralization of classical semantics): any classical register corresponds to a classical 
truth-value that is determined by its last element. Hence, in particular, the bit 
11) corresponds to the truth-value Truth, while the bit IO) corresponds to the 
truth-value Falsity. 

Definition 4. True and false registers 
Let li) be a register of ®n<C2 . 

li) is called true iff i E C)'; 
li) is called false iff i E C[f. 

On this basis, we can identify, in any space ®n<C2 , two special projection­
operators (P}n) and PJnl) that represent, in this framework, the Truth-property 

and the Falsity-property, respectively. The projection P}n) is determined by the 

closed subspace spanned by the set of all true registers, while PJnl is determined 
by the closed subspace spanned by the set of all false registers. As is well known, 
in quantum theory, projections have the role of mathematical representatives of 
possible physical properties of the quantum objects under investigation. Hence, 
it turns out that Truth and Falsity behave here as special cases of physical 
properties. 
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As a consequence, one can naturally apply the Born rule that determines 
the probability-value that a quantum system in a given state satisfies a given 
property. Consider any qumix p, which represents a possible state of a quan­
tum system in the space 0nC2 . By applying the Born rule, we obtain that the 
probability-value that a physical system in state p satisfies the Truth-property 
P}n) is the number tr(P}n) p) (where tr is the trace functional). This suggests 
the following natural definition of the notion of probability of a given qumix. 

Definition 5. Probability of a qumix 
For any qumix p E 1:>(0nC2 ): 

From an intuitive point of view, p(p) represents the probability that the infor­
mation stored by the qumix p is true. In the particular case where p corresponds 
to the qubit 

17/i) = ao IO) + a1l1), 

we obtain that p(p) = la1l 2 . 

Given a quregister 17/i), we will also write p(l7/i)) instead of p(.fl,p) ), where .fl,p) 
is the density operator represented by the projection onto the one-dimensional 
subspace spanned by the vector 17/J). 

An interesting relation connects qumixes with the real numbers in the interval 
[0, 1]. For any n E N+, any real number A E [0, 1] uniquely determines a qumix 
P(n). 

>.. • 

(where kn is a normalization coefficient). From an intuitive point of view, An) 
represents a mixture of pieces of information that might correspond to the Truth 
with probability A. 

Lemma 1. Let 17/i) = 2:::72~ 1 ai li) be an n-quregister. Then, 

P(l7/i)) = L lail 2 · 

iEG1 

3 Gates 

As mentioned in the Introduction, gates are unitary operators that transform 
quregisters into quregisters. Being unitary, gates represent characteristic re­
versible logical operations. The canonical gates (which are studied in the lit­
erature) can be naturally generalized to qumixes. We will consider here the 
following gates: the negation, the Petri- Toffoli gate and the square root of the 
negation. 

Let us first describe these gates in the framework of quregisters. 
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Definition 6. The negation 
For any n ~ 1, the negation on ®n<C2 is the linear operator NotCn) such that for 
every element lx1, ... , Xn) of the basis B(n): 

Not(n) (lx1, ... , Xn)) := lx1, ... , Xn-1) ® 11 - Xn). 

In other words, NotCn) inverts the value of the last element of any basis-vector 
of ®n<C2. 

Definition 7. The Petri- Toffoli gate 
For any m ~ 1 and any n ~ 1 the Petri- Toffoli gate is the linear operator T(m,n,1) 
defined on ®m+n+1<C2 such that for every element lx1, ... , Xm) ® IY1, ... , Yn) ® lz) 
of the basis B(m+n+ 1): 

T(m,n,1)(lx1, ... , Xm)®IY1, ... , Yn)®lz)) := lx1, ... , Xm)®IY1, ... , Yn)®IXmYnEEz), 

where EE represents the sum modulo 2. 

One can easily show that both NotCn) and T(m,n,1) are unitary operators. 
Consider now the set 9t of all quregisters 1'1/1) "living" in ®n<C2, for some n ~ 1. 

The gates Not and T can be uniformly defined on this set in the expected way: 

Not( I'~/~)) := Not(n) (1'1/1) ), if 1'1/1) E ®n<C2 

T(l'l/1) ® 1¥?) ® lx)) := T(m,n,1)(1'1/1) ® 1¥?) ® lx) ), 

if 1'1/1) E ®m<C2, 1¥?) E ®n<C2 and lx) E <C2. 

On this basis, a conjunction And and a disjunction Or can be defined for any 
pair of quregisters 1'1/1) and lrp): 

And( I'~/~), 1¥?)) := T(l'l/1) ® 1¥?) ® IO) ); 

Dr( I'~/~), 1¥?)) := Not(And(Not(l'l/1) ), Not( I¥?)))). 

Clearly, IO) represents an "ancilla" in the definition of And. 
The gates we have considered so far are, in a sense, "semiclassical". A quan­

tum logical behaviour only emerges in the case where our gates are applied to 
(proper) superpositions. When restricted to classical registers, such operators 
turn out to behave as classical (reversible) truth-functions. We will now consider 
an important example of a genuine quantum gate that transforms classical regis­
ters (elements of B(n)) into quregisters that are superpositions. This gate is the 
square root of the negation. 

Definition 8. The square root of the negation 
For any n ~ 1, the square root of the negation on ®n<C2 is the linear operator 

v'NQt(n) such that for every element lx1, ... , Xn) of the basis B(n): 

y'N()t(n) 1 . . 
Not (lx1, ... , Xn)) := lx1, ... , Xn-1) ® 2((1 + z) lxn) + (1- z) 11- Xn) ), 

where i :=A. 
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One can easily show that JNOt(n) is a unitary operator. The basic property of 

JNOt(n) is the following: 

In other words, applying twice the square root of the negation means negating. 

From a logical point of view, JNOt(n) can be regarded as a "tentative partial 
negation" (a kind of "half negation") that transforms precise pieces of informa­
tion into maximally uncertain ones. For, we have: 

(1) 1 (1) 
p(v'NQt (11))) = "2 = p(v'NQt (IO))). 

As expected, also v'NQt can be uniformly defined on the set 9\ of all quregis­
ters. 

Interestingly enough, the gate JNOt seems to represent a genuine quantum 
logical operation that does not admit any counterpart either in classical logic or 
in standard fuzzy logics (see [4]). 

The gates considered so far can be naturally generalized to qumixes [9]. When 
our gates will be applied to density operators, we will write: NOT, y'NOT, 'II', AND, 
DR (instead of Not, JNQt, T, And, Dr). 

Definition 9. The negation 
For any qumix p E ~(0nC2 ), 

NOT(nl(p) := Not(n) pNot(n). 

Definition 10. The square root of the negation 
For any qumix p E ~(0nC2 ), 

v'NQf(n) (p) := v'N()t(n) p v'N()t(n)*' 

h ~(n)*. h d". J ~(n) w ere yNot 2s t e a :;omt o yNot . 

It is easy to see that for any n E fi!+, both NOT(n) (p) and y'NOT(n) (p) are qumixes 
of ~(0nC2 ). 

Definition 11. The Petri-Toffoli gate 
Let p E ~(0mCC2 ), (}" E ~(0nC2 ) and T E ~(CC2 ). 

']['(m,n,1) (p, (}", T) := T(m,n,1) (p l8l (}" l8l T)T(m,n,1). 

On this basis, the conjunction AND is defined as follows: 

Definition 12. The conjunction 
Let p E ~(0mCC2 ) and(}" E ~(0nCC2 ). 

AND(m,n,1) (p, (}") := ']['(m,n,1) (p, (}", pJ1l). 
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Furthermore, the disjunction OR is defined via the de Morgan law. 
Like in the quregister-case, the gates NOT, y'NOT, 'II', AND, OR can be uniformly 

defined on the set 1) of all qumixes. 
An interesting preorder relation can be defined on the set 1) of all qumixes. 

Definition 13. Preorder 
p :::S IJ iff the following conditions hold: 

(i) p(p) ~ p(IJ); 
(ii) p( v'NOT(iJ)) ~ p( y'NOT(p)). 

One immediately shows that :::S is reflexive and transitive, but not antisymmetric 
(counterexamples can be easily found in 1:l(C2 )). From an intuitive point of view, 
p :::S IJ means that the information IJ is "closer to the truth" than the information 
p. 

An equivalence relation can be then defined on 1) as follows. 

Definition 14. Equivalence 
IJ = T iff IJ :::5 T and T :::5 IJ. 

One can prove that = is a congruence relation with respect to the operations 
AND, NOT, v'NOT. On this basis, we introduce two structures: the reversible quan­
tum computational structure and its quotient, the contracted reversible quantum 
computational structure. 

Definition 15. The reversible quantum computational structure 
The structure 

(1:>, AND, NOT, v'NOf, PJ1l, ppl, Pi~)2 ), 

where PJ1l, PP), Pi?2 represent respectively the Falsity, the Truth and the inde­
terminate truth-value, is called the reversible quantum computational structure. 

Definition 16. The contracted reversible quantum computational structure 
The structure 

where the operations AND, NOT, v'NOf are defined on the equivalence classes belong­
ing to the quotient [1:>]= in the expected way, is called the contracted reversible 
quantum computational structure. 

4 Quantum Computational Formulas and Quantum 
Circuits 

In the standard semantics of quantum computational logics, formulas denote 
qumixes, while the logical connectives correspond to some special gates. We 
consider first a minimal quantum computational language £ that contains a priv­
ileged atomic formula f (whose intended interpretation is the Falsity). Molecular 
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formulas are built by means of the following primitive connectives: the negation 
( ---,), the square root of the negation ( v=;-), a ternary conjunction 1\ (which 
corresponds to the Petri-Toffoli gate). For any formulas a and (3, the expression 
1\(a, (3, f) is a formula of£. In this framework, the usual conjunction a/\(3 is dealt 
with as a metalinguistic abbreviation for the ternary conjunction /\(a, (3, f). We 
will use the following metavariables: q, r ... for atomic formulas and a, (3, ... for 
formulas. The connective disjunction (V) is supposed to be defined via the de 
Morgan law (a V (3 :=-,(-,a 1\ ---,(3)). 

Any formula a of £ describes a quantum circuit that can be applied to an 
input, represented by a qumix living in a Hilbert space whose dimension depends 
on the linguistic form of a. Let us first introduce some useful syntactical notions. 
By atomic complexity of a formula a (indicated by At( a)) we mean the number 
of occurrences of atomic formulas in a. For instance, At(---, 1\ ( q, ---,q, f)) = 3. 
Since the atomic complexity of a determines the dimension of the Hilbert space 
where a qumix representing information about a should live, the space Q9At(a)CC2 

will be also called the semantic space of a. We will briefly write 1{"', instead of 
0 At(aJccz. 

Any formula a can be naturally decomposed into its parts, giving rise to a 
special configuration called the syntactical tree of a (indicated by STree"'). 

Roughly, STree"' can be represented as a sequence of levels: 

Leveh(a), 

where: 

- each Leveli(a) (with 1 :::; i:::; k) is a sequence of subformulas of a; 
- the bottom level (Leveh(a)) consists of a; 
- the top level (Levelk(a)) is the sequence of all atomic occurrences in a; 
- for any i (with 1 :::; i < k), Leveli+1(a) is the sequence obtained by dropping 

the principal connective in all molecular formulas occurring in Lev eli (a), 
and by repeating all the atomic formulas that possibly occur in Leveli(a). 

As an example, consider the following formula: a = q 1\ ---,q = f\(q, ---,q, f). 
The syntactical tree of a is the following configuration: 

Leveb(a) = (q, q, f); 
Leve[z(a) = ( q, ---,q, f); 

Leveh(a) = (/\ (q, ---,q, f)). 

By Height of a (indicated by Height(a)) we mean the number of levels of the 
syntactical tree of a. For instance, Height(f\(q, ---,q, f))= 3. 

The syntactical tree of a (which represents a purely syntactical object) uniquely 
determines a sequence of gates that are all defined on the semantic space of a. We 
will call this sequence of gates the qubit tree of a. 
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Consider a formula a such that At(a) = t and Height(a) = k. Let Level!(a) 
represent the j-th node of Leveli(a). Each Level!(a) (where 1:::; i <Height( a)) 
can be naturally associated to a unitary operator op{, according to the following 
operator-rule: 

!J(l) 

. NotCr) 
Op{ := ~(r) 

yNot 
r(r,s,l) 

if Level! (a) is an atomic formula; 

if Level!(a) = --,(3 and At((J) = r; 

if Level!(a) = ..j=,(J and At((J) = r; 

if Level!(a) = 1\((J,"(,f), At((J) =rand At("!)= s, 

where J(l) is the identity operator of CC2 . 

On this basis, one can associate a gate G'f to each Leveli(a) (such that 1 :::; 
i < Height(a)): 

ILevel;(a)l 

G'f := Q9 op{, 
j=l 

where ILeveli(a)l is the length of the sequence Leveli(a). 
Being a tensor product of unitary operators, every Gi turns out to be a 

unitary operator. One can easily show that all G'f's are defined on the same 
space, 'H"'. 

Definition 17. The qubit tree of a 
The qubit tree of a (denoted by QTree"') is the sequence of gates 

(G~, · · · 'GHeight(a)-1) 

that is uniquely determined by the syntactical tree of a. 

As an example, consider again the formula: a= f\(q, --,q, f). 
In order to build the qubit tree of a, let us first determine the operators Op{ 

corresponding to each node of Stree"'. We obtain: 

- Opl =T(l,l,l), because/\( q, --,q, f) is connected with ( q, --,q, f) (at Level2 (a)); 
- Op§ = JCl), because q is connected with q (at Leveb(a)); 
- Op~ = NotCll, because --,q is connected with q (at Level3 (a)); 
- Op~ = J(l), because f is connected with f (at Leveb(a)). 

The qubit tree of a is represented by the sequence of gates (G~,G~), where: 

G~ = Op~ = rCl,l,l); 

G~ = Op~ ® Op~ ® Op~ = JC 1l ® NotC1l ® JCll. 

As we have seen, qubit trees consist of unitary operators (which can be applied 
to quregisters). The notion of qubit tree can be naturally generalized to qumixes. 
In such a case we will speak of qumix trees, and we will call quantum tree either 
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a qubit tree or a qumix tree. Let ( G~, ... , G'f:_ 1 ) be the qubit tree of a. We can 
define the following sequence of functions on the set 'JJ(Ha): 

:nc~(p) = G~ pG~* 

:nG'f:_ 1 (p) = G'f:_ 1 pG'f::_ 1. 

One can easily prove that, for any p E 'JJ(Ha) and for any i (1 :::; i:::; k- 1), 
:nG',f(p) is a density operator of 'JJ(Ha). The sequence 

will be called the qumix tree of a, while the elements of a qumix tree will be 
called qumix gates. Apparently, qubit trees and qumix trees consist of different 
kinds of mathematical objects: the elements of a qubit tree are unitary operators, 
while the elements of a qumix tree are special bijections that transform density 
operators into density operators. Both qumix trees and qubit trees represent 
reversible information processes. 

Consider now a formula a and let (:nG~, ... , :nG'f:_1 ) be the qumix tree of a. 
Any choice of a qumix pin Ha determines a sequence (pk, ... , p1) of qumixes of 
Ha, where: 

Pk = P 

Pk-1 = :nG'f:_1(Pk) 

P1 = :nG~(p2) 

Since Levelk(a) is the sequence of all occurrences of atomic formulas in a and 
Leveh(a) = a, the qumix Pk can be regarded as a possible input-information 
concerning the atomic parts of a, while p1 represents the output-information 
about a, given the input-information Pk· Each Pi corresponds to an intermediate 
result of the computation (representing the information about Leveli(a), given 
the input-information Pk)· 

How to determine an information about the parts of a under a given input? 
It is natural to apply the standard quantum-theoretic rule that determines the 
states of the parts of a compound system. 

Suppose that: 

We have: 

We know that QumTreea and the choice of an input Pk (in Ha) determine a 
sequence of qumixes: 
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Pl """"Leveh(a) =(a) 

Consider redJ(pi), the reduced state of Pi with respect to the j-th subsystem. 1 

From a semantic point of view, this state can be regarded as a contextual informa­
tion about f3i3 (the subformula of a occurring at the j-th position at Leveli(a)) 
under the input Pk· Apparently, a contextual information about a subformula is 
generally a mixture. 

An interesting situation arises when the qumix Pk, representing a global in­
formation about the atomic parts of a, is an entangled pure state. 2 

As an example, consider the formula a=--, 1\(q, --,q, f) (which represents an 
example of the noncontradiction principle formalized in the quantum computa­
tional language). The input-information might be the following entangled state: 

1 1 
l'!f;4) = J21110) + J2IOOO) """" Level4(a) = (q, q, f) 

The reduced states of l'!f;4) turn out to be the following: 
red1 (_l__ 1110) + _l__ IOOO)) = .!_P.(l) + .!p(ll V2 V2 2 0 2 1 

red2 (_l__ 1110) + _l__ IOOO)) = .!_P.(l) + .!p(ll V2 V2 2 0 2 1 

red3 ()z 1110) + Jz IOOO)) = PJ1l 
Hence, the contextual information about both occurrences of q is the (proper) 

mixture 
!P.(l) + !p(ll_ 
2 0 2 1 

At the same time, the contextual information about f is projection PJ1l (repre­
senting the Falsity). 

Quantum trees can be naturally regarded as examples of quantum circuits 
that compute outputs under given inputs. Since both qubit trees and qumix 
trees are determined by the syntactical tree of a given formula, one can also 
say that any formula a of the quantum computational language plays the role 
of an intuitive and "economical" description of a quantum circuit (which gives 

1 We recall that redi (pi) is the unique density operator that satisfies the following 
condition: for any self-adjoint operator Ai of Jif33 , 

(where Ih is the identity operator of Jif3h). As a consequence, Pi and redi(pi) are 
statistically equivalent with respect to the j-th subsystem of the compound system 
described by Pi. 

2 The basic features of an entangled state lw) are the following: 1) lw) is a maximal 
information (a pure state) that describes a compound physical system S; 2) the 
pieces of information determined by lw) about the parts of S are, generally, non­
maximal (proper mixtures). Hence, the information about the whole is more precise 
than the information about the parts. 
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rise to a reversible information process). Notice that, in spite of its superficial 
appearance, the structure of a quantum circuit is deeply parallel: in fact, any 
proper qubit (which is a superposition of the two classical bits) determines a 
branching. 

5 Compositional and Holistic Quantum Computational 
Semantics 

Two kinds of quantum computational semantics have been investigated: a compo­
sitional and a holistic semantics (see [4] and [5]). In the compositional semantics, 
the meaning of a molecular formula is determined by the meanings of its parts 
(like in classical logic). In this framework, the input-information about the top 
level of the syntactical tree of a formula a is always associated to a factorized 
state Pl ® ... ® Pt, where t is the atomic complexity of a and p1, ... , Pt are 
qumixes of C2 . As a consequence, the meaning of a molecular a cannot be a 
pure state, if the meanings of some atomic parts of a are proper mixtures. 

The holistic quantum compositional semantics3 is based on a more "liberal" 
assumption: the input information about the top-level of the syntactical tree of 
a can be represented by any qumix "living" in the semantic space of a. As a 
consequence, the meanings of all levels of STreea are not, generally, factorized 
states. 

Suppose that: 

As we have seen, the space Ha can be naturally regarded as the Hilbert space 
of a compound physical system consisting of r parts (mathematically represented 
by the spaces Jifh, ... , 1{f3r), where each part may be compound. On this basis, 
for any qumix Pi (associated to Lev eli (a)) and for any node Level! (a), we can 
consider the reduced state red1 (Pi) with respect to the j-th subsystem of the 
system described by Pi· As we have seen, according to the formalism of quan­
tum theory, the state red1 (pi) describes the j-th subsystem on the basis of the 
global information Pi (about the total system). Since Leveli(a) = ({31, ... ,fJr), 
the qumix red1 (pi) (which is a density operator of the space 1{f3j) represents a 
possible meaning of the sentence {31. 

We can now introduce the basic definitions of the holistic semantics. The main 
concept is the notion of holistic quantum computational model: a function Hol 
that assigns to any formula a of the quantum computational language a global 
meaning, which cannot be generally inferred from the meanings of the parts of 
a. Of course (like in the standard semantic approaches), the function Hol shall 
preserve the logical form of a (by interpreting the logical connectives as the 
corresponding qumix gates). 

In order to define the concept of holistic quantum computational model, we 
will first introduce the notions of atomic holistic model and of tree holistic model. 

3 In [4] we have presented a weaker version of the holistic semantics. 
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Definition 18. Atomic holistic model 
An atomic holistic model is a map Ho1 At that associates a qumix to any formula 
a of .C , satisfying the following conditions: 

(1) Ho1At(a) E :IJ(Ha); 
(2) Let At( a) = n and LevelHeigth(a) = q1, ... , qn. Then, 

(2.1) ifq1 = f, then redl(Ho1At(a)) = pJll; 
(2.2) if~ and qh are two occurrences in a of the same atomic formula, then 

red1 (Ho1 At( a)) = redh(Ho1 At( a)). 

Apparently, Ho1 At (a) represents a global interpretation of the atomic formulas 
occurring in a. At the same time, red1 (Ho1 At (a)), the reduced state of the com­
pound system (described by Ho1At(a)) with respect to the j-th subsystem, rep­
resents a contextual meaning of~ with respect to the global meaning Ho1 At (a). 
Conditions (2.1) and (2.2) guarantee that Ho1At(a) is well behaved. For, the 
contextual meaning off is always the Falsity, while two different occurrences (in 
a) of the same atomic formula have the same contextual meaning. 

The map Ho1 At (which assigns a meaning to the top-level of the syntactical 
tree of any sentence a) can be naturally extended to a map Ho1 Tree that assigns a 
meaning to each level of the syntactical tree of any a, following the prescriptions 
of the qumix tree of a. 

Consider a formula a such that: 

The map Ho1 Tree is defined as follows: 

Ho1Tree(LevelHeigth(a)) = Ho1At(a) 

Ho1 Tree (Leveli( a)) = il G~(Ho1 Tree (Leveli+l (a)) 

(where Heigth(a) > i?: 1). 
On this basis, one can naturally define the notion of holistic (quantum com­

putational ) model of .C. 

Definition 19. Holistic model 
A map Ho1 that assigns to any formula a a qumix of the space Ha is called a 
holistic (quantum computational) model of .C iff there exists an atomic holistic 
model Ho1 At s. t.: 

Ho1(a) = Ho1Tree(Leveh(a)), 

where Ho1 Tree is the extension of Ho1 At. 

Given a formula"'(, Ho1 determines the contextual meaning, with respect to the 
context Ho1('Y), of any occurrence of a subformula f3 in 'Y· 
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Definition 20. Contextual meaning of a node 
Let f3 be a sub formula of"( occurring at the j - th position of the i - th level of 
the syntactical tree of"(. We indicate by f3[j] the node of STree"~ corresponding 
to such occurrence. The contextual meaning of f3[j] with respect to the context 
Hol("!) is defined as follows: 

Hol"~(fJ[j]) = redl(HolTree(Leveli("!))). 

Hence, we have: 

Hol"~("!) = HolTree(Leveh("!)) = Hol("!). 

Suppose that fJ[j] and f3[Z] are two nodes of the syntactical tree of"(, repre­
senting two occurrences of the same subformula (3. One can show that: 

In other words, two different occurrences of one and the same subformula in 
a formula "( receive the same contextual meaning with respect to the context 
Hol("!). 

On this basis, one can define the contextual meaning of a subformula f3 of"(, 
with respect to the context Hol("!): 

where fJ[j] is any occurrence of f3 at a node of STree"~. 
Apparently, Hol 'Y is a partial function that is only defined for the subformulas 

of "!· For any formula "(, we call the partial function Hol 'Y (which assigns a 
meaning to each sub formula of"( with respect to the context Hol( "()) a contextual 
holistic model of the language. 

Suppose now that f3 is a subformula of two different formulas"( and 8. Gen­
erally, we have: 

In other words, formulas may receive different contextual meanings in different 
contexts!4 

In this framework, compositional models can be described as particular cases 
of holistic models. 

Definition 21. Compositional model 
A model Hol is called compositional iff the following condition is satisfied for 
anyformulaa:HolAt(a) =Hol(ql)Q9 ... Q9 Hol(qt), whereqt, ... ,qt are the 
atomic formulas occurring in a. 

4 As an example, consider the following situation (which is possible in the framework 
of the holistic semantics): "! = q, 8 = •q, Hol At("!) = P?), Hol At(8) = ppl. 
Hence: Hol "~ ( q) = Hol At ( q) = P?). At the same time, Hol8 ( q) = red1 (Hol At ( 8)) = 
Hol At(8) = pJll. 
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As expected, unlike holistic models, compositional models are context­
independent. Suppose that (3 is a subformula of two different formulas"( and /5. We 
have: 

Hol '"Y ((3) = Hol8 ((3) = Hol({J). 

The notion of logical consequence in the framework of the holistic quantum 
computational semantics represents a reasonable variant of the standard notions 
of logical consequence. 

Let us first define the notion of consequence in a given contextual model. 

Definition 22. Consequence in a given contextual model Hol '"Y 

A formula (3 is a consequence of a formula a in a given contextual model Hol "~ 
(a FHoll' f3) iff 

1. a and (3 are sub formulas of"(; 
2. HoP(a) :::S HoP((J) (where :::S is the preorder relation defined in 13). 

Definition 23. Logical consequence (in the holistic semantics) 
A formula (3 is a logical consequence of a formula a (in the holistic semantics) 
iff for any formula"( such that a and (3 are subformulas of"( and for any Hol, 

a FHoll' (3. 

We call HQCL the logic that is semantically characterized by the logical con­
sequence relation we have just defined. Hence, a FHQCL (3 iff for any formula 
"( such that a and (3 are subformulas of"( and for any Hol, 

a FHol"Y (3. 

At the same time, by compositional quantum computational logic (CQCL) we 
mean the logic that is semantically characterized by the class of all compositional 
quantum computational models. Hence, a FCQCL (3 iff for any compositional 
model Hol, 

a FHol (3. 

Although the basic ideas of the holistic and of the compositional quantum 
computational semantics are quite different, one can prove that HQCL and 
CQCL are the same logic (see [5]). In other words, for any formulas a and (3, 

a FHQCL (3 iff a FCQCL (3. 

This means that the logics (formalized in our "poor" sentential languages) are 
not able to capture the difference between an analytical and a holistic semantic 
procedure. 

Since HQCL= CQCL, we will simply speak of quantum computational logic 
(denoted by QCL). One is dealing with a nonstandard form of unsharp quantum 
logic, where the noncontradiction principle breaks down (~QCL -,(a A -,a)), 
while conjunction is not idempotent (a ~QCL a A a). Interestingly enough, 
distributivity is here violated "in the wrong direction" with respect to orthodox 
quantum logic. For, a A ((3 V "() FQCL (a A (3) V (a A "(), but not the other way 
around! 
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6 Irreversible Logical Operations 

Is it reasonable to deal also with irreversible logical operations in quantum 
computation? And what might be the computational and the physical meaning 
of such operations? 

We will first restrict our analysis to the set 1:l(<C2 ) of all qumixes living in 
the two-dimensional space <C2 . In order to define an irreversible conjunction 
on 1:>(<C2 ), it is expedient to recall an important property that holds for the 
reversible conjunction AND. 

Lemma 2. For any qumixes u and T, p(AND(u, T)) = p(u) · p(T) (see [4]). 

Apparently, the quantum computational conjunction shows a quite nonstandard 
behavior with respect to classical probability theory. Qumixes always behave 
as independent events: the probability of a conjunction is the product of the 
probabilities of the two members. 

On this basis, one can naturally define an irreversible conjunction (indicated 
by lAND) as follows: 

Definition 24. For any qumixes u and T of1:>(<C2 ), 

lAND(u,T) := p~~~)·p(r) 

(where p~~~)·p(r) is the qumix of<C2 that is uniquely determined by the real number 
p(u) · p(T)). 

One can prove that 

lAND(u, T) = red3 (AND(u, T)) = red3 ('l!'(u, T, pJ1l)). 

In other words, lAND( u, T) represents the reduced state of AND( u, T) on the third 
subsystem. 

An interesting situation arises when both u and T are pure states. For instance, 
suppose that: 

u = ~'I/>) and T = ~'P), 

where 17/i) and 1¥?) are proper qubits. Then, 

AND( u, T) = P 1 c1,1,1) CI'I/>)®I'P)®IO)), 

which is a pure state. At the same time, we have 

lAND(u, T) = red3 (P1 cl,l,lJ (1'1/>)®IID)®IO))), 

which is a proper mixture. Apparently, when considering only the properties of 
the third subsystem we lose some information. As a consequence, we obtain a 
final state that does not represent maximal knowledge. From an intuitive point 
of view, one can say that whenever we restrict our attention to the qumixes 
living in <C2 and to some irreversible operations (defined on 1:l(<C2 )) we are only 
concerned with the results, ignoring the "history" of our computation. 

In this perspective, we can now introduce the notion of irreversible quantum 
computational structure. 
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Definition 25. The irreversible quantum computational structure 
The structure 

(~(C2 ), lAND, NOT, v'NOf, PJ1l, pp), Pi~)2), 

where lAND is the irreversible conjunction defined above, is called the irreversible 
quantum computational structure. 

On this basis an irreversible (compositional) quantum computational semantics 
for the language £ can be developed in the expected way. 

Interestingly enough, one can prove that the irreversible and the reversible 
quantum computational semantics characterize the same logic (see [4]). Hence, 
we can conclude that there is no way to distinguish between reversible and 
irreversible logical operations in the framework of our logics, formalized in the 
"poor" language £. 

Are there other interesting irreversible operations that might be considered in 
quantum computation? Some natural candidates are represented, for instance, 
by a Lukasiewicz-like conjunction and a Lukasiewicz-like disjunction. 

Definition 26. The Lukasiewicz conjunction and disjunction. 
For any qumixes u and T of~ ( C2 ), 

LAND(u,T) := p~~~)Gp(T) 
LOR(u,T) := p~~~)Eflp(T)' 

where EB and 8 are the truncated sum and its dual, defined on the real interval 
[0, 1]. In other words: x EB y :=min {1,x + y}; x 8 y :=max {O,x + y- 1}, for 
anyx,yE[0,1]. 

A de Morgan relation holds between LAND and LOR (like in fuzzy logics). 

LAND(u,T) = NOT{LOR[NOT(u),NOT(T)]}; 

On this basis, our irreversible quantum computational structure can be en­
riched as follows: 

Definition 27. The Lukasiewicz quantum computational structure 
The structure 

( ( 2) r.:;;:;;:;:; (1) (1) (1) ) ~ C , lAND, LAND, NOT, v NOT, P0 , P 1 , P1; 2 

is called the Lukasiewicz quantum computational structure. 

One can prove that the equivalence relation= (see Def. 14) is a congruence with 
respect to the Lukasiewicz conjunction LAND. As a consequence, we are entitled 
to introduce the contracted Lukasiewicz quantum computational structure: 
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Definition 28. The contracted Lukasiewicz quantum computational structure 
The structure 

(where the operations are defined in the expected way) is called the contracted 
Lukasiewicz quantum computational structure. 

Both the irreversible conjunction and the Lukasiewicz operations can be ex­
tended to the whole set ~ of all possible qumixes. Let us first define the irre­
versible conjunction lAND on the cartesian product ~ x ~-

Definition 29. For any CJ E ~(®m<C2 ) and any T E ~(®n<C2 ), 

( ) (m+n) 
lAND CJ, T := Pp(u)·p(T) 

We know that the reversible conjunction AND has been defined in terms of the 
Petri-Toffoli gate (recall that for any m, n > 0, T(m,n,l) is a unitary operator of 
®m+n+1<e2). In a similar way, we can reasonably define an irreversible conjunc­
tion IAND(m,n) on the set of all qumixes living in ~(®m+n<e2 ). 

Let p E ~(®m+n<e2 ). We have: 

0 m+nc2 = (®m<C2) ® (®n<C2). 

Of course, the qumix p can be regarded as the state of a compound system 
consisting of two parts: the state of the first subsystem (indicated by rederc2 (p)) 
lives in ®m<C2, while the state of the second subsystem (indicated by red0 nc2 (p)) 
lives in ®n<C2. On this basis, we can now define the irreversible conjunction 
lAND(m,n) on the whole set ~(®m+n<e2 ). 

Definition 30. The irreversible conjunction. 
For any CJ E ~(®m+n<C2 ), 

lAND(m,n) ( u) := lAND(red0 "'<C2 
( u), red0 nc2 

( u) ). 

In the particular case where CJ =Tim) ® TJn), we will obtain: 

red0 "'<C 2 
( CJ) = Tim) and red0 nc2 

( CJ) = TJn). 

Hence, 
lAND(m,n)(u) =lAND( Tim), TJnl). 

In a similar way, we can define the Lukasiewicz operations LAND (on~ x ~) 
and LAND(m,n) (on ~(®m+n<e2 )), mutatis mutandis. 

We call qumix operation on ~(®n<C2 ) any total function on ~(®n<C2 ). Appar­
ently, both IAND(m,n) and LAND(m,n) are examples of qumix operations. Needless 
to say, qumix operations are generally irreversible. Of course, any qumix-gate n G 
defined on ~ ( ®n<C2) is a particular case of a qumix operation that corresponds 
to a reversible function. 

Qumix operations can be combined by means of a product (indicated by x ). 
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Definition 31. The product of qumix operations 
Let Q~m) and Q~n) be two qumix operations defined on f>( Q9mC2 ) and f>( Q9nC2 ), 

respectively. The product Q~m) x Q~n) is defined for any IJ E f>(®(m+n)C2 ) as 
follows: 

[Q~m) x Q~n)](iJ) := co(G1 Q9 G 2 )(1J), if there exist a gate G1 of Q9mC2 and 

a gate G2 of ®nC2 such that Q~m) = coc1 and Q~n) = coc2 . 

[Q~m) X Q~n)] ( iJ) := Q~m) (red®=IC2 
( iJ)) Q9 G~n) (red®niC2 

( iJ)), otherwise. 

On this basis, we can now extend our notion of quantum tree, introducing the 
concept of possibly irreversible quantum tree. Let us first consider a richer quan­
tum computational language £/ which contains at the same time the reversible 
connectives-., -.j=,, 1\ and the irreversible conjunctions 1\1 and /\L (correspond­
ing to the qumix operations lAND and LAND, respectively). The notion of syntac­
tical tree for the formulas of this language is then defined like in the case of the 
language£. As happens for£, the syntactical tree of any formula a of £ 1 deter­
mines a sequence of qumix operations Q't, ... , Q'fieight(a)-l" We will call such a 
sequence the possibly irreversible quantum tree of a. Clearly, any quantum tree 
is a particular case of a possibly irreversible quantum tree (a case, where all the 
qumix operations occurring in the tree are reversible). 

What might be the physical and the computational interest of possibly irre­
versible quantum circuits? As is well known, any reversibility-breaking in quan­
tum computation is generally connected with a failure of quantum coherence, 
which may be determined by different "causes" (a noise, a measurement, and so 
on). Hence, the theory of possibly irreversible quantum circuits might provide a 
general framework to describe a number of practical situations. 

7 Quantum Computational Simulations 

Some of the reversible and irreversible qumix operations we have considered so 
far are naturally correlated with some fuzzy functions, defined on the the real 
interval [0, 1]. In fact, an important property of the operations NOT, AND, lAND 
and LAND is a probabilistic truth-functional behavior. We have: 

- p(NOT(iJ)) = 1- p(iJ); 
- p(AND(iJ,T)) = p(iJ) · p(T); 
- p(lAND(IJ, T)) = p(iJ) · p(T); 
- p(LAND(IJ, T)) = p(iJ) 8 p(T) =max {0, p(iJ) + p(T)- 1 }. 

Notice that not all gates and qumix gates turn out to behave truth-functionally 
(an important counterexample is, for instance, the gate v'NQt, see [4]). 

The fuzzy functions !Nor, !ANa, fiAND, !LAND (corresponding to NOT, AND, lAND, 
LAND) are naturally defined as follows (for any x,y E [0, 1]): 

- hor(x) = 1-x; 
- !ANo(x, y) = x · y; 
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- fiANo(x, y) = x · y; 
- fLAND(x, y) =X 8 y. 

An interesting question arises: how to go back from the world of the fuzzy (gen­
erally irreversible) functions to the world of the (reversible) gates? Is it possible 
to characterize the fuzzy functions that, in a sense, admit a quantum computa­
tional simulation by means of appropriate (reversible) gates? Definition 33 and 
Theorem 1 give an answer to this question. 

Definition 32. Fuzzy extension of a Boolean function 
Let f : {0, 1 P ---+ {0, 1} be a binary Boolean function. A fuzzy extension off is 
any function g: [0, 1] 2 ---+ [0, 1] such that 

Vx,y E {0,1}: g(x,y) = f(x,y). 

Of course, the fuzzy extension of a binary Boolean function is generally not 
unique. Given a Boolean function f : {0, 1 }2 ---+ {0, 1 }, define the function gf : 
[0, 1 f ---+ [0, 1] as follows: 

\lx, Y E [0, 1]: gf(X, y) = XoYof(O, 0) + XoYd(O, 1) + X1Yof(1, 0) + X1Yd(1, 1), 

where: xo = 1 - x; x1 = x; Yo = 1 - y; Yl = y. Clearly, L:i,j=O XiYj = 1. Being 
the extension to the real interval [0, 1] of the normal disjunctive form of the 
Boolean function f, the function g f is a fuzzy extension of f. 

Definition 33. Quantum computational simulation 
A function g : [0, 1 f ---+ [0, 1] is said to admit a quantum computational sim­
ulation iff for some natural number n ?: 1, there exist a unitary operator U9 : 

0n+2C2 ---+ 0n+2C2 and a quregister lx) E 0nC2 {playing the role of an ancilla) 
such that for any pair 17/i), lrp) of qubits in C2 {playing the role of control-qubits5 ), 

the following condition is satisfied: 

p(Ug(l7/i) lrp) IX)))= g(p(l7/i) ), P(lrp) )). 

Theorem 1. Let f : {0, 1 }2 ---+ {0, 1} be a Boolean function. Then, the func­
tion gf is the unique fuzzy extension off admitting a quantum computational 
simulation. 

Proof We already know that gf is a fuzzy extension of f. We first prove that 
gf admits a quantum computational simulation. 

Put lx) = IO). Let x, y, z E {0, 1 }. Define U91 : Q93C2 ---+ Q93C2 : 

U91 (lx) IY) lz)) = lx) IY) lf(x, y) EE z), 

where EE is the sum modulo 2. Take the linear extension of U91 (still denoted 
by U91 ). An easy computation shows that U91 is unitary and that for any pair 
17/i), lrp) of qubits in C2 the following condition is satisfied: 

5 The control-qubits represent the "genuine arguments" of a gate, while the ancilla­
qubit guarantees reversibility. 
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We will now prove that 9! is unique. In other words: if h: [0, 1] 2 ----> [0, 1] is 
a fuzzy extension of f that admits a quantum computational simulation, then 
h = 9!· Let h: [0, 1] 2 ----> [0, 1] be a fuzzy extension off that admits a quantum 
computational simulation. By definition, we have: 

'Vx, y E {0, 1}: h(x, y) = f(x, y) = 9J(x, y). 

Moreover, for some m ~ 1, there exist a unitary operator Uh : 0m+2 CC2 ----> 

0m+2 CC2 and an m-quregister 18) such that for any pair I~), 1¥?) of qubits in CC2 , 

the following condition is satisfied: 

p(Uh(l~) 1¥?) 18) )) = h(p(l~) ), p(lrp) )). 

We want to show that 'Vx, y E [0, 1]: h(x, y) = 9J(x, y). 
Let x,y E [0, 1]. Then, there exist two qubits I~), 1¥?) such that 

I~) = y'xO IO) + v'xll1) and 1¥?) = ,fiiO IO) + Vfill1), 

where xo := 1 - x, X1 := x, Yo := 1 - y, Yl := y. Hence, x = p(l~)) and 
y = p(l¥?) ). Accordingly (by hypothesis and by linearity of Uh), we obtain: 

h(x,y) = p(y'XQYo Uh(IOO) 18)) + y'xOY1 Uh(I01) 18)) 

+ y'X1Yo Uh(llO) 18)) + yX1Yl Uh(lll) 18))). 

We will now show that p(Uh(l~) 1¥?) 18) )) = 9J(x, y). Hence, h(x, y) = 9J(x, y). 
We have 'Vx, y E {0, 1 }: 

p(Uh(lx) IY) 18))) = h(x,y) = f(x,y) = 9J(x,y). 

Therefore, 

where 

l: la~YI 2 (1- f(x, y)) = 1- f(x, y) 
iECo 

and 

l: lb~YI 2 f(x, y) = f(x, y). 
iEC1 

A simple computation shows that p(Uh(l~) 1¥?) 18))) is equal to 
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P (2:;,s=O (LiECo vx,:Ys"ai8 (1- f(r, s)) li) + LiEC1 vx,:Ysbis f(r, s) li))) 

=II L;,s=O LiEC1 vx,:Ysbis f(r, s) li) 11 2 · 

Now, for any choice of u,v, u,v E {0, 1} such that (u, v) -I= (u,v), the quregis­
ters lu) lv) 18) and lu) lv) 18) are orthogonal. Since Uh is unitary, we obtain that 

L ...;x;;y:;byv f(u, v) li) is orthogonal to L vXuYv b'fv f(u, v) li). 

Thus, we have: 

1 2 

p(Uh(I7/J) I'P) 18))) = L II L y'x;Ysbi8 f(r,s) li) II · 
r,s=O iEC1 

Consequently, 

h(x,y) = p(Uh(I7/J) I'P) 18))) 
1 

= L L XrYslbi 8
1
2 f(r, s) 

1 

= L XrYsf(r, s) 
r,s=O 

= 9J(X, y). 

Hence, we can conclude that 'Vx, y E [0, 1] : h(x, y) = 9J(x, y). 

Corollary 1 

{i) There exist exactly 16 functions that are fuzzy extensions of the 16 binary 
Boolean functions, admitting a quantum computational simulation; 

{ii) the function f: [0, 1] 2 ----+ [0, 1] such that f(x, y) = xy is the unique extension 
of the Boolean conjunction admitting a quantum computational simulation; 

(iii) the MYCIN sum f : [0, 1] 2 ----+ [0, 1] such that f(x, y) = x + y - xy is 
the unique fuzzy extension of the Boolean disjunction admitting a quantum 
computational simulation; 

{iv) the function f : [0, 1] 2 ----+ [0, 1] such that f(x, y) = x + y - 2xy is the 
unique extension of the Boolean exclusive disjunction admitting a quantum 
computational simulation. 

Corollary 2 

- The Lukasiewicz conjunction ( x8y := max{O,x + y -1} ), which is a fuzzy 
extension of the Boolean conjunction, and the Lukasiewicz disjunction (x EB 
y := min { x + y, 1} ), which is a fuzzy extension of the Boolean disjunction, 
do not admit a quantum computational simulation. 
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Abstract. Generalizations of the Cantor-Bernstein theorem have been 
proved for different types of algebras, starting from O"-complete ortho­
modular lattices and O"-complete MY-algebras and continuing with more 
general structures, including (pseudo) effect algebras and (pseudo) 
BCK-algebras. E.g., for O"-complete MY-algebras a version of the Can­
tor-Bernstein theorem has been proved which assumes that the bounds 
of isomorphic intervals are boolean. 

There is another direction of research which has been paid less atten­
tion. We ask which algebras satisfy the Cantor-Bernstein theorem in the 
same form as for O"-complete boolean algebras, without any additional 
assumption. In the case of orthomodular lattices, it has been proved that 
this class is rather large. E.g., every orthomodular lattice can be embed­
ded as a subalgebra or expressed as an epimorphic image of a member of 
this class. On the other hand, also the complement of this class is large 
in the same sense. We study the analogous question for MY-algebras and 
we find out interesting examples of MY-algebras which possess or do not 
possess this property. This contributes to the investigations of the scope 
of validity of the Cantor-Bernstein theorem in its original form. 

1 Introduction 

The classical Cantor-Bernstein theorem says that two sets X, Y which admit 
injective mappings X ---+ Y and Y ---+ X have the same cardinality. The history of 
this theorem is rather strange: It was conjectured by Cantor in 1895, and proved 
by Bernstein in 1898. However, it was proved by Dedekind already in 1887, but 
his proof has remained unnoticed [24, p. 85]. Sikorski [30] and Tarski [31] proved 
the following generalization of the (Dedekind)-Cantor-Bernstein theorem: For 
any two O"-complete boolean algebras A and Band elements a E A and bE B, if 
B is isomorphic to the interval [0, a]A and A is isomorphic to [0, b]B, then A and 
B are isomorphic. To obtain the classical Cantor-Bernstein theorem, it suffices 
to assume that A and B are the powersets of X and Y, respectively, with the 
natural set-theoretic boolean operations. 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 107-118, 2007. 
©Springer-Verlag Berlin Heidelberg 2007 
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Our work is inspired by generalizations of the Cantor-Bernstein theorem 
which appeared recently. It has been generalized to u-complete orthomodular lat­
tices (mathematical structures obtained naturally as event structures of quantum 
systems) and to u-complete MY-algebras (which form the basis for the seman­
tics of the Lukasiewicz logic). Numerous further generalizations to more general 
structures (including effect algebras as a common generalization of orthomodu­
lar lattices and MY-algebras) followed-see the bibliography at the end of this 
paper. In all these algebras, additional assumptions on the u-homomorphisms 
are necessary to satisfy the Cantor-Bernstein theorem. 

There is another line of research, initiated in [5]. Here the question is which 
algebras satisfy the Cantor-Bernstein theorem in its original form for boolean 
algebras, without any additional condition. 

Definition 1. Let L be an ordered algebra such that each interval [p, q]L = 

{ x E L I p :::; x :::; q} forms an algebra of the same type. Then L is said to sat­
isfy the Cantor-Bernstein property if the following holds: If there is an interval 
[p, q]L isomorphic to L, then L is isomorphic to [r, s]L for all r :::; p and s 2: q 
(r,s E L). 

The Cantor-Bernstein property has been first introduced in [5] for u-complete 
orthomodular lattices. (Originally, such an algebra was called interval homoge­
neous.) The main conclusion of [5,6] is that there are many u-complete ortho­
modular lattices satisfying the Cantor-Bernstein property. 

Our aim in this paper is to find analogies in MY-algebras. We ask which 
MY-algebras satisfy the Cantor-Bernstein theorem without any additional con­
ditions. We collect several observations showing that the Cantor-Bernstein prop­
erty has non-trivial consequences in MY-algebras, too. In contrast to [5], we do 
not require u-completeness; there are interesting examples of non-u-complete 
algebras having the Cantor-Bernstein property. 

2 Motivation from Orthomodular Lattices 

In this section we briefly summarize the main results obtained in [5,6] for ortho­
modular lattices. They are presented only for inspiration, thus the reader not 
acquainted with orthomodular lattices may skip this section. In the following 
sections, we shall look for analogies of these results for MY-algebras. For more 
details on orthomodular lattices, we refer to [1,19,27]. 

In the sequel, we denote N = {1, 2, 3, ... } and N0 = N U {0}. If two algebras 
L, Mare isomorphic, we denote it by L ~ M. 

An orthomodular lattice (OML) is a lattice L with bounds 0,1 and with a 
unary operation ---,: L ----+ L ( orthocomplementation) such that 

a, 

1' 
aVb a V (-,a 1\ (a V b)) . 



Cantor-Bernstein Property for MY-Algebras 109 

(The latter equation is called the orthomodular law.) For a, b E L, a < b, the 
interval [a, b]L = {x ELI a:::; x:::; b} constitutes, with the operations naturally 
inherited from L, an OML (see [27]). Every orthomodular lattice is a union of 
boolean subalgebras [7]. Elements a, b E L are compatible if they are contained 
in a boolean subalgebra of L (equivalently, if b = (b 1\ a) V (b 1\ -,a)). We say that 
a is central if it is compatible to all other elements; in this case, L is isomorphic 
to the direct product of intervals [0, a]L x [0, ---,a]L. The center, C(L ), of L is the 
set of all central elements. It is a boolean subalgebra of L. (The center in OMLs 
corresponds to the boolean skeleton in MY-algebras.) Papers [5,6] deal only with 
O"-complete OMLs (£T-0MLs), i.e., with those OMLs which are closed under 
the formation of countable suprema and infima. Their centers are O"-complete 
boolean algebras and intervals are O"-OMLs (see [27]). 

A O"-homomorphism between two O"-OMLs Land M is any mapping f: L----+ 
M which preserves the orthocomplementation and the countable lattice opera­
tions. If, moreover, it is surjective, we call it a O"-epimorphism. By an isomorphism 
between L and M we mean a bijective mapping f : L ----+ M such that both f 
and f- 1 are OML £7-homomorphisms. 

3 Cantor-Bernstein Property for Orthomodular Lattices 

For OMLs, Definition 1 can be rephrased in a slightly simplified form: 

Proposition 1. {5} For an OML L, the Cantor-Bernstein property is equivalent 
to the following condition: If, for some a E L, the interval [0, a]L is isomorphic 
to the entire L, then Lis isomorphic to the interval [0, b]L for each b 2: a (bEL). 

The relation of this notion to the Cantor-Bernstein theorem can be expressed 
as follows: 

Proposition 2. {5} A O"-OML L has the Cantor-Bernstein property iff it sat­
isfies the following condition: If there is a O"-OML M isomorphic to an interval 
[0, a]L and L is isomorphic to an interval [0, b]M, then M is isomorphic to L. 

It is shown in [5] that there are OMLs which do not satisfy the Cantor-Bernstein 
property: 

Proposition 3. The class of O"-OMLs satisfying the Cantor-Bernstein property 
is not closed under the formation of products. 

There are even boolean algebras which do not satisfy the Cantor-Bernstein prop­
erty. According to [12,21], there is a boolean algebra A such that A'!- A 2 , but 
A~ A3 . Such a boolean algebra cannot be O"-complete. This situation is excluded 
in O"-complete orthomodular lattices, too: 

Proposition 4. Let L be a O"-complete OML. If L '!- L 2 , then L '!- Ln for any 
n EN, n > 1. 

The richness of the class of O"-OMLs satisfying the Cantor-Bernstein property is 
demonstrated by the following result: 
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Theorem 1. Every rr-OML is a rr-epimorphic image of a rr-OML satisfying the 
Cantor-Bernstein property. 

The proof is based on the following deep fact: 

Lemma 1. (32,20} There is a proper class of mutually non-isomorphic OMLs 
of height 3 which are not reducible to non-trivial horizontal sums. 

On the other hand, the class of rr-OMLs not satisfying the Cantor-Bernstein 
property is also large: 

Theorem 2. Every rr-OML is a rr-epimorphic image of a rr-OML not satisfying 
the Cantor-Bernstein property. 

Similar conclusions have been obtained for subalgebras: 

Theorem 3. Every rr-OML is a sub-rr-OML of a rr-OML satisfying the Can­
tor-Bernstein property. 

Theorem 4. Every rr-OML is a sub-rr-OML of a rr-OML not satisfying the 
Cantor-Bernstein property. 

4 MY-Algebras 

We refer to [2], [3], and [26] for basic information on MY-algebras. 
An MV-algebra M = (M, 0, EB, ---,) is an algebra where the operation EB: M x 

M ---+ M is associative and commutative with 0 as the neutral element, the 
operation ---,: M ---+ M satisfies the identities ---,---,x = x and x EB ---,0 = ---,0, and, in 
addition, 

(1) 

Example 1. The real unit interval [0, 1] equipped with the Lukasiewicz opera­
tions x EB y = min(1, x + y) and ---,x = 1- xis an MY-algebra called the standard 
MV-algebra. 

Following common usage, for any elements x, y of an MY-algebra and n EN, we 
use the abbreviations 1 = ---,0, x 8 y = ---,(---,x EB ---,y), x 8 y = x 8 'Y, and n.x = 

x EB · · · EB x (n times). We shall denote by (M, V, A) the underlying distributive 
lattice of M, where x V y = x EB ---,(x EB ---,y) and x A y = x 8 ---,(x 8 ---,y). 

An MY-algebra M is rr-complete (resp., complete) iff every sequence (resp., 
every family) of elements of M has a supremum in M with respect to the un­
derlying order of M. 

As shown by Chang, boolean algebras coincide with MY-algebras satisfying 
the equation x EB x = x. In this case the operation EB coincides with V, and the 
operation 8 coincides with A. 

Let us recall that an element a in an MY-algebra M is called boolean iff 
aEBa =a. We let B(M) denote the set of all boolean elements of M (the boolean 
skeleton). It is not hard to see that the operations of M make B ( M) into a 
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boolean algebra. If M is a O"-complete MY-algebra, then B(M) is a O"-complete 
boolean algebra, and the O"-infinitary operations of B(M) agree with the restric­
tions of the corresponding operations of M. 

A homomorphism between two MY-algebras is a map that sends zero to zero, 
and preserves the operations E9 and -.. A one-to-one surjective homomorphism 
is called an isomorphism. 

For an MY-algebra M = (M, 0, E9, -.) and elements a, bE M, a:::; b, we define 
the interval I= [a, b]M by 

[a, b]M = {x EM I a:::; x:::; b}. 

It can be considered an MY-algebra (I, ffii, -.I, 0) if the operations -.I: I ---+ I 
and E9 I : I x I ---+ I are defined by 

-.Ix = (bex) ffia, (2) 

xffiiY= ((xea)ffiy)l\b. (3) 

We always assume these operations on an interval and we call it briefly an 
MY-algebra [a,b]M· 

Proposition 5. Let M be an MV-algebra and bE B(M). Then: 

1. The interval [O,b]M (as well as the interval [0,-.b]M) is an ideal of M; 
2. The map hb: x t---+ x 1\ b is a homomorphism of M onto [0, b]M whose kernel 

coincides with [0, -.b] M; 
3. The MV-algebra [0, b]M is isomorphic to the quotient MV-algebra M/[0, -.b]M· 

If in a boolean algebra B we denote by I be the principal ideal generated by 
-.b, then I= [0, -.b]B, and the algebra [0, b]B is isomorphic to B /I via the map 
x t---+ x/ I. Condition 3 is a generalization of this fact to MY-algebras. 

If a is not a boolean element of an MY-algebra M, then [0, a]M need not be 
a homomorphic image of M. For n EN, we denote by Sn = {0, 1/n, 2/n, ... , 1} 
the MY-chain with n + 1 elements (with the Lukasiewicz operations). Then 

[0, 1/n]sn = {0, 1/n} 

is not a homomorphic image of Sn, because Sn has no other proper ideals 
than {0}. 

On the other hand, the existence of a homomorphism of M onto [0, a]M need 
not imply that a is a boolean element of M. As a matter of fact, in the standard 
MY-algebra [0, 1], multiplication by 1/2 is a homomorphism of [0, 1] onto the 
interval MY-algebra [0, 1/2], but the element 1/2 is not boolean in [0, 1]. 

Lemma 2. Let L and M be MV-algebras and let cp: L ---+ M be an isomorphism 
of L onto M. For any a E L, the restriction of the map cp to the interval [0, a]L 
is an isomorphism of the MV-algebra [O,a]L onto the interval [O,cp(a)]M· 

Corollary 1. For each a E B(M), the mapping x t---+ (x 1\ a, x 1\ -.a) is an 
isomorphism of M onto the product MV-algebra [0, a]M x [0, -.a]M. 
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5 Cantor-Bernstein Theorems for MY-Algebras 

The following version of the Cantor-Bernstein theorem has been proved in [4]: 

Theorem 5. Let L and M be rr-complete MV-algebras. Let a E B(L), b E 

B(M), such that L ~ [0, b]M and M ~ [0, a]£. Then L ~ M. 

(Here ~ denotes the MY-algebraic isomorphism, preserving all MY-algebraic 
operations, as well as their lattice structure.) 

In [13], Jakubik proved a different form of Cantor-Bernstein theorem for 
MY-algebras which follows. A lattice isomorphism between two MY-algebras 
L and M is a one-to-one map of L onto M that preserves the underlying lat­
tice structure of L and M (not necessarily all MY-algebraic operations). We say 
that L and M are lattice isomorphic iff there is a lattice isomorphism between L 
and M. The existence of a lattice isomorphism is a necessary, but not sufficient, 
condition for the isomorphism of two MY-algebras. To show this, let us denote 
by Ql2 the set of all dyadic rationals, i.e., rational numbers whose denominators 
are integer powers of 2. The MY-chains Ql n [0, 1] and Ql2 n [0, 1] are lattice iso­
morphic (as denumerable, densely ordered chains with two endpoints) but they 
are not isomorphic MY-algebras. Indeed, Ql n [0, 1] contains an element x = 1/3 
satisfying -.x = x EB x, but there is no such element in Ql2 n [0, 1]. 

Theorem 6. {13} Let L and M be complete MV-algebras satisfying the following 
condition: 
(*) If a ELand [O,a]L is a boolean algebra, then a E B(L). 

Suppose that for some a E L, bE M, L is lattice isomorphic to [0, b]M and M 
is lattice isomorphic to [0, a]£. Then L and M are isomorphic as MV-algebras. 

Many generalizations have followed (see the bibliography). However, all of them 
require some additional conditions. In Theorem 5, the added assumptions are 
that the MY-algebras are rr-complete and that the bounds of intervals, a and b, 
are boolean. (Analogous assumptions are made in most of the generalizations, 
they concentrate on some rr-complete boolean subalgebra.) In Theorem 6, con­
dition ( *) and completeness of the MY-algebras is assumed. (On the other hand, 
only lattice isomorphisms are assumed instead of MY-algebraic isomorphisms.) 
In the sequel we ask in which MY-algebras all these conditions are unnecessary. 

6 Cantor-Bernstein Property for MY-Algebras 

Also MY-algebras admit to rephrase Definition 1 in a slightly simplified form: 

Proposition 6. For an MV-algebra M, the Cantor-Bernstein property is equiv­
alent to the following condition: If, for some a E M, the interval [0, a]M is iso­
morphic to the entire M, then M is isomorphic to the interval [0, b]M for each 
b ?_a. 

Proof. It suffices to take in Definition 1 a= q 8 p, b = s 8 r. 
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For an MV-algebra M, we define 

A(M) ={a EM I [O,a]M ~ M}. 

The Cantor-Bernstein property is equivalent to the condition that A(M) is an 
order filter (not necessarily an MV-algebraic filter). 

It may happen that an MV-algebra does not contain a proper isomorphic 
subinterval; then we say that it satisfies the Cantor-Bernstein property trivially. 
Otherwise, we say that it satisfies the Cantor-Bernstein property non-trivially. If 
M is an MV-algebra, a EM\ {1}, and there is an isomorphism rp: M----> [O,a]M, 
then A(M) contains not only a= rp(1), but also a strictly decreasing sequence 
rp2 (1) = rp(a), rp3 (1), .... Thus all finite MV-algebras satisfy the Cantor-Bern­
stein property trivially. Nevertheless, infinite MV-algebras may satisfy the Can­
tor-Bernstein property trivially or non-trivially. 

7 MY-Chains with Cantor-Bernstein Property 

In this section we present non-trivial examples of MV-chains with the Can­
tor-Bernstein property. 

There is only one infinite O"-complete MV-chain, [0, 1]. The O"-completeness con­
dition used in Theorem 5 was introduced because of an analogy with boolean al­
gebras. Nevertheless, it is not necessary and weaker conditions may be sufficient. 
What we need is the O"-completeness of the boolean skeleton, but MV-chains which 
are not O"-complete need not be excluded. However, then the Cantor-Bernstein 
property may be more complex. We first discuss the case of MV-chains which are 
hyperarchimedean, then others. 

Definition 2. An element x of an MV-algebra L is said to be archimedean iff 
there is an integer n ~ 1 such that n.x is boolean. An MV-algebra L is said to 
be hyperarchimedean iff all its elements are archimedean. 

7.1 Hyperarchimedean MV-Chains 

Hyperarchimedean MV-chains are subalgebras of [0, 1] [3, Theorem 3.5.1]. Nev­
ertheless, even in this restricted context we find interesting examples related to 
the Cantor-Bernstein property. 

Example 2. The standard MV-algebra [0, 1] and the MV-chain Q n [0, 1] possess 
the Cantor-Bernstein property. 

We see that O"-completeness of the chain is not necessary for the Cantor-Bern­
stein property. However, density (in the sense used for ordered sets) is necessary. 

Theorem 7. Let M be a subalgebra of [0, 1]. If M satisfies the Cantor-Bern­
stein property non-trivially, then it contains Q n [0, 1]. 
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Proof. The non-triviality assumption implies that there is an a, 0 < a< 1 and an 
isomorphism r.p: M----> [0, a]M· The set A(M) contains arbitrarily small non-zero 
elements of the form r.pk(1), kEN. Their sums generate a dense subset of [0, 1]. 
As any isomorphism between intervals in M preserves sums and ordering, it 
has to be linear, thus only a multiplication by a constant. According to the 
Cantor-Bernstein property, A(M) = M \ {0}. For each n E N, we can find 
bE A(M) such that n.b < 1. There is an isomorphism 7/J: M----> [0, n.b]M· Thus 
'lj;- 1 (n.b) = 1 and 7j;- 1 (b) = 1/n. Hence M contains 1/n for all n E N and all 
rational numbers from [0, 1]. 

The following examples show that density is not sufficient for the Cantor-Bern­
stein property. 

Example 3. The MY-chain M = Q2 n [0, 1] has not the Cantor-Bernstein prop­
erty. Indeed, [0, 1/2]M ~ M, while [0, 3/4]M is not isomorphic to M. Similar 
examples may be constructed for any other base instead of 2. 

This example also demonstrates another property of homomorphisms: If a, b E 

M, a ::::; •b, and M ~ [0, a]M ~ [0, b]M, then [0, a EB b]M need not be isomorphic 
to M. From isomorphisms r.p: M ----> [0, a]M and 7/J: M ----> [0, b]M, we may con­
struct a homomorphism x: M----> [0, a EB b]M, x(x) = r.p (x) EB 7/J (x). However, x 
need not be an isomorphism. As a counterexample, we may take M as above, 
a= 1/2, b = 1/4 and use the same argument as before. 

Example 4. Let us take an irrational number r, 0 < r < 1. Then 
M = { cr +dE [0, 1]1 c, dE Q} is an MY-algebra which does not satisfy the 
Cantor-Bernstein property. Indeed, the multiplication by a rational constant b, 
0 < b < r, is an isomorphism M----> [0, b]M. Suppose that there is an isomorphism 
7/J: M----> [0, r]M. We may express rasa limit of rational numbers, r = limi---+oo ai. 
Then 7/J (r) = limi---+oo 7/J (ai) = limi---+oo rai = r 2 1- M, a contradiction. Thus 
[0, r]M '¥- M. 

There are also dense subsets of [0, 1] which satisfy the Cantor-Bernstein property 
trivially: 

Example 5. Let P be the set of all rational numbers from [0, 1] whose denomi­
nators are prime numbers. Then P is an MY-algebra. It is not isomorphic to any 
proper subinterval. Indeed, for each prime p, P contains the element x = 1/ p with 
the property •X = (p- 1) .x. There is no such element in an interval [0, qfp]p, 
q E {1, ... ,p-1} because qfp2 1. P. 

7.2 MV-Chains Which Are Not Hyperarchimedean 

In hyperarchimedean MY-chains, the only homomorphisms with intervals are 
multiplications by constants. We can find other homomorphisms in MY-chains 
which are not hyperarchimedean. 
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Example 6. The Chang MV-algebra 8 00 , 1 is isomorphic to the interval [(0, 0), 
(1, O)]L in the lexicographic product Lex(Z, Z). Using the Mundici functor r, 
8 00 ,1 ~ F(Lex(Z, Z), (1, 0)). It has the Cantor-Bernstein property and A(Soo,1) = 

{(1, -n) In E No}. 

The above example appears to be exceptional among MV-chains: The MV-al­
gebra Soo,k ~ F(Lex(Z, Z), (k, 0)) has the Cantor-Bernstein property iff k = 1. 
This result can be generalized: 

Theorem 8. Let k EN, k > 1, let G be a commutative ordered group, and let 
Mk be the MV-algebra of the form F(Lex(Z, Z, G), (k, 0, 0)). {We use the same 
symbol 0 for the neutral elements of Z and G.) Then Mk does not have the 
Cantor-Bernstein property. 

Proof Let a= (k, -k n, 0), n E N0 . There is an isomorphism cp: Mk ---+ [0, a]Mk, 
cp((x, y, z)) = (x, y-nx, z). If b = (k, -1, 0), n E No, then Mk '!- [0, b]Mk, because 
Mk contains an element x = (1, 0, 0) satisfying --,x = (k- 1) .x, but there is no 
such element in [0, b]Mk. (In the interval [0, a]Mk, the element (1, -n, 0) played 
this role.) 

8 Direct Products and the Cantor-Bernstein Property 

The following example shows that there are many u-complete MV-algebras which 
satisfy the Cantor-Bernstein property non-trivially. 

Example 7. Let X 1 , ... , X 1 be a finite sequence of disjoint sets of strictly de­
creasing infinite cardinalities. Let M be the direct product 

k 

M S xl sXk II sXi = 1 x ... x k = i. (4) 
i=1 

We view the elements of M as functions a: Ui<k Xi ---+ [0, 1]. Suppose that the 
interval [0, a]M is isomorphic toM. This is pos~ble only if card(a- 1 (1) n X 1) = 

card X 1 because the factors Sfi, i > 1, admit intervals isomorphic to S]', but 
only for cardinalities w < card X 1 . Similarly, we obtain 

card(a- 1 (1) n Xi)= card Xi for all i = 1, ... , k. (5) 

Condition (5) is necessary and sufficient for [0, a]M ~ M. If it is satisfied for 
some a EM, than it holds for all bE [a, 1]M, thus M satisfies the Cantor-Bern­
stein property. The isomorphism between [0, a]M and M may be non-trivial in 
the sense that we may admit a(x) = i/k < 1 for some x E Xk; then the factor 
of [0, a]M corresponding to X E Xk is isomorphic to Si '1- Sk, i.e., to some factor 
Si corresponding to y E Xi. 
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Ex. 7 can be further generalized so that we admit also finite cardinalities. 

Example 8. Let X 1, ... , Xk be a sequence of disjoint sets and j :::; k such that 
x1, 0 0 0 ,xj-1 have strictly decreasing infinite cardinalities and xj, 0 0 0 ,xk be 
finite. Let M be the direct product (4). Then condition (5) is necessary and 
sufficient for [0, a]M ~ M. Thus M satisfies the Cantor-Bernstein property. 

In this example, if [0, a]M ~ M, then a I u~=j xi = 1 and the isomorphism 

has to coincide with the identity on the factors TI~=j sfi. 
If j = 1, then all sets X 1, ... , Xk are finite, so M is finite and satisfies the 

Cantor-Bernstein property trivially. 

In the previous examples, it was necessary to have strictly decreasing infinite 
cardinalities. We show that non-strict inequalities do not suffice: 

Example 9. Let X 1, Y, Z be disjoint sets of the countable infinite cardinality and 
let X 2 = Y U Z. Let M be the direct product 

We define a EM by 
if X E Z, 

ifxEY, 

ifxEX1. 

Then [0, a]M ~Sf x Sf~ M. We define bE [a, 1]M by 

b(x) = {1 if X E X2 = Y U Z, 
0 if X E X1. 

Then [0, b]M ~ s:2 '# M, because [0, b]M has no factor isomorphic to s1. Thus 
M does not satisfy the Cantor-Bernstein property. 

Remark 1. The only important property of Si in these examples was that Si is 
isomorphic to an interval in S1 fori:::; j. Other MY-algebras may be used. 

Despite the above examples, there seems to be little chance to prove analogies of 
Ths. 1, 3 for MY-algebras. The reason is that the results in orthomodular lattices 
relied on complex constructions which do not have counterparts in MY-algebras. 
In particular, a proper class of non-isomorphic OMLs with given properties is 
constructed following the method of [20,31,32]. Using them, a product is con­
structed from non-isomorphic OMLs. In MY-algebras, the selection of such tools 
is rather limited [3]. 
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Abstract. We try to make a distinction between the idea of represent­
ing and that of interpreting a mathematical structure. We present a 
slight generalization of Di Nola's Representation Theorem as to incorpo­
rate this point of view. Furthermore, we examine some preservation and 
functorial aspects of the Boolean power construction. 

1 Introduction 

There are mathematical objects which are inherently and naturally 'nonstan­
dard'. Examples include, the Ito integral, the Schwartz distributions, etc. We 
can add to this list the MY-algebras of many-valued logic, since their represen­
tation theorem refers to the nonstandard interval * [0, 1]. 

Nonstandard methods (infinitesimal, Boolean-valued, topos-theoretic) rely on 
the existence of at least two levels of viewing mathematical objects, and the 
reduction of higher type standard objects to lower type non-standard ones. For 
example, equivalence classes of sequences are reduced to real numbers in a model 
of infinitesimal analysis, self-adjoint operators are reduced to real numbers in a 
Boolean model of set theory, continuous functions to a space are reduced to 
spaces in the topos of sheaves over that space. 

The existence of a huge amount of nonstandard models implies that the struc­
ture of MY-algebras (alongside with many other first-order structures) can have 
many nonstandard interpretations. Although the aim of this note is not such a 
study, we try to make clear the distinction between representation and interpre­
tation but also to indicate the interplay between the two. 

The Boolean power construction is an important tool for representations of 
first-order structures. Its importance for the study of many-valued logic is even 
bigger as the construction constitutes a functorial passage from the algebras of 
classical logic to those of many-valued logic. We examine here some preserva­
tion property of that construction (preservation of hyperarchimedeaness) and 
discuss possible adjunctions in which this functor participates. We close with 
some questions arising from our discussion. 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 119-126, 2007. 
@Springer-Verlag Berlin Heidelberg 2007 
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2 Representations and Interpretations 

First we would like to state that the main difference between representation and 
interpretation is that the former is usually seen within a specific model, whereas 
interpretations involve two, usually different, universes. The idea of interpreta­
tion obtains its most general form in category theory, where theories are repre­
sented by small categories with suitable structure and interpretations of them 
become structure-preserving functors into categories with the same structure. 

Thus one may interpret the notion of an MV-algebra (like any equation­
ally defined structure) in an arbitrary category with finite products (in par­
ticular in an arbitrary topos). The interplay with familiar representations of 
MV-algebras begins when restricting to interpretations in universes of Boolean­
valued or Heyting-valued sets. Then a representation of the MV-algebra usually 
involves an embedding of it in the global sections of such a "set". For example 
the familiar ([20]) representation of hyperarchimedean MV-algebras as Boolean 
products of subalgebras of [0, 1] is an instance of such an approach. When it 
comes to arbitrary MV-algebras the most general representation known is Di 
Nola's embedding of an algebra in a power of an ultrapower of [0, 1]. Of course 
Di Nola's representation constitutes a form of a Boolean ultraproduct represen­
tation over a special form of Boolean algebra (a powerset). We indicate how 
this representation can be extended to a more general one over a, possibly, more 
interesting Boolean algebra. 

2.1 Boolean Ultrapowers and Di Nola's Representation Theorem 

The next theorem is the Boolean analogue to Frayne's Lemma ([16, Thm. 2.16, 
p. 42]), and it is the result needed for such a generalization: 

Theorem 1. For structures d := (A, ... ),88 := (B, ... ), then d = 88 if and 

only if 88 is elementary embeddable in some Boolean ultra power d ~) of d. 
The Boolean lB can be chosen as a minimal completion of the boolean algebra 
F(d, AU B)/ R:: Th(d, A). The latter denotes the Boolean algebra of formulae 
in the language of d with constants from A and B, modulo the theory of d. 

The ultrafilter U can be chosen so that as including Th(88, B)/ R:: Th(d, A). 

(Recall here that Boolean ultrapowers d ~) are just isomorphic to direct limits 
of ordinary ultrapowers.) 

Using the above Theorem we give a proof of the generalization by reproducing 
the steps of a proof given by Di Nola ([3]): 

Theorem 2 (Boolean generalization of Di Nola's Representation The­
orem). For any MV-algebra A there is a Boolean ultrapower [0, 1]~) of the 

(JBS) Spec(A) 
MV-algebra [0, 1] such that A can be embedded into ( [0, 1] u ) , i.e. there 
exists: 
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Proof Let A be an MV-algebra. By Chang's Representation Theorem, A can be 
embedded into the direct product 

IJ {A/PIPE Spec( A)}. 

If P E Spec(A) then A/ P is an MV-chain, so A/ P can be embedded into a 
divisible MV-chain DP" Next, we consider the set :F := {Dp I P E Spec(A)}. It is 
also known that any pair of MV-algebras from :Fare elementarily equivalent. But 
we know that there exists an MV-algebra D such that Dp can be elementarily 
embedded in D for any P E Spec(A). It follows that D is also elementarily 
equivalent with the MV-algebras of :F. But [0, 1] is also elementarily equivalent 
with the MV-algebras of :F. It follows that Dis also elementarily equivalent with 
:F, since [0, 1] is a divisible MV-chain. Thus, by the Boolean analog of Frayne's 

Lemma 1, D is elementarily embeddable in some Boolean ultra power [0, 1] ~). 
For any P E Spec(A) we get 

~ip~ 

A/P~Dp~D~[0,1]~) 

Hence, if we define 

i: A~ ([0, 1]~))Spec(A) II a f---> i(a): {ip(a): P E Spec(A)}, 

we get the desired embedding for the MV-algebra A. D 

2.2 Some Further Remarks on Interpretations 

The following theorem ([9, p. 212]) exemplifies the feature of reduction of type, 
mentioned above. 

Gordon's Theorem: Every universally complete vector lattice is an interpre­
tation of the reals in an appropriate Boolean-valued model. 

The Boolean-valued interpretation of the reals have been introduced by 
Takeuti ([17]). Choosing as the Boolean algebra a Boolean algebra of projections 
in a Hilbert space, we get as interpreted reals self-adjoint operators, whereas if 
we choose a probability algebra we get correspondingly random variables as re­
als (an idea originally due to D. Scott). In general, appropriate Boolean-valued 
interpretations of the real and complex numbers give operator algebras (see e.g., 
[13,14,15]). 

Let lB be a complete Boolean algebra, and V a standard model of set theory. 
Let also V(JBS) be the Boolean valued model of V with respect to lB. We define 
the embedding 

() : v '----+ vOBS) II a f---> a 
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where a : dom( a) ----+ lB is defined as follows: 

dom(a) := {xlx E a} and a(x) = 1, x Ea. 

For u E V(JB) we define 

u := {X E vOB) I [x E u] = 1 }. 

The important property for Boolean powers with respect to a Boolean-valued 
model vClffil is that the Boolean power A(lffi) = A[JB] is isomorphic to (Af 

Following a theorem in [4] there is a cryptic statement that "MY-algebras 
are the non-commutative generalization of Boolean algebras". We would like to 
phrase this as: In the interpretation of Boolean and MY-algebras in the frame­
work of C* -algebras, the later is a non-commutative generalization of the first. 

Remark 1. The Theorem 2 holds true for some Boolean algebra. On the other 
hand the reals lR can be interpreted in every Boolean-valued model as JR(lffi). 
More precisely, let vClffi) be a Boolean-valued model such that the reals in it 
capture a complete vector lattice. Regarding the JB-reals as a JB-lattice order 
group we obtain a lB-interpretation of the MY-algebra [0, 1], by applying the 
gamma-functor inside V(lffi), i.e. 

[F(JR, 1) = [0, 1]] = 11ffi. 

Varying the Boolean algebra lB appropriately, we essentially get Boolean val­
ued interpretations-representations of the MY-algebra [0, 1]. In each vClffi) the 
interpreted MY-algebra [0, 1J(lffi) JB-generates the variety of MY-algebras in 
V(lffi). This shows that by varying the Boolean algebra lB we get various in­
terpretations of the structure of MY-algebra. In this sense the above Boolean 
generalization of Di Nola's Representation theorem, holds for every Boolean al­
gebra. Thus choosing appropriately the Boolean algebra lB we may have various 
lB-representations of MY-algebras. For example choosing lB to be a probability 
Boolean algebra we get lB-representations of MY-algebras in terms of stochastic 
processes (ft)tESpec(A), where ft is a point free stochastic fuzzy set. Similarly, 
by choosing lB as a projection Boolean algebra in a Hilbert space, we get a lB­
representations of MY-algebras in terms of families of adjoint operators indexed 
by Spec(A), (see also [17,18,13,14,15]). 

The above Boolean Representation Theorem initiates the study of the exact 
relationships between MY-algebras and C*-algebras, see also ([18,7]). Another 
interesting result, connected with this, is the following, ([19, p. 18]): 

Proposition. Let U be a free ultrafilter on N. If*(-) : V(JR) '----* V(*JR) is the 
bounded ultrapower embedding over U, then the C* -algebras S(Qt) for Qt hyper­
finite dimensional internal C* -algebra are exactly the ultra products over U of 
finite dimensional C* -algebras. (S(Qt) is the infinitesimal hull of Qt.) 
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3 The Boolean Power Functor 

We first state some known results for Boolean powers. By Boolean power we 
mean constantly "bounded Boolean power" (otherwise most of what follows 
holds for unbounded Boolean powers over complete separable Boolean algebras). 

Theorem 3. ([1]) 

{i) ~[~] ~ ~; 
{ii) For any diagram D: I ----+ BAlg in the category of Boolean algebras with limit 

limiBi, ~[limiBi] ~ limiEI~[lll\i]· In particular, 
{iii) ~[fliEJ JB\i] ~ fliEJ ~[JB\i]· 

Theorem 4. ([8, Th. 9.7.2 (c), p. 468]) Let~ be a non-empty £-structure. 
Then the Boolean power ~[ -] defines a functor 

~[-]: BAlg----+ .41, 

where .41 is the category of .2 -structures and homomorphisms; this functor pre­
serves filtered colimits. 

We also have: 

Theorem 5. ([4]) 

{i) For every MV-algebra A, the Boolean power A[lll\] is an MV-algebra; 
{ii) Given a Boolean algebra lll\, the center of the MV-algebra [0, 1] [lll\] is isomor­

phic to lll\. 
(iii) For every semisimple MV-algebra A, and every Boolean algebra lll\, A[lll\] is 

semisimple. 

Recall that a hyperarchimedean MY-algebra is an MY-algebra in which every 
element x has a power xn which is idempotent. In particular [0, 1] is a hyperar­
chimedean MY-algebra. 

Theorem 6. Let M be a hyperarchimedean MV-algebra. Then the Boolean 
power M[B] is hyperarchimedean as well. 

Proof For an f E M[B] one has 

(! 8 f) (a) = V {! ( x) A f (y) I x 8 y = a} 

and since f is a partition the above becomes 

(! 8 !)(a)= v{f(x) I X 8 X= a}, 

so eventually 

r(a) = v {f(x) A f(y) I xn =a} 
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Suppose that f takes m distinct non-zero values j(x1), ... , f(xm) and (since M 
is hyperarchimedean) that x71 , ... , x~= are idempotents. 

Then 

(rl ... n= 8 r1 ... n= )(a) = V {f(x) I xn1 ... n= 8 xn1 ... n= =a} 

= V{f(x) I xnl ... n= =a} 

= rloo•n=(a) 

so whenever the function jn1 ... n= takes non-zero values they have to be idem-
potent. This means that r 1 ... n= is itself an idempotent element of M[B]. D 

Corollary 1. The Boolean power [0, 1][B]* is a hyperarchimedean MV-algebra. 

Specializing Theorem 3.2, we know that for a fixed MY-algebra M the Boolean 
power construction is functorial, defining a functor M[-]: BAlg ---+ MVAlg, 
from the category of Boolean algebras to that of MY-algebras. On the other 
hand the center of an MY-algebra also depends functorially on the MY-algebra, 
thus defining a functor C(- ): MVAlg ---+ BAlg. As pointed out in Theorem 
3.3(ii), for any Boolean algebra B, the center of the MY-algebra [0, 1][B] is 
isomorphic to B. Thus any MY-homomorphism M ---+ [0, 1][B] determines a 
Boolean homomorphism C(M) ---+ B and this fact indicates a possibility to 
investigate an adjunction between the Boolean power functor [0, 1 ][ -] and the 
center functor C(-). The other direction of a correspondence though wouldn't 
work: One may not expect to extend a Boolean homomorphism C(M) ---+ B to 
an MY-homomorphism M---+ [0, 1][B]. This can be made precise with the aid of 
Gluschankof's characterization of algebras 'i&'(X, [0, 1]d) of continuous functions 
from a Stone space to the unit interval equipped with its discrete topology (i.e 
Boolean powers of [0, 1]). In particular ([6], Cor. 3.5) such an MY-algebra is 
injective iff X is finite. Now C(-) preserves monomorphisms (as a matter of 
fact all limits, being right adjoint to the inclusion of Boolean algebras into MY­
algebras) so if it were left adjoint to [0, 1] [ -], by a standard categorical argument, 
[0, 1][-] would have to preserve injective objects. Since there are more injective 
Boolean algebras than just the finite ones we conclude that there is no such 
adjunction: 

Theorem 7. The Boolean power construction [0, 1][-]: BAlg---+ MVAlg is not 
a right adjoint to the center construction C(-): MVAlg---+ BAlg. 

4 Final Remarks 

It is well known that there is a connection between fuzzy sets and semisimple 
MY-algebras. On the other hand cubes of the form [0, 1]n play a vital role in 
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(0,0) X 

both fuzzy sets and MY-algebras. We consider a simple example: If X := { X I, x2 } 

then the following square depicts classical and fu zzy sets: 
The classical subsets of {xi, x2 } are {0, {xi}, {x2 }, {xi, x2 }} and these are 

represented using indicator functions as: 

Fuzzy sets on the diagonal (0, 1) , (1, 0) represent probability distributions. All 
other points represent fu zzy sets. 

It appears that classical sets are the extreme points of non classical sets, or 
that non classical sets constitute the convex hull of classical sets. 

It would be desirable to have a formal way that expresses this relationship , 
that is a concrete connection between the two worlds: Boolean algebras and 
classical logic and MY-algebras and many-valued logic. One such way is through 
Boolean powers. 

First we notice t hat semisimple MY-algebras are represented using [0, 1]­
valued funct ions, whereas Boolean algebras are represented using T := {0, 1 }­
valued functions. 

Using 3 we see that , [0, 1][T] = [0, 1] and [0, 1][Tn] = [0, 1]n, n E N. In 
this way the Boolean power functor [0, 1] [ -] indeed gives the convex hull of the 
corresponding Cantor cubes. It would be interesting to investigate the passage 
from Boolean functions to McNaughton functions but unfortunately t he Boolean 
power functor doesn't help in this direction. 

In addition one can prove that the sets 2w and [0, 1] are isomorphic by choosing 
in [0, 1] the non-terminating expansions. For a set with the power of continuum 
we may represent its subsets by using hyperfinite cubes 2H , where H is a hyper­
finite natural number. The nonstandard study of hypercubes and MY-algebras 
seems to be promising in finding an equivalent formulation for MY-algebra prob­
lems, avoiding the heavy algebraic geometric formulations. 
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Dedicated to the Renaissance man, great scientist and good friend Daniele 
Mundici on the occasion of his 60th anniversary 

Abstract. Mundici's r functor establishes a categorical equivalence be­
tween MY-algebras and lattice-ordered Abelian groups with a strong 
unit. In this short note we present a first step towards the generalization 
of such a relationship when we replace MY-algebras by weaker structures 
obtained by dropping the divisibility condition. These structures are 
the so-called involutive monoidal t-norm based algebras, IMTL-algebras 
for short. In this paper we restrict ourselves to linearly ordered IMTL­
algebras, for which we show a one-to-one correspondence with a kind of 
ordered grupoid-like structures with a strong unit. A key feature is that 
the associativity property in such a new structure related to a IMTL­
chain is lost as soon the IMTL-chain is no longer a MY -chain and the 
strong unit used in Mundici's r functor is required here to have stronger 
properties. Moreover we define a functor between the category of such 
structures and the category of IMTL algebras that is a generalization of 
Mundici's functor r and, restricted to their linearly ordered objects, a 
categorical equivalence. 

1 Introduction 

Completeness results for Lukasiewicz infinitely-valued logic have been obtained 
by Rose and Rosser and by Chang in the fifties. But it was Chang who gave in 
[4] an algebraic proof based on the study of the MV-algebras, that constitute 
the algebraic counterpart of the logic. Chang construction [3] associates to each 
linearly ordered MV-algebra a linearly ordered Abelian group with strong order 
unit and conversely. Mundici generalized this early result in [11] to a categorical 
equivalence (given by what is known as the r functor) between the category of 
MV-algebras and the category of lattice ordered Abelian groups with a strong 
unit. This categorical equivalence has also been extended by Dvurecenski in [6] 
to non-commutative MV-algebras (called pseudo-MV-algebras) and arbitrary 
lattice ordered groups with a strong unit, and even it has been further extended 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 127-137, 2007. 
©Springer-Verlag Berlin Heidelberg 2007 
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by Galatos and Tsinakis in [8] in a very general context of non-integral, non­
commutative and unbounded residuated lattices. 

In this note our aim is to study the extension of Chang-Mundici's construc­
tion in the algebraic setting oft-norm based fuzzy logics, whose biggest variety is 
the one of MTL-algebras, i.e. of integral, bounded, commutative and pre-linear 
residuated lattices. Actually, one of the key points in the Chang-Mundici con­
struction is the fact that MY-algebras have an involutive negation, which allows 
to define a addition-like operation (strong disjunction) as the De Morgan dual of 
the monoidal operation (strong conjunction). In fact MY-algebras can be axiom­
atized using only the negation and the strong conjunction. Therefore it seems 
reasonable, in order to generalize the r functor, to try to do it in the frame of 
(bounded, integral, commutative) residua ted lattices with an involutive negation 
(hence including MY-algebras) and so, having a non-trivial strong disjunction. 
Moreover, as a first step and for the sake of simplicity, in this paper we shall 
also restrict ourselves to linearly ordered structures. 

Indeed, after reviewing some basic facts about involutive residuated lattices 
in the next section, and following Chang's construction, in Section 3 we first 
introduce a type of (possibly) non-associative group-like structures linked to 
linearly ordered involutive MTL algebras, IMTL-chains for short, and after we 
show that there exists a one-to-one correspondence between these two classes 
of algebraic structures that particularizes to Chang-Mundici construction when 
restricted to linearly ordered MY-chains (in other words, to divisible IMTL­
chains). Moreover we define a functor between the category of such algebraic 
structures and the category of IMTL algebras extending the r functor, and when 
restricted to the subcategories of the corresponding linearly ordered structures 
provides a categorical equivalence. 

2 About lnvolutive Residuated Lattices 

In this paper, following [10], by residuated lattice we shall mean a lattice ordered 
residuated commutative integral monoid, as it is defined next. 

Definition 1. An structure A= (A, 1\, V, *, ---+, 0, 1) is a residuated lattice if" 

(L) (A, 1\, V, 0, 1) is a bounded lattice, 
(M*) (A,*, 1) is a commutative monoid with neutral element 1, 

(R) Residuation: * and---+ form an adjoin pair, i.e., x---+ y 2: z if and only if 
X* Z:::; y, 

In residuated lattices, a negation operation --, can be defined as usual by stipu­
lating --,x = x ---+ 0. 

Residua ted lattices form a variety, and the subvarieties we are interested in are 
those of involutive residuated lattices, that is, residuated lattices whose negation 
operation --, is involutive, hence satisfying the following condition: 

(INY) --,--,x = x. 
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Having an involutive negation allows us to define in an involutive residuated 
lattice a strong disjunction operation EB as the dual of the monoidal operation 
(or strong conjunction) with respect to---,, i.e. x EB y = ---,( ---,x * ---,y). Distinguished 
subvarieties of involutive residuated lattices are: 

- the full variety of involutive residuated lattices IRL, whose algebras will be 
denoted IRL-algebras\ 

- the variety IMTL of involutive monoidal t-norm based algebras (IMTL­
algebras for short) introduced in [7], 

- the variety MV of MV-algebras, and 
- the variety B of Boolean algebras. 

Note that IMTL-algebras are IRL-algebras satisfying the prelinearity 
condition 

(PL) ( x ----* y) V (y ----* x) = 1, 

while MV-algebras are IMTL-algebras verifying the divisibility condition 

(DV) x * (x----* y) = x A y. 2 

Finally, Boolean algebras are MV-algebras satisfying the excluded middle law 
x V ---,x = 1. 

Remark 1. An easy computation shows that all linearly ordered IRL-algebras 
satisfy the prelinearity condition and thus they are in fact IMTL-algebras. More­
over in [7] it is proved that all IMTL-algebras are subdirect product of linearly 
ordered IMTL-algebras. Therefore the varieties IRL and IMTL have the same 
linearly ordered algebras and hence IMTL is the variety generated by linearly 
ordered IRL-algebras. 

It is well known that the Band MV varieties can be (term-wise) equivalently de­
fined using the operations EB, ---, and 0. Analogously, IRL and IMTL-algebras can 
be alternatively defined using the operations A, V, EB,---, and 0. Next propositions 
provide such axiomatizations.3 

Proposition 1. A = (A, A, V, *, ----*, 0, 1) is a IRL-algebra if, and only if, the 
following conditions and equations hold: 

(SL) (A, A, 0, 1) is a bounded A-semilattice, 
(Mffi) (A, EB, 0) is a commutative monoid with neutral element 0, 
(OW) x EB (y A z) = (x EB y) A (x EB z), 
(!NV) ---,---,x = x, 

1 Called Girard Monoids in [10] and proved in [1] to be equivalent to the so-called 
Grising algebras as defined in [9]. 

2 Or equivalently, verifying the equation x V y = (x---+ y) ---+ y. 
3 The authors are indebted to Roberto Cignoli for pointing us property (C) that is 

the key property in this axiomatization and which was also used in [1] to axiomatize 
the {*,--,}-fragment of IRL. 
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where the new operations are defined as follows: 
---,x = x---+ 0 
x E9 y = ---, ( ---,x * ---,y) . 

Conversely, a structure A' = (A, 1\, V, E9, ---,, 0, 1) satisfies the above conditions 
and equations if, and only if, A = (A, 1\, V, *, ---+, 0, 1) is a IRL-algebra, where 
the new operations are defined as follows: 

x * y = ---, ( ---,x E9 ---,y), 
x ---+ y = ---,x E9 y . 

Proof. On the one hand, any IRL-algebra defining E9 as the dual of * wrt ---, 
satisfies the set properties of this proposition. The fulfillment of (SL), (Mffi), 
(OW) and (INV) is obvious. To prove (C) first observe that xffiy = 1 if and only 
if y ~ ---,x. Then, simply the following equivalences hold: y ~ ---,x is equivalent 
to ---,y :::; ---,---,x = ---,x ---+ 0, and by residuation, it is equivalent to ---,y * ---,x = 0, 
and thus it is also equivalent to x E9 y = ---,(---,x * ---,y) = ---,0 = 1. From this 
equivalence, property (C) is an obvious consequence of the following equality: 
y E9 (x E9 ---,(x E9 y)) = (x E9 y) E9 ---,(x E9 y) = 1. 

On the other hand, if A' = (A, 1\, V, E9, ---,, 0) satisfies (SL), (MEB), (OW), 
(INV) and (C), we will prove that the set A with the lattice operations plus *, 
---+and the constants 0 and 1 is an IRL-algebra. The (L) and (M*) conditions are 
obviously satisfied. Notice that by condition (OW) the operation E9 is monotone 
with respect to the order. To prove the residuation property (R), first we prove 
that x E9 y = 1 if and only if x ~ ---,y. To this end we will follow the proof in 
[1] with the obvious modification. From x E9 y = 1 and condition (C) we obtain 
x E9 ---,1 = x ~ ---,y. Suppose now that y ~ ---,x. Then x E9 y ~ (x E9 y) 1\ (x E9 ---,x) = 

x E9 (y 1\ ---,x) = x E9 ---,x = x E9 ---,(0 E9 x) ~ ---,0 = 1. From this property and 
definition of ---+, residuation is easy since, x ---+ y ~ z = ---,---,z is equivalent then 
to ---,z E9 ( ---,x E9 y) = 1, and by associativity and commutativity, it is equivalent 
to ( ---,x E9 ---,z) E9 y = 1, that is, by definition of *, equivalent to ---, ( x * z) E9 y = 1, 
and finally by condition (C), this is equivalent to y ~ x * z. 

Corollary 1. An structure A = (A, 1\, V, *, ---+, 0, 1) is a IMTL algebra if, and 
only if, besides of (MEB), (OW), (INV) and (C), the following condition and 
equation hold: 

(DL) (A, V, /\, 0, 1) is a bounded distributive lattice, 
(OV) x E9 (y V z) = (x E9 y) V (x E9 z), 

Conversely, a structure A' = (A, 1\, V, E9, ---,, 0, 1) satisfies the above properties if, 
and only if, A= (A, 1\, V, *, ---+, 0, 1) is a IRL-algebra, where the new operations 
are defined as in Proposition 1. 

Proof. Proposition 2.3 in [10] proves that in any integral, residuated, commuta­
tive 1-monoid, the property (PL) of prelinearity is equivalent to the distributivity 
of * with respect to /\, or equivalently to the distributivity of E9 with respect to 
V. Since IMTL-algebras are prelinear IRL-algebras, the proof is completed. 
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As a consequence of these characterizations, in the rest of the paper we 
shall indistinctly refer to IRL- and IMTL-algebras as structures in the language 
(/\, V, *,----+) or in the language (/\, V, EB, ---,). 

Remark 2. In the above definitions of IRL and IMTL algebras we have used the 
two lattice operations 1\ and V and the two constants 0 and 1. In fact only one 
operation and one constant would be actually needed since the other ones could 
be defined from those two using the negation. 

3 Chang's Construction and IMTL Chains 

Mundici's r functor (see [11] for the original paper and [5] for a nice proof 
of the F-functor) is a well known functor that gives a categorical equivalence 
between the category of MY-algebras and the category of lattice ordered Abelian 
groups with a strong unit. In fact, it is a deep generalization of a Chang result 
associating to each MY chain a linearly ordered abelian group (see [3,4]). 

In this section we generalize Chang's construction to linearly ordered IRL­
( or IMTL-) algebras. In fact we shall work in the IMTL setting, i.e. using the 
properties ofiMTL-algebras given in Corollary 1, because it seems more natural 
and a generalization to the non-linearly ordered case seems more plausible for 
IMTL than for IRL. The latter appears to be more difficult since the IRL 
variety is not generated by its linearly ordered members, moreover in a IRL­
algebra the lattice may be not distributive and the EB operation may not be a 
morphism with respect to V. From now on, the linearly ordered IMTL-algebras 
will be called IMTL-chains for short. 

3.1 The Partially Associative Structure Defined by an IMTL Chain 

Extending Chang's construction for MY-chains, we will associate to each IMTL­
chain an algebraic structure, which is partially non-associative in the general case. 

Definition 2. Let A = (A, 1\, V, EB, ---,, OA, 1A) be a linearly ordered IMTL­
algebra. The linearly ordered algebraic structure associated to A is the structure 
S(A) = (S(A), +, -, (0, OA), ~) of type (2,1,0) where: 

S(A) = {(m,x) I mE Z,x E A- {1A}} 

mx+n = . { (m + n, x EB y), if x EB y < 1A 
( ' ) ( ' y) ( m + n + 1, x * y), otherwise 

{ (-m,OA), if x = OA 
-(m, x) = ( -(m + 1), ---,x), otherwise 

~ is the lexicographic order, that is, ( n, x) ~ ( m, y) if and only if n < m or 
n = m and x ~ y. 

From this definition it is easy to prove the following properties of S(A), where we 
use 1\ and V to denote the glb and lub with respect to the lexicographic order ~. 
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Proposition 2. If A is a linearly ordered IMTL-algebra, the linearly ordered 
algebraic structure S(A) = (S(A), +, -, (0, OA), :::;) satisfies the following prop­
erties: 

1) + is commutative, monotone w.r.t. the order and (0, OA) is neutral, 
2) (S(A), A, V) is a distributive lattice, 
3) + is distributive with respect to V and A, 

4) -(n, x) is the inverse element of (n, x) with respect to+, 
5) - is involutive, i.e. - (- ( n, x)) = ( n, x), and is a morphism with respect to 

+,i.e. -((n,x) + (k,y)) = -(n,x) + (-(k,y)), 
6) for all k E Z, (k,OA) is an associative element, i.e. for any a,b,c E S(A) it 

holds that a+ (b +c) = (a+ b)+ c whenever at least one of a, b and c is of 
the form (k, OA)· 

7) for all x,y E A, (O,x) + [(1,0A) + (-((O,x) + (O,y)))] ~ (1,0A) + (-(O,y)), 
i.e. property (C) 

8) for all x, y, z E A, [(0, x) + ((0, y) + (0, z))] A (1, OA) = [((0, x) + (0, y)) + 
(0, z)] A (1, OA), 

9) (1,0A) is a strong unit in the following sense: for any (m,x) > (O,OA) there 
is a natural k such that k(1,0A) > (m,x) where k(1,0A) = (1,0A)+ .~. 
+(1, OA)· 

These properties are straightforward consequences of the properties of the IMTL 
chains given in Corollary 1. 

Remark 3. The algebraic ordered structure S(A) is not associative in general. 
In fact, as it is known, it is associative if, and only if, the initial IMTL-algebra 
A is a MV-algebra. As an example of non-associativity, take A as the linearly 
ordered NM-algebra defined by the nilpotent minimum and its residuum over 
the real interval [0, 1]. Recall that in that case,* and EB are defined as follows: 

x * = { min(x, y), if x > 1- y 
y 0, otherwise 

{ max(x,y), if x < 1-y 
xEBy= 

1, otherwise 

Then, if we take (3 >a> ~'we have, for any m, n, k E Z, 

((m, a)+ (n, 1- a))+ (k, (3) = (m + n + 1, 0) + (k, (3) = (m + n + k + 1, (3) 

while 

(m, a)+ ((n, 1- a)+ (k, (3)) = (m, a)+ (n + k + 1,1- a) = (m + n + k + 2, 0) 

Remark 4. Another important property that is lost in the above algebraic or­
dered structure associated to an IMTL-chain (related to non-associativity) is 
the cancellation law. For example, taking the standard NM chain (the same as 
in the previous remark), it is clear that (m,a) + (n,/3) = (m,a) + (n,1) for 
1 < (3:::; 1- a. 
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The initial IMTL-algebra A can indeed be recovered from the structure S(A). 
Actually, it can be identified with the interval [(0, 0), (1, 0)] of the structure S(A) 
with suitably adapted operations. 

Proposition 3. Let S(A) be the algebraic ordered structure associated to the lin­
early ordered IMTL-algebra A, and let <P(S(A)) = (A+, EB, •, min, max, (0, OA), 
(1,0A)) be the algebra defined by: 

1) A+= {(m,x) I (O,OA)::::; (m,x)::::; (1,0A)} 
2) for all (m,x), (n,y) E A+, (m,x) EB (n,y) = ((m,x) + (n,y)) 1\ (1,0A), that 

is, EB is the bounded sum. 
3} for all (n,x) E A+, •(n,x) = (1,0A) + (-(n,x)) 
4) the order is the restriction to A+ of the order on S(A). 

Then <P(S(A)) is a IMTL-chain which is isomorphic to the initial IMTL-algebra 
A. 

Proof An easy computation shows that the mapping f : A+ ----->A defined by 
f(O, x) = x and f(1, OA) = 1A is an isomorphism ofiMTL-algebras. 

3.2 Representation Theorem 

We have seen in the previous subsection how to associate to each linearly ordered 
IMTL-algebra A the pair (S(A), (1, 0)) formed by the algebraic ordered structure 
associated to A and the element (1, 0). Conversely, given a suitable pair formed 
by an ordered algebraic structure with a distinguished element (not necessarily 
linearly ordered), we show next that we can build a IMTL-algebra generalizing 
what Chang did for linearly ordered Abelian groups with a strong unit (see, for 
example [4]). Inspired in the results of previous section, first we need to introduce 
the definition of an algebraic structure generalizing the notion of Abelian groups 
with strong unit. 

Definition 3. A pair (9, u) formed by an algebra Q = (G, 1\, V, +, -, Oa) of type 
{2,2,2,1,0} and by an element u E Q is called a {lattice ordered) partially associa­
tive Abelian groupoid with strong associative unit u if the following properties 
are satisfied : 

i) (G, 1\, v) is a distributive lattice 
ii) (G, +, 0) is an Abelian grupoid with neutral element Oa, 

iii) For all x E G, +x : G----+ G defined by +x(Y) = x + y is a lattice morphism, 
iv) For each a E G, -a is the inverse of a, i.e. a+ (-a) = Oa, 
v) - is involutive and a morphism with respect to +, 

vi) the strong associative unit u E G satisfies the following conditions: 

(a) for all x, y E G, u + (x + y) = (u + x) + y (u is an associative element), 
{b) for all x, y, z E G, [x* + (y* + z*)]/\ u = [(x* + y*) + z*]/\ u, where 

x* = ( x 1\ u) V Oa, 
{c) for all x, y E G, [x* + (u + ( -((x* + y*) 1\ u)))]/\ u?: u + ( -y*), where 

x* is defined as in the previous item , 
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(d) for any x > Oc there is a natural k such that ku > x, where ku 
u + .. k .. + u (strong unit). 

It easily follows from the previous definition that any partially associative 
Abelian groupoid with strong associative unit (9, u) fulfills the next three prop­
erties: 

1) u is a cancellative element; 
2) any triple containing an element of the form ku, for some k E Z, is associa­

tive; 
3) - is an order-reversing lattice isomorphism of (G, min, max); 

Moreover, it is easy to check that, for any IMTL-chain A, the pair (S(A), (1, OA)) 
is indeed a linearly ordered partially associative grupoid with strong associative 
unit. 

We can show now that the interval [Oc, u] of a lattice ordered partially as­
sociative Abelian groupoid with strong associative unit (9, u) can be endowed 
with a structure of IMTL-algebra. 

Theorem 1. Let (9, u) be a lattice ordered partially associative abelian groupoid 
with strong associative unit u. Then iP(G, u) = ([Oc, u], 1\, V, EB, •, 0) is a IMTL­
algebra where the lattice operation are the restriction of the lattice operation of 
G, EB is the bounded sum defined by x EB y = (x + y) 1\ u and •X = u + ( -x) for 
all x E [Oc,u]. 

Proof. We have to prove that iP(G, u) = ([Oc, u], 1\, V, EB, •, Oc, u) satisfies the 
properties of Corollary 1. Property (DL) is obvious and (OW) and (OV) are 
consequences of the fact that +x is a lattice morphism ((iii) of definition 3). 
Moreover using ii), v) and (vi-a) from Definition 3, ••(x) = u+ ( -( u+ ( -x))) = 

u+ (( -u) +x) = (u+ ( -u)) +x = x. Finally property (C) is an easy consequence 
of condition (vi- c) of the strong associative unit u according to Definition 3, 
taking into account that x* = x for any x E [Oc, u]. 

Finally, for linearly ordered structures we can complete the representation with 
the following theorem. 

Theorem 2. The following statements hold: 

(i) Any linearly ordered IMTL-algebra A is isomorphic to iP(S(A), (1, OA)) 
(ii) Any linearly ordered partially associative Abelian groupoid with strong asso­

ciative unit (Q,u) is isomorphic to (S(iP(Q,u)),(1,0c)). 

Proof. (i) is proved in Proposition 3. To prove (ii), we define the following map­
ping: 

f: Q---+ S(iP(Q, u)) 

by f(x) = (kx, x*), where kx is the integer such that x* = x + ( -kxu) E [Oc, u]. 
By construction, the mapping is well defined since, for any x E Q, kx exists and 
it is unique. Moreover f is a morphism with respect to + since: 
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1. If x* + y* < u then kx+y = kx + ky, and thus obviously f(x) + f(y) 
(kx, x*) + (ky, y*) = (kx + ky, x* + y*) = f(x + y). 

2. If x* + y* 2: u then kx+y = kx + ky + 1, since x* + y* < 2u. Thus, 
f(x + y) = (kx+y, (x + y)*) = (kx + ky + 1, (x + y)*) 

and 
f(x) + f(y) = (kx, x*) + (ky, y*) = (kx + ky + 1, x* *<P(G) y*). 

Both expressions actually coincide because 
x* *<P(G) y* = '<P(G)('<P(G)X EB<P(G) ('<P(G)Y) = u- ((u- x) EB (u- y)), 

and taking into account that (u- x) EB (u- y) = (u- x) + (u- y) < u, this 
is equal to u- ((u- x) + (u- y)) = (x + y)- u = (x + y)*. 

Obviously f is also morphism for- and clearly f(u) = (1,0c). Finally notice 
that f is a bijection. Indeed, if f ( x) = f (y) then kx = ky and x* = y*, and thus 
x = kxu+x* = y as well. And for any (m, x) E S(.P(Q, u)), a simple computation 
shows that f(y) = (m, x) for y = mu + x E Q. 

Summarizing, we have seen that each IMTL-chain can be seen as an interval 
algebra of some l.o. partially associative Abelian groupoid with an associative 
strong unit, and conversely, each of such structures can be generated by a suitable 
IMTL-chain. 

4 Towards the Generalization of the Mundici's Functor r 
Let us consider the category PAQ where the objects are (lattice ordered) par­
tially associative Abelian groupoids with strong associative unit (Q, u), and given 
two objects (Q,u) and (Q',u'), a homomorphism rp: (Q,u)----+ (Q',u') is a mor­
phism of groupoids rp : Q ----+ Q' such that rp(u) = u'. The category of IMTL­
algebras IMT £ is defined in the obvious way, i.e. the objects are IMTL-algebras 
and the homomorphisms are the IMTL-algebra morphisms. 

Then, as in the MV case, the mapping .P defined in Theorem 1 actually de­
fines a functor from the category P AQ into the category IMT £. Indeed, over 
objects, .Pis defined as in Theorem 1, i.e. if Q = (G, A, V, +, -, Oc) is a (lattice 
ordered) partially associative Abelian groupoid with strong associative unit u, 
then .P(Q, u) = ([Oc, u], A, V, EB, ---,, 0) with x EBy = (x +y) Au and ---,x = u+ ( -x) 
for all x E [Oc,u]. Now, given a homomorphism rp: (Q,u)----+ (Q',u') ofPAQ, we 
define .P(rp) : .P(Q, u) ----+ .P(Q', u') as the restriction of rp to [Oc, u]. So, defined, 
it is easy to prove that .P is a functor from the category P AQ into the category 
IMT £. To this end we have to check the following two conditions: 

(A) .P transforms homomorphisms of PAQ into homomorphisms of IMT £. 
(B) .P preserves the composition and the identities. 

In fact, taking into account that operations of in the IMTL-algebra .P(Q, u) 
are defined from the operations of Q, it is not difficult to prove condition (A). 
Moreover since .P restricts grupoid morphisms, condition (B) is also easily proved. 

To conclude, observe that if Q is a lattice-ordered Abelian group, then .P(Q, u) 
is an MY-algebra since an easy computation shows that .P(Q, u) = r(Q, u). 
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Therefore, the functor .P is actually a generalization of the functor r. Finally, 
Theorem 2 shows that the functor .P provides a categorical equivalence between 
the subcategories of linearly ordered objects of the categories PAQ and IMT .C. 

5 Concluding Remarks 

This paper contains some initial ideas towards the generalization of Mundici's 
functor r to functor tJj from the categories of (lattice ordered) partially asso­
ciative lattice abelian groupoids to the category of IMTL-algebras. The interest 
of the deep result by Mundici is to relate MY-algebras to a very well known 
and studied class of algebraic structures such as lattice-ordered Abelian groups. 
This is not the case for IMTL-algebras since the algebraic structures that can 
be associated to them are not well known and till now we have not proved that 
.P is a categorical equivalence. Actually, the algebraic structures associated to 
IMTL-algebras which are not MY-algebras are necessarily non associative. The 
interest of this research, if any, would probably be in the converse sense, that is, 
available results about IMTL-algebras can perhaps help in knowing something 
more about some particular (partially) non-associative structures. To prove or 
disprove that .P is a categorical equivalence is left to be accomplished in future 
work. 
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Abstract. Loops and other unbound control structures constitute a ma­
jor bottleneck in formal software verification, because correctness proofs 
over such control structures generally require user interaction: typically, 
induction hypotheses or invariants must be found or modified by hand. 
Such interaction involves expert knowledge of the underlying calculus 
and proof engine. We show that one can replace interactive proof tech­
niques, such as induction, with automated first-order reasoning in order 
to deal with parallelizable loops. A loop can be parallelized, whenever 
the execution of a generic iteration of its body depends only on the step 
parameter and not on other iterations. We use a symbolic dependence 
analysis that ensures parallelizability. This guarantees soundness of a 
proof rule that transforms a loop into a universally quantified update of 
the state change information effected by the loop body. This rule makes 
it possible to employ automatic first-order reasoning techniques to deal 
with loops. The method has been implemented in the KeY verification 
tool. We evaluated its applicability with representative case studies from 
the JAVA CARD domain. 

1 Introduction 

The context of this paper is formal software verification of object-oriented pro­
grams. The target programs are executable JAVA programs (not abstract pro­
grams) and we want to prove complex functional properties of these. There are 
a number of software verification systems that target JAVA and related pro­
gramming languages [2,4,10,18,22,26]. All of these systems are semi-automatic 
at best. The reason is that the emergence of undecidable predicates is typical 
when proving correctness for the combination of data structures of unbounded 
size and of control structures that can lead to an unbounded number of execution 
steps. Typical examples of the former include integers, lists (arrays), trees. The 
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most important representatives of the latter are loops, recursive method calls, 
and concurrent processes. All of them are present in JAVA-like languages. 

If we do not want to abstract away from real JAVA programs as in software 
model checking [15] or trade off verification for mere bug finding [12], then the 
inherent limitations of computability do not allow a complete, uniform deduc­
tion system for program verification. Even though it seems that the calculi used 
for program verification are practically complete in the sense that complex, re­
alistic examples can be handled [4,8,16] without encountering incompleteness 
phenomena, this is not enough. To see why, let us look at an example. 

Example 1 (Array reversal). 
The following loop reverses the elements of the int array a: 

int half = a.length I 2 - 1; 
for (inti= 0; i <=half; i++) { 

int tmp = a[i]; 
a[i] = a[a.length- 1- i]; 
a[a.length - 1 - i] tmp; 

} 

A formal specification can be given in first-order logic as follows: 

Precondition: a #- null 
Postcondition: \lj.(O:::; j <a. length ---+ a[j] ~ \old(a)[a.length- 1- j]) 

The keyword \old indicates that the value a had before the execution is referred 
to. D 

What are the options to prove total correctness of this loop with respect to its 
contract? Finite unwinding is impossible and abstraction has difficulties to record 
that the value a.length depends on a. The standard approach is to use one of 
two general-purpose mechanisms for dealing with unbounded control structures, 
invariants or induction. In the first case, one would establish that the loop 
preserves a suitable invariant property I, which must be strong enough to imply 
the postcondition. Termination of the loop is proven separately (and is trivial 
for this example). Alternatively, an induction argument over i would typically 
establish that the loop reverses all array positions. The problem is that both, a 
suitable invariant and a suitable induction hypothesis, are not straightforward to 
derive from the postcondition: it is necessary to introduce a new variable k for the 
index up to which the array has been reversed already, k must have appropriate 
bounds, the precondition must be included, etc. In general, the postcondition 
might not be given (for example, if the task is to derive the specification from the 
code). In this case, it is even more difficult to come up with a suitable invariant or 
induction hypothesis. In addition, loop rules in realistic imperative languages [6] 
are very complex. User interaction involves a high amount of technical knowledge 
and is thus extremely expensive. 

There is a large body of work on heuristically guided inductive theorem proving, 
but most of it is done in the context offunctional programming [7,9]. Existing work 
on automatic synthesis ofloop invariants in imperative programs [17,23] is defined 
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only for an abstract while-language. A recent divide-and-conquer technique for 
decomposition of induction proofs [20] works for a larger fragment of JAVA, but it 
is targeted at simplifying user interaction rather than eliminating it. 

1.1 Main Contributions 

The contribution of this paper is to present a new verification technique that 
relies neither on abstraction, nor on invariants, nor on induction. It is comple­
mentary to the work cited above in so far as our goal is to recognize situations 
where complex invariants can be avoided altogether. 

The key insight (illustrated by means of Example 1) is that the swap opera­
tions realized in the loop body can be executed independently of each other: the 
assignment to a[i] and the value of a[a.length - 1 - i] do not depend on any 
a[j] and a[a.length - 1 - j] with i #- j provided that i and j are within the 
bounds specified in the guard of the loop. 

Now, a new way to prove correctness of the loop goes as follows: first compute 
the effect of a generic iteration of the loop body parameterized with i; second, 
prove that there are no dependencies between different iterations in the loop 
range; third, generalize the effect of the loop body over all values that the pa­
rameter i takes on in the loop range; and fourth, prove that the postcondition 
is implied by the loop. Importantly, the last step involves no induction, but au­
tomatable first-order search stratagems such as quantifier elimination and term 
rewriting. 

Obviously, verification by parallelization of parametric code is an incomplete 
verification technique for loops, because not all loops are parallelizable. On the 
other hand, it is not an exotic special case either: from an analysis of the un­
changed code of several real JAVA CARD programs we concluded that paral­
lelizable loops occur naturally and relatively frequently, see Section 10. As we 
show in Section 11, verification by parallelization is not restricted to loops, but 
can be applied whenever a non-linear program is composed of parametric pieces 
of code, for example, in recursive calls and concurrent processes. In addition, 
the current trend towards multi-core processors will result in more code being 
written in such a way that it is parallelizable. Therefore, verification by par­
allelization is a relevant technique for increasing the degree of automation in 
software verification. 

The most important aspect of verification by parallelization is that it is a 
highly automatable verification technique. First, because the computation of the 
effect (i.e., the strongest postcondition relative to a given precondition) U(i) of 
a piece of code p(i) parameterized by i is done automatically. Even the choice of 
the parameter i is automatic and guided by heuristics. The details are given in 
Sections 4 and 5. Second, the effect of some non-linear parameterized code (such 
as a loop with body p(i)) is represented in form of a universally quantified state 
update, say, \forint I; {i:=I}{U(i)}. Therefore, it can be further processed 
during the remaining verification proof by employing first-order reasoning, see 
Section 8. 
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Soundness of the universal quantification step is ensured by an automatic 
symbolic dependence analysis described in Sections 6 and 7. This analysis is ex­
ecuted not directly on the code p(i), but on the simplified and normalized effect 
U(i) computed by symbolic execution before. This feature makes our approach 
robust, because the success of the dependence analysis does not rely on any syn­
tactic restrictions of p (i). A further robustness feature is that our dependence 
analysis does not simply fail in case when dependencies are detected, but yields 
a symbolic constraint that is sufficient for dependencies not to occur and that 
can be used elsewhere in the verification attempt, see Section 9. 

In the following section, we collect a number of technical notions needed later 
on. In Section 3, we walk informally through the method guided by an example. 
The remaining sections then give the technical details. 

2 Basic Definitions 

The platform for our experiments is the KeY tool [4], which features an interac­
tive theorem prover for formal verification of sequential JAVA programs. 

2.1 Dynamic Logic for JAVA CARD 

In KeY the target program to be verified and its specification are both mod­
eled in an instance of a dynamic logic (DL) [14] calculus called JAVA DL [3]. 
JAVA DL extends other variants of DL used for theoretical investigations or ver­
ification purposes, because it handles such phenomena as side effects, aliasing, 
object types, exceptions, and finite integer types. JAVA DL fully axiomatizes 
the JAVA CARD programming language [27] which contains all JAVA features 
minus multi-threading, floating point types, and dynamic class loading. It has 
also some features that JAVA does not have, but they are not addressed in this 
article. 

Deduction in the JAVA DL calculus is based on symbolic program execution 
and simple program transformations and so is close to a programmer's under­
standing of JAVA. It can be seen as a modal logic with a modality (p) for every 
program p, where (p) refers to the final state (if p terminates normally) that is 
reached after executing p. 

The program formula (p) ¢expresses that the program p terminates in a state 
in which ¢ holds without throwing an exception. A formula ¢ ----+ (p) '1/J is valid 
if for every state S satisfying precondition ¢ a run of the program p starting in S 
terminates normally, and in the terminating state the postcondition '1/J holds. 

The programs occurring in JAVA DL formulas are executable JAVA code. Each 
rule of the JAVA DL calculus specifies how to execute symbolically one particular 
statement, possibly with additional restrictions. When a loop or a recursive 
method call is encountered, it is in general necessary to perform induction over 
a suitable data structure. In this paper we show how induction can be avoided 
in the case of parallelizable loops. 
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2.2 State Updates 

In JAVA (as in other object-oriented programming languages), different object 
type variables may refer to the same object. This phenomenon, called aliasing, 
causes difficulties for the handling of assignments in a calculus for JAVA DL. For 
example, whether or not the formula o1.f ~ 1 holds after (symbolic) execution 
of the assignment o2.f = 2;, depends on whether o1 and o2 refer to the same 
object. Therefore, JAVA assignments cannot be symbolically executed by syntac­
tic substitution without causing excessive branching. In the JAVA DL calculus a 
different solution is used, based on the notion of (state) updates. 

Definition 1. Atomic updates are of the form loc :=val, where val is a logical 
term without side effects and loc is either (i) a program variable v, or (ii) a 
field access o.f, or (iii) an array access a[i]. Updates may appear in front of 
any formula, where they are surrounded by curly brackets for easy parsing. The 
semantics of {loc:= val}¢ is the same as that of (loc=val;) ¢. 

Changes of the computation state can be represented with the help of updates. 
For example, the update { loc :=val}¢ represents all states in which the formula 
¢ holds after the value of loc has been changed to val. In a somewhat loose 
manner we use updates to represent states, for example, the update {loc :=val} 

is used to represent an arbitrary state, where the value of loc is val. 

Definition 2. General updates are defined inductively based on atomic updates. 
IfU and U' are updates then so are: (i) U,U' (parallel composition), (ii) U;U' 
(sequential composition), (iii) \if (b) {U}, where b is a quantifier-free formula 
(conditional execution), (iv) \forTs; U(s), where sis a variable over a well­
ordered type T and U(s) is an update with occurrences of s (quantification), 
(v) {U}U' application. 

The semantics of sequential, conditional, and application updates is obvious; 
the meaning of a parallel update is the simultaneous application of all its con­
stituent updates except when two left hand sides refer to the same location: in this 
case the syntactically later update wins. This models natural program execution 
flow. The semantics of \forT s; U(s) is the parallel execution of all updates 
in UxET{s:=x;U(s)}. As for parallel updates, a last-win clash-semantics is in 
place: the maximal1 update with respect to the well-order on T and the syntactic 
order within each U(s) wins. 

The restriction that right-hand sides of updates must be side effect-free is not 
essential: by introducing fresh local variables and symbolic execution of complex 
expressions the JAVA DL calculus rules normalize arbitrary assignments so that 
they meet the restrictions of updates. A full formal treatment of updates is in 
[24], see also [4]. 

Sequential composition of updates is automatically transformed into parallel 
composition in KeY and we will therefore mostly not consider it further. 

1 Well-orders are usually defined with respect to minimal elements. We use the dual 
definition here, because it is more natural in our setting. 
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3 Outline of the Approach 

Let us look at the following example: 

for (int i = 1; i < a.length; i++) 
if (c != 0) a[i] = b[i+1]; 
else a[i] = b[i-1]; 

In a first step, the loop initialization expression is transformed out of the loop and 
symbolically executed. The reason is that the initialization expression might be 
complex and have side effects. This results in a state S = { i := 1}. The remaining 
loop now has the form: for (; i < a .length; i ++) ... 

We proceed to symbolically execute the loop body, the step expression, and 
the guard for a generic value of i. In order to do this correctly, we must eliminate 
from the current state all locations that can potentially be modified in the body, 
step, or guard. In Section 4 we describe an algorithm that approximates such a 
set of locations rather precisely. Applied to the present example we obtain i and 
a [i] as modifiable locations. Consequently, generic execution of the loop body, 
step, and guard starts in the empty state. Note that the set of modifiable loca­
tions does not include, for example, c. This is important, because if S contains, 
say, c := 1, we would start the execution in the state { c := 1} and the resulting 
state would be much simplified. 

In our example, symbolic execution of one loop iteration starting in the 
empty state gives S' = {i:=i + 1, \if (c -j:. 0) {a[i] :=b[i+1]}, \if (c ~ 
0) {a[i] :=b[i-1]}}, where the step and guard expressions were executed as 
well. 

The next step is to check whether the state update S' resulting from the 
execution of the generic iteration contains dependencies that make it impossible 
to represent the effect of the loop as a quantified update. For S' this is the case if 
and only if c is 0 and a and b are the same array. In this case, the body amounts 
to the statement a[i] = a[i-1] which contains a data dependence that cannot 
be parallelized. All other dependencies can be captured by parallel execution of 
updates with last-win clash-semantics. The details of the dependence analysis 
are explained in Section 6 and Section 7. In the example it results in a logical 
constraint C that, among other things, contains the disjunction of c -j:. 0 and 
a -j:. b. A further logical constraint 1J strengthening C is computed which, in 
addition, ensures that the loop terminates normally. In the example, normal 
termination is ensured by a and b not being null and b having enough elements, 
that is, b .length > a .length. 

At this point the proof is split into two cases using cut formula D. Under the 
assumption 1J the loop can be transformed into a quantified update. If 1J is not 
provable, then the loop must be also tackled with a conventional induction rule, 
but one may use the additional assumption --,7), which may well simplify the 
proof. 

For the sake of illustration assume now S and S' both contain { c := 1} and 
the termination constraint in 1J holds. In this case, we can additionally simplify 
S'to{c:=1, i:=i+1, a[i]:=b[i+1]}. 
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In the final step we synthesize from (i) the initial state S, (ii) the effect of a 
generic execution of an iterationS' and (iii) the guard, a state update, where the 
loop variable i is universally quantified. The details are explained in Section 8. 
The result for the example in somewhat simplified manner is as follows: 

\forint n; 

{i :=n + 1}{\if (i 2': 1/\ i < a.length) { c := 1, i := i + 1, a[i] :=b[i+1]}} 

Here we make use of an update applied to an update. The variable n holds 
the iteration number, i.e., 0 for the first iteration, 1 for the second, and so on. 
For each iteration we need to assign the loop variable its value. This is done by 
the update { i := n + 1}. We apply this update to the guarded update which has 
the effect that all occurrences of i in non-update positions (guard, arguments, 
right-hand sides) are replaced by n + 1. The resulting update is: 

\forint n; 

{\if (n+ 1 2: 1/\ n + 1 <a. length) {c :=1, i :=n + 2, a[n + 1] :=b[n + 2J}} 

The for-expression is a universal first-order quantifier whose scope is an 
update that contains occurrences of the variable n (see Def. 2 and [24]). Subex­
pressions are first-order terms that are simplified eagerly while symbolic exe­
cution proceeds. first-order quantifier elimination rules based on skolemization 
and instantiation are applicable, for example, for any positive value j such that 
j < a.length we obtain immediately the update a[j] :=b[j+1] by instantia­
tion. Proof search is performed by the usual first-order strategies without user 
interaction. 

4 Computing the Effect of a Generic Loop Iteration 

In this section we describe how we compute the state modifications performed 
by a generic loop iteration. As a preliminary step we move the initialization 
out of the loop and execute it symbolically, because the initialization expression 
may contain side-effects. We are left with a loop consisting of a guard, a step 
expression, and a body: 

for (; guard; step) body (1) 

We want to compute the state modifications performed by a generic iteration 
of the loop. A single loop iteration consists of executing the body, evaluating the 
step expression, and testing the guard expression. This behavior is captured in 
the following compound statement where dummy is needed, because JAVA expres­
sions are not statements. 

body; step; boolean dummy = guard; (2) 

We proceed to symbolically execute the compound statement (2) for a generic 
value of the loop variable. This is quite similar to computing the strongest post 
condition of a given program. Platzer [21] has worked out the details of how to 



Verification by Parallelization of Parametric Code 145 

compute the strongest post condition in the specific JAVA program logic that we 
use and our methods are based on the same principles. Our method handles the 
fragment of JAVA that the symbolic execution machinery of KeY handles, which 
is JAVA CARD [27]. 

Let p be the code in (2). The main idea is to try to prove validity of the 
program formula S(p) fin, where fin is an arbitrary, but unspecified non-rigid 
predicate that signifies when to stop symbolic execution. Complete symbolic 
execution of p starting in state S eventually yields a proof tree whose open 
leaves are of the form r ---+ U fin for some update expression U. The predicate 
fin cannot be shown to be true or false in the program logic. Therefore, after all 
instructions in p have been executed, symbolic execution is stuck. At this stage 
we extract two vectors f and z1 consisting of corresponding r and U from all 
open leaf nodes. Different leaves correspond to different execution paths in the 
loop body. 

Example 2. Consider the following statement p: 

if (i > 2) a[i] = 0 else a[i] = 1; i = i + 1; 

After the attempt to prove (p) fin becomes stuck there are two open leaves: 

V A i > 2---+ { a[i] := 0, i := i + 1} fin 
V A i :f 2---+ { a[i] := 1, i := i + 1} fin 

where V stands for a#= null A i 2: 0 A i <a. length. We extract the following 
vectors: 

f = (V A i > 2, V A i :f 2) 

U= ({a[i] :=0, i:=i+1}, {a[i] :=1, i:=i+1}) (3) 

D 
Symbolic execution can become stuck at a leaf containing a program in three 
ways: 

1. The program has been fully executed and only an update and the formula 
fin remain. This is what we call a success leaf The effect of the program 
was successfully transformed into a state update. Success leaves are always 
of the form r ---+ u fin. 

2. Abrupt termination caused by, for example, a thrown exception. In this case 
the program cannot be transformed into a state update. We call this a failed 
leaf 

3. The strategies for automatic symbolic execution were not strong enough to 
execute all instructions in the program. This could possibly be remedied 
by enabling more powerful and expensive strategies and restart symbolic 
execution. If they are still not strong enough, we count the leaf as a failed 
leaf. 

If a failed leaf can be reached from the initial state, then our method cannot 
handle the loop. We must, therefore, make sure that our method is only applied 
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to loops for which we have proven that no failed leaf can be reached. We construct 
the vector :f consisting of the path conditions r of all failed leaves and let the 
negation of :f become a condition that needs to be proven when applying our 
method. 

Example 3. In Example 2 we only showed the success leaves. When symbolic 
execution becomes stuck, there are, in addition to the success leaves, failed leaves 
of the following form: 

a~ null 

a#= null 
a#= null 

----+ 000 

A i < 0 ----+ 000 

A if: a. length----+ ... 

fin 
fin 
fin 

The first leaf corresponds to the case where a is null and using a throws a null 
pointer exception. The second and third leaves correspond to the case where i is 
outside a's bounds and accessing a[i] throws an index out of bounds exception. 
From the failed leaves we extract the following vector: 

:f =(a~ null, a#= null A i < 0, a#= null A if: a.length) D 

Note that symbolic execution discards any code that cannot be reached. As a 
consequence, an exception that occurs at a code location that cannot be reached 
from the initial state will not occur in the leaves of the proof tree. This means 
that our method is not restricted to code that cannot throw any exception, which 
would be very restrictive. 

So far we said nothing about the state in which we start a generic loop it­
eration. Choosing a suitable state requires some care, as the following example 
shows. 

Example 4. Consider the following code: 

c = 1; 
i = 0; 
for (; i < a.length; i++) { 

if (c != 0) a[i] = 0; 
b[i] = 0; } 

At the beginning of the loop we are in state Sinit = { c := 1, i := 0}. It is tempting, 
but wrong, to start the generic loop iteration in this state. The reason is that 
i has a specific value, so one iteration would yield { a[OJ := 0, b[OJ := 0, i := 1 }, 
which is the result after the first iteration, not a generic one. The problem is 
that Sinit contains information that is not invariant during the loop. Starting the 
loop iteration in the empty state is sound, but suboptimal. In the example, we 
would get {\if ( c #= 0) { a[i] := 0}, b [i] := 0, i := i+ 1 }, which is unnecessarily 
imprecise, since we know that c is equal to 1 during the entire execution of the 
loop. D 

We want to use as much information as possible from the state Sinit at the be­
ginning of the loop and only remove those parts that are not invariant during 
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all iterations of the loop. Executing the loop in the largest possible state cor­
responds to performing dead code elimination. When we reach a loop of the 
form (1) in state Sinit we proceed as follows: 

1. Execute boolean dummy = guard; in state Sinit and obtain S. We need to 
evaluate the guard since it may have side effects. Evaluation of the guard 
might cause the proof to branch, in which case we apply the following steps 
to each branch. If our method cannot be applied to one of the branches we 
backtrack to state Sinit and use the standard rules to prove the loop. If the 
guard evaluates to false, we skip the loop and proceed using the standard 
rules. 

2. Compute the vectors f, a and :f from (2) starting in stateS. 
3. Obtain S' by removing from S all those locations that are modified in a 

success leaf. This is done as follows: for each modified location inS, add an 
update of the location to itself in parallel to the updates inS. They are added 
syntactically after all updates in S and, therefore, the clash-semantics of up­
dates ensures that the previous assignments to the modified locations inS are 
canceled. More formally, S' is defined as follows: S' = s, ulEmod(U,S) {l := l}, 

where mod(a, S) is the set of locations ins whose assigned term in a differs 
from its assigned term inS. How to compute this set is discussed below. 

4. If S' = S then stop; otherwise let S become S' and goto Step 2. 

The algorithm terminates since the number of locations that can be removed 
from the initial state is bound both by the textual size of the loop2 and, in case 
the state does not contain any quantified update, the size of the state itself. The 
final state of this algorithm is a greatest fixpoint containing as much information 
as possible from the initial state S. Let us call this final state Siter· 

Example 5. Example 4 yields the following sequence of states: 

Round Start state State modifications New state Remark 
1 {c:=1, i:=O} {a[O] :=0, b[O] :=0, i:=1} {c:=1, i:=i}0 

2 {c:=1, i:=i} {a[i] :=0, b[i] :=0, i:=i+1} {c:=1, i:=i} Fixpoint 

D 

Computing the set mod(a,s) can be difficult. AssumeS contains a[c] :=0 and 
a contains a[i] := 1. If i and c can have the same value then a[c] should be 
removed from S, otherwise it is safe to keep it. In general it is undecidable 
whether two variables can assume the same value. A similar situation occurs 
when s contains a.f := 0 and a contains b.f := 1. If a and b are references to 
the same object then a.f must be removed from the new state. These issues are 
handled by using a dependence analysis to compute mod(a, S). The details of 
how this is done are described in Section 7. 

2 Including the size of any method called by the loop. 
3 The new state that gets computed is { c := 1, i := 0, i := i} but is simplified to { c := 1, 

i :=i}. 
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5 Loop Variable and Loop Range 

For the dependence analysis and for creating the quantified state update we need 
to identify a loop variable and the loop range. The requirement we have on a 
loop variable is that it must, in each success leaf, be updated with the same step 
function by an unguarded update. 

When deciding whether a particular variable i is a possible loop variable, we 
look for a function step such that i := step( i) is found in each update U E U. 
Remember that z1 contains the updates from all success leaves. In KeY, finding 
such a function is often not possible due to eager simplification performed on 
updates. If, for example, for a specific leaf, the path condition contains i ~ 0 the 
update i := i+c will be simplified to i :=c. This means that even if i := i+c is the 
step function of the loop it will not be found in all leaves. To handle this we must 
take the path condition r into account. For each success leaf with path condition 
r and update U we require that under the path condition, step( i) is equal to the 
expression assigned to i by U. Formally, this is expressed by r---+ step(i) ~ Ui. 

The step function describes the execution order of the loop iterations and 
expresses how the loop variable changes between each loop iteration. For con­
structing the quantified state update we need to know the value that the loop 
variable has in each iteration of the loop, that is, we need to have a function from 
the number of an iteration to the value of the loop variable in that iteration. 
This function is defined as iter(n) = stepn(start) where n is the number of the 
iteration and start the initial value of the loop variable. In JAVA DL we cannot 
write recursive expressions directly, so we have to rewrite the body of iter into 
a non-recursive expression. This is in general hard, but whenever the loop vari­
able is incremented or decremented with a constant value in each iteration, it is 
easy to do. At present we impose this as a restriction: the step function must 
have the form i + e, where i is the loop variable and e is invariant during loop 
execution. Then one obtains the following definition: iter(n) = start+ n *e. It 
would be possible to let the user provide the definition of iter allowing for more 
complicated step functions to be handled. It would, however, come at the price 
of making the method less automatic. 

To identify the loop variable, we start with the set of variables occurring in the 
loop and remove all those for which a step function cannot be found. After this 
we might be left with more than one variable. Since we cannot, currently, handle 
more than one loop variable we need to eliminate the other candidates. If they 
are not eliminated they would cause data flow-dependencies that could not be 
handled by our method. A candidate is eliminated by transforming its expression 
into one which is not dependent on the candidate location. For example, the 
candidate 1, introduced by the assignment 1 = 1 + c;, can be eliminated by 
transforming the assignment into 1 = ini t + n * c;, where ini t is the initial 
value of 1 and n the number of the iteration. 

To make the identification of loop variables more efficient we use a heuristic 
that favors variables that occur in the loop guard (as loop variables often do) 
and that are syntactically small (for example, i is considered smaller than a[1] ). 
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Example 6. Consider the code in Example 2 which gives the vector in (3). The 
only variable for which a step function can be found is i. It is, therefore, identified 
as the loop variable. D 

To determine the loop range we begin by computing the specification of the guard 
in a similar way as we computed the state modifications of a generic iteration in 
the previous section. We attempt to prove (boolean dummy = guard;) fin. From 
the open leaves of the form r ----> {dummy:= e, ... } fin, we create the formula GS 
which characterizes when the guard is true. Formally, GS is defined as V r(r A 
e ~ true). The formula GF characterizes when the guard is not successfully 
evaluated. We let GF be the disjunction of all F' from the open leaves that are 
not of the form above. 

Example 7. Consider the following guard g = i < a .length. When all instruc­
tions in the formula (boolean dummy = g;) fin have been symbolically executed, 
there are two success leaves: 

a #- null A i < a .length ----> {dummy:= true} fin 
a #- null A i </ a .length ----> {dummy:= false} fin 

From these we extract the following formula GS: 

(a#- null A i <a. length A true~ true) V 
(a #- null A i </ a .length A false ~ true) 

After simplification of GS we obtain: 

a#- null A i <a. length 

When the instructions have been symbolically executed, there is also a failed leaf 
containing a~ null ----> ... fin. From it we extract the formula GF = a~ null. 

D 

The formula GRn characterizes when the iteration number n is within the loop 
range. The following definition expresses that there exists an iteration where the 
loop variable has the value iter(n) and, moreover, this iteration can be reached: 

GRn=n2:0 A {i:=iter(n)}GS A Vm.O:::;m<n---->{i:=iter(m)}GS 

It is important that the loop terminates, otherwise, our method would be 
unsound. We, therefore, create a termination constraint GT that needs to be 
proven when applying our method. The termination constraint expresses that 
there exists a number n of iterations after which the guard formula evaluates to 
false. The constraint GT is defined as: 

GT =::ln. n 2: 0 A {i := iter(n)}--,GS 
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6 Dependence Analysis 

Transforming a loop into a quantified state update is only possible when the 
iterations of the loop are independent of each other. Two loop iterations are 
independent of each other if the execution of one iteration does not affect the 
execution of the other. According to this definition, the loop variable clearly 
causes dependence, because each iteration both reads its current value and up­
dates it. We will, however, handle the loop variable by quantification. Therefore, 
it is removed from the update before the dependence analysis is begun. The 
problem of loop dependencies was intensely studied in loop vectorization and 
parallelization for program optimization on parallel architectures. Some of our 
concepts are based on results in this field [1,28]. 

6.1 Classification of Dependencies 

In our setting we encounter three different kinds of dependence; data flow­
dependence, data anti-dependence, and data output-dependence. 

Example 8. It is tempting to assume that it is sufficient for independence of loop 
iterations that the final state after executing a loop is independent of the order 
of execution, but the following example shows this to be wrong: 

for (int i = 0, sum= 0; i < a.length; i++) sum+= a[i]; 

The loop computes the sum of all elements in the array a which is independent 
of the order of execution, however, running all iterations in parallel gives the 
wrong result, because reading and writing of sum collide. D 

Definition 3. Let SJ be the final state after executing a generic loop iteration over 
variable i during which it has value J and let < be the order on the type of i. 

There is a data input-dependence between iterations K -I= L iff SK writes to 
a location (i.e., appears on the left-hand side of an atomic update) that is read 
(appears on the right hand side of an atomic update or as an argument or in a 
guard of an update) inS£. We speak of data flow-dependence when K < L and 
of data anti-dependence, when K > L. 

There is data output-dependence between iterations K -I= L iff SK writes to 
a location that is overwritten in S L. 

Example 9. When executing the second iteration of the following loop, the loca­
tion a[1], modified by the first iteration, is read, indicating data flow-dependence: 

for (inti= 1; i < a.length; i++) a[i] = a[i- 1]; 

The following loop exhibits data output-dependence: 

for (inti= 1; i < a.length; i++) last= a[i]; 

Each iteration assigns a new value to last. When the loop terminates, last has 
the value assigned to it by the last iteration. D 
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Loops with data flow-dependencies cannot be parallelized, because each iteration 
must wait for a preceding one to finish before it can perform its computation. 

In the presence of data anti-dependence swapping two iterations is unsound, 
but parallel execution is possible provided that the generic iteration acts on 
the original state before loop execution begins. In our translation of loops into 
quantified state updates in Section 8 below, this is ensured by simultaneous 
execution of all updates. Thus, we can handle loops that exhibit data anti­
dependence. The final state of such loops depends on the order of execution, so 
independence of the order of executions is not only insufficient (Example 8) but 
even unnecessary for parallelization. 

Even loops with data output-dependence can be parallelized by assigning an 
ordinal to each iteration. An iteration that wants to write to a location first 
ensures that no iteration with higher ordinal has already written to it. This 
requires a total order on the iterations. From the step function we extracted 
the function iter, so this order can easily be constructed. The order is used in 
the quantified state update together with a last-win clash-semantics to obtain 
the desired behavior. 

6.2 Comparison to Traditional Dependence Analysis 

Our dependence analysis is different from most existing analyses for loop paral­
lelization in compilers [1,28]. The major difference is that these analyses must 
not be expensive in terms of computation time, because the user waits for the 
compiler to finish. Traditionally, precision is traded off for lower cost. Here we use 
dependence information to avoid using induction which comes with an extremely 
high cost, because it typically requires user interaction. In consequence, we strive 
to make the dependence analysis as precise as possible as long as it is still fully 
automatic. In particular, our analysis can afford to try several algorithms that 
work well for different classes of loops. 

A second difference to traditional dependence analysis is that we do not re­
quire a definite answer. When used during compilation to a parallel architecture, 
a dependence analysis must give a Boolean answer as to whether a given loop is 
parallelizable or not. In our setting it is useful to know that a loop is paralleliz­
able relative to satisfaction of a symbolic constraint. Then we can let a theorem 
prover validate or refute this constraint, which typically is a much easier problem 
than proving the original loop. 

7 Implementation of the Dependence Analysis 

Our dependence analysis analyzes a loop and symbolically computes a constraint 
that characterizes when the loop is free of dependencies. The advantage of the 
constraint-based approach is that we can avoid to deal with a number of very 
hard problems such as aliasing: for example, locations a [i] and b [i] are the same 
iff a and b are references to the same array, which can be difficult to determine. 
Our analysis side-steps the aliasing problem simply by generating a constraint 
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saying that if a is not the same array as b then there is no dependence. The 
validity of the generated constraint will then be decided by a theorem prover. 

When looking for dependencies in the loop we do not analyze the loop itself 
but the state updates computed from the generic loop iteration. The depen­
dence analysis is, therefore, defined over updates. The binary function 8 defined 
in Table 1 takes two updates as arguments and computes a constraint that 
characterizes the absence of data flow-dependence among its arguments. In the 
definitions, we let locs(t) be the set of locations occurring in the term t and 
slocs(Loc) the set of locations occurring as arguments in loc as defined below: 

slocs(v) = 0 
slocs(o.f) = locs(o) 
sloes( a [i]) = lacs( a) U lacs( i) 

Table 1. Computing dependence constraints among updates 

Atomic updates 

v :=val 15 loc :=val' = {true when v rt (lacs( val') U slocs(loc)) 
false otherwise 

o1. f :=val 15 loc :=val' = •(V o2.JE(locs(val')uslocs(loc)) oi ~ 02) 

a[i] :=val/5 loc :=val'= •(Vb{j}E(locs(val')uslocs(loc)) (a~ b 1\ i ~ j)) 

U 15 \if (b) {U'} 
\if (b) {U} 15 U' 
U 15 \forTs; U'(s) 
\forTs; U(s) 15 U' 
Uo, ... ,Um 15 Ub, ... ,U~ 

General updates 

= --,bVU 15 U' 
= •bVU 15 U' 
= Vs. U 15 U'(s) 
= Vs. U(s) 15 U' 

= 1\i,jui 15Uj 

The computation of the dependence constraint of a loop uses the vectors f 
and z1 extracted from the success leaves during symbolic execution of the loop 
body. They were obtained as the result of a generic loop iteration in Section 4. 
If the preconditions of two leaves are true for two different loop iterations we 
need to ensure that the updates of the leaves are data flow-independent of each 
other (Def. 3). Formally, if there exist two distinct iteration numbers k and l 
and (possibly identical) leaves r and s, for which k < l, {i := iter(k)}Fr and 
{ i := iter( l)} Fs are true, then we need to ensure independence of Ur and Us. 

We do this for all pairs of leaves and define the dependence constraint for the 
entire loop as follows where GR is the loop range predicate and Ir,s,k,l is defined 
as {i := iter(k)}Ur 8 {i := iter(l)}U8 • 

1\ ( ( GRk 1\ GRz 1\ )) 
C = Vk, l. k < l 1\ {i := iter(k)}Fr 1\ {i := iter(l)}Fs ---+ Ir,s,k,l 

r,s 

The condition k < l ensures that we only capture data flow-dependence and 
not data anti-dependence. 
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Example 10. Consider the loop from the array reversal Example 1. When comput­
ing the effect of the generic loop iteration, we get one success leaf with the following 
update: {tmp:=a[i], a[i] :=a[a.length- 1- i], a[a.length- 1- i] :=a[i]}. 

The dependence constraint Io,o,k,l is false only if a.length - 1 - iter(l) ~ 
iter(k) holds. In the example we have iter(n) = n, so this can be simplified to 
a. length - 1 ~ k + l. 

In order for C to be true we need to show that there are no iteration numbers 
k and l, such that the above equality holds. From the guard specification we 
obtain that the maximum iteration number is a. length I 2 - 1. The maximum 
value of k + l is, therefore, a .length - 3 which is not equal to a .length - 1. This 
makes C true and means that the loop does not contain any dependencies that 
cannot be handled by our method. D 

7.1 Computing mod(U, S) 

In Section 4 we used mod(U, S) to compute the set of those locations in S whose 
assigned term in U differs from its assigned term inS. This is very similar to an 
output dependence analysis. If a location is assigned a different term in U and S 
there will be an output dependence between them. Similarly as above, we define 
in Table 2 a function 8° that gives the set of locations, where the terms in its 
two update arguments differ. The fourth case in the part for atomic updates in 
Table 2 is the default that is used when none of the other cases applies. 

Table 2. Computing output dependence constraints 

Atomic updates 

v:=val 8° v:=val' = {v} when val f= val' 
o.f :=val 8° o' .f :=val' = {o' .f} when o ~ o' 1\ val f= val' 
a[i] :=val 8° b[j] :=val'= {b[j]} when a~ b 1\ i ~ j 1\ val f= val' 

8° = 0 

U 8° \if (b) {U'} 
\if (b) {U} 8° U' 
U 8° \forTs; U'(s) 
\forTs; U(s) 8° U' 
Uo, ... ,Um 8° U~, ... ,U~ 

General updates 

= U 8° U' when b 
= U 8° U' when b 
= U. U 8° U'(s) 
= U. U(s) 8° U' 
= Ui,j ui 8°uj 

It is sometimes not possible to decide the when side conditions in Table 2. In 
this case we approximate conservatively and assume they are true. Possibly, we 
remove too much information this way, but the method remains sound. If the 
second argument is a quantified update, the set of locations could potentially 
be very large which would make the computation of 8° very expensive. This 
can, however, not happen since quantified updates cannot occur in the updates 
computed for the generic loop iteration. 
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Another possibility when a side condition cannot be decided would be to 
compute two different results, one result for when the condition is true and one 
for when it is false. A problem with this approach is that it potentially doubles 
the number of returned results each time a side condition cannot be decided. 
The returned result is used for the computation of the generic loop iteration 
and, therefore, returning many results would lead to many different generic loop 
iterations where each needs to be analyzed by the dependence analysis. 

Further details on the implementation of the dependence analysis are in [25]. 

8 Constructing the State Update 

If we can show that the iterations of a loop are independent of each other (i.e., 
the constraint C defined in the previous section holds), we can capture all state 
modifications of the loop in one update. Concretely, we use the following quan­
tified update ( G Rn, Fn iter, and Ur were defined in Sections 4 and 5): 

Uzoop =\forint n; {\if (GRn) {{i:=iter(n)}U\if (Fr) {Ur}}} (4) 
r 

The innermost conditional update in ( 4) corresponds to one loop iteration, 
where the loop variable i has the value iter(n). In each state only one Fr can be 
true so we do not need to ensure any particular order of the updates U. 

The guard GR ensures that the iteration number n is within the loop range. 
We must take care when using last-win clash-semantics to handle data output­
dependence. The iteration with the highest iteration number should have priority 
over all other iterations. This is ensured by the standard well-order on the JAVA 

integer type. 

9 Using the Analysis in a Correctness Proof 

When we encounter a loop during symbolic execution we analyze it for paralleliz­
ability as described above and compute the dependence constraint. We replace 
the loop by ( 4) if no failed leaves for the iteration statement or the guard ex­
pression can be reached (see Section 4), the loop terminates (formula GT, see 
Section 5), and the dependence constraint C in Section 7 is valid. Taken together, 
this yields: 

V = ( 1\ -{::Jn.GRn A {i := iter(n)}F)) A 

FEF 

-{::Jn.GRn A {i:=iter(n)}GF) A GT A C 

If V does not hold, we fall back to the standard rules to verify the loop (usually 
induction). In many cases it is not trivial to immediately validate or refute V. 
Then we perform a cut on V in the proof and replace the loop by the quantified 
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state update Uzoop ( 4) in the proof branch where V is assumed to hold. The 
general outline of a proof using a cut on V is as follows: 

If not r =} v, 
use standard induction r, V =? UUzaop( · · ·) ¢ 

r =? U(for ... , ... )¢,V r, V =? U(for ... ; ... )¢ 
----------------------~----------~---------------- cut r =? U(for ... ; ... )¢ 

If we can validate or refute V we can close one of the two branches. Typically, 
this involves to show that there is no aliasing between the variables occurring in 
the dependence constraint. Even when it is not possible to prove or to refute V 
our analysis is useful, because V in the succedent of the left branch can make it 
easier to close. 

10 Evaluation 

We evaluated our method with three representative JAVA CARD programs [19]: 
DeMoney, SafeApplet and IButtonAPI that together consist of ca. 2200 lines of 
code (not counting comments). These programs contain 17 loops. Out of these, 
our method can be applied to five (sometimes, a simple code transformation like 
v += e to v = vO + i * e is required). Additionally, four loops can be handled if we 
allow object creation in the quantified updates (which is currently not realized). 
The remaining eight loops cannot be handled because they contain abrupt termi­
nation and irregular step functions. The results are summarized in Table 3. 

Table 3. Parallelizable loops in some representative JAVA CARD programs 

DeMoney SafeApplet IButtonAP Total 
LoC 1633 514 102 2249 
Size (kB) 182 22 3 207 
#loops 10 6 1 17 
handled 4 0 1 5 
with ext. 3 1 0 4 
remaining 3 5 0 8 

All loops in the row "handled" are detected automatically as parallelizable 
and are transformed into quantified updates. The evaluation shows that a con­
siderable number of loops in realistic legacy programs can be formally verified 
without resorting to interactive and, therefore, expensive techniques such as in­
duction. Interestingly, the percentage of loops that can be handled differs dras­
tically among the three programs. A closer inspection reveals that the reason is 
not that, for example, all the loops in SafeApplet are inherently not paralleliz­
able. Some of them could be rewritten so that they become parallelizable. This 
suggests to develop programming guidelines (just as they exist for compilation 
on parallel architectures) that ensure parallelizability of loops. 
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11 Future Work 

The coverage of our verification method can be improved in various ways. One 
example is the function from the iteration number to the value of the loop 
variable (see Section 5). In addition, straightforward automatic program trans­
formations that reduce the amount of dependencies (for example, v += e; into 
v = vini t + i * e;) could be derived by looking at the updates computed from 
a generic loop iteration. Recent work on automatic termination analysis [11] 
could be tried in the present setting for proving the termination constraint in 
Section 5. 

We intend to develop general programming guidelines that ensure paralleliz­
ability of loops. The current trend towards multi-core processors will result in 
more code being written in such a way that it is parallelizable and will for sure 
rekindle the interest in parallelizability. 

Critical dependencies exhibited during dependence analysis are likely to cause 
complications even in a proof attempt based on a more general proof method such 
as invariants or induction. Hence, one could try to use the information obtained 
from the dependence analysis to guide the generalization of, for example, loop 
invariants. 

At the moment we take into account JAVA integer semantics only by checking 
for overflow. The integer model could be made more precise by computing all 
integer operators modulo the size of the underlying integer type. This would 
require changes only in the dependence analysis; the JAVA DL calculus covers 
full JAVA integer semantics already [5]. 

So far our verification method has been worked out and implemented for 
loop structures, however, it can be seen as a particular instance of a modular 
approach to proving correctness of non-linear programs composed of code pieces 
p(i) parameterized by some i: 

1. Compute automatically the effect Up(i) of p(i) with respect to a given pre­
condition. 

2. Using the dependence analysis on Up(i), compute a sufficient condition C 
under which the code p(i) can be seen as modular with respect to different 
iterations of the parameter i. 

3. The result of the analysis can be used in non-linear composition of p(i) as 
done here for iterative control structures. The idea is just as well applicable 
for recursive method calls and concurrent processes as is illustrated by the 
following example: 

int [] a = new int [n]; 
for (int i = 0; i < n; i++) { 

new MyThread(i,a).start(); 
} 

If we assume that the run() method of the class MyThread updates exactly po­
sition i of the array a, then the effect can be easily captured by an update 
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obtained from executing run() in the instance created by new MyThread(i ,a);. 

One difference to loops is that in the context of threads one would probably ex­
clude data output-dependence (see Section 6.1) unless assumptions about the 
scheduler can be made. Otherwise, the inherently parallel structure of state 
updates is well suited to model concurrent threads. 

In this paper we do not discuss in detail what happens after a loop has been 
transformed into a quantified update. This is outside the scope of the present 
work. So far, the KeY theorem prover has limited capabilities for automatic 
reasoning over first-order quantified updates. Since quantified updates occur in 
many other scenarios [24] it is worth to spend more effort on that front. 

12 Conclusion 

We presented a method for formal verification of loops that works by transform­
ing loops into automatable first-order constructs (quantified updates) instead of 
interactive methods such as invariants or induction. The approach is restricted 
to loops that can be parallelized, but an analysis of representative programs from 
the JAVA CARD domain shows that such loops occur frequently. The method can 
be applied to most initialization and array copy loops but also to more complex 
loops as witnessed by Example 1. 

The method relies on the capability to represent state change information 
effecting from symbolic execution of imperative programs explicitly in the form 
of syntactic updates [3,24]. With the help of updates the effect of a generic loop 
iteration is represented so that it can be analyzed for the presence of data depen­
dencies. Ideas for the dependency analysis are taken from compiler optimization 
for parallel architectures, but the analysis is not merely static. Loops that are 
found to be parallelizable are transformed into first-order quantified updates to 
be passed on to an automated theorem prover. 

A main advantage of our method is its robustness in the presence of syntac­
tic variability in the target programs. This is achieved by performing symbolic 
execution before doing the dependence analysis. The method is also fully auto­
matic whenever it is applicable and gives useful results in the form of symbolic 
constraints even if it fails. 
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Abstract. We give necessary and sufficient conditions for the first-order 
theory of a finitely presented abelian lattice-ordered group to be decid­
able. We also show that if the number of generators is at most 3, then 
elementary equivalence implies isomorphism. We deduce from our meth­
ods that the theory of the free MV-algebra on at least 2 generators is 
undecidable. 

1 Introduction 

Throughout, let n be a fixed positive integer and F AC(n) be the free abelian 
lattice-ordered group on n generators. Let £ be the language { +, 1\, V, 0} for 
this structure. 

The additive group C of all continuous functions from JRn to lR is a lattice­
ordered group under the pointwise ordering. The sublattice subgroup of C gen­
erated by the standard n projections 1ri : JRn ---+ lR mapping (x1, · · · , Xn) to Xi 
(i = 1, ... , n) is (isomorphic to) the free abelian lattice-ordered group F AC(n) 
on n generators ([1]). 

For f E F AC(n), let Z(f) be the zero setoff and (f)ct be the principal £-ideal 
ofF AC(n) generated by f. There is a one-to-one correspondence between the 
closed integral simplicial cones (see Definition 2.1) and the zero-sets of elements 
ofF AC(n). One can use this to interpret the lattice of zero-sets of the elements 
ofF A£( n) by first-order formulae. This played a central role in the proofs of the 
results obtained in [6]. We first showed that F A£(2) '/= F AC(n) for any n > 2. 
Then, using induction and a duality result due to Beynon [3], we proved that 
FA£( m) '/= FA£( n) if m i=- n. As a consequence of our proof and an undecidability 
result due to A. Grzegorczyk for some topological theories [8], we derived that 
the theory ofF AC(n) is undecidable if n > 2. In contrast, the first-order theory 
of the free abelian group on any finite number of generators is decidable. 
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W. M. Beynon generalised K. Baker's characterisation of projective vector 
lattices on a finite number of generators ( [1]) and showed that finitely gener­
ated projective abelian lattice-ordered groups are precisely the finitely presented 
abelian lattice-ordered groups ([3] Theorem 3.1). These in turn are the quotients 
ofF AC(n) by principal £-ideals. D. Mundici asked whether one could generalise 
the results in [6] and also classify the theories of finitely generated projective 
abelian lattice-ordered groups. This seems intractable. However, we will prove: 

Theorem 1. Let m,n:::; 3, f E FAC(m) and g E FAC(n). Then FAC(m)/(f)cl 
and FA£( n) /(g) cl are elementarily equivalent iff they are isomorphic. 

Theorem 2. The first-order theory ofF AC(n)/ (f)cl is decidable iff the dimen­
sion of Z(f) is at most 2. 

Note that we are not concerned here with decidability questions concerning 
isomorphisms. Undecidability results in group theory can be converted into al­
gorithmic insolubility statements in topology. For instance, in dimension 5, it is 
known that there is no algorithm for deciding whether a compact piecewise linear 
manifold is piecewise linearly equivalent to a standard piecewise linear sphere 
([10] page 22). A.M.W. Glass and J. J. Madden used similar facts to show that 
the isomorphism problem for projective abelian lattice-ordered groups on 10 
generators is undecidable (see [7]). 

2 Projective Finitely Generated Abelian £-Groups 

We recall some notation and basic results from [1], [2], [3], and [5] Chapter 5. 
First, FAC(n) := {! = AVj fij: fij E Hom(zn,z)}, and any g E Hom(zn, 

Z) is equal to L~=l mi.1ri, where mi := g(ei) E Z for all i E {1, ... , n}. 

Definition 1. A subspace L~=l mixi = 0 (with all mi E Z) will be called an 
integral hyperspace, and the corresponding n-dimensional subsets L~=l mixi > 
0, L~=l miXi < 0, L~=l miXi ~ 0 and L~=l miXi :::; 0 (with all mi E Z) will 
be called integral half spaces. A cone in ~n is a subset which is invariant under 
multiplication by elements of~+. A closed cone is a cone which is closed in the 
standard topology of ~n; the vertex is the origin. We will always confine ourselves 
to such cones defined by integral half spaces. A closed (or open) integral simplicial 
cone is a cone obtainable by finite unions and intersections from closed (or open) 
integral half spaces. It is convex if it is obtained using only intersections. Note 
that on each ray contained in such a cone and containing a point with rational 
coordinates, there is a unique non-zero point p with integral coordinates such 
that the open line segment (0, p) contains no point with integral coordinates. 
Following [3] Section 2, we will call such a point the initial integer lattice point 
on this ray. 

Definition 2. For f E F AC(n), let Z(f) be the zero setoff; i.e., 

Z(f) = {x E ~n: f(x) = 0}. 
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Let S(f) be the support off; i.e., 

S(f) = {x E lRn: f(x)-=/:- 0}. 

Let K be a subset of JRn; then SJC(f) is the support off on K (={x E K : 
f ( x) -=/:- 0}). In the special case that K is the ( n - 1 )-sphere S( n-1), we write 
S(f) for SJC(f) and Z(f) for Z(f) n S(n-1). Note that f(rx) = r f(x) for all 
x E S(n-1) and r E JR+. Hence Z(f) completely determines Z(f) and S(f) 
completely determines S(f). 

As mentioned in the introduction, there is a one-to-one correspondence between 
the closed integral simplicial cones and the zero-sets of the elements ofF AC(n). 
Let f E FA£( n). We define the dimension of a zero set Z (f) to be k if it contains 
the positive span of k lR-linearly independent vectors in JRn (but not (k+ 1) such). 

As is standard, we will write £-group as a shorthand for lattice-ordered group. 
Given an element f E F AC(n), let If I = f V - !; then If I E F AC(n)+ := 

{g E FAC(n) : g(x) ~ 0 for all x E JRn}. Iff-=/:- 0, then IJI E FAC(n)+ := 
FAC(n)+ \ {0}. Note that h = 0 & ... & fm = 0 iff lhl V · · · V lfml = 0. Hence 
every finitely presented abelian £-group can be written in the form FA£( n) /(f) cl 

for some n E Z+ and f E F AC(n)+, where (!)cZ is the £-ideal ofF AC(n) generated 
by J; i.e., (!)cZ is the subgroup ofF AC(n) generated by all elements g with 
lgl ::::; m.f, for some mEN. Then S(f) = S(g) iff (!)cZ = (g)cl (see [1]). 

Since F AC(m)/ (!)cZ ~ F AC(m+k)/ (f')cl where f' = fV 17rm+11 V · · · V 17rm+kl, 
we may assume that m = n in Theorem 1 and that J,g E FAC(n)+. We will 
consider the two cases m = n = 2 and m = n = 3 separately. These are proved 
in Sections 5 and 9, respectively. 

Let K be a closed simplicial cone in JRn. A map h : K ---+ ]Rk is piecewise 
homogeneous linear if h is continuous and there is a finite subdivision { Ks : s = 

1, ... , m} of K and a finite set of homogeneous linear functions h1, · · · , hm : 
]Rn ---+ JRk such that h(x) = h8 (x) for all x E Ks (s = 1, ... , m). If there is a 
retract r from JRn to K such that the composite h or is a piecewise homogeneous 
linear map from JRn to JRk, then h can be expressed as h = 1\i V 1 9ij where each 
gij is some h8 , s = 1, ... , m (see Theorem 3.1 in [2]). We call such a piecewise 
homogeneous linear map an £-map. If we restrict ourselves to rational closed 
simplicial cones K ~ ]Rn, any £-map from K to JRk with integer coefficients is 
called an integral £-map; it has the form (u1(x), · · · , uk(x)) with u1, · · · , Uk E 

F AC(n) (see Corollary 1 to Theorem 3.1 in [3]). 
Let f E FAC(m)+ and g E FAC(n)+. We say that Z(f) and Z(g) are£­

equivalent if there is an £-map B : Z(f) ---+ Z(g) with inverse T : Z(g) ---+ Z(f) 
which is also an £-map. If the £-maps are integral, we also say that Z(f) and 
Z(g) are integrally £-equivalent and write 

Z(f) "'£ Z(g). 

Let B : JRn ---+ JRm be an integral £-map mapping Z(g) onto Z(f); say, 
B(x) = (u1(x), · · · , um(x)) with u1, · · · , Um E FAC(n). Let T(B) be the induced 
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map from F AC(m) to F AC(n); i.e., T(e) : h f---> hoe. We identify hoe with 
hlz(f)· The kernel of T(e) is the £-ideal (f)cZ· For convenience we will denote 
the image T(e)(h) by h0 and write T*(8) for the induced £-isomorphism between 
FAC(m)/(f)cl and FAC(n)/(g)cl (see Corollary 5.2.2 in [5]). 

The Eaker-Beynon Duality (see Corollary 2 of Theorem 3.1 in [2]) is 

Theorem 3. Let f E FAC(m)+ and g E FAC(n)+· Then 
FAC(m)/(f)cl ~ FAC(n)/(g)cl (as £.-structures) iff Z(f) ""C Z(g). 

As a consequence, one obtains ([3], Theorem 3.1) 

Theorem 4. The class of finitely generated projective abelian £-groups is pre­
cisely the class of finitely presented abelian £-groups; each has the form FA£( n) / 
(f)cZ for some n E Z+ and f E FAC(n)+· 

Theorems 3 and 4 give a correspondence between equivalence classes of zero-sets 
modulo the relation ""£ and equivalence classes of finitely presented abelian £­
groups under isomorphism. 

Remarks: Let f,g E FAC(n)+. 

1. Suppose that Z(f) ""C Z(g). Then the integral£-map e: JRn---+ lRn realising 
this equivalence and mapping Z(f) to Z(g) need not be a homeomorphism 
of lRn. (See for instance [10], Annex C.l). 

2. If Z(f) and Z(g) are simplicially equivalent, then Z(f) ""C Z(g). 

We elaborate on (2). Recall that a (rational) simplicial cone Z(f) can be pre­
sented as a union of (rational) convex simplicial cones belonging to a complex 
K (Lemma 0.1 in [3]). Subdivide this presentation into a primitive rational sim­
plicial one and denote this simplicial presentation of K by S - if two rational 
closed simplicial cones have isomorphic subdivisions into closed simplicial con­
vex cones, then they have isomorphic subdivisions into primitive rational convex 
simplicial cones (Corollary 3 in Section 2 of [3]). 

We will occasionally pass without mention from a simplicial complex in lRn 
to its domain and view it as a subset of lRn. 

Let Ox1, · · · , Oxr be the !-dimensional simplicial cones in S emanating from 
the origin. Choose initial integer lattice points P1, · · · , Pr on these rays. Let P(f) 
be the (rational) simplicial cone associated with S and let sP(f) be the image 
of this simplicial cone on sCn- 1) obtained by taking the intersection with sCn- 1) 

of all rays from 0 to the simplicial cone P(f); we will call such a simplicial 
complex an S-simplicial complex. Let { ui : i = 1, ... , r} be the Schauder hats 
associated with S. That is, they are the continuous functions that are linear on 
each cone of S with ui (p1) = 8ij ( i, j = 1, ... , r). Let I be the £-ideal generated 

by 7f1 v 0, ... '1fr v 0, v~=1 (1\kEXj 7rk), where x1, ... 'Xt are the subsets of 
{1, · · · , r} for which the corresponding subsets of {p1, · · · , Pr} do not span a 
simplex of S. Then FAC(n)/(f)cl is isomorphic to FAC(r)/I by the map T(e) 
where e : JRT ---+ lRn is the integral £-map sending Z(f) to Z(I) (see Corollary 2, 
Section 2 in [3]). 
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Let f, g E F AC(n). Then Z(f) and Z(g) are rational closed simplicial cones 
in JRn. If P(f) and P(g) are simplicially equivalent (by integral £-maps), then 
Z(f) ""C Z(g) by Corollary 3, Section 3 in [3] and Corollary 2 to Theorem 4.1 
in [2]. Hence FAC(n)l(f)cl ~ FAC(n)l(g)c~. 

For further background and more details, see the survey article [9]. 
We next consider first-order theories. In our proof of the undecidability result 

ofF AC(n) for n 2: 3 (see Theorem 4.8 in [6]), we showed how to express in£ 
that two elements f, g E F AC(n) had the same zero-sets (or equivalently the 
same supports). (The formula depended on n.) We first showed how to express 
in£ the notion of "dimension" of a zero-set by induction. Let 'l/Jn,k(x) be such 
formulae (k = -1, ... , n- 1). That is, for each k E { -1, ... , n -1}, 

F AC(n) f= 'l/Jn,k(f) iff dim(Z(f)) = k. 

This allowed us to express that a zero-set is empty, and then to interpret the 
lattice of zero-sets of the elements ofF A£( n). This last result implies that for any 
f E FA£( n), the structure FA£( n) I (f) cl is first-order interpretable in FA£( n). 

We will frequently implicitly use 

Lemma 1. Let g E F AC(n). Then F AC(n) f= 'l/Jn,k(ifl V lgl) iff the zero-set of 
the restriction of g to Z(f) has dimension k. 

3 Components 

In this section we reduce determining elementary equivalence to FA£( n) I (f) cl 
to the special case that Z(f) has a single connected component. We will show 

Proposition 1. Let f, g E FAC(n)+. If FAC(n)l(f)cl = FAC(n)l(g)c~, then 
Z(f) and Z(g) have the same number of connected components. 

We first consider connectedness for supports and zero-sets of elements of a finitely 
presented abelian £-group. Since we can only use definable open (respectively 
closed) subsets and their restrictions to the zero-set of a distinguished element, 
we will use the term definably connected. 

Example A. Let g, h E F A£(3)+ with S(g) the northern hemisphere, and 
S(h) = S(g) \({X} U A), where X is the north pole and A is an arc in the 
northern hemisphere. Now k l_ g iff k l_ h (in either case, S(k) is contained in 
the southern hemisphere). Then S(g) and S(h) are connected and differ by a set 
with empty interior; and Z(g) is connected, but Z(h) is not. 

Recall the formulae we used in [6] for F AC(n). 
We expressed that the support S(h), of an element h > 0, is definably con­

nected by the formula e s (h) given by 

(h > 0) & ---,((::Jh1, h2 > O)(h1 l_ h2 & h1 V h2 =h)), 

where h l_ g is a shorthand for h 1\ g = 0 (equivalently that S(h) ~ Z(g)). 
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[We have used the subscript S on () to make clear that we are dealing with 
support.] 

That is, F AC(n) f= es(h) iff S(h) is connected. 
More generally, if g, hE F AC(n)+, write g"' has a shorthand for 

('Vk > O)(k _l g +-4 k _l h). 

So 

Lemma 2. F AC(n) f= g rv h iff the interior of the symmetric difference of 
Z(g) and Z(h) is empty. 

Caution. In Example A, if Z(f) = {X} U B where B is any closed disc 
in the northern hemisphere disjoint from A with X r:j_ B, then g "' h but 
F A£(3)/ (f)c~ f= es(h + (f)c~) & -.es(g + (f)c~). 
Let h E F AC(n)+ and Z(h) be such that for each x E Z(h), there is a neigh­
bourhood N(x) of x such that N(x) n Z(h) contains the support of a non-zero 
element. We expressed that Z(h) is connected by the formula {}z(h) given by 

(3k > o)(k _i h) & ('Vk > o) [(k _i h)---+ (3g ~ k)(es(g) & g _i h)]. 

[We have used the subscript Z on () to make clear that we are dealing with zero 
sets. The first conjunct has been included for when we relativise to Z(f) later.] 

Lemma 3. Let h E F AC(n)+ satisfy the above hypothesis. Then F AC(n) f= 
() z (h) iff Z (h) is connected. 

More generally, if g E F AC(n)+, we say that Z(g) is definably connected if g rv h 
for some hE F AC(n)+ with has above Z(h) connected. 

Caution. Let f E F AC(n)+ and consider the above formula in F AC(n)j (f)cZ· 
It is possible to have that both FAC(n)j(f)ct f= {}z(O + (f)ct) and FAC(n) f= 
-.{}z(f). Such an example is provided by letting Z(f) be two closed discs on s(z) 

whose intersection is a single point.) 

LetS be a simplicial complex in S(n- 1). If the rays from the origin to the vertices 
of S all contain initial integral lattice points, then we say that the simplicial 
complex is rationally determined. If P1 , P2 are non-empty disjoint open simplicial 
complexes whose union contains Z(f) (! E FAC(n)+), then by the density ofQn 
in ~n, we may choose open rationally determined simplicial complexes Pj ~ Pj 
(j = 1, 2) so that Z(f) ~ P{ UP~. We will always do this. 

Lemma 4. FAC(n)j(f)cl f= {}z(O + (f)c~) iff whenever there are two disjoint 
open simplicial complexes P1, Pz in S(n-1) with P1 UPz :2 Z(f), the intersection 
of one of them with Z(f) is trivial. 

Proof" Suppose that P 1 , P2 are non-empty disjoint open simplicial complexes 
in S(n-1) with P 1 U P2 :2 Z(f). As just remarked, we may assume that Pj is 
rationally determined (j = 1, 2). Hence there are hj E F AC(n)+ with S(hj) = Pj 
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(j = 1, 2). Let g 2: h1 V h2. If Pi n Z(f) =/:- f/J (j = 1, 2), then g witnesses that 
F Af!(n)l (f)ct f= 'Bz(O + (f)ct)· 

Conversely, suppose that FA£(n)l(f)ct f= 'Bz(O + (f)ct)· Let k E FA£(n)+ 
be such that k l_ hand for all g 2: k we have FA£(n)l(f)cl f= 'Bs(g + (f)c~). 
By replacing k by an element g of possibly greater support if necessary, we may 
assume that S(k) :;2 Z(f). Write k = k1 V · · · V km with k1, ... , km pairwise 
disjoint each having connected support and S(ki) n Z(f) =1- f/J (i = 1, ... , m). 
Thus m 2: 2. Then P1 = S(kl) and P2 = U~=2 S(ki) are the desired simplicial 
complexes. D 

By the same technique one can prove 

Lemma 5. Let f, hE F Af!(n)+· Then F Af!(n)l (f)cl F Bs(h + (f)ct) iff S(h) n 
Z (!) is connected. 

We next wish to write FA£( n) I(!) cl as a direct sum which cannot be further 
decomposed into non-trivial direct summands. We do this by decomposing Z(f) 
into maximal simplices. These are the connected components of Z(f). 

As above, we observe that if Z(hj) ~ Z(f) (j = 1, 2) and there does not 
exist any kEF Af!(n)+ with S(k) n Z(f) contained in the symmetric difference 
of Z(h1) and Z(h2), then one cannot hope to distinguish between Z(h1) and 
Z(h2) in FA£(n)l(f)cl· In this case we write Z(h1) "'! Z(h2); i.e., 

FA£(n)l(f)ct f= ('Vk 2: O)(k l_ h1 + (f)cZ ~ k l_ h2 + (f)c~). 

We can now express in .C that Z(g) is a definably connected component of 
Z(f); that is, Z(g) is a maximal connected subset of Z(f) to within"'!· 

Lemma 6. Let f,g E FA£(n)+· The formula 

(:3h > O)[Bs(h) & ('Vk > O)(k l_ g ____. k /-h) & ('Vh' > h)(h' /- g ____. 'Bs(h'))] 

holds in F Af!(n)l (f)ct at g + (f)cZ iff Z(g) is "'!-equivalent to a connected com­
ponent of Z(f). 

Proof: Let f, h, · · · , fm E F Af!(n)+, with Z(h), · · · , Z(fm) the pairwise disjoint 
non-empty connected components of Z(f); so Z(f) = U;:1 Z(fi). 

If Z(g) "'! Z(h), there is an open rationally determined simplicial complex 
in sCn-l) with P :;2 Z(h) and P n Z(fi) = f/J for j = 2, ... , m. So there is 
hE FA£(n)+ with S(h) = P. Then the first two conjuncts of the formula clearly 
hold in FA£( n) I(!) cl by considering h + (!) cl· If h' > h with h' /- g on Z (!), 
then S(h') n S(g) n Z(f) =1- f/J; so S(h') n Z(fi) =1- f/J for some j E {2, ... , m }. By 
Lemma 5, the formula holds. 

Conversely, assume that the formula holds in FA£( n) I(!) cl· We may assume 
that Z (g) is minimal to within rv f. The satisfaction of the first conjunct implies 
that Z(g) n Z(f) is definably connected in Z(f). We may assume that Z(g) n 
Z(f) ~ Z(h), say. If Z(g)nZ(f) =/:- Z(h), then Z(h)\Z(g) is a non-empty open 
subset of Z(fi). Hence there is p E Z(h) \ Z(g) and a simplex neighbourhood 
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P of pin sCn- 1) such that P n Z(g) = f/J. Let h' E F A£(n)+ with S(h') ~ P. 
Then h' V h witnesses that the formula fails to hold in FA£( n) I (f) cl· D 

The following is well known. 

Lemma 7. Let fJ E FA£(n)+ (j = 1, 2) with Z(h) n Z(h) = f/J. Then 

FA£(n)l((h V h))c~ ~ FA£(n)l(h)c~ x FA£(n)l(fz)c~. 

We now use Lemma 6 to provide a sentence of £ that counts the number 
of connected components ofF A£(n)l (f)cZ· Let f, h, · · · , fm E F A£(n)+ with 
Z(h), · · · , Z(fm) the disjoint definably connected components of Z(f); so 
Z(f) = U7:1 Z(fi)· That is, 

FA£(n)l(f)cl ~ FA£(n)l(h)ci x · ·· x FA£(n)l(fm)cl· 

Let 

1:'0,i<j:'O,m 1:'0,i:'O,m 

(Vh~ ~ hi)[(::Jk > o)(k::::; h~ & k _i hi)---+ ·Bs(hDJl. 

By the previous lemmata 

Lemma 8 

FA£( n) I (f) cl f= Pm iff Z (!) has at least m connected components. 

Thus we have 

Lemma 9. Let f E FA£(n)+. Then Z(f) has exactly m connected components 
iff FA£(n)l(f)cl F Pm & •Pm+1· 

Proposition 1 follows. D 

We now generalise Lemma 4. 

Lemma 10. Let f E F A£(n)+ and Z(f) have connected components Z(h), ... , 
Z(fm)· LethE FA£(n)+ be such that for all j E {1, ... ,m}, either Z(h) n 
Z(fJ) is empty or all the connected components of Z(h) n Z(IJ) have the same 
dimension as Z(fj)· Then FA£(n)l(f)cl f= Bz(h + (f)c~) iff Z(h) n Z(f) is 
connected. 

Proof" By the assumption on h, FA£( n) I (f) cl f= ·B z ( h + (f) cl) if the intersec­
tion of Z(h) with more than one connected component of Z(f) is non-empty. 
So we may assume that Z(h) n Z(fj) = f/J for j = 2, ... , m. If Z(h) n Z(h) 
is not connected, then there are disjoint open rationally determined simplicial 
complexes P1 and P2 in sCn- 1) with Pin Z(h) n Z(h) -=/= f/J (i = 1, 2). Hence 
there are hi E F A£(n)+ with S(hi) =Pi (i = 1, 2). Let g ~ h1 V hz with g _l f. 
This witnesses that F A£(n)l (f)cZ f= ·Bz(h + (f)c~). 

The other direction is trivial. D 

Putting h =fin Lemma 10, we see 
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Corollary 1. Let f E F A£(n)+· Then F A£(n)/ (f)cZ F ez(O + (f)cZ) iff Z(f') 
is connected for some f' '"" f. 

Note that the hypothesis on h in Lemma 10 can be expressed by an £-formula to 
within '""F Let Z(h) be a definably connected subset of Z(f). Then for any open 
set of the form S(k), there exists k' with S(k') :2 S(k) such that S(k') n Z(h) is 
relatively connected in Z(h). The £-expressibility now follows from Lemma 6. 

4 Further Formulae 

We next express that the restriction of the support of an element h > 0 to the 
zero-set of an element f consists of one ray; i.e., S( h) n Z (!) consists of a single 
point. We will use the formula 81 (h) given by 

es(h) & (Vg1,92 > O)(g1 v 92:::; h ____, 91 1- 92)· 

[The subscript 1 one is to make clear that we are dealing with a single point.] 

Lemma 11. FA£( n) /(f) cl f= 81 ( h + (f) cl) iff Z (!) n S( h) consists of a single 
isolated point. 

Proof: If Z(f) n S(h) = {p}, then as 0 < g1 :::; h, we must have g1(p) > 0 
(j = 1, 2). So F A£(n)/ (f)cZ F e1 (h + (f)c~). 

Conversely, ifF A£(n)/ (f)cZ F es(h + (f)c~), then Z(f) n S(h) is connected. 
If it is not a single point, let p1,p2 E Z(f) n S(h) be distinct. Let P1 ~ S(h) be 
a simplicial complex in s<n- 1) containing PJ (j = 1, 2) with P1 n P2 = 0. Let 
h1 E FA£(n)+ with S(h1) ~ P1 (j = 1,2). Then g1 = h1 A h (j = 1,2) witness 
that FA£(n)/(f)c~ f= ,e1(h+(f)c~). o 

We will use the formula 82(h) to express that the support of an element h when 
restricted to Z (!) is connected and strictly contains the support of two non-zero 
elements with disjoint supports. Again the subscript has been chosen according 
to the intended meaning. Let 82(h) be the formula: 

es(h) & (::Jg1,92 > 0)(91 v 92:::; h & 911_ 92)· 

The following lemma follows easily by the same proof as used above. 

Lemma 12. FA£(n)j(f)cl f= 82(h + (f)c~) iff Z(f) n S(h) is connected and 
strictly contains the support of two non-zero elements with disjoint supports. 

If Z(f) n S(h) does not consist of an isolated point, we can express in£ that 
S(h) covers a maximal connected subset of Z(f). Define 82(h) to be 

82(h) & ('1/g 2: h)(8s(g)----> ('1/u > O)[u l_ g ~ u l_ h]). 

By essentially the same proofs 
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Lemma 13. Let f E F A£(n)+· Then F A£(n)/ (f)c~ f= B2(h + (f)c~) iff S(h) 
covers a unique connected component of Z(f). 

Let f, hE F A£(n)+ and assume that S(h) ~ Z(!). Then S(h) differs from Z(!) 
by a set which does not have relative maximal dimension in s(n-l) if 

F A£(n) f= h j_ f & \:/g > 0 (g j_ f -t g 1- h). 

We will denote any such element h by J#. That is, 

It is not unique. 
Let k, hE F A£(n)+· If 

FA£(n)/(f)cl f= h j_ k & (\:/g > O)(g j_ k -t g 1- h), 

then we will write k# for any such element h. This is equivalent to S(k#)nZ(f) ~ 
Z(k) n Z(f) and S(k#) n Z(f) differs from Z(k) n Z(f) by a set which does not 
have (locally) relative maximal dimension. It is not unique. 

5 Quotients ofF Al(2) 

Our purpose in this section is to prove 

Theorem 5. Let f, g E F A£(2)+. Then 

FA£(2)/(!)cZ = FA£(2)/(g)cl iff FA£(2)/(f)cZ ~ FA£(2)/(g)c~. 

To achieve this, we need three lemmata. 

Lemma 14. Let f E F A£(2)+ and Z(f) consist of one or more arcs. Then 

FA£(2)/(!)cZ =/'- FA£(2). 

Proof" If Z(h) is a proper arc of S(l) which is maximal in Z(f), let h1, h2, h3 E 
F A£(2)+ all have support contained in Z(h) with S(h1) a single arc (j = 1, 2, 3), 
the arc for h3 being between that of h1 and h2 in Z(fi). Under the natural inter­
pretation, the following formula is satisfied in FA£(2)/(!)cZ but not in FA£(2): 

3 

(::Jh1, h2, h3 > 0)[/\ Bs(hi) & h3 j_ (h1 V h2) & h1 j_ h2 & 
i=l 

(Vh)[(h > (h1 V h2) & Bs(h)) -t (h 1- h3)]]. 

D 

Lemma 15. Let f, g E F A£(2)+ with Z(f) comprising n 1 disjoint arcs and n 2 

isolated points, and Z(g) comprising n~ disjoint arcs and n~ isolated points, with 
(n1,n2)-=/= (n~,n~). Then 

FA£(2)/(!)cZ =/'- FA£(2)/(g)c~. 
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Proof: Assume first that n1 i=- ni; say n1 > ni. Let ¢n1 be the sentence 

Then FA£(2)/(f)cl satisfies ¢n1 but FA£(2)/(g)cl does not. 
Now assume that n1 = ni and nz > n~. Let ¢n1 ,n2 be the sentence 

[ 1\ C::Jhi > O)(B~(hi) & 1\ hi _l hi') & ( 1\ 3uj > O)(B1(uj) & 
iEn1 i, i' En1, i#i' j En2 

n 

(/\ Uj j_ hi) & 
i=l j, j'En2, j'#j 

Clearly ¢n1 ,n2 holds in FA£(2)/(f)cl but not in FA£(2)/(g)c~. 

Lemma 16. (Beynon, [3], p.262) Let f E F A£(2)+· Then, 

F A£(2)/ (f)c~ ~ (F A£(2)/ (n2 V O)c~)n 1 x zn\ 

D 

where n 1 is the number of pairwise disjoint maximal arcs in Z(f) and n 2 is the 
number of isolated points in Z(f). 

We can now prove Theorem 5. 

Proof: Suppose that FA£(2)/(f)cl = FA£(2)/(g)c~. Iff and g are both non­
zero, then by Lemma 15, the number of connected pieces of the zero sets of f 
and g of the same dimensions are the same. By Lemma 16, the £-groups are 
isomorphic. 

If g = 0 and f i=- 0, then by Lemma 14, F A£(2)/ (f)cl '/= F A£(2) whenever 
Z(f) contains an arc. If Z(f) comprises n isolated points, then the sentence that 
there are n + 1 pairwise perpendicular strictly positive elements holds in F A£(2) 
but not in FA£(2)/(f)cl· D 

6 Decidability of Quotients ofF A£(2) 

In this section we prove a special case of Theorem 2: 

Theorem 6. Let f E F A£(2)+. Then F A£(2)/ (f)cl is decidable. 

We will use our previous result on the decidability ofF A£(2) (see Corollary 3.5 
in [6]). 

Lemma 17. Given any formula~' we can construct a formula ~r such that: 

F A£(2)/ (nz V O)cl f= ~(h + (nz V O)c~) iff F A£(2) f= ~r (h, 1r2 V 0), 

where h c F A£(2). 
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Proof" We define ~r by induction on the complexity of the formula ~- For an 
atomic formula ~(x) := (t(x) = 0), we define ~r(x, y) as R(t(x), y), where the 
latter is the formula ('Vh > O)(h l_ y----> h l_ t(x)). For a quantifier-free formula 
~(x) (i.e., a Boolean combination of atomic formulae ~i(x) := ti(x) = 0), we 
define ~r(x, y) to be the same Boolean combination of ~i(x, y). Finally, if ~(x) is 
in prenex normal form Q(z)~(z, x), where Q(z) is a block of quantifiers, define 
~r(x, y) as Q(z)~r(z, x, y). 

We now prove (by induction on the complexity of the formula) that for any 
h c FA£(2), 

F A£(2)/ (nz V O)cl f= ~(h + (nz V O)c~) iff F A£(2) f= ~r(h, 7rz V 0). 

It suffices to prove it for atomic formulae. This is immediate as t(h+ (n2 VO)c~) = 

0 iff t(h) E (nzVO)c~ iff t(h)lz(7r2 vo) =0 iff Z(t(h)) :2 Z(nzVO),andthelastof 
the equivalent conditions holds iff R(t(h), n2 VO). D 

Corollary 2. The £-group F A£(2)/ (nz V O)c1 has decidable theory. 

Proof" Apply Lemma 17 and Corollary 3.5 in [6]. D 

Theorem 6 now follows from Theorem 5, Lemma 16, Corollary 3.5 in [6], the 
decidability of Pres burger arithmetic, and the Feferman-Vaught Theorem on 
direct products. D 

7 Decidability Results for 2-Dimensional Zero-Sets 

In this section we generalise Theorem 6 to allow arbitrary n E Z+. 

Theorem 7. Let n E Z+ and f E FAC(n)+· Ifdim(Z(f))::::; 2, then the theory 
of FAC(n)j(f)cl is decidable. 

Proof" By Proposition 1 and the Feferman-Vaught Theorem, we may assume 
that Z (f) is connected. 

If dim(Z(f)) = 0, then Z(f) = 0 and F AC(n)/ (f)cl ~ {0}, which has 
decidable theory. 

If dim(Z(f)) = 1, then Z(f) is a single point and F AC(n)/ (f)cl ~ Z. By 
Presburger's Theorem, Th(Z, +, ::::;) is decidable. The theory ofF AC(n)j (f)cl is 
therefore decidable if dim(Z(f)) = 1. 

If Z(f) has dimension 2, then Z(f) comprises a finite number of arcs or a 
circle. If n = 2, we have already shown that the theory is decidable if Z(f) is a 
single arc or the entire 1-sphere (see Section 6 and [6]). So assume that n ?: 3. 

Let f E F AC(n)+ with dim(Z(f)) = 1. Let sP(f) be the S-simplicial complex 
associated with the primitive simplicial presentation S of Z(f) on s<n- 1) (see 
Section 2). 

Let Ox1 , · · · , Oxk be the rays emanating from the origin to the vertices of S 
and u 1 , · · · , Uk be the Schauder hats associated with S. Let p1 , · · · ,Pk be the 
intersection of these cones with s<n- 1). 
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Let r be a piecewise homogeneous linear retract from JRn to Z(f). We map 
each simplicial cone Z( ui) ~ Z(f) by a piecewise homogeneous integral linear 
map fh : ]Rn ----+ JR2 mapping s<n-l) to s(ll so that 

(*) /\l<i<i'<k Bi(Pj) = ei'(Pj) (j = 1, ... , k), and 
/\1~j~j'~k ei(Pj) -1- ei(Pj') (i = 1, ... , k). 

Let iii E F A£(2) be such Z(iii) = ei(Z(ui)) (i = 1, ... , k). 
Let Ti be a piecewise homogeneous integral linear map from JR2 to JRn mapping 

Z(ui) to Z(ui) so that Ti 0 ei is the identity on Z(ui) and ei 0 Ti is the identity 
on Z(iii)· 

Any finite conjunction of atomic formulae is equivalent to a single atomic 
formula (since w1 = 0 & . . . & W 8 = 0 iff lw1l V · · · V lws I = 0). So any 
open formula is equivalent to the conjunction of a single atomic formula ¢ and 
negations of a finite set of atomic formulae '1/Jt (t E T). We partition T into 
subsets T1 , · · · Tk, where we allow some of these Tm to be empty. We claim that 
(1) and (2) are equivalent, where (1) is: 

F A.C(n)/ (f)ct F= ::Jg (¢(g, a+ (f)ct) & 1\ ''1/Jt(g, a+ (f)c~)) 
tET 

and (2) is: 

k 

v f\ :Jfi E F A£(2) 1\ 1\ fi(()i(Pi)) = fi'(()i,(Pi)) and 
k-partitions ofT l~i~k lSiSi'Sk j=l 

where '/'i(x) is given by '/'i(x) := cp(x, a 0 Ti) & 1\ ''1/Jt(X, a 0 Ti)· 
tET; 

For suppose that F A£(2) / (iii)cl f= '/'i(fi + (iii)ct) for all i E {1, ... , k }. Define 
9i(x) = fi o ei o r(x) (i = 1, ... , k). By (*), this is well-defined since r(x) E 

Z(f) = U~=l Z(ui)· Hence (1) follows. 
Conversely, suppose that (1) holds. Define fi(x) = go Ti(x) (i = 1, ... , k). 

Then FA£(2)/(ui)ct f= '/'i(fi + (ui)ct) for all i E {1, ... , k}. 
The proof is completed as in [6] Lemma 3.5 using the Feferman-Vaught Theo-

rem and the decidablility of Pres burger Arithmetic. D 

8 Interlude 

Let J, g E FA.C(n)+. To prove a general version of Theorem 1, we need only 
show that ifF A.C(n)/ (f)ct = F A.C(n)/ (g)ct, then P(f) and P(g) are simplicially 
equivalent. For this, it is enough to show that P(f) and P(g) have isomorphic 
simplicial subdivisions St and S9 , respectively (St and S9 would then have 
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isomorphic subdivisions into primitive rational cones- see Corollary 3 in [3]). 
We will succeed with this approach when n = 3. 

In Section 3 we expressed (in £) the notion of a component of a zero-set 
Z(f), where f E F AC(n)+· We can therefore count the number of components 
of Z(f) and so reduce to the case that Z(f) and Z(g) each have a single compo­
nent. Hence it is enough to show that P(f) and P(g) have isomorphic simplicial 
subdivisions in this case. 

We will denote the set of all simplices of dimension at most i by S} ; namely, 
those corresponding to finite union of simplicial convex cones generated by at 
most i + 1 linearly independent elements. 

Consider two examples of connected simplicial complexes on S(2). Both com­
prise two "filled in" triangles T 1 and T 2 . In the first case T 1 n T 2 = {p}, a single 
shared vertex. In some sense, T1 U T2 is connected with two basic constituents, 
T1 and Tz. On the other hand, if T1 n Tz has dimension 1 or 2, then T1 U Tz 
comprises just one basic constituent. With these ideas in mind, we now define a 
basic constituent of Z(f). We give a description and construction as both will 
be used later. 

Given a connected zero set Z(f), we want to express in£ that this set can be 
decomposed into closed simplicial cones Z (fJ) (j E J) such that the intersection 
of any two of them Z(fJ1 ) and Z(fh) (of respective dimensions m 1 , m 2 ) is of 
dimension at most m 1 -1 if m 1 < m 2 , and at most m 1 - 2 if m 1 = m 2 . We also 
regard Z (h) and Z (fh) as distinct constituents if m1 = mz = 1, Z (h) nz (fh) 
is a single point {p} and there is at least one other Z (fJ3 ) whose intersection 
with Z (h) is a finite set of points including {p}. The simplicial complexes in 
s(n-l) associated with these zero sets will constitute the basic constituents of a 
component of a zero set. 

A word needs to be added concerning this last case. If one of these one dimen­
sional zero sets is a circle, we regard it as a looped arc instead of a circle if there 
are no other points p of this sort on the circle; if there are other such points, 
let Pl, ... , Pm be an enumeration of them in a clockwise direction, we regard the 
circle as being made up of arcs (Pi,Pi+l) (i = 1, ... , m with Pm+l := Pl) each of 
which will be a basic constituent. 

To obtain such a decomposition of a connected zero set Z(f) into basic con­
stituents, we divide Z(f) into basic constituents (with dim(Z(f)) = m > 1), 
as follows. Determine if there are two subsets Z(h) and Z(f2 ) of Z(f) each of 
dimension m with Z(h) UZ(f2 ) = Z(f) and Z(h) nZ(f2 ) a set of dimension at 
most m-2. If so, repeat with Z(h) and Z(fz). If one cannot find such sets Z(h) 
and Z(fz) but, say Z(fz) has dimension less than m, Z(h) U Z(f2 ) = Z(f), 
and Z(h) n Z(f2 ) has dimension strictly less than the dimension of Z(f2 ), then 
repeat the process with each of Z(h) and Z(f2 ). Of course, one must consider 
the case that the set Z(h) n Z(f2 ) is disconnected, but it is clear what to do in 
that case. Eventually, we will be unable to go further with any of the Z(fi,j,k, ... ) 
obtained except those with dimension 1. We do the special case decomposition 
as above until we can go no further. Once the process stops, the Z(g) obtained 
are the basic constituents. This decomposition is unique. 
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For example, if Z(f) is the union of two non-disjoint closed "discs" on the 
2-sphere, then it has two basic constituents if the two discs intersect in a point, 
and has a single basic constituent if the intersection of the discs has dimension 
1 or 2. 

If Z (!) is the union of a closed disc and an arc emiting once from the disc 
(on the 2-sphere), then Z(f) has two basic constituents, the disc and that part 
of the arc not in the interior of the disc. 

If Z(f) is the union of three closed arcs Ai on the 2-sphere with endpoints p 
and Pi and Ai n Aj = {p} (i,j E {1, 2, 3} with i =/= j), then Z(f) has three basic 
constituents. 

9 Quotients ofF A£(3) 

Our goal in this section is to prove the analogue of Theorem 5; i.e., 

Theorem 8 

FA£(3)/(f)ct = FA£(3)/(g)ct iff FA£(3)/(f)ct ~ FA£(3)/(g)ct· (*) 

By the remarks in Section 2 and the interlude, this is equivalent to proving that 

FA£(3)/(f)ct = FA£(3)/(g)c~ implies that 

Z(f) and Z(g) have equivalent simplicial subdivisions (**)· 

By Proposition 1, we may assume that Z(f) and Z(g) each have a single 
connected component. 

We can use el (X) to determine (in £) iff z (!) has dimension 0; ( **) holds if 
it does. The formula 3xB2 ( x) holds in FA£( n) / (!) cl iff Z (!) has a non-singleton 
component. So we will assume that Z(f) has dimension 1 or 2. 

9.1 Basic Constituents I 

We begin this subsection by showing how to determine (in £) the dimension of 
a basic constituent of Z(f) (! E FA£(3)+)· 

There are two types of basic constituents of dimension 1, namely proper arcs 
and simple closed curves ("circles"). The difference between them is that given 
any three disjoint subarcs (or three distinct points) of any proper arc, one of them 
is between the other two. This fails if Z(f)nS(h) is a closed curve. If Z(f)nS(h) 
has dimension 2, then there are pairwise disjoint closed rationally determined 
2-simplices P1, P2, P3 in the interior of Z(f) n S(h). By taking fi E F A£(3)+ 
with connected support contained in Pj (j = 1, 2, 3), we see that this also fails 
in this case. 

Let J-la(h) be the £-formula 
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3 

(VJI,Jz,h > 0)([ (!IV fz V h)::::; h & h V fz l_ h & h l_ fz & 1\ Bs(fi)]---+ 
i=l 

V (Vg > O)([Bs(g) & g ~ (fi V iJ)]---+ g 1\ fk =/:- 0)). 
{ i,j,k }={1,2,3} 

From the above discussion, 

Lemma 18. F A£(3)/ (f)cZ f= f-ta(h + (f)c~) iff Z(f) n S(h) is a proper arc. 

To express in£ that Z(f) contains a closed arc (Z(g)) which is not contained 
in a 2-dimensional subset of Z(f), we can similarly use: 

Pa(g) := (Vh > O)[(h l_ g & Bs(h))---+ J-ta(h)]. 

By the above remarks, 

Lemma 19 

(1) F A£(3)/ (f)cZ f= f-ta(g + (f)c~) iff Z(f) n S(g) is an arc not contained 

in any 2-dimensional subset of Z(f), and 

(2) F A£(3)/ (f)cZ f= Jia(g + (f)c~) iff Z(f) n Z(g) is a closed arc not 

contained in any 2-dimensional subset of Z(f). 
{3) The closed arc is maximal in Z(f) iff F A£(3)/ (f)cZ f= va(g + (f)c~), 

where va(g) := Jia(g) & (Vk::::; g) (k > 0---+ [Jia(k) +--+ (Vx > O)(x l_ k +--+ x l_ g)]). 

We can also provide £-formulae to determine whether two such maximal arcs 
are the same or not and their number. 

On the other hand, by the above lemma, there is an £-formula >.(h) expressing 
that S(h) n Z(f) comprises two disjoint arcs not contained in any 2-dimensional 
subset of Z(f). Let J-tc(h) be the £-formula 

(Vg) (g l_ h +--+ g l_ h1 V h2)]. 

Lemma 20. Let f E F A£(3)+· Then Z(f) contains a simple closed curve in 
the form S(h) (which is not contained in a 2-dimensional subset of Z(f)) iff 

F A£(3)/ (f)cZ F f-tc(h + (f)c~). 

Proof" F A£(3)/ (f)cZ f= f-tc(h+ (f)c~) iff S(h) nZ(f) is not an arc but is the union 
of two arcs S(hl) nZ(f) and S(h2 ) nZ(f). Since the intersection of S(hl) nZ(f) 
and S(h2 ) nZ(f) is non-empty and open in Z(f), the connected set S(h) nZ(f) 
is !-dimensional. It is therefore a simple closed curve. D 
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Corollary 3. If f,g E FA£(3)+ and FA£(3)/(f)cl = FA£(3)/(g)cl, then 
dim(Z(f)) = 1 iff dim(Z(g)) = 1. 

This corollary could also have been deduced from Lemma 18: dim(Z(f)) = 1 iff 

FA£(3)/(f)c~ f= (Vg > O)([es(g) & ,el(g)]----- (::Jh > O)[h:::; g & Jta(h)]). 

Note: If Z(g1) is an arc, Z(g2) is a simple closed curve and { xo} = Z(g1)nZ(g2), 
then the formula Jtc(x) fails at g2+ (f)cZ since for any hE F A£(3) with h(xo) > 0 
we have F A£(3) f= 'lta(h + (f)c~). 

9.2 dim(Z(f)) = 1 

We can now complete the proof of Theorem 8 in the special case that dim(Z(f)) = 

1. That is, 

Proposition 2. Let f,g E FA£(3)+ with dim(Z(f)) = 1. If FA£(3)/(f)cl 
FA£(3)/(g)c~, then dim(Z(g)) = 1 and FA£(3)/(f)c~ ~ FA£(3)/(g)c~. 

As before, we may assume that Z(f) is connected. 
If Z(f) is a simple closed curve, then F A£(3)/ (f)cZ f= (::Jh > O)Jtc(h + (f)c~). 

So the same holds for FA£(3)/(g)cl, whence Proposition 2 holds in this case. 
So assume that Z(f) is a connected set of arcs. As we can count the number 

of distinct maximal arcs (using va), we can describe (first-order) the number of 
arcs comprising the component of Z(f) if it has dimension 1. We now need to 
consider incidence between arcs. 

Call a point of Z (f) a vertex if it either 

(i) has at least two maximal closed arcs containing it, or 
(ii) is the endpoint of a unique maximal closed arc. 

Maximal closed arcs between vertices will be called edges. 
Thus we get a connected graph F(f) with the property that every vertex of 

type (i) has valency at least three. 
We can use va(x), etc., to express (in£) the existence of a vertex of type (i) 

in Z(f). We form the sentence that there is a vertex of type (i) with minimal 
valency (among type (i) vertices), say m 1 > 1: i.e., there is a vertex incident to 
m 1 edges, but no type (i) vertex in Z(f) is incident to fewer than m 1 edges. This 
is achieved by an element h E F A£(3)+ with connected support which intersects 
exactly m 1 distinct edges, and any h' E F A£(3)+ with connected support which 
intersects at least two distinct distinct edges must intersect at least m 1 distinct 
edges. 

Moreover, we can count the number of minimal valency type (i) vertices in 
r(f) and then proceed to the next largest valency m2, the length of the paths 
between vertices of valencies (m, m'), etc. 

Thus we can determine these properties in £ and hence the properties of the 
finite planar graph r(f). Consequently, we can determine (in £) if Z(f) is !­
dimensional and, if it is, the first-order properties of the finite connected planar 
graph r(f). 
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This is enough to determine F(f) up to isomorphism. So we have 

FA£(3)/U)ct = FA£(3)/(g)ct ____. F(f) = F(g) ____. F(f) ~ F(g). 

Conversely, F(f) ~ F(g) implies that Z(f) "'£ Z(g). 
So ( **) holds if Z (f) is 1-dimensional. 
This completes the proof of Proposition 2. 

9.3 Basic Constituents II 

D 

Let f E F A£(3)+ and p be a point of Z(f). We call p a separating point if for 
every open disc B with centre p and small enough positive radius, Z(f) n B 
contains a 2-dimensional open subset but (Z(f) n B)\ {p} is not connected. 

Example B. In each part of this example, the word "triangle" will refer to the 
inside as well as to the triangle itself. So our triangles will be closed 2-dimensional 
sets. 

(i) Let T1, T2 be two triangles with intersection a common vertexp. Let Z(f) = 

T1 U T2 with Z(fJ) = Tj (j = 1, 2); so S(fi) is the interior of Z(fJ) (i =/= j, i,j E 
{1, 2} ). Then p is a separating point of Z(f). The same would be true if we 
replaced T2 by an arc A whose intersection with T1 is p, an endpoint of A. 

(ii) Let T1, T2, T3 be triangles whose pairwise intersection is a common vertex 
p. Let Z(f) = T1 U T2 U T3 with Z(h) = T1 and Z(h) = T2 U T3. So S(h) is 
the interior of T1 and is connected but S(f!) is the union of the interiors of T2 
and T3 (and so is not connected). Again, pis a separating point of Z(f) but it 
has "valency" 3. 

(iii) LetT be a triangle with midpoints p1,p2 ,p3 . Remove the interior of the 
triangle formed from p1, p2, p3 so that the result is the union of three triangles 
T1,T2,T3 whereTinTj = {pk} ({i,j,k} = {1,2,3}). If Z(f) = T1UT2UT3, then 
Pl, P2, P3 are separating points of valency 2 (use the same h, h for T1, T2, T3 as 
in (ii)). 

(iv) Let T1, T2, T3 be three triangles with one edge on a common line. Suppose 
that T1nT3 = 0, T1nT2 = {p}, a common vertex (on the line) and T2nT3 = {q}, 
a common vertex (on the line). Again let Z (f) = T1 U T2 U T3 . Then Z (f) 
has 2 separating points of valency 2. However, in both (iii) and (iv), Z(f) has 
three basic constituents. So the valency and number of basic constituents is not 
sufficient to count the number of points of intersection. 

(v) Let S1 be the union of two overlapping triangles sharing a common side. 
Let p1, p2 be the vertices not on this side. Let S2 be the union of two overlapping 
triangles sharing a common side. Let the vertices not on this side also be p1, p2. 
Suppose further that S1 n S2 = {Pl,P2}· Then Pl,P2 are separating points for 
Z(f) (take Z(fi) = Si)· 

Example C. Consider Ll ~ S(2) a rectangle (together with its inside) and let p 
be an interior point. Let T1, T2 be two triangles (again including the inside) in 
the interior of Ll with common vertex p such that T1 n T2 = {p }. Let (T1 U T2)0 
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denote the interior of (T1 UT2 ), and set .:10 := L1 \ (T1 UT2 ) 0 • Then .:10 is the zero 
set of some f E F A£(3)+· So Z(f) has a single basic constituent of dimension 2 
but is not a manifold. Note that pis a separating point. 

We can modify the example in several ways. We can take a finite set {Tj : j E 

J} of triangles in the interior of L1 with pairwise intersection {p}, and remove 
(UjEJ Tj )0 from .:1. Alternatively, we can let p be on the boundary of .:1. In 
all cases, the result is a single basic constituent that is not a manifold. We can 
obviously extend this to allow a finite number of points p some interior to L1 and 
some not. 

The points in these examples are somewhat different from those in Example 
B. Those in Examples B are "bridge" points, whereas those in Examples C are 
not (see below). These simple examples will illustrate the need for what we do 
in this subsection. 

We show how to define separating points and then how to distinguish between 
those of the sorts typified in the examples. 

We begin by showing how to express in£ that two connected sets Z(h) and 
Z(h) (at least one of which is 2-dimensional) intersect in a single point. 

By Corollary 3, there is an £-formula 'lj;2 (x) such that 

FA£(3)/(f)cl f= 'l/J2(h+ (f)c~) iff dim(S(h)) = 2. 

Let h, h E F A£(3)+ and 

2 

<l>sep(h, h) := {}z(h A h) & ff j_ ff & 'l/J2(jf) & 1\ es(ff) 
j=l 

& (3h > O)(es(h) & h 1- ff & h 1- ff) & 

2 

(Vh1,h2 > 0)([(\ es(hi) & (Vg1,92 > O)([{}z(91 Ag2) & 
i=l 

2 

1\ (gj 2: fj & es(gf))]---+ (hi 1- gf & hi 1- gf)l---+ [h1 1- h2]). 
j=l 

Lemma 21. Let f E F A£(3)+ with Z(f) connected of dimension 2. Then 
F A£(3)/ (f)ct f= <l>sep(h + (f)ct, h + (f)ct) iff dim(Z(h) n Z(f)) = 2, and the 
intersection of Z(h) nZ(f) and Z(h) nZ(f) consists of a single point of Z(f). 

Proof: Suppose that FA£(3)/U)ct F <l>sep(h + U)ct,h + (f)ct)· Since rt j_ fj, 
the relative interior (in Z(f)) of Z(fj) n Z(f) is non-empty (j = 1,2). Also, 

Z(h) n Z(f) has dimension 2 since 'l/J2Uf). Since {}z(h A h), we deduce that 
Z(h) U Z(h) is connected. The remaining part of the formula ensures that if 
we shrink the connected set Z(h) U Z(h) so that it remains connected, then 
Z(g1) n Z(g2) is still a single point. 

The converse direction is obvious. D 
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Corollary 4. Let f E F A£(3)+ with Z(f) connected of dimension 2. Then 
FA£(3)/(f)cl I= C~h,h > 0) q'Jsep(h + (f)c~,h + (f)cZ) iff Z(f) contains a 
separating point. 

Corollary 5. Let f E F A£(3)+ with Z(f) connected of dimension 2. Then there 
is an £-sentence q'Jsep,Mo such that FA£(3)/(f)cl I= q'Jsep,Mo iff Z(f) contains 
exactly Mo separating points. 

Proof" We can take the conjunction of 

{qisep(hm-1, hm): m = 1, ... , M}, 1\ ft j_ rf, and 
1:Si<j::;2M 

M 

(-:::Jh1, ... , hM > 0)(/\ es(hi) & hd}f:f;_ 1 & hdJ J:f: & I\ (hi _i Jtj_ 1 & hi _i Jtj). 
i=l #i 

It witnesses that Z(f) has at least M separating points. (The second line of the 
formula is necessary as a separating point might have valency greater than 2.) 
The existential sentence formed is satisfied in FA£/ (f)cZ iff Z(f) has at least 
M separating points. The negation of the corresponding sentence with M + 1 in 
place of M holds in FA£/ (f)cZ iff Z(f) does not have M + 1 separating points. 
The corollary follows. D 

Let fi, h E F A£(3)+ and 

W1(h, h):= {}z(f) & h _l h & ('Vh > O)(h /- h V h) & q'Jsep(h, h). 

The proof of Lemma 21 shows 

Lemma 22. Let f E F A£(3)+ with Z(f) connected of dimension 2. Then 
F A£(3)/ (f)cZ I= W1 (h + (f)cZ, h + (f)c~) iff S(h) U S(h) is dense in Z(f), 
dim(Z(h) n Z(f)) = 2, and the intersection of Z(h) n Z(f) and Z(h) n Z(f) 
consists of a single point of Z(f). 

We can clearly modify the £-formula to express that the basic constituent Z(h) 
intersects the remaining basic constituents in exactly M ~ 2 points ( M E N). 

M 

('Vh > o)(h 1- h v h) & (~h1, ... , hM > o)(/\ es(hi) & hi 1- h & hi 1- h) & 
i=1 

M 

1\ hj j_ hi & [(Vg > o)([es(g) & g 1- 11 & g 1- hl----- [V g 1- hi])]. 
#i i=1 

Lemma 23. Let f E F A£(3)+ with Z(f) connected of dimension 2 and M ~ 2. 
Then F A£(3)/ (f)cZ I= WM(h + (f)c~, h + (f)c~) iff S(h) U S(fz) is dense in 
Z(f), dim(Z(f1) nZ(f)) = 2 (j=1,2), and the intersection of Z(h) nZ(f) and 
Z(h) n Z(f) consists of exactly M points of Z(f). 
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Proof: The proof is a trivial modification of the proof of Lemma 22. D 

We call a separating point p a bridge if it is a separating point between at least 
two distinct basic constituents. That is, there are basic constituents Z(h) and 
Z(h) of Z(f) such that Z(h) nZ(h) is a finite set of points including p. If Z(f) 
is a "pinched annulus", then Z(f) has a single basic constituent; so the pinch 
point is a separating point that is not a bridge. One can capture the difference 
between separating points that are bridges and those that are not. If rt and r:f 
give witness to a separating point p, then there ish~ ffF V J:f such that S(h) 
is connected and contains no separating point iff p is not a bridge point. All of 
this can be expressed in £ by the preceding lemmata. Hence 

Corollary 6. Let f E F A£(3)+· Then there are £-formulae <I>bridge(Xl, x2) 
and <I>~bridge(xl,x2) such that FA£(3)/(f)cl F <I>bridge(h + (f)c~,h + (f)c~) 
iff Z(h),Z(h) determine a bridge point; and FA£(3)/(f)cl f= <I>~bridge(h + 
(f)ct, h + (f)ct) iff Z(JI), Z(h) determine a separating non-bridge point. 

As in Corollary 5, we can modify the £-formulae to obtain 

Proposition3. Iff,g E FA£(3)+ andFA£(3)/(f)cl FA£(3)/(g)cl with 
Z(f) connected, then Z(f) and Z(g) have the same number of separating points 
and bridge points, and the same number of basic constituents of the same dimen­
sions. Corresponding bridge points have the same valency with attached basic 
constituents having the same dimensions. Corresponding non-bridge separating 
points also have the same valency. Moreover, the bijection between the basic con­
stituents of Z(f) and Z(g) preserves the number of separating points between the 
corresponding pairs. 

Consequently, it suffices to prove Theorem 8 in the special case that Z (!) (and 
so Z(g)) has a single basic constituent. 

9.4 dim(Z(f)) = 2 

We assume throughout this subsection that Z(f) has dimension 2 which is a 
basic constituent. By a trivial modification of Corollary 6, we can determine (in 
£) if Z(h) ~ Z(f) has a separating point; so we can determine if S(h#) (for 
such Z(h)) is a 2-dimensional manifold. Let p,2 (x) be an £-formula such that 

Lemma 24. Let f, hE F A£(3)+ with F A£(3)/ (f)cZ f= 7/J2(h# + (f)c~). Then 

F A£(3)/ (f)ct f= P,2(h + (f)ct) iff S(h#) n Z(f) is a 2-dimensional manifold. 

Note that if S(J#) is a 2-dimensional manifold, then it is homotopic to the 
entire 2-sphere, an open "disc" (i.e., the inside of a triangle) or "a band with m 
handles" which we will call an m-band (m E N). Such a homotopy can clearly 
be realised by a piecewise linear integral function. 

To prove Theorem 8, we will take advantage of the fact that the 2-dimensional 
basic constituent Z(f) can be triangulated. 
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We will need to be able to recognise (in £) an interior cutting arc Z(g) of 
Z(f') ~ Z(f). We will express it by a formula ~(g, f') which we now develop. 
The key is that an interior cutting arc cannot be the support of any element of 
F A£(3) restricted to Z(f) as it is not open in Z(f), but it does cut Z(f') in 
two. 

Let p(g) be the conjunction of ( i) and ( ii) given by 
(i) (Vh > 0) (h 1- g) and 
(ii) --,(}s(g). 
Clearly 

Lemma 25. Let f, g E F A£(3)+ with Z(g) ~ Z(f). Then the interior of Z(g) 
in Z(f) is empty and S(g) nZ(f) is not connected in Z(f) iff FA£(3)/(f)cl f= 
p(g + (f)c~). 

Let >..(g, g1 , g2 , f') be the conjunction of (iii), (iv) and (v) defined by 

(iii) g = g1 V g2 & {}z(g1 A g2), 

(iv) /\;=1(gi > 0 & JL2(gf) & es(gf)), and 
(v) gf j_ gf and 0 < gf j_ f' (j = 1, 2). 

Since gf j_ gf, Z(g) has dimension at most 1. Hence, clearly 

Lemma26. Letf,J',g E FA£(3)+ withFA£(3)/(f)cl f= JL2(f'+(!)ct)· If 
Z(g) ~ Z(f'), then Z(g) has dimension 1 and is the intersection of two zero 
sets of dimension 2 (whose union is Z(f') and whose interiors are disjoint) iff 

F A£(3)/ (f)c! F (391' 92) [>-.(9+ (f)c!, 91, 92,!' + (f)c!) & (\/h j_ 9tl\92)(h j_ !' +(f)c!)]. 

Note that if Z(g) ~ Z(f') and g+(!)ct satisfies p(x) & ("::Jy, z)>..(g+(f)ct, y, z, f'+ 
(f)ct) in F A£(3)/ (f)ct, then Z(g) has dimension exactly 1 as Z(g) divides the 2-
dimensional subset Z(f') of Z(f) into two disjoint sets. Indeed, Z(g) comprises 
a single "cutting arc or circle" that divides Z(f') in two and, possibly, a union 
of a finite set of "non-cutting" arcs and isolated points. It cannot include two 
cutting arcs as both S(gf) (j = 1, 2) are connected. 

Caution. (1) The "cutting arc" could be an arc on the sphere whose restriction 
to Z(f) is a finite union of disjoint arcs (e.g., if Z(f) is an annulus and the arc 
is a diameter of the external circle). 

(2) The additional arcs could intersect the "cutting arc or circle". So the 
"cutting arc" (respectively, "cutting circle") is an arc (respectively, circle) in the 
usual sense of the word, but is a union of arcs in our previous sense of the word. 

We next express (in £) that S(k) n Z(f') surrounds the "cutting" part of 
Z (g) n Z (!'). Consider the £-formula O"o ( k, g, f') given by: 

(vi) p(g) & es(k) & & (::Jg1,g2) >..(g,g1,g2,J') & 

2 

(Vg1, g2)(>..(g, g1, g2, !') ---+ [/\ k 1- gf & es(k A gf)] ) & 
i=1 
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(Vh > O)([Bs(h) & (Vg1, g2)(>..(g, g1, g2, J') ---+ 1\ h -f- gf)] ---+ h -f- k). 
i=1,2 

Lemma 27. Let J, J', g, kEF A£(3)+ with Z(f') as in the previous lemma and 
Z(g) ~ Z(f'). Then Z(g) has dimension 1, cuts Z(f') and its cutting arc (or 
circle) is contained in S(k) nZ(f) iff F A£(3)/ (f)cl f= O"o(k + (f)c~, g + (f)c~, f' + 
(f)c~). 

Proof: Suppose that F A£(3)/ (f)cl f= O"o(k + (f)c~, g + (f)c~, f' + (f)c~). By Lem­
mata 25 and 26, Z(g) has dimension 1 and includes an arc or circle that divides 
Z(f') into two disjoint sets of dimension 2. Indeed, we may assume that Z(g) is a 
single such arc or circle as nothing is affected by removing either any non-cutting 
arcs or any isolated points. The universal conjuncts imply that, for every pair of 
elements g1, g2 associated with Z (g), S ( k) cannot be disjoint from the connected 
support of any element whose support intersects S(gt) and S(gt). Thus (the 
cutting part of) Z (g) is contained in S ( k) n Z (f). The converse follows from the 
same considerations and lemmata. D 

We can alternatively express that Z(g) n Z(f) is not a singleton: 

(vii) 'lj;(g,J') := (::Ja1,a2 > O)[a1_l a2 & Vk > O(O"o(k,g,J') ---+ ai -1- k)]. 

To summarise the lemmata, (i) rules out that Z(g)nZ(f) has relative maximal 
dimension in Z(f). That is, it cannot have dimension n - 1 ( = 2) or include 
an arc which is not a subset of some 2-dimensional subset of Z(f). Thus (i) 
implies that Z(g) n Z(f') is a finite set of arcs and circles all contained in 2-
dimensional subsets of Z(f), and a finite set of points. By (ii), S(g) n Z(f') is 
not connected. By (iii), (iv) and (v), Z(g) nZ(f') is the intersection of two zero 
sets of dimension 2 whose interiors are disjoint. By (vi), S(k) is connected as is 
its restriction to S(gt) and S(gt) whenever g1 ,g2 satify conditions (iii)-(v). So 
S(k) cannot "pinch" Z(g) if Z(g) is a single arc or circle. Moreover, S(k) cannot 
be decomposed into two disjoint supports one of which is included in S(gt). So 
(vi) ensures that S(k) cannot be essentially shrunk. By (vii), Z(g) nZ(f') is not 
a single point and the same is true when this is intersected with any connected 
S(k) that is not disjoint from the support of both gt and gf. Thus Z(g) nZ(f') 
is the union of (either a cutting circle or a cutting arc) and a finite set of arcs 
and points. 

Let 

O"(g,g1,g2,k,j') :=p(g) & >..(g,g1,g2,!') & 'lj;(g,j') & O"o(k,g,j'). 

By the above lemmata, we obtain 

Corollary 7. With the above notation, 

F A£(3)/ (f)cl F O"(g + (f)cl, gl + (f)cl, g2 + (f)cl, k + (f)cl, !' + (f)c~) iff 

g = g1 V g2 with all the above properties for g1, g2, 
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Z(g) ~ Z(f') has dimension 1 and includes exactly one cutting arc or circler 
contained in the interior of Z(f'), 
(Z(g) n Z(f')) \ r is a finite set of points and arcs, 
and the restriction of S(k) to Z(f) surrounds r. 

We next want to recognise interior cutting circles in Z (!'). The idea is easy. 
If we take three pairwise disjoint connected supports S(aj) (j = 1,2,3) each 
intersecting the cutting arc in Z(f'), then we can find a surrounding S(k) such 
that removing the middle S(aj) from S(k) results in a disconnected set. In the 
case of a cutting circle, we can "just go round the back of the circle". 

Let t 0 (g, f') be the £-formula: 

where "f(g,g1,g2,J') is given by: 

(\ia1, a2, a3 > 0)([ I\ Bs(ai) & ai 1- gf & ai 1- gf & I\ aj l_ ai] ----+ 

i=1,2,3 j#i 

[(::Jk > 0)( O"(g,gl,g2,k,f') & 

V (\ih > O)([h:::; k & h 1- ai1 & h 1- ai3 & Bs(h)] ----+ h 1- ai2 )]). 

{ h ,i2 ,is }={1,2,3} 

Let t 1 (g, f') be the £-formula: 

By our preceding remarks 

Lemma 28. With the previous notation, 
FA£.(3)/(f)cl f= to(g,f') iff Z(g) n Z(f') contains a single cutting arc of 

Z(f') (and possibly a finite set of arcs and points); and 
FA£.(3)/(f)cZ f= t1(g,j') iff Z(g) n Z(f') contains a single interior cutting 
circle of Z (!') (and possibly a finite set of non-cutting arcs and points). 

Note that a cutting arc with ends joined by an arc entirely in the boundary of 
Z(f') falls under the first clause of the lemma, not the second. 

We next remove the extraneous interior arcs. If there were a non-cutting arc 
A in the interior of Z(f'), then it would occur as a subset of Z(g1) or Z(g2). We 
assume the former. If necessary, by replacing gf by gi :::; gf whose support has 
boundary including Z(g), we may also assume that S(gf) is a 2-dimensional 
manifold. Then there would be h ?: gf with h l_ g1 such that Z(h) = A. 

Let h1, h2 > 0 be such that hf ?: gf with dim(S(hf)) = 2 (j = 1, 2) and 

Z(h1) n Z(h2) = A. Then A cuts Z(h1 1\ h2) n Z(g1) in two. Since h ?: gf, 
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the only arcs which occur as subsets of Z(h) inside S(gf) must be subsets of 
Z(g). Thus we can recognise (in .C) if Z(g) includes interior non-cutting arcs. 
Therefore there is an £-formula L(g,J') that holds in FA£(3)/U)ct iff Z(g) has 
no such arcs but has a single interior arc that cuts Z(f') in two. Similarly, there 
is an £-formula Lc(g, f') that holds in F A£(3)/ (f)cZ iff Z(g) has no such arcs but 
has an interior circle that cuts Z(f') in two. Hence 

Proposition4. Letf,J',g E FA£(3) withZ(f') <:;;; Z(f) andS(J'#) a2-
dimensional manifold. Then there are £-formulae L(g, f') and Lc(g, f') such that 

FA£(3)/(f)cl f= L(g + (f)c~,f' + (f)c~) iff Z(g) n Z(f') is a single cutting 
arc (and possibly a finite set of points, and a finite set of arcs in the boundary 
of!') of Z(f'), and 

F A£(3)/ U)ct f= Lc(g + (f)ct, !' + (f)ct) iff Z(g) n Z(f') is a single interior 
circle (and possibly a finite set of points, and a finite set of arcs in the boundary 
off') of Z(f'). 

We now have the tools to complete the triangulation of Z(f). To do so, we 
first show how to recognise (from .C) that a zero set is piecewise integer linear 
homeomorphic to a filled-in triangle. 

Proposition 5. Let f, f' E F A£(3)+ with Z(f') <:;;; Z(f) and S(J'#) a 2-
manifold. 

(I) FA£(3)/(f)cl f= (Vg) -.L(g,J' + (f)c~) iff Z(f') is the 2-sphere. 
(II) For each mEN, there is an £-formula L'm(g, f') such that 
FA£(3)/(f)cl f= (::Jg) L'm(g,J' + (f)c~) iff Z(f') is a closed m-band. 
(III) There is an £-formula L11 (!') such that 
FA£(3)/U)ct f= L"(j' + (f)ct) iff Z(f') is piecewise integer linear homeo­

morphic to a closed triangle (including inside). 

Proof: (I) If Z(f') is the entire 2-sphere, then there is no cutting arc (it must 
be a circle); indeed, f' must be 0. If Z(f') is a band (possibly with handles) or 
a triangle, there is a cutting arc. Hence (I) follows from Proposition 4. 

(II) and (III) The key idea in the remainder of the proof is that if 4 points 
lie on a line, then one can join the first and third on one side of the line and 
the second and fourth on the other side (so that the joining lines do not cross). 
However, this cannot be done without crossing if one confines the joining to be 
on the same side of the line. We will modify this idea to code it into our language. 

Let Z(f') be a multiband with mEN handles. Let R be a filled-in rectangle 
and {T1 : j E J} be a finite set of pairwise disjoint closed triangles in the 
interior of R where IJI = m + 1. Let 11 be the interior of T1 (j E J). Then 
Z(f') is piecewise integer linear homeomorphic toR\ UjEJ Ij. There is an arc 
A on the sphere that passes though each I1 (j E J) and cuts Z(f') in two. Let 
g E F A£(3)+ be such that Z(g) = An Z(f'). So Z(g) is a union of m + 1 
disjoint arcs and g = g1 V g2 with g1, g2 as before. Let k E F A£(3)+ be such 
that S(k) surrounds Z(g). By definition, S(k) must "go round" each T1. Fix 
j 0 E J and let {Xi : i = 1, 2, 3, 4} be a set of distinct points on the boundary 
of Tj0 in order x1, x2, X3, X4 progressing clockwise around the boundary of Tj0 • 



Finitely Presented Abelian Lattice-Ordered Groups 185 

Let a1, a2, a3, a4 E F A£(3)+ be pairwise orthogonal with connected supports 
so that ai :::; k A f'# and Xi is in the closure of S(ai) n Z(f') (i = 1, 2, 3, 4). 
Suppose that for each {i, i'} ~ {1, 2, 3, 4}, there are hi,i' :::; kin FA£(3)+, each 
with connected support, such that S(hi,i') n S(ai") -I= 0 iff i" E {i,i'}. We do 
not want the supports of the S( ai) to cut S(9f A k) in two so we further require 

that if ai, ai' 1- 9f, then there is such an hi,i' :::; 9f A k. Similarly with 9f in 
place of 9f. Then there do not exist orthogonal h1, h2 :::; k n J'# in F A£(3)+ 
with h1 l_ (a2 V a4), h2 l_ (a1 V a3) and h1 1- a1, h1 1- a3, h2 1- a2 and 
h2 1- a4 . By our previous results, all this is expressible in .C. We can take the 
finite conjunction over all j 0 E J. Let the resulting £-formula be L'm(x, y). Thus 
F A£(3)/ (f)cZ f= (::J9) !;_'m(9, f' + (f)c~) if Z(f') is a closed m'-band for some 
m' ?: m. We can therefore obtain an £-formula L'rr,(x, y) from !;_'rr,(x, y) that is 
satisfied in FA£(3)/(f)cZ if Z(f) is an m-band but not an m'-band ifm' -I= m. 

On the other hand, if Z(f') is a closed triangle, let A be any cutting arc. 
Let k be such that S(k) surrounds Z(9) = A but contains no points on the 
boundary of Z(f'). Then we can find orthogonal h1, h2 whenever a 1, a2, a3, a4 
satisfy the above hypotheses by letting h1 :::; 9f and h2 :::; 9f where 91,92 

are such that Z(91) n Z(92) = Z(9), Z(f') = Z(91) U Z(92), 9f l_ 9f and 
S(9f) are connected and 2-dimensional (with the obvious modifications to these 

restrictions on h1, h2 if any a2i+J is orthogonal to 91 (i = 0, 1; j = 1, 2). Thus 
FA£(3)/(f)cl F (::39)(L(9,!' + (f)c~) & (V9' > O)(-.L~(9',f' + (f)c~)) if Z(f') 
is a closed triangle. 

This completes the proof of (II) and (III). D 

We can now complete the proof of Theorem 8. 

Proof' Let Z(f) have dimension 2. By Proposition 3, we can determine the 
number of basic constituents of Z(f) of dimensions 0, 1, and 2, their number 
and how they fit together. We can also determine the ones that have separating 
non-bridge points, their number and the valency of each such point. We can 
write each such basic constituent as a minimal union of ( "'£) triangles any pair 
of which intersect in a single point or a single arc. By Proposition 5, we can 
recognise ( "'£) triangles in .C. By Corollary 6, we can determine the former 
and by Proposition 4 we can also determine the latter. Now every 2-dimensional 
basic constituent of Z(f) can be triangulated and we can recognise triangles with 
inside (in .C) by Proposition 4. We can therefore determine how the triangulation 
is sewn together by sentences in .C. Therefore, the same triangulation must occur 
for Z(9) if FA£(3)/(f)cZ = FA£(3)/(9)ct· By Whittlesey's classification of 2-
complexes [11], ( **) holds. Consequently, Theorem 8 is proved. D 

10 Basic Constituents in FAl(n)/(f)ci 

We would like to prove that ifF A£(n)/ (f)ct = F A£(n)/ (9)ct, then Z(f) and 
Z(9) have the same number of components (respectively basic constituents) of 
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the same type and of the same dimension and that in each component, the 
corresponding intersections of the various constituents are the same. 

Assume that Z(f) has only one component, having basic constituents Z(h), 
... , Z(fm)· We would like to show that this is £-expressible. Unfortunately, there 
is no classification of simplicial complexes in general which is suitable for our 
purposes. We therefore confine our attention to "special" Z(f) in the following 
lemmata and provide £-expressibility only in such FA£( n) /(f) cl· This will allow 
us to adapt the ideas of [6], and will suffice for our applications in the following 
two sections. We first establish 

Lemma 29. Let n E /Z+ and f E F AC(n)+ with Z(f) integrally £-equivalent to 
a closed convex cone of dimension n1. Then for each j E { -1, 0, , ... , n1 - 1}, 
there is a formula 'lj;~ 1 ,j(x) such that 

F AC(n)/ (f)c~ f= 'I/J~ 1 ,j(h + (f)c~) iff dim(Z(f) n Z(h)) = j. 

Proof: Without loss of generality, we may assume that Z(f) is a closed convex 
cone of dimension n 1 . Let '1/Jn,j(x) be the formula from [6] (Definition 4.1) whose 
validity in F AC(n) is equivalent to dim(Z(x)) = j, where j E { -1, 0, ... , n -1 }. 

We prove the lemma by induction on j < n 1 . This is clear for j = k := n 1 -1 
as '1/Jk,k-l(h) := (::Jg > O)(g _l h). In [6], ¢k,k-l(h) denoted the following formula: 

'1/Jk,k-l(h) & (Vg > O)(g _if---+ C::Jk)(k _if & Bs(k))). 

Now consider '1/Jk,j(h) with j < k- 1, from [6]. This formula was defined using 
the auxiliary formula: 

2 

x(a, a1, a2) := a>O & a= a1 Va2 & -.'1/Jn,n-l(a) & 1\ cPn,n-l(ai) & a1 _la2. 
i=l 

Then '1/Jk,j(h) := 3a (x(a) & 'I/J'£_ 1,j(h, a)). 
Let 1r(n1 ) = (n1 VO)V· · ·V(nn1 VO). Since FAC(n)j(f)c~ ~ FAC(nl)/(n(n 1 ))cl, 

we get that 
F AC(n)j (f)cZ F '1/Jnioi(h + (f)cZ) 

iff 

F AC(n1)/ (n(n1 ))cl F 'I/Jn 1 ,j(h + (n(nl))cZ)· 

So we need only show that this latter holds iff dim(Z(h) n Z(n(nd)) = j. 
If n1 = n, we can replace the formulae '1/Jn,j(x) by '1/Jn,j(x V 7r(n1 )) (j = 0, ... , 

n- 1). So assume that n1 < n. 
The key is that as Z(n(nd) is a convex cone of dimension strictly less than n, 

there is a E F AC(n)+ satisfying x(x) such that its zero-set includes the zero-set 
of 1r(nl). If I(a) := (a)cl ~ F AC(n), then 

FAC(n)j(n~71)) ~ (FAC(n)/I(a))/(n(nl) +I(a))c~; 
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and the latter is isomorphic to F A£(n -1)/ (na)ct, where 1fa is the restriction of 
n<n1 ) to the zero-set of a (viewed as a subset of JRn-l ). Moreover, 

F A£(n- 1)/ (na)cl ~ (F A£(n)/ J(a))/ (n(nl) + I(a))cl· 

By induction, there are formulae '1/J~ J.(x) such that 
1, 

(j = -1, ... , n 1 - 1). So, for such j, we have 

as desired. D 

We next consider the case when Z(f) is definably connected. 

Lemma 30. Let n E /Z+ and f E F A£(n)+ with Z(f) definably connected. 
Suppose that h, · · · , fm E F A£(n)+ with Z(f) = U:1 Z(fi) where each Z(fi) 
is integrally £-equivalent to a closed convex cone of dimension ni ::::; n and assume 
that this decomposition is minimal such. Let no = max{ n1, ... , nm}· Then for 
each j E { -1, 0,, ... , no - 1 }, there is a formula ( '1/J~,,j)z (x, y) with ni ?: j such 
that 

FA£(n)/(f)cl f= V ('I/J~,,1 )z(h+(f)c~,Ji+(f)cl) iff dim(Z(f)nZ(h)) ?:j. 
l:Si:Sm 

Proof' We first show that for any formula"(, we can construct a formula "fz such 
that for any h C F A£(n), 

We proceed as in Lemma 4.6 in [6] by induction on the complexity of"!· 
It suffices to define "fz when"( is an atomic formula; i.e., of the form t(h) = 0, 

where t(x) is a term. Then t(h + (li)c~) = 0 iff t(h) E (fi)cl iff the restriction of 
t(h) to Z(fi) is equal to 0 iff Z(fi) <:;;; Z(t(h)) iff (Vk > O)(k l_ fi---+ k l_ t(h)). 

Let h > 0 be such that dim(Z(f) n Z(h)) = j. 
This implies that dim(Z(fi) n Z(h)) = j for some i E {1, ... , m}. 
By Lemma 29, there is a formula '1/J~,,j(x) such that 

Now, by the above, 

FA£(n)/(fi)cl f='I/J~,,1 (h+(fi)c~) iff 

F A£(n) / (f)ct F ( '1/J~,,j )z (h + (f)ct, fi + (f)ct)· 

Conversely, assume that for some 1 ::::; i ::::; m, there exists 0 ::::; j ::::; ni such that 
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By the above, 

By Lemma 29, 
dim(Z(fi) n Z(h)) = j. 

Therefore, 
dim(Z(f) n Z(h)) ~ j. 

D 

Proposition 6. Let f E F A£(n) and suppose that Z(f) is definably connected 
of dimension n - 1 and satisfies the hypotheses of the previous lemma. Then 
F A£(n)/ (f)c~ =/'- F A£(n). 

Proof: First assume that Z(f)=Z(nn V 0). View F A£(n- 1) as generated by 
n 2 , · · · , 1rn. Then 

By the induction hypothesis, there is a sentence T that holds in FA£( n -1) / ( 1r n V 
O)c1 but not in F A£(n- 1). 

By Lemma 4.6 in [6], given any sentence u one can construct a relativized 
formula ur(nl) such that F A£(n- 1) f= CJ iff F A£(n) f= ur(n1). 

We need the corresponding result for FA£(n -1)/(nn V O)c~; i.e., given any 
sentence u, 

To define an £-sentence 7 which distinguishes the £-groups, we use the formula 
x(x) defined in Lemma 4.5 in [6] (see the proof of Lemma 29 above). 

Recall that if f E F A£(n)+ and F A£(n) f= x(f), then there is f' ~ f such 
that F A£(n) f= x(f') and an isomorphism {} : F A£(n)/ (f')cl ~ F A£(n- 1). 
Moreover, this element f' satisfies the minimality condition that for any g E 

F A£(n)+ with Z(g) s;_; Z(f'), we have F A£(n) f= •x(g). Additionally, for j E 

{-1,0, ... ,n-1} 

dimZ({}(h+ < f' >c~)) = j iff dim(Z(h) n Z(f')) = j. 

Consequently, the sentence 7 is given by 

C::Jh > 0) (x(h) & (Vh' ~ h)(x(h')---+ Tr(h)). 

Indeed, FA£(n)/(nn V O)c1 f= T since we may choose h = 1r1. On the other 
hand, by way of contradiction, suppose that for some element hE F A£(n)+, we 
have F A£(n) F x(h) & (Vh' ~ h)(x(h') ---+ Tr(h)). Choose h' ~ h to be a 
1r1-like element; this implies that FA£(n) f= Tr(h'). Therefore, FA£(n)/(h')cl C;! 

F A£(n- 1) f= T, which contradicts the induction hypothesis. 



Finitely Presented Abelian Lattice-Ordered Groups 189 

Now consider the general case. Without loss of generality, we may assume 
that Z(f) includes Z(( -1r1 V 0) V ( -1r2 V 0) V · · · V ( -nn V 0)). Now 

FA£(n)l(nl-n2)cl ~ FA£(n-1), 

and (FA£(n)l(f)c~)l(nl-7r2)cl ~ FA£(n-1)l(f')cl for some f' E FA£(n-1)+, 
where Z(f') contains Z(( -1r2 V 0) V · · · V ( -nn V 0)). 

We may therefore apply the induction hypothesis: there is a sentence T that 
holds in FA£(n-1)l(f')cl but not in FA£(n-1). 

The same proof as above shows that the sentence 7' distinguishes FA£( n) I(!) cl 
from FA£(n). D 

Proposition 7. Let f, g E FA£( n )+ with Z (!), Z (g) satisfying the hypotheses 
of Lemma 30. Then F A£(n)l (f)cZ ¢. F A£(n)l (g)cl if dim(Z(f)) =/:- dim(Z(g)). 

Proof" Let dim(Z(g)) = n2 < dim(Z(f)) = n1 ::::; n. In FA£(n)l(f)cl we can find 
n1 +1 strictly positive elements ho, h1, · · · , hn1 such that dim(Z(f)nZ(hi)) = i, 
for 0 ::::; i ::::; n1. D 

Using the previous results in this section, we can generalise (the proof of) Lem­
mata 14 and 15. 

Let f E F A£(n)+ and h, · · · , fm E F A£(n) with Z(fi) non-trivial convex 
cones such that Z(f) = U~1 Z(fi) and this decomposition is the minimal such. 
For each j = -1, 0, ... , n -1, let c(f, j) be the number of elements in Dj := { i E 

{1, ... , m} : dim(Z(fi)) = j}. Let C(f) = (c(f, -1), c(f, 0), ... , c(f, n- 1)) E 
Nn+l. 

Lemma 31. Let f, g E F A£(n)+· Then F A£(n)l (f)cZ = F A£(n)l (g)cl implies 
C(f) = C(g). 

As noted in Example B, the converse is false. We need to be able to detect 
different types of subsets of s(n-l) of dimension j and different types of simplices. 
This is where the lack of a classification of such types is a crucial obstacle. 

11 Undecidability 

In this section we complete the proof of Theorem 2. 

Theorem 9. Let n E /Z+ and f E FA£(n)+· Ifdim(Z(f)) > 2, then the theory 
ofF A£( n) I(!) cl is undecidable. 

We first recall Grzegorczyk's conditions on a topological theory that imply un­
decidability. 

The topological space is Hausdorff, connected and is normal (i.e., two disjoint 
closed sets are contained in disjoint open sets); it has a countable basis, and every 
non-empty closed subset contains a closed subset that is minimal. Further, if A 
and B are two finite closed subsets, then 
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(i) if An B = f/J and AU B is included in a connected open subset E, then there 
exist two connected open sets C :2 A and D :2 B such that C n D = f/J and 
CUD<:;;; E; and 
(ii) if there exists a bijection between A and B, then there exists a closed set C 
such that A U B <:;;; C and every component D of C contains exactly one point 
of A and one point of B. (Recall that a component is the union of all connected 
subsets of C containing a given element of C.) 

We now prove Theorem 9. 

Proof: We first establish the result when n = 3. 

By the Feferman-Vaught Theorem and the proof of Theorem 8, it is enough to 
prove the result for Z(f) a single connected component which is a "disc" (if Z(f) 
is the entire 2-sphere, then FA£(3)/(f)cl ~ FA£(3), which has undecidable 
theory [6]; and if Z(f) is not the entire 2-sphere, we can recognise a triangle (rvc 

disc) in it.) We therefore assume that Z (!) is the closed upper half sphere sf:l. 
We wish to use the same technique as in [6]. The difficulty is that Z(f) 

no longer satisfies Grzegorczyk's conditions as condition ( i) fails for A, B two 
element subsets of the equator each intersecting every equatorial arc containing 
the other. So we need to slightly modify our proof from [6]. 

Consider a latitudinal circle L in C which is disjoint from the equator. This 
is recognisable using Lc(x) (see Section 9.4). Although we have been unable to 

recognise L from its union with a finite set of points and arcs in sf:l (the arcs 

all lying on the equator), the £-formula does provide elements gf and gf whose 

supports are respectively the points in sf:l above L and those below. Now the 
analysis given in the proof of (II) and (III) of Proposition 5 applies: given 4 

points on L we can always join them in pairs (in sf:l) without crossing, and we 
can convert this into an £-formula as in the proof of Proposition 5. The proof 
applies not just to ai with the closure of their supports containing points of L 
but also to arbitrary ai :::; gf (satisfying the hypotheses in that proof) whose 
supports are contained in S(gf), provided we let one of h1 and h2 have support 
intersecting S(gf) <:;;; Z(f). However, it fails for S(gf) if we take the ai to have 
supports whose closure includes equatorial points. Thus we can distinguish gf 
from gf in£. Now S(gf) <:;;; Z(f) is the set of points in sf:l above L (modulo 
a finite set of points). It satisfies all of Grzegorczyk's conditions when viewed 
inside Z(f) provided that we consider the open subsets of the whole upper half 
sphere. 

We can interpret this sublattice of zero-sets using the dimension formulae 
'I/J3 ,j (see Lemma 30). By Grzegorczyk's result, it follows that F A£(3)/ (f)cl has 
undecidable theory. Thus the theorem holds if n = 3 and Z(f) has dimension at 
least 3. 

We now extend the analysis when n 2: 4. Again, by the Feferman-Vaught 
Theorem, we may assume that Z(f) is connected. If Grzegorczyk's condition 
(i) holds, all his conditions are satisfied and the result is proved. We therefore 
assume that his condition (i) fails in Z(f). 
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The analysis of formula u(g,g1 ,g2 ,k) given in Section 9.4 applies for n ~ 4 
with minor variations. Firstly, the conditions imply that Z(g)nZ(f) cannot have 
relative maximal dimension £ in any basic constituent of dimension £, and that 
S(g) n Z(f) is not the union of two disjoint sets each of the form S(g') n Z(f) 
for some g' E F Af!(n)+· Furthermore, by (iii), (iv) and (v), Z(g) n Z(f) is the 
intersection of two zero sets (with disjoint non-empty interiors), the intersection 
of either with a basic constituent of Z (f) being either empty or of the dimension 
of that basic constituent. Again, by (vii), Z(g) n Z(f) is not a single point and 
the same is true when this is intersected with any connected S(k) that is not 
disjoint from the support of both gt and gt. Thus Z (g) n Z (f) is a finite union 
of sets (each of dimension at least 1) and each d dimensional constituent lying 
in a d'-dimensional subset of Z(f) with d' > d. By (vi), S(k) is connected as 
is its restriction to S(gt) and S(gt). So S(k) cannot "pinch" Z(g) if Z(g) is a 
single connected set. The condition also ensures that S(k) cannot be "essentially" 
shrunk. 

Next consider the formula ~c (g) from the proof of Proposition 4 in Section 9 .4. 
The support of any element k which features in the formula has dimension greater 
than that of Z(g). If dim(Z(g)) > 1, then dim(S(k)) ~ 3. Hence there is h ~ 
a 1 V a 2 with B s ( h 1\ k) and h l_ a3 as we have the necessary "degrees of freedom" 
to move inside k and avoid a3 when the S( aj) are balls of sufficiently small 
radius inside S(k). This contradicts the conjunct ~ 1 (g,f) of ~c(g,J). Therefore, 
dim(Z(g)) = 1. 

Since Z(g) cuts Z(f), it follows that Z(g) nZ(f') includes an "interior circle" 
r inside a basic constituent Z(f') of Z(f) (where dim(Z(f')) = 2); indeed, 
Z(g) n Z(f') is r together with, possibly, a finite set of arcs and points, all 
arcs being contained in the boundary of Z(f'). We may again distinguish gt 
from gt and assume that S(gt) is the set of points inside r (modulo a finite 
set of points). We can again relativise and specialise, just as in the n = 3 case. 
Hence the proof of the undecidability of Th(F A£(3)/ (f)c~) when dim(Z(f)) = 2 
applies equally to T h( FA£( n) /(f) cl). This completes the proof of the theorem. 

D 

12 MY-Algebras 

Let n E Z+ and f be a piecewise linear continuous function from [0, 1]n to [0, 1]; 
i.e., there is a finite cover X 1 , ... , Xm of [0, 1]n into closed connected subsets with 
pairwise dijoint interiors and linear functions h, · · · , f m, such that f ( x) = fj ( x) 
for all X E xj (j = 1, ... 'm). Note that each fJ has the form: I:l<i<n a(rri + bi, 

where 1ri(x1, · · · , Xn) =Xi and ai, bi E Z. This set of functions, Me;; (the set of 
McNaughton functions), is closed under the operations: f* = 1- J, h EB h = 

min(1, h +h), and fl.h = max(O, h + h- 1). One can easily check that 
Men := (M, EB,*, 0) is an MV-algebra (see Definition 1.1.1 in [4]). Indeed, Men 
is isomorphic to FMVn, the free MV-algebra on n generators. (see Theorem 
9.1.5 in [4].) 
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Let G be an abelian £-group and u E G+. Then u is said to be a strong order 
unit of G if for all g E G there is n = n(g) E N such that g :::; nu. In this case, 
let [0, u] be the set {g E G : 0 :::; g :::; u}. For x, y E G, let x fB y := u A ( x + y) 
and x* := u- X. Then r( G, u) := ( G, fB, * '0) is an MV algebra (see Proposition 
2.1.2 in [4]). 

The application r : (G, u) ---+ F(G, u) defines a functor from the category of 
abelian £-groups with strong order units to the category of MV-algebras. 

Theorem 10. 1. F MV1 is decidable. 
2. F MVn with n ?: 2 is undecidable. 

Proof: (1) We can interpret F MV1 in F A£(2) which is decidable [6], the constant 
1 being interpreted by lnl1 V ln2l· 

(2) Let nCn+l) = (n1 VO) V · · · V (nn+l VO). The theory ofF A£(n+ 1)/ (nCn+l))cl 
is undecidable by Theorem 9 and Lemma 30. The same proof shows that the 
theory of the £-group (F A£(n + 1)/ (nCn+l))cZ, u + (nCn+l))ct) with distinguished 
element u + (nCn+l))cl has undecidable theory whenever u is an element with 
trivial zero-set in FA£(n + 1). But FMVn is hi-interpretable with F(FA£(n + 
1) / (nCn+l))ct, u + (nCn+l) )ct)· Consequently, its theory is also undecidable. D 
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Abstract. If Tis a consistent theory over a fuzzy predicate logic with 
Godel negation (e.g. Godellogic, product logic) then T remains consis­
tent after adding the schema tertium non datur ( rp V •rp) for sentences 
(closed formulas). We prove and discuss this. 

1 Introduction 

For fuzzy logics given by continuous t-norms see [4] and/or the survey papers [3] 
(propositional logics) and [1] (predicate logics). Recall Lukasiewicz's, Godel's and 
the product t-norms Also recall the Mostert-Shields representation of each contin­
uous t-norm as the ordered sum of isomorphic copies of the just named t-norms. 
Each continuous t-norm *defines at-norm algebra [0, 1]* on the real unit interval 
with the lattice operations min, max, the operation* and its residuum=?. 

Now t-norm algebras are particular BL-algebras (the variety of BL-algebras 
is generated by t-norm algebras). Each BL-algebra serves as algebra of truth 
functions of conjunction & and implication =? . BL is the propositional logic of 
all BL-algebras and, at the same time of all linearly ordered BL algebras and of 
all t-norm algebras. 

Particular continuous t-norms define stronger logics (notably Lukasiewicz, 
Godel, product) and subvarieties of BL-algebras. Negation is defined as •cp being 
cp ---+ 0 (cp implies falsity). Lukasiewicz logic proves the double negation axiom 
cp = --,--,cp and over [0, 1], •X = 1-x. Godel negation over [0, 1] is --,0 = 1, •X = 0 
for x > 0. This is the negation of Godellogic, product logic and in general of each 
continuous t-norm logic except t-norms whose first component in the Mostert­
Shields representation is Lukasiewicz. The logic with Godel negation SBL is BL 
extended by the schema •(cp&'tj;)---+ (•cp V •'l/J) (see [2]). (SBL stands for strict 
basic logic.) Recall that (cp/\'tj;) is cp&(cp---+ 'tj;), (cpV'tj;) is ((cpV'tj;)---+ 'tj;) 1\ (('tj;---+ 
cp)---+ cp). 

For each predicate language and each BL-algebra A one defines safe A inter­
pretations of the language; for a natural system BLV of axioms and deduction 
rules we have strong general completeness saying that for any theory T and for­
mula cp, T proves cp over BLV iff for every linearly ordered BL-algebra L, cp has 
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S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 194-200, 2007. 
©Springer-Verlag Berlin Heidelberg 2007 



On Fuzzy Theories with Crisp Sentences 195 

value 1 in each safe A interpretation which is a model ofT. This gives analogous 
completeness theorems for logics given by a particular continuous t-norm and 
the corresponding variety, thus e.g. L'v', G\i, II\i, SBL'v', etc. 

In his [7], Turunen proves two remarkable Theorems 5 and 6 on locally finite 
BL-algebras (a BL-algebra A is locally finite if for each x E A different from 1 
there is a natural n such that an = 0, an being A*···* a, n times). They can 
be immediately paraphrased as speaking on (propositional) theories over a given 
fuzzy logic (BL or its schematic extension). 

Theorem 1. (Turunen interpreted) LetT be a maximal consistent theory over 
a propositional fuzzy logic £; then T proves each instance of the double negation 
schema '''P = cp, thus T proves all tautologies of Lukasiewicz logic. 

Now SBL (and each logic with Godel negation) proves the schema ''P V '''P so 
that if a propositional theory over such logic extends also Lukasiewicz then it 
proves cp V ''P and hence all tautologies of classical (Boolean) logic. 

Our main topic si to see what consequences this result has for fuzzy predicate 
logics, in particular for logics with Godel negation. 

In Sect. 2 we prove a variant of Turunen's result for predicate calculus(just 
his proof). 

For theories over predicate logics we get provability of the schema of double 
negation for closed formulas and we shall discuss consequences of it. In particular, 
for logics with Godel negation we are led to the negation of theories with crisp 
sentences, i.e. proving cp V ''P for each sentence cp. In Sect. 3 we give some 
examples and formulate some open problems. 

2 Maximal Consistent Theories 

Assume a predicate fuzzy logic (schematic extension of BL'v') to be given. Sen­
tences are closed formulas. 

Definition 1. (1) A theory T over£ is consistent ifT If 0 (equivalently, if there 
is a sentence unprovable in T ). 
(2) T is maximal consistent if T is consistent and for each sentence cp unprovable 
in T, T U { cp} is inconsistent. 
(3) T is locally finite if for each sentence cp unprovable in T there is inn 2: 1 
such that T f--- cpn ----> 0 (cpn being cp& ... &cp, n copies). 

Lemma 1. If T is a maximal consistent theory then T is locally finite. 

Proof If T If cp ( cp a sentence) then T U { cp} is inconsistent (due to maximality), 
hence TU {cp} f--- 0, thus, by the deduction theorem (cf. [4] 5.1.23), there is ann 
such that T f--- cpn----> 0, i.e. T f--- --,(cpn). 

Lemma 2. If T is locally finite, T If cp, and T If ''P (cp a sentence) then T If 
'''P· 
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Proof. Assume T If rp, T If ''P· Let n be minimal such that T f-- rpn ----+ 0; since 
T If rp----+ 0, we get n > 1. Take a minimal such n. Then T f-- (rpn- 1&rp)----+ 0, thus 
T f-- r.pn- 1 ----+ --,rp, hence T If --,rp ----+ 0 (otherwise we would get T f-- r.pn- 1 ----+ 0), 
which is T If '''P· 

Lemma 3. For a consistent locally finite T and a sentence rp, T f-- rp iffT f-- --,--,rp. 

Proof. If T f-- rp then trivially T f-- --,--,rp. Assume T f-- --,--,rp, then T If --,rp, T being 
consistent. But then T If rp would get T If --,--,rp by the preceding lemma, thus 
T f-- rp. 

Lemma 4. A locally finite T proves --,--,rp----+ rp for each sentence rp. 

Proof. By the preceding lemma, it is enough to show that propositional BL 
proves --,--,(--,--,rp ----+ rp). A direct (rather complicated) proof may be extracted 
from [7], proof of Theorem 5; alternatively, you may use completeness of propo­
sitional BL and show that the formula in question is a tautology in each [0, 1]* 
(distinguishing* with Godel negation, Lukasiewicz t-norm and at-norm whose 
first component is L). 

Theorem 2. Each consistent theory T (over a given predicate logic .C) has a 
consistent extension T' :2 T with the same language proving the double negation 
schema rp = --,--,rp for all sentences rp. 

Furthermore, T' may be taken complete as a fuzzy theory (for each pair rp, 'ljJ 
of sentences, T' f-- (rp----+ '1/J) or T' f-- ('1/J----+ rp).) 

Proof. Just take a maximal consistent extension T' ofT (in the same language); 
it proves double negation schema for sentences by the lemmas above and is 
complete thanks to maximality: if T' If rp ----+ 'ljJ and T' If 'ljJ ----+ rp then (T', rp ----+ 
'1/J) f-- 0 and (T', 'ljJ----+ rp) f-- 0, hence T' f-- 0 by the usual proof. 

Corollary 1. Let .C'V be SBL'V or its schematic extension (e.g. Godel or product 
predicate logic). Each consistent theory T over .C'V has a consistent (complete) 
extension T' with the same language proving the schema tertium non datur, 
rp V --,rp, for each sentence rp. 

This is because SBL extended by the schema of double negation is equivalent to 
classical logic and so is BL extended by tertium non datur. 

Indeed, evidently SELf- --,(rp&rp) ----+ --,rp, which is [4] 4.1.3(2). Thus SBLf-­
--,rp V --,--,rp (see the proof of [4] 4.1.3(3) using only BL and 4.1.3(2)). If you 
add --,--,rp = rp you get tertium non datur and BL with tertium non datur is 
classical propositional logic ([4] 4.3). (We use throughout the obvious fact that 
if one substitutes to a proof in propositional logic closed predicate formulas for 
propositional variables we get a proof in the predicate calculus.) 

Remark 1. Note that ifT' is maximal consistent over SBL'V (or over its schematic 
extension) then T' is also complete in the classical sense: for each sentence rp, 
either T' f-- rp or T' f-- ''P· Indeed, if T' If rp, T' If --,rp, then (T', rp) is inconsistent, 



On Fuzzy Theories with Crisp Sentences 197 

hence T' f-- (rpn) ----> 0 but T' f-- rpn = rp (since T' proves all closed predicate 
intences of tautologies of the classical propositional calculus); thus T' f-- rp ----> 0, 
analogously T' f-- ( '4?) ----> 0, hence T' f-- ( rp V '4?) ----> 0, T' is inconsistent which 
is a contradiction. 

3 Discussion 

We discuss theories over £'</ where £ is a schematic extension of SBL, thus £'</ 
is a predicate logic with Godel negation. 

Definition 2. A theory T has crisp sentences if it proves tertium non datur 
rp V '4? for all sentences rp. 

Then in each model M ofT the truth value of each sentence is 1 or 0. Our result 
says that if T is consistent then its extension by the schema tertium non datur 
for sentences is consistent and has crisp sentences. 

First let us make clear that a model of a theory with crisp sentences need not 
be crisp, i.e. truth values offormulas with variables need not be 0 or 1. Moreover, 
a theory with crisp sentences consistent over our logic £ may be inconsistent as 
a theory over classical logic, as the following example shows. 

Example 1. In the sequel, T# is the theory having just one unary predicate P 
and two axioms, 

---,('Vx)P(x), ---,(::Jx)---,P(x). 

Clearly T# is consistent over SBL. Let M = N and for each n E N, let the 
value of P for n be rp(n) = 1/(n+1). Call this model M#. Then for any continu­
ous t-norm *with Godel negation II('Vx)P(x)ll~# = 0 and II(::Jx)---,P(x)ll~# = 0, 
thus M# is a *-model ofT#. (Note that a linearly ordered BL-algebra is an 
SBL-algebra iff it has Godel negation, see [2] Lemma 1.) Thus in particular, T# 
is consistent over G'V and II'V. But of course T# is inconsistent over classical 
logic and even over LV (since LV f-- ---,(::Jx)---,P(x) = ('Vx)P(x)). T# does not have 
crisp sentences: modify our model such that II(::Jx)P(x)ll =~·Let f# :2 T# be 

a (consistent) theory with crisp sentences; then f# is an example of a consistent 
theory (over SBL'V, G'V, II'V, ... ) with crisp sentences having no crisp model. We 
have shown: 

Fact 1. There exist consistent theories with crisp sentences (over SBL'V, Gv', 
II'V etc.) that are classically inconsistent. 

Would it be reasonable to investigate the logic resulting from our logic£'</ (where 
£ is a schematic extension of SBL) by the schema tertium non datur for sen­
tences? 

Definition 3. £\/(EM) is the extension of the logic£'</ by the schema of axioms 
rp V '4? (excluded middle alias tertium non datur) for all closed sentences. 
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Warning: Such a logic is not a predicate calculus given by a schematic extension 
of SBL in the sense of [4] 5.1.7: there one demands that formulas resulting by 
substituting any predicate formulas for propositional variables of any instance of 
the schema are axioms. Thus theorems on predicate logics given by a schematic 
extension of BL do not automatically apply to £\I(EM). But we easily get com­
pleteness: 

Theorem 3. Let T be a predicate theory. T proves a sentence cp over £\1 {EM) 
iff cp is true in all L-models M ofT with crisp sentences {i.e. for each sentence 
a, llallk:r = 1 or= 0) for any £-algebra L. 

Proof. If T f--- £\i(EM) cp then clearly cp is true in each such model. Conversely, 
if T does not prove cp over £\I(EM) then let T' be the extension of T by all 
closed instances of tertium non datur: then T' does not prove cp over £\1 (we 
have made the logical tertium non datur axioms of £\I(EM) to axioms ofT'). 
Thus by completeness of £\1, there is a model M of T (over £\1) in which cp is 
not true; but since cp V ---,cp is true M, ''P is true in M (everything in the sense 
of an £-algebra). Then T U { ''P} is consistent over £\1 and hence over £\I(EM) 
by a corollary above. This completes the proof. 

As an example of something where £\I(EM) might possibly differ from logics 
given by schematic extensions of BL let us discuss witnessing existential formulas. 
Recall that if T is a theory over £\1, T proves a closed formula (::Jx )'tj;( x) and c is 
a new constant, then (T, 'tj;( c)) is a conservative extension ofT (over £\1) .1 Does 
this hold for theories over £\I(EM)? 

Problem 1. LetT be a theory over £\I{EM) proving a sentence (::Jx)cp(x), let c 
be a constant not in the language ofT, let T' be the extension ofT by the axiom 
cp(c) (and of its language by c). Over £\I(EM), is T' a conservative extension of 
T? 

Over £\1 we can formulate the problem as follows: Let T be a theory with crisp 
sentences proving (::Jx)cp(x). Is there a theory T' with crisp sentences (with the 
language extended by the constant c) which proves cp(c) and extends T conser­
vatively? (If yes then T extended by cp( c) and all closed instances of the schema 
a( c) V -,a( c) is such aT'. Clearly, this T' is consistent ofT is.) 

The problem is left open; we add some comments. 

Lemma 5. Over £\1 the fact that T is a theory with crisp sentences proving 
(::Jx)cp(x) and T1 is T U { cp(c)} {c a new constant) does not always imply that T1 

is a theory with crisp sentences. 

Proof. Take the theory f# as above and extend it by a unary predicate Q and 
the axiom (\lx)Q(x). This is our newT*; each model off# trivially expands to 
a model ofT*. Also obviously T* has crisp sentences since each sentence ofT* is 

1 See [4] 5.4.17- the proof works for any predicate logic £V for £ being a standard 
extension of BL. (Caution: the proof in 5.2.15(2) is defective.) 
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provably equivalent to a sentence not containing Q (just replace each occurrence 
of Q(x) by I) and f# proves excluded middle for the modified formula. 

Now T* proves (3x)Q(x); let Ti be T* plus Q(c). Ti does not have crisp 
sentences: in each model (over an algebra L) ofT*, all L-values of P(x) are 
positive and their infimum is OL. Thus in such a model M, any element mE M 
can be taken to be the interpretation of c, giving a model of Ti. Hence Ti If 
Q(c) V --,Q(c). 

We present a partial solution of the problem. 

Lemma 6. If T is maximal consistent over .C\1 then the answer to the problem 
is positive. 

Proof Let T be given and let T' be T U {rp(c)}. Then T' is consistent over 
.CV by the classical proof. Extend T' to a consistent theory T" in the enriched 
language, T" having crisp sentences. T" proves (3x)rp(x) (over .CV) and extends 
T conservatively: let T" f--- a, a being a sentence in the language of T. Then 
T f--- a or T f--- -,a (T being maximal consistent!) but T f--- -,a would make T" 
inconsistent. Thus T f---a. 

Definition 4. (see {6}). A theory T is 3-Henkin if for each sentence (3x)rp(x) 
provable in T there is a constant c (in the language ofT) such that T f--- rp(c). 
A theory is \/-Henkin if for each sentence (Vx)rp(x) unprovable in T there is a 
constant c (in the language ofT) such that rp( c) is unprovable in T. 

Theorem 4. Each consistent theory over .C\1 with crisp sentences has a consis­
tent complete 3-Henkin extension with crisp sentences. 

Proof Let To be the theory given. Given Tn, first extend it to the consistent 
theory T~ having for each Tn-sentence (3x)rp(x) a new constant c'P such that 
T~ f--- rp(c'P); then get Tn+l by extending T~ to a maximal consistent theory in 
the language ofT~ (thus Tn+l has crisp sentences). Let T00 = Un Tn; T00 is the 
required theory. 

Remark 2. An analogous statement for \/-Henkin seems to be false. At least 
you cannot extend each consistent theory over .CV with crisp sentences to a 
consistent complete theory with crisp sentences which is both 3-Henkin and \/­
Henkin. Assume you can and let f# be as above and let i'#e be a complete 
consistent theory with crisp sentences which is both 3-Henkin and \/-Henkin. 
Then the corresponding canonical model (whose object are the constants and 
IIP(cl ... )II is the class [P(c1 ... )] in the Lindenbaum algebra of i'#e) would be 
crisp since the algebra is just the two-element Boolean algebra). But f# and 
hence any extension of f# has no crisp models as we have seen. 

Several notions concerning fuzzy theories could be investigated w.r.t. the logic 
.CV(EM) (or, equivalently, w.r.t. models with crisp sentences). For example: 

Problem 2. Characterize model-theoretically conservative extension of theories 
and existence of witnessed models over the logic .CV(EM)(see {1,6,5}). 
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4 Conclusion 

The notion of a theory with crisp sentences (over a predicate logic with Godel 
negation) appears to be a new notion with surprising properties. Hopefully it 
will contribute to our understanding of logics with Godel negation. This paper 
brings only first analysis and leaves several things unsolved or even untouched. 
Any comments are welcome. 
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Abstract. In this paper we define the concept of a profile, which is 
a characteristic clause set, corresponding to an LK-proof in first-order 
logic, which is invariant under rule permutations. It is shown (via cut­
elimination) that the profile is even invariant under a large class of proof 
transformations (called "simple transformations"), which includes trans­
formations to negation normal form. As proofs having the same profile 
show the same behavior w.r.t. cut-elimination (which can be formally 
defined via the method CERES), proofs obtained by simple transforma­
tions can be considered as equal in this sense. A comparison with related 
results based on proof nets is given: in particular it is shown that proofs 
having the same profile define a larger equivalence class than those hav­
ing the same proof net. 

1 Introduction 

Cut-elimination introduced by Gerhard Gentzen [7] is the most prominent form 
of proof transformation in logic and plays an important role in automating the 
analysis of mathematical proofs. The removal of cuts corresponds to the elim­
ination of intermediate statements (lemmas) from proofs resulting in a proof 
which is analytic in the sense, that all statements in the proof are subformulas 
of the result. Therefore, the proof of a combinatorial statement is converted into 
a purely combinatorial proof. Cut-elimination is therefore an essential tool for 
the analysis of proofs, especially to make implicit parameters explicit. 

In [3] the cut-elimination method CERES has been defined that works by 
employing the resolution technique from automated theorem proving. It has 
been shown in [4] that it can be considered as a generalization of the usual 
reductive cut-elimination methods. The main proof-theoretic tool of CERES is 
the characteristic clause set which gives a concise representation of the logical 
material that is used to build the cut-formulas. From the fact that two proofs 
have the same characteristic clause set one can deduce that they basically have 
the same set of cut-free proofs under the CERES-method. 

In this paper we define the profile of a proof as an improved version of the 
characteristic clause set that, among others, has the property of being invariant 
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under arbitrary rule permutations. This implies that two proofs having the same 
proof net (in the sense of [10]) also have the same profile. 

The central part of this paper is an investigation of a certain class of proof 
transformations, so called simple transformations, containing as a special case 
for example the transformation of formulas into negation-normal-form. We show 
that the profile is invariant under application of simple transformations to cut 
formulas. This result means that proofs differing only by such a transformation 
show the same behavior w.r.t. cut-elimination (by the method CERES). 

1.1 Related Work 

In [5] Danos, Joinet and Schellinx give an elegant formulation of a class of con­
fluent and strongly terminating cut-elimination procedures for classical logic. In 
[6] they build on this work to show that the normal forms are not changed after 
application of transformations called computational isomorphisms. Our work is 
similar to [6] in its conceptual aims: to isolate a class of transformations that 
have no effect on the cut-elimination of a proof. However, the frameworks in 
which these analyses are carried out are very different: [6] builds on the conflu­
ence (and termination) result established in [5] to show that the normal form 
is preserved. In this paper, we isolate a structural invariant, the proof profile 
whose preservation induces the equality of the set of normal forms of the cut­
elimination method CERES. The former can be considered a restriction, the 
latter an extension of Gentzen's original cut-elimination procedure. In contrast 
to [6] however, we have to restrict the application of our transformations to the 
parts of a proof that go into cuts. We conjecture that our result also holds with­
out this restriction, but proving this will be more difficult because the profile 
changes in a more complicated way. 

2 Sequent Calculus 

In order to distinguish different occurrences of the same formula in a sequent 
without having to introduce exchange rules to the calculus, we formally use 
sequents of indexed formulas. 

Definition 1 (indexed formula). An indexed formula is pair consisting of a 
formula and an index from some countable infinite index set I. 

A sequent is a pair of multisets of formulas. An indexed sequent is a pair of sets 
of indexed formulas. 

We distinguish countable sets of free and bound variables. 
We use the following variant of sequent calculus for classical first-order logic: 

Definition 2 (LK-proof). An LK-proof r.p is a tree. The nodes of r.p are labelled 
with indexed sequents, the edges are labelled with rules and the leaves are axiom 
sequents. Furthermore each formula index occurs at most once in a proof. 
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1. Axiom sequents are of the form 

A f-- A for an atomic formula A 

2. Logical Rules 
(a) Conjunction 

r f-- Ll, A II f-- A, B 
----~~~~~- A:r 
r,II f-- Ll,A,AAB 

{b) Disjunction 

A, r f-- Ll B, II f-- A 
AVBFIIf--LlA V:l 

' ' ' 
{c) Implication 

(d) Negation 

r f-- Ll,A B,II f--A 
--,----=--=--=';---:---;- ----> : l 
A----> B,r,II f-- Ll,A 

r f-- Ll,A 
-:--::::-:-'----:- ---, : l 
,A,r f-- .:1 

(e) Universal Quantification 

A{x +-- t},r f-- Ll 
(\ix)A, r f-- Ll \i: l 

A,B,r f-- Ll 
AABFf--LlA:l 

' 

r f-- Ll,A,B 
=-:--':----:--'---= V : r 
r f-- Ll,A VB 

A,r f-- Ll,B 
r f-- Ll,A----> B 

A,r f-- .:1 
r f-- Ll,---,A ': r 

---->: r 

Ff--Ll,A{x+-a} 
r f-- Ll, (\ix)A \i: r 

For the variable a and the term t the following must hold: 
i. t must not contain bound variables, 

ii. a is a free variable, called eigenvariable, which must not occur in 
r u Ll u {A} (eigenvariable condition). 

(f) Existential Quantification 

r f-- Ll,A{x +-- t} 
r f-- Ll, (::Jx )A ::3 : r 

A{x +-- a},r f-- Ll 
(::Jx )A, r f-- Ll ::3 : l 

The restrictions on a and t are the same as for universal quantification. 
3. Structural Rules 

(a) Weakening 

{b) Contraction 

{c) Cut 

Ff--Ll 
Ff--LlAw:r 

' 

A,A,r f-- Ll 
Arf--Ll c:l 

' 

Ff--Ll 
Arf--Llw:l 

' 

r f-- Ll,A,A 
---=r:-:-f---Ll':--, A..,....:. c : r 

r f-- Ll, A A, II f-- A 
r,II f-- Ll,A cut 
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Definition 3 (pseudo-LK-proof). A pseudo-LK-proof (also called an LKps­
proof) is an LK-proof where the following rules are replaced: 

1. Contraction by pseudo-contraction: 

A,B,r f- Ll 
A r f- Ll psc : l 

r f- Ll,A,B __ _..:.,.._..:.,.._ psc: r 
r f- .1, A 

' 
if A and B are logically equivalent (in first-order logic). 

2. Cut by pseudo-cut: 
r f- Ll,A B,II f-A 

r II f- Ll A pscut 
' ' 

if A and B are logically equivalent (in first-order logic). 

We need the technical notion of pseudo-LK-proofs, as many useful proof trans­
formations destroy the proof property in intermediary steps, but keep this of 
a pseudo-proof. Moreover the analysis of proofs via profiles and characteristic 
clause sets (see [3] and Section 3) can be generalized to pseudo-proofs without 
any problems. 

Definition 4. An LKps-proof is called regular if all eigenvariables are different 
from each other. 

Definition 5 (main and auxiliary occurrence). Let r.p be an LK-proof and 
let p be a rule in r.p. The formula occurrence whose main symbol has been in­
troduced by p in the sequent immediately below p is called the main occurrence 
of p. The formula occurrence(s) that has/have been used to compose the main 
occurrence of p is/are called auxiliary occurrence(s) of p. 

Definition 6 (---+a). We define the Gentzen-style cut-elimination as the reduc­
tion relation ---+a on regular LK-proofs which is the union of the reduction rela­
tions ---+aP, ---+aq, ---+a a, ---+ow, ---+ac, ---+or defined as follows: 

Let r.p be an LK-proof of the form: 

(rpl) (rp2) 
r f- .1, A A, II f- A 
--~~~--~~-- cut r, II f- .1, A 

1. Reduction of propositional rules ---+ap: 
The cut formula is introduced by propositional rules on both sides immedi­
ately above the cut. 
(a)A=BAC,r.p= 

(rpi) (rpD 
n f- .11,B n f- .12,c 
---=----==-----=------:---=-----::c- A : r n, r2 f- .11, .12, B A c 

( rp~) 
B,C,IIf-A 
BACIIf-AA:l 

' cut 
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then r.p ---->cp r.p' := 

(b) A = B V C: symmetric to case 1 a. 
(c) A= B----> C, r.p = 

( r.pi) ( r.p~) ( r.p~) 
B,r f-- Ll,C Ih f-- A1,B C,II2 f-- A2 

--,----------'------=- ---->: r ---->: l 
r f-- Ll,B----> C B----> C,II1,II2 f-- A1,A2 
----------~~-=,-----~~--~--------- cut r, II1, II2 f-- Ll, A1, A2 

then r.p ---->cp r.p' := 

(d) A= --.B, r.p = 

( r.pi) ( r.p~) 
B, r f-- L1 II f--A, B 

--=--'-----:--= --. : r l r f-- Ll, --.B --.B, II f--A --.: 
-------'----:::-=::-:----:----:----'---- cut 

r,II f-- Ll,A 

then r.p ---->cp r.p' := 
(r.p~) (r.pi) 

II f-- A,B B,r f-- L1 
r II f-- L1 A cut 

' ' 
2. Reduction of quantifier rules ---->cq: 

The cut formula is introduced by quantifier rules on both sides immediately 
above the cut. 
(a) A= (Vx)B, r.p = 

(r.pi) (r.p~) 
r f-- Ll,B{x +--a} B{x +-- t},II f--A 

Ff--Ll,(Vx)B V:r (Vx)B,IIf--A V:l 
----------'-----'-~~:--~~----'-----'-------cut 

r,II f-- Ll,A 

then r.p ---->cq r.p' := 

(r.pi {a+-- t}) (r.p~) 
r f-- Ll,B{x +-- t} B{x +-- t},II f--A 

r II f-- L1 A cut 
' ' 
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(b) A = (3x )B: symmetric to case 2a. 
3. Reduction of axioms ---+a a: 

The cut formula is introduced by an axiom on (at least) one of the two sides 
immediately above the cut. 
(a) 4?1 is an axiom sequent, rp = 

( 4?2) 
A f--A A, II f--A 

A II f--A cut 
' 

then tp ---+aa 4?2 
(b) 4?2 is an axiom sequent, then tp ---+a a 4?1 

4. Reduction of weakening ---+aw: 
The cut formula is introduced by weakening on (at least) one of the two sides 
immediately above the cut. 
(a) rp 1 ends with w: r, rp = 

(~PD 
r f-- Ll ( 4?2) 

Ff--Ll A w:r A !If-A 
'r II f-- Ll A' cut 

' ' 
then tp ---+aw rp' := 

FIIf--LlAW:* 
' ' 

(b) rp2 ends with w: l: symmetric to case 3b. 
5. The cut formula is introduced by a contraction on (at least) one of the two 

sides immediately above the cut. 
(a) rp 1 ends with c: r, rp = 

(~PD 
r f-- Ll,A,A c: r (rp2 ) 

r f-- Ll, A A, II f-- A 
r II f-- Ll A cut 

' ' 

( ~PD ( 4?2) 
r f-- Ll,A,A A, II f--A (rp~) 
------::::-'-::=-'c------:------:'------:--- cut 

r,II f-- Ll,A,A A, II f--A 
-'-------:::-=:--::::-:-----:-----;----;----'---- cut 

r, II, II f-- Ll, A, A 
FIIf--LlA c:* 

' ' 
where rp~ is a variant of 4?2, defined by renaming all eigenvariables in 4?2 
by fresh ones (in order to keep the regularity of the proof). 

(b) rp2 ends with c : l: symmetric to case 5a 
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6. rank-reduction ----+cr: 

The cut formula is not introduced immediately above the cut on (at least) 
one of the two sides. 
(a) on the right side 

i. cp2 ends with a unary rule, cp = 

( cp~) 
( cp 1 ) _A..:.., II_' _f--_A.,...' r 

r f-- .1, A A, II f-- A 
----~~~~~--- cut 

r,II f-- Ll,A 

Then cp ----+cr cp' := 

(cpl) (cp~) 
r f-- Ll,A A, II' f--A' 
----~~--~~--- cut r II' f-- Ll A' 

' ' r 
r,II f-- Ll,A 

which is a valid LK-proof Note that regularity ensures that the eigen­
variable condition cannot be violated. 

ii. cpz ends with a binary rule J-l 
A. the ancestor of A is in the left premise of J-l, cp = 

( cp~) ( cp~) 
(cp1) A,II{f--Ai II~f--A~ 

r f-- Ll, A ---=--A-:-,-:II:=::-:-f---A-:=--...::. r 

----~----------~---- cut r,II f-- Ll,A 

Then cp ----+cr cp' := 

(cpl) (cp~) 
r f-- .1, A A, II{ f-- Ai (cp~) 
------------ cut r, II{ f-- .1, Ai II~ f-- A~ 

---------=-=~~~--------- r r,II f-- Ll,A 

which is a valid LK-proof 
B. the ancestor of A is in the right premise of J-l." symmetric to the 

previous case. 
(b) on the left side: symmetric to case 6a 

The reduction relation ----+cr can be carried over to LKps-proofs; however 
----+cr is not capable of eliminating all cuts in LKps-proofs (in contrast to the 
CERES-method [3] which also eliminates pseudo-cuts). 

3 The Profile 

The profile of an LKps-proof is a set of labelled clauses. In order to give the 
definition of the profile, we first explain labelled clause logic. 
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3.1 Labelled Clauses 

We use£ to denote a countable infinite set of labels (e.g. £ = N). 

Definition 7 (clause). A clause is a sequent consisting only of atomic formu­
las. A labelled clause is a clause that is assigned a non-empty set of labels from 
£. For a clause c we write £(c) to denote this set. 

We will use the notation A1, ... , An f---{h, ... ,h} B1, ... , Bm for the clause 
A1, 00., An f--- B1, 00., Bm with the set of labels {h, 00. ,lk}· For the sake of 
readability we will sometimes omit the curly braces. 

Definition 8 (merge, product). Let c = r f---Ll Ll and d = II f---L 2 A be 
labelled clauses. We define the merge of c and d as cod:= r, II f---L 1 uL2 Ll, A. Let 
C, D be sets of labelled clauses. We define the product of C and D as C x D := 

{codlcEC,dED}. 

The labels will be used in order to describe subsets of sets of labelled clauses as 
follows: For a clause c and a set of labels L we will say that c is an L-clause if 
there exists a labell that is both inLand £(c). 

Definition 9 (clause selection based on labels). Let C be a set of labelled 
clauses. Let F, G be propositional formulas built up from label sets L, L1, L2, ... 
as atoms and the connectives A, V, '· We define CF as follows: 

1. cL := {c E c I cis an L-clause} 
2. c~F := c \ cF 
3. CF/\G := CF n 0° 
4· CFVG := CF U CG 

Example 1. Let C := {f---1 P; P f---2•3 R; R f---3 ; P f---2•3•4 Q; Q f---3•4}. Then 

c{4}v~{3} = c{4} u (C \ c{3}) = {f---1 P; P f---2,3,4 Q; Q f---3,4} 

Definition 10 (restricted product). Let C, D be sets of labelled clauses and 
L be a set of labels. We define the operation X£ as 

C XL D := (CL X DL) U c~L U D~L 

Example 2. Let C = {P f--- 1 ; Q f---2}, D = {f---3 P; f---4 Q}. Then 

CUD= {P f---1; Q f---2; f---3 p; f---4 Q} 
c X D = { p f---1,3 p; p f---1,4 Q ; Q f---2,3 p; Q f---2,4 Q} 

C x{1,4} D = {P f---1,4 Q; Q f---2; f---3 P} 

The reader can easily convice himself that - under the usual interpretation of 
a clause set as a universally quantified conjunctive normal form - the logical 
meaning of the union (U) is conjunction, the meaning of the product ( x) is 
disjunction and that the restricted product is in-between in the sense that CUD 
implies C X£ D, which in turn implies C x D, for all L ~ £. 
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Lemma 1. Let e, D, E be sets of labelled clauses and L, L1, L2 <:;;;.C. Then 

1. exLD=DxLe 
2. If e contains no L2-clauses and E contains no L1 -clauses then 

Proof 1. follows easily from commutativity of x and U 
2. We start with the left-hand side of the equation: 

e XL1 (D XL2 E) = (eL1 X ((DL2 X EL2) U D~L2 U E~L2 )L1 ) U 

e~Ll u ((DL2 x EL2) u n~L2 u E~L2)~Ll 

by definition. Note that (Xu Y)L = xL u yL for all sets of labelled clauses 
X, Y and all label sets L, so we have: 

(eLl x ((DL2 x EL2)L1 u nL1/\~L2 u EL1/\~L2)) u 

e~Ll u (DL2 x EL2)~L1 u n~L1/\~L2 u E~L1/\~L2 

Distributing x over U we get: 

(eLl x (DL2 x EL2)L1) u (eLl x nL1/\~L2) u (eLl x EL1/\~L2) u 

e~Ll u (DL2 x EL2)~L1 u n~L1/\~L2 u E~L1/\~L2 

As E contains no L 1-clauses we can write (DL2 x EL2)L1 = DL1/\L2 x EL2 
and (DL2 X EL2 )~Ll = n~Ll/\L2 X EL2 and obtain: 

(eLl X (DL1/\L2 X EL2)) u (eLl X DL1/\~L2) u (eLl X EL1/\~L2) u 

e~Ll u (D~L1/\L2 x EL2) u n~L1/\~L2 u E~L1/\~L2 

As E does not contain Ll-clauses, i.e. EL1 = f/J also eLl X EL1 /\~L 2 = f/J. 
Furthermore we can write E = E~L1 and - as e does not contain L 2-clauses 
- also e = e~L2 • We obtain 

(eLl/\~L2 X (DL1/\L2 X E~Ll/\L2)) u 

(eLl/\~L2 X DL1/\~L2) u (D~Ll/\L2 X E~Ll/\L2) u 

e~L1/\~L2 u n~L1/\~L2 u E~L1/\~L2 

The right-hand side can be rewritten to the same expression in an analogous 
way. 

q.e.d. 

3.2 Definition of the Profile 

In addition to labelled clauses we will consider labelled LKps-proofs to define 
the profile of a proof. 
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Definition 11 (labelled LKps-proof). A labelled LKps-proof is a pseudo­
proof where each axiom is assigned a unique label from .C. Furthermore each 
formula occurrence Jt is assigned a set of labels in the following way: 

1. If Jt occurs in an axiom its set of labels is the singleton set containing the 
axiom label. 

2. If Jt does not occur in an axiom its set of labels is the union of the sets of 
labels of its immediate ancestor formula occurrences. 

So the set of labels of a formula occurrence describes the set of axioms that were 
used to build up this formula occurrence. For a formula occurrence Jt in a labelled 
LKps-proofwe write .C(J.t) for its set of labels. For a rule pin a labelled LK-proof 
.C(p) denotes the union of the label sets of the auxiliary formula occurrences of p. 
The cut-elimination rules defined in Definition 6 can be carried over to labelled 
LK-proofs with only minor modifications: in case of contraction elimination 
( ---+ac) the renaming of eigenvariables has to be extended to the renaming of 
labels. 

From now on we consider only proofs with skolemized end-sequents; skolem­
ization is necessary for cut-elimination based on profiles and characteristic clause 
sets [3]. Note that every proof can be transformed into a skolemized version [2]. 

Let f2 denote the set of all formula occurrences which are ancestors of pseudo­
cut formulas. A rule with auxiliary formulas in f2 is called an fl-rule, with 
auxiliary formulas not in f2 a L'-rule. For a sequent occurrence v and a set of 
formula occurrences M, let S(v, M) denote the sub-sequent of the sequent at v 
that contains only the formulas whose occurrences are in M. 

Definition 12 (proof profile). Let cp be a regular labelled LKps-proof. We 
define the profile P( cp) of cp by induction on a position v in cp. 

1. If v is an axiom: 
P(cp).v := {S(v, fl)}. 

2. If v is a unary rule with ancestor rule Jt, then: 

P(cp).v := P(cp).Jt 

3. If v is a binary rule with ancestor rules f.tl, fJ-2 then 
(a) If v is an fl-rule: 

P(cp).v := P(cp).J.tl U P(cp).fJ-2 

(b) If v is a L' -rule: 

P(cp).v := P(cp).J.tl X.c(v) P(cp).fJ-2 

Note that this definition of a proof profile does not depend on syntactic details of 
the sequent calculus variant. Exactly the same definition can be used for example 
for additive calculi or for a calculus with arbitrary atomic axiom sequents, etc. 
Another important feature of the proof profile is that for the CERES method [3] 
it can be used instead of the characteristic clause set and will always yield cut­
free proofs that are at most as long as those corresponding to the characteristic 
clause set. 
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3.3 Compatibility 

Lemma 2 (compatibility of P). Let x[rp]Jt be an LKps-prooj, let rp' be an­
other LK-proof with the same end-sequent as tp. Let O"l, ... , O"n be the formula 
occurrences in the end-sequent of rp and let O"i, ... , O"~ be the corresponding for­
mula occurrences in the end-sequent of rp'. Let e be a substitution whose domain 
is included in the set of eigenvariables of rp. We write x' for x[rp'Jw If 

1. P(x').JL = (P(x).JL)B and 
2. fori= 1, ... , n: .C(O"~) = .C(O"i) 

then 
P(x') = P(x)e 

Proof Let v be a formula occurrence in x that is not in rp, let v' be the corre­
sponding formula occurrence in x'. If v is not on the path between JL and the 
end-sequent then we clearly have .C(v') = .C(v). If it is then by induction on the 
length of this path and by using 2 we have .C(v') = .C(v). 

Now, using .C(v') = .C(v) we proceed by induction on the length of the path 
between JL and the end-sequent. If the last rule is unary then the induction 
step obviously extends to give P(x') = P(x)B. If the last rule is binary, observe 
that e cannot change variables of the part that does not contain JL because its 
domain is restricted to the eigenvariables of rp and the proof is regular, so also 
P(x') = P(x)e q.e.d. 

3.4 Permutation of Independent Rules 

It is a well-known fact about the sequent calculus that the order of rule applica­
tions can be permuted up to a high degree (see e.g. [8]). In this section we will 
formally define these rule permutations and show that the proof profile is not 
changed by permuting rules. 

Definition 13 (adjacent). Two rules in an LKps-proof are said to be adjacent 
if one occurs immediately above the other. 

Definition 14 (independent). Two adjacent rules in an LKps-proof are said 
to be independent if neither 

1. the main occurrence of the upper rule is an auxiliary occurrence of the lower 
rule, nor 

2. the lower rule is unary with two auxiliary occurrences that are split by the 
binary upper rule, nor 

3. the lower rule is a strong quantifier rule and the upper rule is a weak quan­
tifier rule introducing a term that contains the eigenvariable of the lower 
rule 

Definition 15 (permutation of independent rules). Let rp be an LKps­
proof whose last two rules are independent. Let rp' be the proof that differs from 
rp only by swapping the order of the last two rules. Then we write rp "'1r rp'. 

We will denote with ~1r the reflexive, transitive and compatible closure of the 
rule swapping relation rv1r. 
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Lemma 3 (invariance under R:j71' ). Let x, x' be two LKps-proofs with X R:j71' 

x'. Then 
P(x') = P(x) 

Proof. By transitivity of =, it suffices to show the invariance of P for a single 
rule swapping. Let Jt be the position in x where the rule swapping occurs, so we 
have r.p ""11' r.p' with X= x[rp]~' and x' = x[rp'Jw 

We will first show P(x').Jt = P(x).Jt. 
If both swapped rules are unary rules, then we simply have 

P(x).Jt = c = P(x').Jt 

For some set of labelled clauses C. 
If one of the swapped rules is a unary rule and one a binary rule, we have 

P(x).Jt =CoD 

where o = U oro= X.c.(p) where pis the binary rule. In both cases also 

P(x').Jt =CoD 

because .C(p) clearly is not changed by the swapping of two rules. 
If both rules are binary then the last rules p1 and p2 of rp, r.p' have the form 

(omitting the sequents and concrete rule types): 

(rp1, C) (rp2, D) p1 (rp3, E) P2 and 

From the existence of the left proof one can deduce that E does not contain any 
clauses with labels from .C(p1) because all labels in E refer to axioms in rp3 and 
.C(p1) cannot contain any labels from axioms in rp3 because it is parallel to it. 
Symmetrically from the right proof one can deduce that C does not contain any 
clauses with labels from .C(p2). 

For the profiles at Jt we have 

P(x).Jt = (C o1 D) o2 E and P(x').Jt = C o1 (D o2 E) 

for operators o1, o2 associated to the rules P1 and P2· 
If both o1 = U and o2 = U then P(x).Jt = P(x').Jt follows from associativity 

of U. If o1 = x.c.(p1) and o2 = x.c.(p2) then with the observation above we can 
apply Lemma 1 to obtain P(x).Jt = P(x').Jt. 

Now, let o1 = X.c.(pl) and o2 = U. Then- abbreviating .C(p1) as L- we have 

c xL (DuE)= (cL x (D u E)L) u c·L u (D u E)'L 

= (cL x (DL u EL)) u c·L u D'L u E'L 

but as E does not contain labels from L we know that EL = 0 and E'L = E 
and so 

= (cL x DL) u c·L u D'L u E 

=p.d. (C X£ D) u E 
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If o1 = U and o2 = X.c(p2 ) the proof proceeds analogously using the observa­
tion that C does not contain labels from £(p2 ). 

Condition 2 of Lemma 2 is fulfilled, because rule swap pings do not change the 
ancestor relation in the proof, so we can apply Lemma 2 and conclude P(x') = 

P(x) q.e.d. 

In [10] E. Robinson defines proof nets for classical propositional logic and shows 
([10], proposition 6.2): 

Proposition 1. Two LK-proofs cp and cp' (for classical propositional logic) in­
duce isomorphic proof nets iff cp R::1l" cp'. 

Building on this and Lemma 3 we can easily conclude 

Corollary 1. If two LK-proofs cp and cp' (for classical propositional logic) in­
duce isomorphic proof nets then P(cp) = P(cp'). 

R. McKinley defines in his PhD thesis [9] an extension of Robinson's proof nets 
to first-order classical logic by treating quantifiers with boxes. We conjecture 
that the result of Corollary 1 also extends to this notion of proof net. 

4 The Profile and Cut-Elimination 

In [4] an analysis of the behavior of the original characteristic clause sets under 
Gentzen's cut-elimination procedure has been given. It has been shown that, 
if cp is reduced to cp' by cut-elimination steps, the characteristic clause set of 
cp subsumes that of cp'. The subsumption relation consists of the three basic 
parts of 1) duplication of clauses (including variable renaming), 2) instantiation 
of clauses and 3) deletion of clauses. However, due to the nature of this cut­
elimination procedure and the characteristic clause sets these three parts occur 
in a mixed fashion at different cut-elimination steps. 

In this section we carry out an analogous analysis but with the important 
difference that we move from Gentzen's original calculus (which is a mixture of 
multiplicative and additive rules) to the purely multiplicative calculus LKps and 
from the original characteristic clause sets to the proof profiles defined in this 
paper. This allows to carry out the analysis of [4] in a much "cleaner" fashion 
which will make it possible to use the lemmas in the analysis of the effect of 
transformations defined by cut-elimination (as done in Section 5). We will now 
show that 

1. duplication of clauses arises iff a contraction rule is eliminated, that 
2. instantiation of clauses arises iff a quantifier rule is eliminated and that 
3. deletion of clauses arises iff a weakening rule is eliminated. 

In all other cases the profile remains unchanged. 

Lemma 4 (rank-reduction) 

X ----+cr x' ====? P(x') = P(x) 
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Proof As rank-reduction ----+cr is contained in the permutation of adjacent inde­
pendent rules R:j71'' we can apply Lemma 3. q.e.d. 

Lemma 5 (propositional reduction) 

x ----+cp x' ====? P(x') = P(x) 

Proof Let Jt be the position where the reduction is applied, so x = x[rp]~' and 
x' = x[rp'Jw We first show P(x').J.t = P(x).J.t by case distinction on the main 
connective of the cut at jt: 

1. Conjunction: Then rp has the form: 

(rp1,C) (rp2,D) 
r f--- Ll, A II f--- A, B 
----=:-=::-:------:------:------:--=- 1\ : r 
r,II f--- Ll,A,AI\B 

(rp3, E) 
A,B,8f---E 
AI\B 8f---E 1\:l 

r,II,8 f--- Ll,A,E 
' cut 

and rp' has the form: 

(rp1, C) (rp3, E) 
("'2 ,D) r f--- Ll,A A,B,8 f--- E r ------'------'-----,-'---__ cut 

IIf---A,B B,F,8f---Ll,E 
-------'--=-=-~-~~~---- cut 

r,II,8 f--- Ll,A,E 

So we have 
P(x).J.t =(CUD) U E 

and 
P(x').J.t = D U (CUE) 

which are equal by commutativity and associativity of U. 
2. Disjunction: analogous: by commutativity and associativity of U 
3. Implication: analogous: by commutativity and associativity of U 
4. Negation: analogous: by commutativity and associativity of U 

Also condition 2 of Lemma 2 is fulfilled because ----+cp does not change the 
ancestor axioms of the formula occurrences in the end-sequent of the rewritten 
part. So we can use Lemma 2 to conclude P(x') = P(x) q.e.d. 

Lemma 6 (quantifier reduction). Let x be a regular LKps-proof and let 

where the substitution {a+--- t} is applied to the reduced sub-proof of X· Then 

P(x') = P(x){a +--- t} 
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Proof Let J-l be the position where the reduction is applied, so X = x[rp]M and 
x' = x[rp'Jw We will show this only for the universal quantifier, for the existential 
quantifier the proof is analogous: 

Then rp has the form 

(rp1, C) (rp2, D) 
r f--- L1,B{x <----a} B{x <---- t},II f---A 

r f--- .:1, (Vx )B V : r (Vx )B, II f--- A V : l 
------~~--------~~~-------- cut 

r,II f--- L1,A 

and rp' has the form 

(¥?1{a<-t},C{a<-t}) (rp2,D) 
r f--- L1,B{x <---- t} B{x <---- t},II f---A 
--------~~~~~--~--~----- cut 

r,II f--- L1,A 

So we have 
P(x).J.L =CUD 

and 
P(x').J-l = C{a <---- t} U D 

but a does not occur in D so 

P(x').J.L = (P(x).J.L){a <---- t} 

And as the label sets of the formula occurrences in the sequent at J-l do not 
change we can apply Lemma 2. q.e.d. 

The reduction of a weakening rule deletes a sub-proof and - by introducing 
new weakening rules - makes some formula occurrences further down in the 
proof weak that have not been weak before. This may have the result that an 
auxiliary formula of a binary rule, that goes into the end-sequent, becomes weak 
and thus this binary rule becomes superfluous (because it could be replaced by 
a weakening). The effect of this transformation on the profile is that of deletion 
of certain clauses: All clauses from the deleted sub-proof as well as all clauses 
that share a label with a superfluous binary rule are deleted. 

Lemma 7 (weakening reduction). Let x be an LKps-proof and J-l a position 
in X of a cut that can be reduced by ---+aw. Then 

We write x' for x[rp'Jw Let D be the set of axiom labels of the sub-proof deleted 
by this ---+aw-step. Let furthermore 0"1, ... ,£Tn be those binary E-rules on the 
path between J-l and the end-sequent of x that each have an auxiliary occurrence 
a1, ... , an with .C( ai) <:;;; D. Let /31, ... , f3n be the other auxiliary formula occur­
rences of these rules and abbreviate Li := .C(f3i)· Then 

P(x') = P(x)~DA~LlA ... A~Ln 
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Proof. Let v be a formula occurrence in x but not in r.p and let v' be the cor­
responding formula occurrence in x'. Then one can easily show by induction on 
the length l of the path between Jt and the end-sequent of x that: 

(*) L(v') = L(v) \ D 

We abbreviate D* := --,D A --,L1 A ... A --,Ln and show P(x') = P(x)D* again 
by induction on the length l of the path between Jt and the end-sequent. 

If l = 0 then n = 0. Furthermore, P(x) = XU Y for sets of labelled clauses X 
andY and P(x') =X. But X contains no labels from D while Y contains only 
labels from D, so P(x') =X= (Xu Y)'D = P(x)'D. 

If l > 0 we make a case distinction according to the type of the last rule p in 
x: If p is unary then the result follows immediately from (IH). If p is a binary 
D-rule then P(x) = XU Y and P(x') = xD* U Y, but Y contains no labels 
from D nor any from L1, ... , Ln, soY = yD* and thus P(x') = XD* U Y = 

xD* uyD* = (XUY)D* = P(x)D* 0 If pis a binary L'-rule, let a be the auxiliary 
occurrence on the path between Jt and the root. We distinguish two cases: 

1. £(a) <:;;; D, i.e. a becomes weak after the reduction, so a = an+l, the 
other auxiliary occurrence is f3n+l and its labels £(f3n+l) = Ln+l· We have 
P(x) = X X£(a)ULn+l y and by (*) and (IH) that P(x') = xD* XLn+l Y. 
By algebraic manipulations one shows that P(x') = (X U Y)D* A•Ln+ 1 and 
P(x)D* 1\•Ln+l = x·£(a)!\D* 1\•Ln+l u yD* 1\•Ln+l, By our case assumption 
£(a)<:;;; D, so --,£(a) AD* can be simplified to D* because --,Dis contained in 
D* and thus P(x)D*!\•Ln+l = xD*!\•Ln+l uyD*!\•Ln+l = (XUY)D*!\•Ln+l. 

2. £(a) cJ;_ D: In this case we have P(x) = X X£ Y for a set of labels L, and 
by (*) and (IH) that P(x') = XD* xL\D Y. Writing L \ D as LA --,D, 
using algebraic manipulations and simplifying D* A L A --,D to D* A L gives 
P(x') = (XL X y L)D* ux D* 1\•(LA·D) uY·(LA·D) 0 By further simplifications 
one shows that P(x') =(XL x yL)D* U (X'L)D* u (Y'L)D* = P(x)D* q.e.d. 

Corollary 2. Let X be an LKps-proof and Jt a position in X of a cut that can 
be reduced by ---+aw. Let D be the set of axiom labels of the sub-proof deleted by 
this ---+aw -step. If all formula occurrences in the deleted sub-proof are ancestors 
of cut formulas then 

P(x') = P(x)'D 

Proof. By applying Lemma 7 and observing that in this case there can be no 
binary L'-rule with an auxiliary formula a s.t. £(a) <:;;; D, thus n = 0 and 
P(x') = P(x)·D q.e.d. 

Lemma 8 (contraction reduction). Let x be an LKps-proof and Jt a position 
in X of a cut that can be reduced by ---+ac. Then 

x[r.p]j,! ---+ac x[r.p']j,! 

Let D be the set of axiom labels of the sub-proof duplicated by this ---+ac -step and 
let 1r be the permutation on labels and variables applied to the new copy of the 
duplicated sub-proof. We write x' for x[r.p'Jw Then 

P(x') = P(x) u P(x)Dn 
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Proof Let v be a formula occurrence in x but not in rp and let v' be the cor­
responding formula occurrence in x'. Then one can show by induction on the 
length l of the path between Jt and the end-sequent of x that: 

(*) £(v') = £(v) U (£(v) n D)n 

We show P(x') = P(x) U P(x)Dn again by induction on the length l of the 
path between Jt and the end-sequent. If l = 0 then P(x) =XU Y and P(x') = 
XUXnUY but as (XUY)D =X we obtain P(x)Dn = Xn. If l > 0 we make a 
case distinction according to the type of the last rule p: If p is a unary rule then 
the result holds immediately by (IH). If pis a binary D-rule then P(x) =XU Y 
and by (IH): P(x') = XUXDnuY but as Y contains no labels from D we have 
P(x)Dn = XDn. 

If pis a binary E-rule then P(x) = X XL Y and by (IH) and (*): P(x') = 

(XU XDn) X£u(LnD)7r Y. By observing that neither X nor Y contain any labels 
from the image of 1r and that thus for Z E {X, Y} and any label sets M, N: 
zMVN7r = zM and z~(MVN7r) = z~M one shows that 

So it remains to show 

As Y cannot contain any labels from D, we have 

By algebraic manipulations concerning the variable and label permutation 1r one 
shows the remaining equations: 

q.e.d. 

5 A General Invariance Property 

Definition 16. Let A and B be formulas. Then any cut-free proof of A f-- B is 
called a transformation of A to B (generally denoted by TA,B)· 

We define the effect of transformations on proofs via cut-elimination. To this 
aim we define a refinement of ---+a and corresponding normal forms: 

Definition 17. LetT A,B be a transformation, rp be a proof of a sequent r f-- .1, A 
and 7/J be a proof of a sequent B,II f--A. We consider the proofs T(rp,TA,B): 

rp TA,B 
r f-- Ll,A A f-- B 
------=::-c------:----=-- cut 

rf-- Ll,B 
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and T(TA,B, 7/J): 
TA,B 7/J 

Af--B B,IIf--A 
A, II f--A 

cut 

We mark in T(r.p, TA,B)(T(TA,B, 7/J)) all ancestors of the final cut and refine ---->c 

to ---->ct by the following restrictions: 

(1) apply the reduction rules only cuts whose auxiliary formulas are marked. 
(2) apply the elimination rules for axioms only if all other ---->c-reduction rules 

on marked formulas fail. 
( 3) Eliminate a cut between two (atomic) axioms by eliminating the axiom com­

ing from TA,B (i.e. the axiom with the labels coming from TA,B)· In more 
detail: replace the subproof 

B{i} f-- B{i} B{j} f-- B{j} 

B{i} f-- B{j} cut 

(where i is a label in the r.p-part (in the 7/J-part) and j is a label in the TA,B­
part) by 

Then by T A,B ( 7/J) ( ( r.p )T A,B) we denote the set of all ---->ct -normal forms of 
T(TA,B, 7/J) (T(r.p, TA,B)). 

Remark 1. Note that Gentzen normal forms of proofs are not unique in general. 
Therefore the elimination of the cut with the transformation T A,B may yield 
different proofs. So any element from the set ( r.p )T A,B can be considered as the 
transformed proof. 

Below we investigate a class of transformations T A,B where A is logically equiv­
alent to B: 

Definition 18. Two formulas A, B are called V-equivalent if they contain the 
same variables. 

Definition 19. Let T be a transformation TA,B and let A, B be V -equivalent. 
Moreover let X1, ... , Xn be the bound variables in A (respectively in B). Then T 
is called Q-simple if 

(a) For every variable Xi there are exactly two quantifier introductions in T. 
(b) If {Xi +-- ai} is a substitution corresponding to a strong quantifier introduc­

tion on an ancestor of A then {Xi +-- ai} is also a substitution corresponding 
to a weak quantifier introduction on an ancestor of B. 

(c) If {Xi +-- ai} is a substitution corresponding to a strong quantifier introduc­
tion on an ancestor of B then {Xi +-- ai} is also a substitution corresponding 
to a weak quantifier introduction on an ancestor of A. 

Remark 2. In a Q-simple transformation the strong substitutions for A are the 
weak ones for B and vice versa. In particular, all quantifier introductions have 
variable substitutions. 
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Example 3. The following transformation T is Q-simple: 

No transformation with end-sequent (Vx)Q(x) f-- (::Jx)Q(x) is Q-simple. 

Definition 20. A transformation T A,B is called simple if it is Q-simple and 
does not contain structural rules. 

Example 4. The transformation T defined in Example 3 is simple. Moreover the 
identical transformation I is simple. I can be defined in the following way: 

If A is an atom then I(A) =A f--A. If A contains logical operators, then I( A) 
can be defined inductively. We consider the cases A = B ----+ C and A = (Vx )B, 
the others are straightforward. 

I(B) I(C) I(B{x ~a}) 
B{x~a}f--B{x~a} 
-----'------:---'---------::----'-----------:-----'---\/·l Bf--B Cf--C 

B,B----+Cf--C ----+:l 
--~-------- ----+·r 

I ( B ----+ C) = B ----+ C f-- B ----+ C . 
(Vx)B f-- B{x ~a} · 

I((Vx)B) = (Vx)B f-- (Vx)B V: r 

Definition 21. Two formulas A, B are called strongly equivalent (notation 
A "'s B) if there exist simple transformations TA,B and TB,A· 

Remark 3. Note that, in contrast to full logical equivalence, it is decidable 
whether two formulas are strongly equivalent. This is clear as the number of 
inferences in a simple transformation T A,B is bounded by the logical complexity 
ofAf--B. 

Example 5. Note that the existence of a simple transformation from A to B does 
not imply the existence of a simple transformation from B to A. Let P(x) and 
Q be atom formulas. Then there is a simple transformation from (Vx)P(x) A Q 
to (Vx)(P(x) A Q): 

P(a)f--P(a) Qf--Q 
~~~~~------,------,~ A·r 
P(a),Qf--P(a)AQ . 

(Vx)P(x), Q f-- P(a) A Q V: l 
(Vx)P(x)AQf--P(a)AQ A:l 

(Vx)P(x) A Q f-- (Vx)(P(x) A Q) V: r 

But there is no simple transformation from (Vx)(P(x) A Q) to (Vx)P(x) A Q. 
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Definition 22. A binary relation v on formulas is called compatible if, for all 
formulas A and B, A v B implies C[A].>- v C[B].>- for any formula context C[ ]A. 

Proposition 2. "'s is a compatible equivalence relation on formulas. 

Proof. reflexivity: Define TA,A as J(A); I(A) is simple for all A. 

symmetry: immediate by definition. 

transitivity: 
Assume A "'s Band B "'s C. Then there exist simple transformations TA,B and 
TB,c; we may assume w.l.o.g. that T A,B and TB,C do not share eigenvariables. 
By V(X) we denote the set of variables in X. 

By definition of "'s we have V(A) = V(B), V(B) = V(C) and thus V(A) = 

V(C). We consider the proof 'T]Ac: 

TA,B TB,C 

Af---B Bf---C 
A f--- C cut 

As T A,B and TB,C do not contain weakening and contractions, the same holds 
for 'TJAC as well. Clearly 'TJAC is not a transformation; but it is enough to show 
that any cut-elimination sequence tJi on 'TJAC yields a transformation which is 
also simple. 

Let 'TJAC ----+(} ~· Then, by definition of the reduction rules for ----+c, ~ does 
not contain weakenings and/or contractions (indeed no additional weakenings 
and contractions are introduced by the cut-reduction rules). So let tJi be a cut­
elimination sequence on 'T]Ac; then its result is a transformation T A,C which is 
weakening- and contraction-free. It remains to show that T A,C is also Q-simple. 

Let us assume that X: {x1, ... , Xn} are the bound variables in A, B, C. As TA,B 

is simple, X can be partitioned into two sets 

{yl,···,Ym} {z1, ... ,zk} 

s.t. the Yi are the strong variables of quantifier introductions on ancestors of 
A, and the Zj are the weak variables of quantifier introductions on ancestors 
of A. Moreover, as T A,B is Q-simple, the Yi are the weak variables of quantifier 
introductions on ancestors of B, and the Zj are the strong variables of quantifier 
introductions on ancestors of B. Now let us list the vectors of variables in the 
following order: 

(1) strong, ancestor of A, (2) weak, ancestor of A, 
(3) strong, ancestor of B, (4) weak, ancestor of B. 

This way we obtain a tuple 

XAB: < (y1, ... , Ym), (z1, ... , Zk), (z1, ... , Zk), (y1, ... , Ym) >. 

Now consider the tuple XAB under substitution of the bound variables by the 
quantifier substitutions. Then we obtain the quantifier-introduction vector for 
TA,B: 
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For TB,C we obtain (replacing A by B, B by C in the tuple notation) 

XBc: < (y1, ... , Ym), (z1, ... , Zk), (z1, ... , Zk), (y1, ... , Ym) > . 

and the quantifier introduction vector 

YBc: < (,8~, · · · ,,B:r,), (/'1, · · · ,/'k), (/'1, · · · ,/'k), (,8~, · · · ,,B:r,) > · 

Note that 'f/AC is regular and so the ,8~ are different from the ,81 . 

Now let !J! be a cut-elimination sequence on 'f/AC· According to the cut­
reduction rules for quantifiers, strong variables are replaced by weak terms. As 
the proofs in !J! do not contain weakenings and contractions, !J! contains exactly 
m + k ( = n) quantifier-elimination steps. Therefore these steps can be charac­
terized by the single substitution 

Hence the quantifier introduction vector for the result T A,C of !J! is 

YAc: < (a1, ... , am), (/'1, ... , !'k), (/'1, ... , !'k), (a1, ... , am) > . 

But this quantifier introduction vector is that of a Q-simple transformation. 
Therefore T A,C is simple. 

It remains to show that "'s is compatible. 
We proceed by induction on the logical complexity of the context. The case 

of the empty context is trivial. 

(IH) Let C[A]>.. "'s C[B]>.. whenever A "'s B, for any C of complexity::::; nand 
any position A in C. 

Now let C be of complexity n + 1. Then Cis of one of the following forms 

(a) c = C1 A C2, (b) c = C1 v C2, (c) c = C1 ---+ C2, 

(d) C = --,C', (e) C = (Vx)C', (f) C = (::Jx)C'. 

We only show the cases c,d,e, the others are analogous. 

(c) We consider the formulas (C1 ---+ C2)[A]p, and (C1 ---+ C2)[B]w There are two 
possibilities: 
( c1) J-l is an occurrence in C 1 , and 
(c2) J-l is an occurrence in C2. 

(cl) There exists a position A in C1 (corresponding to J-l in C) s.t. 

We define a transformation T transforming Cl[A]>..---+ c2 into C1[B]>..---+ 
C2 (the other direction can be obtained by exchanging A and B). 

T 1 J(C2) 
C1[B]>.. f-- Cl[A]>.. C2 f-- C2 
--~~----~--------- ----t•l 
C1[B]>.., C1[A]>..---+ C2 f-- C2 . 
--~~--~~--~~---- ---+:r 
C1[A]>..---+ C2 f-- C1[B]>..---+ C2 
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By (IH) a simple T 1 exists, and I ( c2) is simple; obviously T itself is simple. 
( c2) symmetric to ( c1). 

(d) We have to show (---,C')[A]I' "'s (---,C')[B]w Again there exists a position A in 
C' with ---,C'[A].>- = (---,C')[A]I' (the same for B). The desired transformation 
Tis 

T' 

C'[B].>- f--- C'[A].>-
,c'[A].>-, C'[B].>- f--- ' : l 

---,C'[A].>- f--- ---,C'[B].>- ' : r 

By (IH) such a simple transformation T 1 exists. Clearly Tis also simple. The 
transformation from ---,C'[B].>- into ---,C'[A].>- can be obtained by exchanging 
A and B. 

(e) We have to prove (('v'x)C')[A]I' "'s ((\ix)C')[B]w Again there must be a 
position A s.t. (('v'x)C')[A]I' = (\ix)C'[A].>- (the same for B). We define T as 

T' 

C'[A].>-{x +---a} f--- C'[B].>-{x +---a} 
(\ix)C'[A].>- f--- C'[B].>-{x +---a} \i: l 

(\ix)C'[A]>- f--- ('v'x)C'[B].>- \i: r 

A simple transformation T 1 exists by (IH). 
Let A'= A{x +---a}, B' = B{x +---a}. Then 

C'{x +--- a}[A']>- = C'[A].>-{x +---a}, C'{x +--- a}[B']>- = C'[B].>-{x +---a}. 

Clearly the complexity of C' { x +--- a} is that of C' itself. It remains to show 
that A' rv 8 B': consider a simple transformation T A,B. Either x is a free 
variable in A and B or it does not occur in both of them. As a is a variable 
not occurring in A and B, the transformation TA,B{x +---a} is also simple. 
Therefore the transformation T above is simple as well q.e.d. 

Example 6. ---,(\fx)(::Jy)P(x, y) "'s (::Jx)(\iy)---,P(x, y): 
we have shown in Example 3 that there exists a simple transformation of 

---,(\fx)(::Jy)P(x, y) to (::Jx)(\iy)---,P(x, y). It is easy to construct a simple transfor­
mation of (::Jx)(\iy)---,P(x, y) to ---,(\fx)(::Jy)P(x, y). 

We give an example of logically equivalent formulas which are not strongly 
equivalent: 

(\ix)P(x)---+ Q(a) rfs (::Jx)(P(x)---+ Q(a)). 

Indeed, all transformations of (\ix)P(x) ---+ Q(a) to (::Jx)(P(x) ---+ Q(a)) require 
the use of contractions and thus are not simple. In fact, the quantifier (\ix) in 

S: (\ix)P(x)---+ Q(a) f--- (::Jx)(P(x)---+ Q(a)). 

is strong in S and thus (going from the end-sequent to the axioms) must be 
eliminated prior to (::Jx) (which is weak in S). We see that, in general, the 
quantifier shifting principles go beyond strong equivalence. 
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Definition 23. A formula A is in negation normal form (NNF) if it does not 
contain ----+ and ---, occurs only immediately above atoms (i.e. for any sub formula 
---,C of A, C is an atom). 

Lemma 9. A formula is in negation normal from iff it is a normal form under 
the rewrite rules R (applied to arbitrary occurrences of subformulas): 

(1) ,,A'* A, (2) -,(A 1\ B) '*-,A V ---,B, (3) -,(A VB) '*-,A 1\ ---,B, 

(4) A----+ B '*-,A VB, (5) ---,(\fx)A '* (3x)---,A, (6) ---,(::Jx)A '* (\ix)---,A. 

Moreover all formulas A can be transformed to a NNF B via R (we say that B 
is the NNF of A). 

Proof In [1], proposition 4.6. 

Proposition 3. A formula A is strongly equivalent to its negation normal form. 

Proof It is enough to show that, for the rewrite rules defined in Lemma 9, the 
left and right sides are strongly equivalent. Then the result follows from Lemma 9 
and the fact that "'s is compatible and transitive (Proposition 2). 

We give the simple transformations corresponding to the rules in R: 

(1) ,,A "'sA: 
I(A) 
A f--A 

f---A,---,A ':r 
,,A f---A': l 

(2) -,(A 1\ B) "'s -,A V ---,B: 

I(A) I(B) 
Af---A Bf---B 
A, B f--- A 1\ B 1\ : r 

--~-------- ---,·l 
A,B,---,(AI\B) f--- • 
------~--~- ---,:r 
A, -,(A 1\ B) f--- ---,B 
----~----'----- ---, : r 
-,(A 1\ B) f--- -,A, ---,B 

---'-------'-------- V · r 
-,(A 1\ B) f--- -,A V ---,B . 

I(A) 
A f--A ....::..::,.---::-::.... ---, : l 

---,A,Af---
Af---,,A ':r 

I(A) I(B) 
Af---A ---,:l Bf---B ---,·l 

A,---,Af--- B,---,Bf--- . 
~~-=--~~~--- v·l A,B,---,A v---,B f--- • 

A 1\ B, -,A V ---,B f--- 1\ : l 
--------'--------- ---, : r 
-,A V ---,B f--- -,(A 1\ B) 

(3) -,(A VB) "'s -,A 1\ ---,B: symmetric to (2). 
(4) A----+ B "'s -,A VB: 

I(A) I(B) 
Af---A Bf---B 
A, A----+ B f--- B ----+: l 

---,---=--c------:--=- ---, : r 
A----+Bf------,A,B 

A ----+ B f--- -,A VB V : r 

I(A) 
A f--A I(B) 

Bf---B A,---,A f--- ': l 
---A---,--, ,-A--:--v----=B=---c-f-------=B=--- V : l 

-,----=A:-v-----=B:-:f-----A:-----+--B=- ----+: r 
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(5) --,(\fx)A "'s (3x)--,A: 

I(A{x +---a}) 
A{x +---a} f--- A{x +---a} 

----'-------,---'----,--------'--:---=--- ' : r 
f--- --,A{x .---a}, A{x .---a} 
__ ,---'--,-------'-----,------=-------:--'- :3 . r 

f--- (3x)--,A, A{x .---a} · 
---..,...-----..,...---~ \i·r 

f--- (3x )-,A, (\ix )A · 
----=-~-~---::-~ ,.z 
--,(\fx)A f--- (::Jx)--,A · 

(6) --,(::Jx)A "'s (\ix)--,A: symmetric to (5). 

q.e.d. 

I(A{x +---a}) 
A{x +---a} f--- A{x +---a} 

----'-----~-'-------'--:-----:--'--:- ' 0 l 
A{x .---a}, --,A{x .---a} f--- • 

(\ix)A, --,A{x .---a} f--- \i: l 

(\ix)A, (3x)--,A f--- 3 : l 
--,-------,--------,------,-.,----- ' : r 
(::Jx)--,A f--- --,(\fx)A 

The following lemma is the technical key to the main result. It shows that 
simple transformations applied to ancestors of cuts do not change the proof 
profile modulo variable renaming. In particular, this holds for the transformation 
to negation normal form. 

Lemma 10. Let r.p' be a subproof of an LKps-proof r.p s.t. r.p' is an LK-proof of 
a sequent r f--- .:1, A at node v, and A is an ancestor of a pseudo-cut. Let T A,B be 
a simple transformation. Then, for any proof'lj; in (r.p1)TA,B, P(rp['l/J]v) = P(r.p)n, 
where 1r is a permutation of eigenvariables. 

Remark 4. Note that, in general, rp['l/J]v is a pseudo-proof, even if r.p is a proof, 
as the substitution of 'lj; for rp' may violate cut- and contraction rules. But note 
that rp' must be an LK-proof! 

Proof. We proceed by cut-elimination on the proofT(r.p',TA,B): 

r.p 1 TA,B 
r f--- L1,A A f--- B 

r f--- L1,B 
cut 

The profile at the node v is of the form 

for a set of atoms Ai and labels li. Note that all binary inferences in T A,B work 
on ancestors of a cut, so D is the union of all axiom sequents in T A,B. 

Moreover we obtain 
P(r.p)=CUD 

For a clause set C, because- on successors of B (which goes into a pseudo-cut) 
- only unions are performed in the construction of the proof profile. 

We apply cut-elimination based on ---->ct in two phases (as defined in Defi­
nition 17): in the first step we eliminate all marked cuts without applying the 
elimination rule for axioms. In a second step we eliminate the atomic cuts be­
tween axioms. 
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In every phase of cut-elimination by ----+c, we distinguish a rp'-part (i.e. the 
part labelled by F, the original label set of rp) and a TA, 8 -part. Indeed, every 
cut appearing in a proof x obtained by cut-elimination is of the form~: 

p (J 

II f-- A,C C,II' f--A' 
II II' f-- A A' cut 

' ' 
where p is an (possibly instantiated) subproof of rp', and u one of TA,B· For 
simplicity we assume that the rp'-part is to the left and the TA,B-part to the 
right (in fact the sides my change by elimination on negated formulas). 

We prove that for all X with (rp')TA,B ----+(},X ,we have 

(*) P(rp[x]v) = Cn U D*, 

where 1r is a permutation of eigenvariables and D* is a set of instances of clauses 
(modulo label renaming) in D. 

We know by Lemmas 4 and 5 that ----+cr and ----+cP do not change the profile, 
so we may assume that the cut in~ is introduced (1) by weakening, or (2) by 
contraction, or (3) by quantifier introductions on both sides. Let us furthermore 
assume inductively that (*) holds for X· 

(1) ~is of the form 
p' 

IIf--A u 
II f-- A, C w : r C, II' f-- A' 

II, II' f-- A, A' 
cut 

Indeed, weakening can only appear in the rp'-part, not in the TA,B-part (as 
T A,B is simple). According to the rules of ---+c., ~ reduces to e for e = 

p' 
IIf-- A 

_....:::.:::-'--~---,-, w* 
II, II' f-- A, A' 

From now on (for the remaining part of the proof) let us assume that the 
root node of~ is J-l and x' = xWlw Then, as II' and A' contain only ancestors 
of a cut, we may apply Corollary 2 and obtain 

P(rp[x']~-') = Cn U D', 

where D' is a subset of D*. 
(2) contraction: as in (1) contractions can only occur in the rp'-part, not in the 

T A,B-part. So ~ is of the form 

p' 
II f-- A, C, C c : r u 

II f-- A,C C,II' f--A' 
--~-----~--- cut 

II, II' f-- A, A' 
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p' (J 

II f-- A, C, C C, II' f-- A' 

II, II' f--A, A', C 
cut u' 

C,II' f-A' 
II, II', II' f--A, A', A' * 

II II' f--A A' c 
' ' 

cut 

where u' is u after renaming of eigenvariables and labels. Again, let x' = 
xWlw Then, by Lemma 8, 

P(rp[x']v) =Orr U D* U D', 

where D' is a set of instances of clauses in D*. 
(3) Elimination of a quantifier: 

(3a) ~ = 

u' p' 
IIf--A,A{x+-t} 

II f-- A, (::Jx )A 
:3:r 

A{x +---a}, II' f--A' 
____o,__,..--,---:'--:-____,-,-- :3 : l 

(:3x )A, II' f-- A' 

II, II' f-- A, A' 
cut 

p' u' {a +--- t} 
II f--A, A{x +--- t} A{x +--- t}, II' f--A' 
-------=.----==-==-.,-----=---:-:----=---- cut 

II, II' f-- A, A' 

Then, by Lemma 6, 

P(rp[x']v) =Orr U D*{a +--- t}. 

Note that a does not occur in C1r! Again, the rp'-part remains unchanged, 
and the T A,B-part is instantiated. 

(3b) ~ = 
p' u' 

II f-- A,A{x +---a} A{x +--- (3},II' f--A' 
II f--A, (\ix)A \i: r (\ix)A, II' f--A' \i: l 

----=----'------,---,------'----'----'----- cut 
II, II' f-- A, A' 

As u' is a T A,B-part, the quantifier substitution for \i : l is of the form 
{ x +--- (3} where (3 is an eigenvariable in the proof rp[~]v· Note that no sub­
stitution of an eigenvariable in the TA,B-part (see case (3a)) can change 
the weak quantifier substitutions in this part, because T A,B is simple. 
Now~ ---+at e fore= 

p' {a +--- (3} u' 
II f-- A,A{x +--- (3} A{x +--- (3},II' f--A' ___ ____:. __ .....:...._ _ __:_ __ ,;:__ ___ cut 

II, II' f-- A, A' 
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Again, by Lemma 6, we obtain 

P(cp[x']v) = Cn{a <---- ;3} U D*. 

We know that j3 is a variable. But j3 cannot occur in Cn (i.e. in the 
cp' -part of the proof) as j3 is an eigenvariable in T A,B-part and the proof 
X is regular. So we obtain 

Cn{ a <---- ;3} = Cn{ a <---- ;3, j3 <---- a} 

where n{ a <---- ;3, j3 <---- a} is a permutation of eigenvariables. 

We have seen that in all cases (1), (2), (3) the property(*) is preserved. Thus 
it holds after the first phase of cut-elimination, before the axioms are eliminated. 
It remains to investigate the elimination of the axioms. Let x* be the normal 
form ofT( cp', T A,B) under the first phase of cut-elimination. Then 

P(cp[x*]v) = Cn U D*. 

where 1r is a permutation and 

Now the only cuts left in x* are of the form~= 

Where i is a label in the cp'-part and j is a label in the TA,B-part. According to 
the definition of ---->ct (Definition 1 7), ~ is replaced by e = 

B{i} f--- B{i}. 

Let J.L be the node of this cut and x' = x* [(]. Then 

P(cp[x']v) = Cn U D*- {B f---j B}. 

This procedure is repeated till all the clauses in the set D* are used up. Let us 
call the resulting proof 'lj;, which does not contain any marked cuts. Then 

P(cp['l/J]v) = Cn. 

q.e.d. 

Corollary 3. Let cp' be a subproof of an LKps-proof cp s.t. cp' is a proof of a 
sequent B, r f--- Ll at node v, and B is an ancestor of a pseudo-cut. Let T A,B be 
a simple transformation. Then, for any proof'lj; in TA,B(cp'), P(cp['l/J]v) = P(cp)n, 
where 1r is a permutation of eigenvariables. 

Proof completely symmetric to the proof of Lemma 10. 
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Lemma 11. Let r.p be an LK-proof and u be a subproof of r.p (at node v) of the 
form 

CJ1 CJ2 

r f-- Ll, A A, II f-- A 
cut 

r,II f-- Ll,A 

and let A be strongly equivalent to B. Then there exists an LK-proof 'lj; of the 
form 

'l/J2 
B,IIf--A 

r,II f-- Ll,A 
cut 

and a permutation of eigenvariables 1r s.t. rp['l/J]v is an LK-proof and P(rp['l/J]v) = 

P(rp)n. 

Proof. Apply Lemma 10 to the subproof u 1 with the transformation TA,B· The 
result is a pseudo-proof rp1: rp[p]v with P(rp1) = P(rp)1r1 for a permutation 1r1 and 
for p = 

'l/J1 CJ2 

r f-- Ll, B A, II f-- A 
--~~~--~~-- pscut 

r,II f-- Ll,A 

Then apply Corollary 3 to u 2 (within rp1) and obtain a pseudo-proof rp2, for 
rp2 = 'P1['l/J]v, with P(rp2) = P(rp1)1r2 for a permutation 1r2 and for 'lj; = 

'l/J1 'l/J2 
r f-- Ll,B B,II f--A 
----=-=-:---,---,----- cut 

r,II f-- Ll,A 

Then 

Clearly n1n2 is a variable permutation. Moreover rp2 is not only a pseudo-proof 
but also a proof (note that 'lj; is a proof and has the same end-sequent as u) 
q.e.d. 

The following theorem shows that we can transform the cuts in an LK-proofinto 
arbitrary strongly equivalent form without changing the proof 
profile (indeed, variants that differ only by variable permutations can be con­
sidered as equal). All these forms can thus be considered as equivalent w.r.t. 
cut-elimination. 

Theorem 1. Let r.p be an LK-proof with cut formulas A1, ... , An and B1 "'s 

A 1, ... , Bn rv 8 An. Then there exists a proof 'lj; with cut formulas B 1, ... , Bn and 
P('tj;) = P(rp)n for a variable permutation n. 

Proof. We iterate the construction defined in Lemma 11, by transforming the 
cuts with A1 , ... , An successively into cuts with B 1 , ... , Bn. This way we obtain 
a proof 'lj; and permutations 1r1, ... , 7rn with 
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But 1r1 ... 7rn is also a permutation q.e.d. 

Corollary 4. Let rp be a proof with cut formulas A1, ... , An. Then there exists 
a proof '1/J with cut formulas B1, ... , Bn, where the Bi are the negation normal 
forms of the Ai and P('I/J) = P(rp)n for a permutation n. 

Proof By Proposition 3 and Theorem 1. 

Corollary 4 does not hold for prenex normal from in place of NNF. This is 
based on the fact, that quantifier shifting does not preserve strong equivalence in 
general (see Example 6); so Theorem 1 is not applicable in case of prenex normal 
forms. Moreover, a proof transformation to prenex form, under preservation of 
cut-homomorphism, is impossible in principle (see [2]). 

In Section 3.4 we have shown that profiles define equivalence classes of proofs 
at least as large as proof nets. Theorem 1 proves that the equivalence classes 
defined by profiles are in fact larger, due to the strong abstraction from the 
syntax of cuts. 

6 Summary 

We have shown that proofs with strongly equivalent cut-formulas (obtained via 
simple transformations) have the same profile (under variable renaming) and 
thus can be considered as equal w.r.t. cut-elimination. We did not prove that 
the profile remains the same when the whole proof (i.e. also the formulas in the 
end-sequent) undergoes simple transformations. We conjecture that even this 
stronger result holds (e.g. it is easy to show that it holds for transformations 
to negation normal form), but it is much harder to prove: indeed, if we apply a 
transformation to a formula which goes to the end-sequent, the original formula 
changes its status (as it now goes to the cut with the transformation), and the 
whole profile changes in a more complicated way. 

We defined profiles as sets of labelled clauses, i.e. two clauses that differ only 
in their labels are treated as two different clauses. If profiles are defined as sets of 
clauses (dropping the labels after generation of the profile), the class of equivalent 
proofs becomes even larger while still having the same set of normal forms of the 
CERES method. Then, however, cut-elimination on propositional proofs would 
not increase the profile (it can only shrink by weakening), and thus would not 
express the duplication of subproofs. 

Furthermore, it is possible to apply redundancy-elimination techniques from 
automated theorem proving like tautology-deletion and subsumption to the pro­
file which results in a smaller and thus more readable version of it. While these 
transformations formally change the set of normal forms, the logical meaning 
of them is preserved. On the other hand we clearly can regard profiles as equal 
if they are equivalent w.r.t. variable renaming. Moreover we believe that the 
analysis can be carried over to LK-proofs in second-order logic. 
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1 Introduction 

Connections between games and logic are quite common in the literature: for 
example, to every analytic proof system with the subformula property (hence 
admitting cut-elimination) one can associate a game in which a player tries to 
find a cut-free proof and his opponent can attack parts of the proof constructed 
since then. Along these lines, formulas correspond to games and proofs corre­
spond to winning strategies. A first connection between many-valued logic and 
games was discovered by Giles in [9]. A variant of such semantics was used in [4] 
in order to obtain a uniform proof system with a game-theoretical interpretation 
for Lukasiewicz, product and Godellogics. The above mentioned papers are ex­
tremely interesting, but we would say that the interest of this game semantics 
is more proof-theoretical than game-theoretical. 

A game semantics for Lukasiewicz logic with a clear game theoretical inter­
est, in view also of its connections with the treatment of uncertain information 
and with error-correcting codes, has been discovered by Daniele Mundici [14]. 
The game in question is the Renyi-Ulam game, see [17], [18], and the logic is 
Lukasiewicz logic. 

Given a finite set fl of cardinality N (called the search space, we can suppose 
without loss of generality that [2 = {1, 2 ... , N}) and a natural number e, the 
Renyi-Ulam game G(N, e) is the following: a player, called Responder, chooses 
an element of [2 called the secret. The other player, called Questioner, has to 
guess the secret on the ground of binary questions. Responder has to answer 
all of them with a maximum of e lies. The connections between this game and 
Lukasiewicz logic are the following: the information contained in a sequence u 
of questions-answers (called record in the sequel) can be coded by means of the 
function mu from fl into [0, 1], called the truth-value function corresponding to 
u, defined as follows. 

* Supported by the Bolyai Janos Research Grant and by the Hungarian-American 
Enterprise Scholarship Fund (HAESF). 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 231-246, 2007. 
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Say that a pair (Q, A), of questions-answers, where Q is Is the secret in X? 
with X <:;;; fl, and A E {YES, NO} falsifies x if either x E X and A = NO or 
x tj_ X and A = YES. 

Let for every x E fl, h~ be the number of questions-answers in(}' which falsify 
x (counting repetitions!). 

Then mu is defined, for every x E fl, by 

( ) e + 1- h~ 
mu X = . 

e+1 
(1) 

Note that it is possible that (}' i=- T and mu = mn but this can only occur if 
(}' and T have the same informational content (this happens e.g. if T is obtained 
from (}' after a permutation of the questions-answers, preserving repetitions). As 
observed by Mundici, the truth-value function mT corresponding to the juxtapo­
sition T of two records(}' and pis the pointwise Lukasiewicz conjunction mu8mp 
ofmu and mp. 

Moreover truth-value functions can be partially ordered by the pointwise order 
:::S: mu :::S mp iff for x = 1, ... , N, mu(x) ::::; mp(x). (Intuitively, mu :::S mp iff the 
record(}' is more informative than p). Finally, we can introduce the constantly 
zero function 0, which corresponds to an inconsistent record, i.e., a record in 
which every element of the search spaces is falsified by more than e answers, and 
the constantly 1 function I, which corresponds to the empty record. 

Given a truth-value function mu, there is a maximum truth-value function mp 
such that mu 8 mp = 0, or equivalently, there exists the less informative record p 
which added to (}' produces the inconsistent information. Such a function, called 
the complement of mu and denoted by 'mu, is defined by 'mu = 1 - mu. 
(Lukasiewicz negation). Of course, one can also define an implication mu ----> mp as 
--,(mu 8 'mr), and it turns-out that such implication corresponds to the weakest 
information which added to (}' gives an information at least as strong as p. 

Summing-up, truth-value functions have a logic, which is precisely the e + 2-
valued Lukasiewicz logic if e is the upper bound to the number of lies allowed 
by the game. Moreover, if one considers the logic of all truth-value functions 
corresponding to all R€myi-Ulam games with an arbitrary number e of lies, then 
the underlying logic is just the infinite-valued Lukasiewicz logic. 

One may wonder if similar games can be found for other many-valued logics. A 
positive answer for the case of Hajek's Basic Logic BL was given by Cicalese and 
Mundici in [5]. There the authors propose a multichannel variant of the R€myi­
Ulam game and prove that such variant constitutes a complete game semantics 
for BL. A game semantics for Godellogic can be obtained as a particular case, 
so what still remains open is a game semantics for product logic. A first attempt 
to obtain a game semantics for product logic is introduced in [13], where the 
authors propose a multichannel variant of Pelc's game [15]. It turns-out that 
for some values of the probability parameter p one obtains a finitely strongly 
complete game semantics for product logic. 

In this paper we explore an alternative game semantics which is closer to that 
given by the Renyi-Ulam game. The basic idea is that, as observed by Hajek in 
[11] Wajsberg algebras, the algebras of Lukasiewicz logic, can be presented as 
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truncations of product algebras. More precisely, given a product chain A and an 
element a> 0, define A\,. a to be the algebra whose domain is {x E A: x 2: a}, 
whose residual and whose lattice operations are the restrictions to A\,. a of the 
analogous operations on A, and whose product ·a is x ·a y = (x · y) V a. Then 
it is readily seen that A \.. a is a Wajsberg algebra. A similar construction can 
be performed starting from any (possibly not totally ordered) product algebra 
and an element a such that -,a = 0, still getting a Wajsberg algebra. It can be 
shown that every Wajsberg algebra can be obtained in this way from a product 
algebra. 

Taking truncations by lower and lower elements, we obtain better and better 
approximations of the product algebra we started from by means of Wajsberg 
algebras. This observation suggests the investigation of a game semantics for 
product logic consisting of Renyi-Ulam games with larger and larger number of 
lies. This game, denoted by G(N, ?), is investigated in Section 3 of the present 
paper. However, in this way we don't obtain a game semantics for product logic, 
but rather for the logic CH corresponding to cancellative hoops. In order to 
obtain a game semantics for product logic, we introduce a multichannel game 
semantics along the lines of [5]: here the first channel is more expensive but 
completely reliable, whereas along the second and cheaper channel a fixed but 
unknown number of lies are possible. The game obtained in this way is introduced 
in Section 4, and is denoted by G*(N, ?). In Section 4 we show that G*(N, ?) 
constitutes a finitely strongly complete algebraic semantics for product logic. 
Finally, in Section 5 we investigate some probabilistic variants of the games 
G(N, ?) and G* (N, ?), having some game-theoretical interest. 

2 Preliminaries 

Definition 1. A commutative, integral, bounded residuated lattice {see {12}) 
{c.i.b. residuated lattice for short) is a system L = (L, &, ---+, V, /\, 0, 1) where 
(L, &, 1) is a commutative monoid, (L, V, /\, 0, 1) is a lattice with minimum 0 
and maximum 1, and the residuation property holds: 

(res) For all x, y, z E L, x::::; y---+ z iff x&y::::; z. 

Sometimes, the symbol & will be omitted or denoted by ·. Moreover, we define 
--,x = x---+ 0, x f--+ y = (x---+ y)&(y---+ x). 

Definition 2. A c. i. b. residuated lattice A is said to be divisible iff it satisfies 
the condition x( x ---+ y) = x 1\ y, and prelinear iff it satisfies the condition 
(x---+ y) V (y---+ x) = 1. 

A BL-algebra {11} is a divisible and prelinear c.i.b. residuated lattice. A Wa­
jsberg algebra is a BL-algebra satisfying --,--,x = x. 

Letting in any Wajsberg algebra W --,x = x---+ 0 and x ffi y = --,x---+ y, we obtain 
an MV-algebra [6]. MV-algebras and Wajsberg algebras are term-equivalent, and 
we will identify them in the sequel. 
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Definition 3. A product algebra is a BL-algebra satisfying ---,x V ( ( x ----+ ( xy)) ----+ 
y) = 1, and a Godel algebra is a BL-algebra satisfying x · x = x. 

Examples of MY-algebras are: (a) [0, 1]Mv = ([0, 1], &Mv, ----+Mv, max, min, 0, 1) 
with x&Ly = max{x + y- 1,0} and x ----+Mv y = min{1- x + y, 1}; (b) the 
MY-chain with e + 2 elements, that is, the subalgebra of [0, 1]Mv with domain 
{O, e!l' e~l' ... , 1}. 

An example of product algebra is [0,1]rr = ([0,1],&rr,----+rr,max,min,0,1) 
where &rr is ordinary product on [0, 1] and 

{
1!.. ifx>y 

X----+rry= x 
1 otherwise 

Note that in any BL-algebra lattice operations may be defined in terms of the 
monoid operation and its residual: x A y = x(x----+ y), and x V y = ((x----+ y) ----+ 
y) A ( (y ----+ X) ----+ X). 

Definition 4. A hoop [1} is a subreduct {subalgebra of a reduct) of a divisible 
c.i.b. residuated lattice in the language { &, ----+, 1 }. A basic hoop is a hoop which 
is a subreduct of a BL-algebra. A basic hoop is said to be bounded if it has 
minimum element, and Wajsberg iff it is a subreduct of a W ajsberg algebra. 

In [8] it is shown that every a linearly ordered Wajsberg hoop is bounded iff 
it is a reduct of a Wajsberg algebra. Moreover, any unbounded totally ordered 
Wajsberg hoop is cancellative, that is, xy = xz implies y = z. 

We now consider a basic propositional language L containing parentheses, 
propositional variables, the propositional constants 0 and 1, and the binary con­
nectives&, ----+, V and A. For every two formulas A and B, -,A and A+---* B are 
abbreviations for A ----+ 0 and for (A ----+ B)&(B ----+ A) respectively. 

Definition 5. Let A be a c.i.b. residuated lattice. An evaluation of L in A is 
just a homomorphism v from the algebra of propositional formulas into A. 

Definition 6. Let K be a class of c.i.b. residuated lattices, let r be a set of 
propositional formulas of L, and let A be a formula of L. We say that A is a 
semantic consequence of r in K (and we write r FK A) iff for every A E K 
and for every evaluation v in A if v(B) = 1 for all B E r, then v(A) = 1. 

We write FK A, for f/J FK A, (f/J FKl A respectively), and in this case we say 
that A is valid in K. 

Let F be a propositional formal system for the language L, and let K be a class 
of c.i.b. residuated lattices. We say that F is strongly complete {finitely strongly 
complete, complete respectively) with respect to K iff for every set r U {A} of 
sentences (for every finite set ru{ A} of sentences, for r = f/J and A any sentence 
respectively) one has: r FK A iff A is derivable from r in F 0 

Definition 7. BL (see {11}) is the logic on the language L whose axioms are: 

{A1) (A----+ B)----+ ((B----+ C) ----+ (A----+ C)) 
{A2) (A&B)----+ A 
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(A3) (A&B)---+ (B&A) 
(A4) (A&(A---+ B))---+ (B&B---+ A) 
(A5) (A---+ (B---+ C))---+ ((A&B)---+ C) 
(A6) ((A&B)---+ C)---+ (A---+ (B---+ C)) 
(A 7} ( (A ---+ B) ---+ C) ---+ ( ( (B ---+ A) ---+ C) ---+ C) 

(All) 0---+A 
(A12) A---+ 1 

The only rule of BL is Modus Ponens: 

A A---+B 
(MP) B 

Lukasiewicz Logic L is BL plus 

Product logic II is BL plus 

(1r) (-,A) V ((A---+ (A&B))---+ B), 

Godel logic G is BL plus 

(id) A---+ (A&A). 

The following proposition summarizes the main known results about BL and its 
principal extensions, as well as their first-order versions: 

Proposition 1. Let L be any of BL, II, G, L. Then Lis strongly complete with 
respect to both the class of BL (product, Godel, Wajsberg respectively) algebras 
as well as to the class of BL (product, Godel, Wajsberg respectively) chains, {11}. 

3 A Variant of the Renyi-Ulam Game and the Logic of 
Cancellative Hoops 

Before introducing our first variant, we start with a different, although equiv­
alent, game-theoretic interpretation of Lukasiewicz logic. We still refer to the 
Renyi-Ulam game with e lies, but we change the definition of truth-value func­
tion. More precisely, with reference to the notation from the introduction, given 
a record CJ, for x E n we simply define, ka(x) as the "truncated counting of 
falsifications" as follows: 

ka(x) = min{h~, e + 1}. (2) 

Then it is easy to prove that the set of truth values of all records, including 
the inconsistent one, is the set of all functions form n into {0, 1, ... , e+ 1 }. Note 
that {0, 1, ... , e + 1} becomes an MY-algebra with top 0 and bottom e + 1 (thus 
the order is the inverse of the natural order), letting x 8 y = min { x + y, e + 1} 
and -,x = e + 1 - x. This MY-algebra is isomorphic to the MY-chain MVe+2 
with e + 2 elements. Thus the set of all truth value functions (in our new sense) 
becomes an MY-algebra isomorphic to (MVe+2)N with respect to the operations 
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(k17 8 k7 )(x) = min{k17 (x) + k7 (x),e + 1} and (---,k17 )(x) = e + 1- k17 (x). Note 
that the truth-value function of the juxtaposition of two records T and u is the 
product of k7 and k17 in MV~+2 . Moreover the induced order ::; is the inverse 
of the pointwise order, and its intuitive interpretation is k 17 ::; k7 if u is at 
least as informative as T. The top of the algebra corresponds to the inconsistent 
information, and the bottom corresponds to the null information. Responder 
wins the game after a record u iff k 17 ( x) = e + 1 for all elements of fl except one, 
which is necessarily the secret. 

Of course this semantics is not new, it is just Mundici's semantics (see (1)) 
upside-down and without normalization. However, it is easier to extend it to a 
game semantics for the logic of cancellative hoops and for product logic, using 
the idea that MY-algebras can be regarded as truncations of cancellative hoops 
or of product algebras. The intuitive idea is the following: if e is the maximum 
number of lies allowed, then we identify two records u and T when for every 
x E [2 either h~ = h; or h~ > e + 1 and h; > e + 1. In other words, we truncate 
our information to the value e + 1, identifying all values above e + 1 as too many. 
Letting e larger and larger, our truth-value functions give us a better and better 
information about the number of answers which falsify each element of fl. (In 
particular, the information is complete if the total number of questions in u does 
not exceed e + 1). Thus our idea is that Renyi-Ulam games are truncations of 
a more general game in which the number of lies is unbounded, or simply fixed, 
but unknown to Responder. 

This variant, denoted by G(N, ?) is as follows: 

1. The first player, called Responder, chooses a natural number x E fl (called 
the secret). 

2. Another natural number e, representing the maximum number of lies al­
lowed, is selected at random. 

3. Whilst [2 = {1, ... , N} is known to both players, both the secret and the 
selected number e of lies are known only to Responder. 

4. Questioner has to guess the secret by a sequence of binary questions. 
5. Responder has to answer all questions and can lie at most e times. 

Clearly, in this game Questioner has no winning strategy. In the last section, 
we will consider a game-theoretically more interesting variant in which the num­
ber of lies is chosen at random with a distribution Jt which known to Questioner. 
In this variant, there are strategies which lead Questioner to a win with high 
probability. Note that the game semantics of G(N, ?) and the enriched game are 
the same. 

In this section we investigate the logic corresponding to G(N, ?). To this pur­
pose, we code any record u along the lines of our variant of Mundici's con­
struction. The main difference here is that, since the number of lies is unknown 
to Questioner, we have to consider truth-functions corresponding to any num­
ber of lies. Thus a natural choice is to define g17 to be the sequence of truth­
value functions corresponding to u in all Renyi-Ulam games with search space 
[2 = {1, ... , N} and with number e of lies respectively equal to 0, 1, ... , etc. In 
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other words, denoting as usual the number of questions-answers in u that falsify 
x by h~, the record u may be coded by the function 

9u = (g~ : e E w), (3) 

where g';_ is defined, for x E D, by 

g~(x) = min{h~, e + 1 }, 

where min is meant with respect to the natural order. The function 9u is a 
coding with "truncated counting of falsifications, taking into account all possible 
truncations" (compare with (2)). 

Our next coding by fu (see (4)) corresponds to the R€myi-Ulam game with an 
unbounded number of lies, whereas the coding by 9u corresponds to the collection 
of all Renyi-Ulam game with e lies when e ranges over all natural numbers. We 
first consider the coding of u by means of f u. In the last part of the section 
we will compare this coding with the coding by gu, and we will emphasize the 
relation between these different codings and the construction of A "\, a with 
smaller and smaller a. 

Definition 8. For every record u in the game G(N, ?), the truth-value function 
of u is defined as the function from D into w defined, for each x E D, by 

fu(x) = h~. (4) 

This is simply "counting falsifications" without truncation (compare with (2)). 

Lemma 1. The set T(N, ?) of all truth value functions fu of records CJ in the 
game G(N, ?) coincides with the set wN of all sequences of natural numbers with 
length N. 

Proof. That T(N, ?) ~ wN is clear from the definition of fu· Conversely, given 
T = ( T1 , ... , TN) E wN, let for x E D, u x be the sequence consisting of T x 

questions of the form: Is the secret equal to x? with answer NO. Finally, let u 
be the juxtaposition of all CJx : x E D. It is readily seen that T = fu· • 

We will use Lemma 1 in order to interpret logical connectives in T(N, ?). 
First of all, we interpret conjunction. The idea is that if u and p are records, 

then, as in the Renyi-Ulam game, the conjunction fu&fr of fu and fr should 
be given by the truth-value function of the juxtaposition u * p of u and p. In 
other words, we define: fu&fp = fu*p· Now it is clear that for all x E D we have 
that h~*P = h~ + h~. Therefore, composition is coded by pointwise sum. Now 
let oN denote the sequence (0, ... , 0) E WN. Clearly oN corresponds to the null 
information and is the neutral element with respect to the sum. 

Next we introduce an order in T(N, ?). As in the Renyi-Ulam game, such 
an order corresponds to the information content of the sequences: T :::S TJ iff T 

is at least as informative as 'rj, that is, if for x = 1, ... , N one has TJx :::; Tx. 

Then one can define a residuum =} letting T =} u be the greatest sequence p 
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(according to ::;) such that p + T ::; u. It is easily seen that T =} u is defined by 
(T =} u)(x) = max{u(x)- T(x), 0}. 

Now consider the structure N = {w, +, 0,----+ }, where x----+ y = max{y- x, 0}. 
We know ([8]), that N has the structure of a cancellative hoop, in which the 
order <5:..N is the inverse of the natural order and is definable in terms of----+, by 
x <5:..N y iff x ----+ y = 0. Moreover N generates the whole variety of cancellative 
hoops as a quasivariety [8]. 

Next, we denote by NN the product of N = Card(rl) copies of N, with 
oN = (0, ... , 0) and with sum +N, order <5:. N and residual ----+N defined pointwise. 

Now consider the structure T(N, ?) = (T(N, ?), &, ::;, 0, =} ). We have: 

Theorem 1. The structure T(N, ?) coincides with NN 

Now cancellative hoops are the equivalent algebraic semantics (in the sense of 
[2]) of the logic C H defined as follows, c.f. [10]: 

Definition 9. CH is the logic, in the propositional language with connectives 
& and ----+, whose axioms are: 
(a) All the axioms of BL, except from 0----+ a. 
(b) The axiom (a----+ (a&/)))----+/], 
and whose only rule is Modus Ponens. 

Since any finite consequence relation f---cH in CH is translated by a quasi equa­
tion of cancellative hoops and valid quasi equations in (T(N, ?), &, 0, ::;, =}) are 
preserved by taking the generated quasivariety, it follows: 

Theorem 2. C H is finitely strongly complete with respect to the structure 
T(N, ?), that is, for any finite set r U {a} of formulas ofCH we have: r f---cH a 
iff for every evaluation v in T(N, ?) such that v(/3) = 1 for all /3 E r one has 
v(a) = 1. • 

We now investigate the alternative way of coding a record u, by means of the 
previously defined function ga. One moment's reflection shows that the compo­
sition of records is coded by the function g;_n ( x) = min {g;_ ( x) + g;_ ( x), e + 1}. 
In other words, for e fixed, the operation &9 corresponding to juxtaposition of 
records is the Lukasiewicz conjunction &e+l arising from the truncation of NN 
at (e + 1, ... , e + 1) (remind that the order in NN is the inverse of the natural 
order, so the join in this structure corresponds to the pointwise minimum). We 
show that in this way the truth values of all records form a cancellative hoop 
isomorphic to NN. This is a consequence of a more general result. 

Let C be a cancellative hoop, and let for each a E C, ·a denote the realization 
of multiplication inC "'"a, that is, x ·a y = (x · y) V a. Now let A ~ C be such 
that for every c E C there is an a E A with a <5:. c. Let for all x E C xA denote 
the function defined, for all a E A, by xA (a) = X v a, and let cA = { xA : X E C} 0 

On cA' define 
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Moreover let the order :::;A on cA be defined pointwise, i.e., xA :::;A yA iff for all 
a E A, xA(a) :::; yA(a). Let cA denote the resulting ordered monoid, and let us 
define, for x E C, .P( x) = xA. Then: 

Theorem 3 . .P is an isomorphism of the ordered monoid reduct of C onto CA. 

Proof. That .P is onto follows from the definition of CA. We show that .P is 
one-one. If x -1- y, then for any a E A with a :::; x A y (such an a exists by our 
assumption on A), we have x V a= x -1- y = y V a, therefore xA -1- yA. That .P 
preserves the order is clear. Finally we show that .P preserves product: We have 

(x V a) ·a (y V a) = (x · y) V (x ·a) V (y ·a) V a2 V a= (x · y) V a. 

Therefore, 

.P(x · y)(a) = (x · y)A(a) = (x · y) V a= (x V a)· (y V a) V a= xA(a) ·a yA(a), 

and finally (x · y)A = xA .A yA. This ends the proof. • 
It follows immediately: 

Corollary 1. .P induces on cA a residuation ---+A (defined by .P(x) ---+A .P(y) = 

tJJ(x----+ y)), which makes CA a cancellative hoop isomorphic to C. • 

A quite natural guess would be that for all a E C one has ( xA ---+A yA) (a) = 

xA(a) ----+ xA(a). However, this is not true in general (the equality fails for in­
stance if a > x > y). This is not in contradiction with Corollary 1, because in 
general the function z defined by z(a) = (x V a) ----+ (y V a) is not an element of 
cA. 

Now consider NN. Let A be the set of all elements of NN of the form 
(e + 1, ... , e + 1). Then for all fu E NN, we have that gu = (fu)A. Moreover, 
.P(fu&fT) = f:n =gun = gu&ggT- It follows: 

Theorem 4. The set of truth value functions of records in the game G(N, ?), 
coded by the functions gu and equipped with the operations .A and ---+A, is a 
cancellative hoop isomorphic to NN, and therefore also with this new coding the 
game G(N, ?) constitutes a complete game semantics for the logic CH. • 

4 The Game G*(N, ?) and Product Logic 

We have just seen that G(N, ?) does not constitute a game semantics for product 
logic, but rather a game semantics for the logic C H corresponding to cancellative 
hoops. The reason for this is that, since the number of lies is unknown, there 
is no record corresponding to the inconsistent information. The multichannel 
semantics by Cicalese and Mundici [5] suggests to us the introduction of a mul­
tichannel variant of G(N, ?), denoted by G*(N, ?), which will constitute a game 
semantics for product logic. 

Let a positive integer N be given. The game G*(N, ?) is as follows: 

1. The first player, called Responder, chooses a natural number x between 1 
and N (called the secret). 
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2. Another natural number e is selected at random. Whilst N is known to both 
players, both the secret and the selected number e of lies are known only to 
Responder. 

3. Questioner has to guess the secret by a sequence of binary questions. 
4. For each question, Questioner can ask the answer to be sent either by an 

expensive but absolutely reliable channel C1 or by a cheaper but noisy chan­
nel C2 . It is stipulated that all answers along C1 must be truthful, whereas 
at most e answers can be false (or distorted) when they are sent along the 
noisy channel c2 0 

We want to code records in the game G*(N, ?) by means of functions in analogy 
with the game G(N, ?). Note that in this case a record should take account 
also of the channel used. Thus in G*(N, ?) a record consists of a finite sequence 
u of triples question-channel-answer. As in the case of the game G(N, ?), we 
consider two different codings. For the first coding, we imagine that the number 
of lies through the channel C2 is unbounded. Thus let for every x, h~ denote 
the number of questions-answers which falsify x if none of them is given through 
the reliable channel C1 , and let h~ = oo if x is falsified by at least one answer 
through cl. Define, for X= 1, ... , N: 

The second way of coding takes into consideration all possible games with e lies 
through channel C2 . Thus we code each record u by g; = (g;e : e E w), where for 
xED, g;e(x) = min{f,-(x), e + 1} (of course, we agree that oo is the maximum, 
therefore we set min { oo, x} = x). 

We start from the first type of coding. Let T*(N, ?) = {!; : u a record}. 
Note that in T*(N, ?) we have a truth value function, denoted by oo which 
is constantly equal to oo. This function corresponds to the inconsistent record 
constituted by the triple (Q, C1 , A) with Q := is the secret in D? and answer 
NO. Such a triplet cannot be produced if Responder is fair. We can prove a 
lemma analogous to Lemma 1. 

Lemma 2. Let w* = w U {oo}. Then T*(N, ?) = (w*)N. 

Proof. (a). LetT= (T1 , ... ,TN) E (w*)N. Let Z ={xED: Tx = oo}. Then 
consider the record u consisting of: 

- The question: is the secret in Z? on channel C1 with answer NO. 
- For each x E {1, ... , N} \ Z, a sequence of Tx questions of the form: Is the 

secret equal to x? on channel C2 with answer NO. 

It is readily seen that T = J;. • 
In analogy with the game G(N, ?), we want to interpret connectives and order 
in T*(N, ?). As usual, conjunction is interpreted as the operation &* which 
codes the operation of juxtaposition of records. Thus we define: (!;&* f;) = 
J;*P' Moreover we introduce an order which translates the relation being more 
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informative than. Thus we define forT, p E (w*)n, T ::;* p iff for all x E fl, Tx ~ 
Px, where we assume x:::; oo for all x E w*). We want to describe the structure 
T*(N, ?) = (T*(N, ?), &, ::;*, oo, 0), where 0 denotes the constantly zero function 
on fl. To this purpose, we introduce the structure (w*, +*, :::;*, oo, 0), where: 

- For x y E w* x + * y = ' r . {
x+yifx y--1-oo 

' ' oo otherwise 
- x :::;* y iff either x = oo or x, yEw andy:::; x. 

Then the following lemma is almost immediate: 

Lemma 3. The structure T*(N, ?) coincides with (w*, +*, :::;*, oo, O)N. • 

Next consider the structure N* = (w*, +*, 0, oo, :::;*,---+*)where---+* is defined by 

{ 
y- X if X >N• y >N• 00 

X---+* y = 0 if X :::;N• y . 
oo otherwise 

It is easily seen that N* is a totally ordered product algebra, which generates 
the full variety of product algebras. This follows from a result of [7], stating 
that every infinite totally ordered product algebra generates the full variety of 
product algebras. Next consider the algebra (N*)N. Its operations and order 
will be denoted by the superscript *N. Then: 

Theorem 5. In T*(N, ?) we can define {in a unique way) a residuum ---+*N 
which makes it coincident with (N*)N. • 

Let T*(N, ?)+denote T*(N, ?) equipped with ---+*N. Then: 

Theorem 6. T* (N, ?)+ is a product algebra which generates the variety of prod­
uct algebras as a quasivariety. 

Proof. T*(N, ?)+ coincides with N*N. Moreover N generates the variety of 
product algebras as a quasivariety, and since N* embeds into (N*)N and (N*)N 
is a product of N copies of N*, the two structures generate the same quasivariety, 
that is, the quasivariety (in fact, the variety) of product algebras. This ends the 
proof. • 

It is well-known [11] that product algebras constitute the equivalent algebraic 
semantics of product logic II. Thus in analogy with Theorem 2, we obtain: 

Theorem 7. Product logic II is finitely strongly complete with respect to the 
structure T*(N, ?)+. • 

As in the case of the game G(N, ?), we can code records taking account of 
all possibilities about the number of lies. That, is, we can code a record CJ by 
the previously defined function g;. Then we may define a monoid operation 
·* on truth value functions representing juxtaposition of records (thus letting 
g; ·* g; = g;n (therefore, (g; ·* g;)e(x) = min{g;e(x) + g;e(x), e + 1}, where 
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x + oo = oo + x = oo. We can also define an order according to the relation 
being more informative than; thus, g~ :::S* g; iff for all e E w and for all x E fl, 
g;e(x) :::; g~e(x). As in the case of the game G(N, ?), in this way we get a structure 
isomorphic to T*(N, ?). The proof is similar to the one given for the game G(N, ?) 
with some exceptions, for which we need some more facts concerning product 
algebras. 

First of all, every product algebra A can be represented as a subdirect product 
of totally ordered product algebras Ai : i E I. Thus every element of A can be 
represented as a sequence ( ai : i E I) with ai E Ai. For all a E A, we have 
-,a = 0 iff for all i E I, ai > oi, where oi is the bottom element of Ai· It is 
readily seen that the set { x E A : ---,x = 0} forms a subalgebra of the zero-free 
reduct of A, which is also a cancellative hoop. We denote this cancellative hoop 
by A+. 

Lemma 4. With reference to the previous notation, for every x E A and for 
every i E I, if Xi > Oi, then there is an a E A+ such that ai <Xi. 

Proof. Let a = x 4 ----> x 2 . We prove that a E A+. Let j E 

then (x4 ----> x 2 )1 = x] > 01. If x1 = 01, then (x4 ----> x 2 )1 = 

a1 > 01 for all j E I, therefore a E A+. Moreover, since Xi 
(x4 ----> x 2 )i = XT <Xi, and the lemma is proved. 

I. If Xj > Oj, 

11 > 01. Thus 
> oi, we have 

• 
With reference to the previous notation, let A<:;;; A+ be such that for all x E A+, 
there is a E A such that a :::; x. Let for all x E A, xA = (x V a : a E A), and 
AA = {xA : x E A}. On AA define (xA .A yA) = ((x · y) V a : a E A), and 
xA :::; A yA iff for all a E A, x V a :::; y V a. Then: 

Theorem 8. The map iP defined for all x E A, by iP( x) = xA, is an isomorphism 
from the ordered monoid reduct of A onto AA. Thus in AA we can uniquely define 
a residuum which makes AA a product algebra isomorphic to A via iP. 

Proof. The argument is analogous to that of Theorem 3, except from the proof 
that iP is one-one. Now assume x -I= y. Then there is an i E I such that Xi -I= Yi· 
Since Ai is totally ordered, we can assume without loss of generality that Xi < Yi· 
By Lemma 4, there is a b E A+ such that bi < Yi· Moreover there is an a E A 
such that a :::; b. Thus (x V a)i < (y V a)i, and xA -I= yA. This completes the 
proof. • 

Now with reference to the product algebra T*(N, ?)+, consider the set A = 

(e + 1, ... , e + 1) : e E w. It is readily seen that A satisfies the conditions of 
Theorem 8. Moreover for any record u we have g~ = (!;)A. Finally, (!;&* J;)A = 

g~ ·* g; =(!;)A·* (!;)A. It follows: 

Theorem 9. The set of truth value functions of records in the game G*(N, ?), 
coded by the functions g~ and equipped with the operations · * and by its residuum, 
is a product algebra isomorphic to (N*) N, and therefore also with this new coding 
the game G*(N, ?) constitutes a complete game semantics for product logic. • 
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5 Making the Games G(N, ?) and G*(N, ?) More 
Interesting 

Although they constitute a complete game semantics for the logic CH and for 
product logic respectively, the games G(N, ?) and G*(N, ?) do not have a clear 
game-theoretical interest. Indeed, in G(N, ?) there is no guessing strategy for 
Questioner, as the number of allowed lies is unknown to him, and in G*(N, ?) 
the only guessing strategy consists of a binary search using channel C1 only. 
Thus we will consider probabilistic variants which seem to be more interesting 
from a game-theoretical point of view, and which lead to the same logics (CH 
and II respectively). We start from a probabilistic variant of G(N, ?). 

5.1 The Game G(N, f..L) 

Let a positive integer N and a u-additive measure Jt on the set w of natural 
numbers be given. The game G(N, J.t) is as follows: 

1. The first player, called Responder, chooses a natural number x between 1 
and N (called the secret). 

2. Another natural number e, representing the maximum number of lies ad­
mitted, is selected at random according to the distribution f.t· We assume 
that N and Jt are known to both players, whereas the secret and the selected 
number e of lies are known only to Responder. 

3. Questioner has to guess the secret by a sequence of binary questions. 
4. Responder has to answer all of them, and e lies at most are allowed. 

A probabilistic guessing strategy for G(N, J.t). 

For every natural number x, let us write J.t(x) for J.t({x}). Then for all A~ w 
we have J.t(A) = 2:: J.t(i), therefore Jt is uniquely determined by the numbers 

iEA 

J.t(i) : i E w. Then for any 0 < q < 1, Questioner can guess the correct number 
with probability ~ q using the following strategy: 

no 
Let n 0 be the minimum natural number such that 2:: J.t(i) ~ q. 

i=O 
Play the Renyi-Ulam game with no lies and guess the number obtained 
according to a winning strategy (if you wish, according to the best strategy) 
for this game. 

It is clear that the number obtained in this way is the correct number with 
no 

probability 2:: Jt( i) ~ q. 
i=O 

Thus if Questioner just needs an answer which is reliable with probability at 
least q, then the game G(N, J.t) can be somehow reduced to the traditional Renyi­
Ulam game. However, Questioner may want more and more reliable guesses. In 
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this case, unless J.L( i) = 0 for almost all natural numbers, he needs to consider 
R€myi-Ulam games with larger and larger number of lies. In particular if there 
is no upper bound qM < 1 to the reliability parameter q, then Questioner has to 
consider all the Renyi-Ulam games with search space {1, ... , N} and with number 
of lies 0, 1, 2, ... , etc .. It follows that the codes ofrecords of G(N, J.L) are the same 
as the codes of records of G(N, ?), therefore they lead to the same logic CH. 

5.2 The Game G*(N, JL, n) 

We now consider a probabilistic variant G*(N, J-l, n) of the game G*(N, ?). 

1. Two positive natural numbers Nand n < log(N) and au-additive measure 
J-l on w are given. 

2. The first player, called Responder, chooses a natural number x between 1 
and N (called the secret). 

3. Another natural number e, representing the maximum number of lies ad­
mitted, is selected at random according to the distribution J-l· Once again, 
N and J-l are known to both players, whereas the secret and the selected 
number e of lies are known only to Responder. 

4. Questioner has to guess the secret by a sequence of binary questions. For 
each question, Questioner may ask Responder to answer either by means of 
the reliable channel C1 or by means of the noisy channel C2 . However, a 
maximum of n questions can be answered through C1 . 

5. Responder has to answer all the questions. At most e lies through the channel 
C2 are allowed, but no lie at all is permitted through the reliable channel 
c1. 

Winning strategies for G*(N, J-l, n). 

Although we don't investigate the game G* ( N, J-l, n) in full details, we describe 
three strategies for Questioner. 

- Strategy 1. Questioner uses first n questions through the channel C1 in order 
to do a binary search, thus reducing the cardinality of the search space to 
M = ~. Then he plays the game G(M, J.L) using the channel C2 only. Since 
the cardinality of the search space is decreased, Questioner may either use a 
smaller number of questions in order to make a correct guess with probability 
q, or use the same number of question and obtain a more reliable answer. In 
any case, with this strategy, Questioner never obtains a completely reliable 
answer. 
Strategy 2. Choose a q < 1 sufficiently close to 1. Let n 0 be the minimum 

no 
natural number such that I: J.L(i) 2: q. Play the Renyi-Ulam game with no 

i=O 
lies, using channel C2 , and consider the number x0 obtained according to 
the best strategy for this game. Then ask, using channel C1 , the following 
question: is the secret equal to x 0 ? If the answer is YES, then x 0 is the secret 
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(note that in this case the answer is absolutely reliable); otherwise, continue 
the game with q replaced by 1!q and with x0 deleted from the search space. 
Note that, also with this strategy, there is a little chance that Questioner 
never obtains a completely reliable guess. 
Strategy 3. Use the first n - 1 questions through the channel C1 in order 
to reduce the cardinality of the search space to 2!:!_ 1 • Then choose a q < 1 
sufficiently close to 1. Let no be the minimum natural number such that 
no 
I: J.L(i) ~ q. With reference to the reduced search space, play the Renyi­
i=O 
Ulam game with n 0 lies, using channel C2 , and consider the number x 0 

obtained according to the best strategy for this game. Then ask, using chan­
nel C1 , the following question: is the secret equal to x0 ? If the answer is 
YES, then x0 is the secret, and the solution is absolutely reliable. If the 
answer is NO, then it is no longer possible to use channel C1 , therefore the 
only possible strategy is the following: take q1 , n 1 such that q < q1 < 1 and 
n1 

2:: J.L(i) ~ q1 ; then update the search space by deleting x 0 , and play the 
i=O 
Renyi-Ulam game with nl lies, using channel c2. Guess the number Xl -1- Xo 
obtained in this way. Clearly in this case the guess is not completely reliable. 

Also in the case of G* ( N, J-l, n), if Questioner wants more and more reliable 
guesses, then he must take all number of lies into account, therefore the codes 
of records of G*(N, J-l, n) are the same as the codes of G*(N, ?), and they lead 
to the same logic II. 

6 Conclusions 

We have found game semantics for CHand for product logic II respectively. In 
both cases, the proposed semantics has the following desirable properties: 

Records are coded by functions which faithfully represent the information 
contained in them. 
A monoid operation, corresponding to juxtaposition of records, and an order 
relation corresponding to the relation being more informative than can be 
introduced. 
The ordered monoid obtained in this way is residuated and the residual 
has an interesting interpretation in terms of records. Moreover, the ordered 
monoid mentioned above together with such residuum becomes a cancellative 
hoop (a product algebra, respectively). 
The games introduced in the paper are a complete game semantics for CH 
(for product logic, respectively). 
There are probabilistic variants of the above mentioned games with some 
game-theoretical interest. 

Roughly speaking, Lukasiewicz logic corresponds to counting (falsifications) with 
truncation. The logic CH corresponds either to simply counting (without 
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truncation) or to counting with truncation but taking into account all possi­
ble truncations. Product logic II corresponds to a two-channel variant of the 
previous point where one of the channels is completely reliable. 
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Abstract. In this paper we investigate the problem of characterizing 
infinite consequence relation in standard BL-algebras by the adding of 
new rules. First of all, we note that finitary rules do not help, therefore we 
need at least one infinitary rule. In fact we show that one infinitary rule is 
sufficient to obtain strong standard completeness, also in the first-order 
case. Similar results are obtained for product logic and for Lukasiewicz 
logic. Finally, we show some applications of our results to probabilistic 
logic over many-valued events and to first-order many-valued logic. In 
particular, we show a tight bound to the complexity of BL first-order 
formulas which are valid in the standard semantics. 

1 Foreword 

This paper is dedicated to Daniele Mundici for his 60th birthday. It is inspired 
by his very interesting paper [24]. Unfortunately, we did not reach the original 
goal, that is, finding a complete logical system for the treatment of probability 
over many-valued events. The main results of this paper refer to the complexity 
of first-order many-valued logics, a field that probably Daniele does not like 
so much. However, I hope that he will appreciate the techniques used. In any 
case, Daniele was able to stimulate my interest in probability over many-valued 
events, and I promise to him that first of all I will improve my knowledge in this 
subject, and then I try to obtain better contributions to this field. 

2 Introduction 

The logic BL was introduced by Hajek in [11] as a common fragment of the 
three most prominent fuzzy logics, Lukasiewicz logic, Godel logic and product 
logic (these logics will be defined in the next section). In [14], Hajek conjectured 
that BL is the logic of all continuous t-norms and their residuals. In order to 
explain this conjecture, we recall [18] that a t-norm is a binary operation * on 
[0, 1] such that ( [0, 1], *, :::; , 1) is a totally ordered commutative monoid with unit 
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1. Of course, a t-norm is said to be continuous iff it is a continuous function 
with respect to the usual topology on the reals. A continuous t-norm * induces 
a residuum, i.e., a binary operation ----+* on [0, 1] such that for all x, y, z E [0, 1], 
one has: x ::::; y ----+* z iff x * y ::::; z. Now consider a propositional language 
L built-up from propositional variables, the propositional constants 0 and 1, 
and the connectives &,V,/\ and----+. Given a continuous t-norm *, a *-evaluation 
is defined to be a homomorphism from the algebra of formulas of L into the 
algebra [0, 1]* = ([0, 1], *,max, min,----+*). Models built-up from continuous t­
norms constitute a privileged semantics for many-valued logics, in the same 
way as the model of natural numbers constitutes the most natural semantics 
for arithmetic. For this reason, algebras of the form ([0, 1], *,max, min,----+*) are 
called standard. 

Given a set K of continuous t-norms, a logic Lin the language L, and a set 
r u {A} of propositional formulas, we write r F K A (and we say that A is 
a semantic consequence of r in K) to express that for every * E K and for 
every *-evaluation e, if e(B) = 1 for all B E r, then e(A) = 1. We say that 
A is valid in K iff 0 f= K A, and that a set r of formulas is satisfiable in K 
if r ~ K 0. A logic L is said to be strongly standard complete with respect to 
K iff for any set r of propositional formulas and for every formula A one has 
that r f--- A iff r F K A. We say that L is finitely strongly standard complete 
(standard complete respectively) with respect to K iff the above condition holds 
for finite F (for F = 0 respectively). Finally, we denote by KrN the class of all 
continuous t-norms. 

The most important continuous t-norms are: the Godel t-norm *c, de­
fined by x *c y = min{x,y}, the Lukasiewicz t-norm *L, defined by x *L y = 

max{x + y- 1, 0} and the product t-norm *1r, defined by x *1r y = xy (ordi­
nary product). The corresponding algebras will be denoted by [0, 1]c, [0, 1]L and 
[0, 1]7r instead of [0, 1J*a' [0, 1]*L and [0, 1J*~ respectively. Moreover, we write 
FL (f=7r, f=c respectively) for F{*L}' (f={*~}' F{*a} respectively). In [11] it is 
shown that: (a) Godellogic is strongly standard complete with respect to { *c }; 
(b) Lukasiewicz logic is finitely strongly standard complete, but not strongly 
standard complete, with respect to { *d; (c) product logic is finitely strongly 
standard complete, but not strongly standard complete, with respect to { *1r }. 
Moreover, Hajek formulated the following conjecture: 

Conjecture: BL is standard complete with respect to KrN· 

The correctness of this conjecture was shown in [4]. There, it is implicitly proved 
that BL is in fact finitely strongly standard complete with respect to KrN· 
However, it is easy to prove that BL is not strongly standard complete with 
respect to KrN· Moreover, there is a recursive set r of formulas such that the 
set of all formulas A such that r FKTN A is not recursively enumerable, and the 
same result is true with FKTN replaced by FL or by f=7r, [12] and [13]. Hence 
for K E {KrN, { *d, { *1r }}, there is no formal system F (with a recursive set 
of axioms and of finitary rules) such that for every set r U {A} of formulas, one 
has: r F K A iff r f---F A. 
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The situation is even worse for first-order logics. For every class K of con­
tinuous t-norms, one can define in a natural way the first-order analogue FKl 
of FK (cf Section 3 for details). Then, whilst the first-order version of Godel 
logic is strongly complete with respect to {*a}, for the other logics one has the 
following negative result: 

Proposition 1. (cf {27}, {15}, {20}). The set of first-order formulas A such that 
FKrNl A (f=Ll, F1rl respectively) is not recursively enumerable, therefore it 
cannot be the set of theorems of any formal system with a decidable set of axioms 
and finitary rules. 

It follows that if we want to formalize any of FKrNl, FLl or F1r1, we need either 
a non-recursive set of axioms and rules (e.g., one might take the set of all valid 
formulas as axiom set) or infinitary rules. But for infinite consequence relation 
we absolutely need infinitary rules: since BL, Lukasiewicz and product logics are 
finitely strongly standard complete but not strongly standard complete, semantic 
consequence in standard algebras is not a compact relation, therefore it cannot 
be formalized by means of any set of finitary rules. 

In this paper we exhibit an infinitary rule (R) which allows us to derive all 
semantic consequences of any set r of sentences, both in the propositional case 
and in the first-order case. The rule is expressed by means of an additional 
operator * introduced in [21]. In the case of Lukasiewicz and product logics, 
* coincides with the Baaz operator Ll, cf [11]; moreover, the rule (R) can be 
replaced by a rule (R') which does not involve Ll. 

Our characterization also offers a general method for showing standard com­
pleteness of theories T over BL: it is sufficient to show that Tis closed under the 
usual rules and under (R). Other applications are described in the last section. 
For instance, the results of this paper offer a syntactic characterization of satisfi­
ability of (finite or infinite) sets of probabilistic formulas over Lukasiewicz logic. 
Moreover, our completeness result allows us to obtain a rather tight bound to 
the complexity of the set of first-order formulas of product and of BL logics, as 
well as of Lukasiewicz logic with Ll, which are valid in the standard semantics: 
in [20] and [16] it is shown that their complexity is at least ow, the complexity 
of the set of true formulas of arithmetic. In this paper we show that all these 
sets are recursively enumerable in ow, therefore their complexity does not exceed 
ow+l. 

3 Preliminaries 

Definition 1. A commutative, integral, bounded residua ted lattice (c.i. b. resid­
uated lattice for short) is a system L = (L, &, ---->, V, A, 0, 1) where (L, &, 1) is a 
commutative monoid, (L, V, A, 0, 1) is a lattice with minimum 0 and maximum 
1, and the residuation property holds: 

(res) For all x, y, z E L, x:::; y----> z iff x&y:::; z. 

In a longstanding tradition, we will mainly use the symbol & in a logical context. 
When dealing with c.i. b. residua ted lattices the symbol & will be often omitted 
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or denoted by ·, or even by*· Moreover, we define ---,x = x----+ 0, x f--+ y = (x----+ 
y)&(y ----+ x), x EB y = (---,x) ----+ y, and x 8 y = ---,(x ----+ y) (the symbols EB and 
8 will be only used with reference to Lukasiewicz logic and with its algebraic 
semantics, the MY-algebras). We also inductively define: x 0 = 1; xn+l = xnx; 
Ox= 0; (n + 1)x = nx EB x. 

The residuation property implies the left continuity of the monoid operation: 
if A is a c.i. b. residua ted lattice and X is a subset of A such that sup X exists, 
then for all a E A, a sup X= sup(aX), where aX denotes the set {ax: x EX}. 

Definition 2. A c. i. b. residuated lattice A is said to be divisible iff it satisfies 
the condition x(x ----+ y) = x A y, and prelinear iff it satisfies the condition 
(X ----+ y) V (y ----+ X) = 1. 

A BL-algebra is a divisible and prelinear c.i.b. residuated lattice. A Wajsberg 
algebra or MY-algebra is a BL-algebra satisfying ---,---,x = x. A product algebra 
is a BL-algebra satisfying ---,x V ((x----+ (xy))----+ y) = 1, and a Godel algebra is a 
BL-algebra satisfying xx = x. 

A BL-algebra (a Wajsberg algebra, a product algebra respectively, a Godel 
algebra) is said to be standard iff its lattice reduct is ([0, 1], max, min). 

Note that in any BL-algebra lattice operations may be defined in terms of· and 
----+: x A y = x(x ----+ y), and x V y = ((x ----+ y) ----+ y) A ((y ----+ x) ----+ x). Note 
also that, whilst all standard Wajsberg (product, Godel respectively) algebras 
are isomorphic to [0, 1]L ([0, lJ-rr, [0, 1]a respectively), there is a continuum of 
mutually non-isomorphic standard BL-algebras: for every s E 2w, consider an 
ordinal sum *s of w components *n :nEw, where *n is a Lukasiewicz component 
if s(n) = 0 and a product component if s(n) = 1. Then it is easy to prove that 
if s -1- s' then *s and *s' are not isomorphic. 

Definition 3. A basic hoop [2] is a zero-free subreduct (subalgebra of a reduct) 
of a BL-algebra. A basic hoop is said to be bounded if it has minimum element, 
and Wajsberg iff it is a subreduct of a Wajsberg algebra. 

In [8] it is shown that every a linearly ordered Wajsberg hoop is bounded iff 
it is a reduct of a Wajsberg algebra. Moreover, any unbounded totally ordered 
Wajsberg hoop is cancellative, that is, xy = xz implies y = z. 

Definition 4. Let (I,:::;) be a totally ordered set with minimum i 0 . For all i E I, 
let Ai be a basic hoop such that for i -1- j, Ai n Ai = { 1}, and assume that Aio is 
bounded. Then ffiiEI A (the ordinal sum of the family (Ai)iEI) is the structure 
whose base set is uiEI Ai, whose bottom is the minimum of Aio' whose top is 1, 
and whose operations are 

{

X ----+Ai y 

x ----+ y = y if ::Ji > j ( x E A and y E Aj) 
1 if3i<j(xEAi\{1}andyEAj) 

if x, y E Ai 

{ 

X .A y if x, y E Ai 
X 0 y = X if::li < j (X E A' y E Aj \ { 1}) 

y if::li<j(yEA,xEAj\{1}) 
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In [1] the following is proved: 

Theorem 1. Every linearly ordered BL-algebra A is (term wise equivalent to) 
the ordinal sum of an indexed family (Wi : i E I) of W ajsberg hoops, where I is 
a linearly ordered set with minimum io, and Wia is bounded. 

In the sequel, the Wajsberg hoops Wi in Theorem 1 will be called the Wajsberg 
components of A. 

We now consider a basic propositional language L containing parentheses, propo­
sitional variables, the propositional constants 0 and 1, and the binary connectives 
&, ---+, V and /\. Sometimes we will also consider expansions of L by additional 
connectives. For every two formulas A and B, -,A, A +--+ B, A EBB and A 8 B are 
abbreviations for A---+ 0, (A---+ B)&(B---+ A), (-,A)---+ Band -,(A---+ B) respec­
tively. Moreover we inductively define, for any formula A and natural number 
n, A0 = 1; An+l = An&A, OA = 0, (n + 1)A = nA EB A. 

We also consider the first-order extension L 1 of L, which is built from paren­
theses, individual variables, symbols of predicates (of all arities), the propo­
sitional constants 0 and 1, the binary connectives &, ---+, V and /\, and the 
quantifiers :3 and V. Sometimes we also use constant symbols, but preferably not 
function symbols. Sometimes we will also consider expansions of L 1 by additional 
connectives. 

Formulas of L and formulas of L 1 are defined by induction in the obvious way. 

Definition 5. Let A be a c. i. b. residuated lattice. A propositional evaluation ofL 
in A is just a homomorphism e from the algebra of propositional formulas into A. 

Let D be a non-empty set. A first-order structure on A with domain D is a 
map M from the set of closed atomic formulas with parameters in D into A such 
that M(O) = 0 and M(1) = 1. (By abuse of language, when there is no danger of 
confusion, we denote by the same symbol a connective or logical constant and its 
corresponding operation or constant in A; moreover we identify any element of 
D with the constant symbol which represents it; if the language L 1 has individual 
constants, then we must interpret them as elements of D). 

Given a c. i. b. residuated lattice A and a first-order structure M on it with 
domain D, we define, for every closed formula A with parameters in D, the value 
IIAIIA,M of A in M by induction as follows: 

If A is atomic, then IIAIIA,M = M(A); 
For any connective o, if A= BoG, then IIAIIA,M is defined iff both IIBIIA,M 
and IICIIA,M are defined, and in this case IIAIIA,M = IIBIIA,M o IICIIA,M· 
If A = VxB, then IIAIIA,M is defined iff for all d E D, IIB(d)IIA,M is de­
fined and inf{IIB(d)IIA,M : d E D} exists in A. In this case, IIAIIA,M = 

inf{IIB(d)IIA,M: dE D}. 
If A = ::JxB, then IIAIIA,M is defined iff for all d E D, IIB(d)IIA,M is de­
fined and sup{IIB(d)IIA,M : d E D} exists in A. In this case, IIAIIA,M = 

sup{IIB(d)IIA,M: dE D}. 

A first-order structure M on A is is said to be safe if IIAIIA,M is defined on all 
closed formulas with parameters in D. 
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Remark 1. We recall that in {11}, a first-order structure on A with domain D is 
defined to be a map M associating for every n-ary predicate symbol P a map pM 
from nn to A. Letting for every atomic formula P(d1, ... , dn), M(P(d1, ... , dn)) = 

pM(dl, ... ,dn), the two definitions become completely equivalent. 

Definition 6. Let K be a class of c.i.b. residuated lattices, let r be a set of 
propositional formulas of L, and let A be a formula of L. We say that A is a 
semantic consequence of r in K (and we write r FK A) iff for every A E K 
and for every evaluation e in A if e(B) = 1 for all B E r, then e(A) = 1. 

Let r be a set of closed formulas of L1, let A be a formula of L1, and let K 
be a class of c.i.b. residuated lattices. We say that A is a semantic first-order 
consequence of rinK (and we writer FKl A) iff for every A E K, for every 
D -1- f/J, for every safe structure M over A with domain D, if IIBIIA,M = 1 for 
all B E r, then IIAIIA,M = 1. 

We write FK A, (f=Kl A respectively) for f/J FK A, (f/J FKl A respectively), 
and in this case we say that A is valid inK. 

Let F be a propositional formal system for the language L, and let K be a class 
of c.i.b. residuated lattices. We say that F is strongly complete (finitely strongly 
complete, complete respectively) with respect to K iff for every set r U {A} of 
sentences (for every finite set ru{ A} of sentences, for r = f/J and A any sentence 
respectively) one has: r FK A iff A is derivable from r in F 0 Similar definition 
for the predicate case (we need to replace L by L1 and FK by FKl)· 

The following questions are quite natural: 
(a) Let K denote the class of all BL-algebras (of Godel algebras, of Wajsberg 

algebras and of product algebras respectively); is there a formal system F (with 
a decidable set of axioms and of finitary rules) which is strongly complete with 
respect to K? 

(b) Same question as (a), but with K denoting the class of all totally ordered 
BL-algebras (Godel algebras, Wajsberg algebras and product algebras respec­
tively), also called BL-chains ( Godel chains, Wajsberg chains, product chains 
respectively). 

(c) Same question with K denoting the class of all standard BL-algebras 
(standard Godel algebras, standard Wajsberg algebras and standard product 
algebras respectively; thus FK must be replaced by FKTN' f=c, FL and F1r 
respectively). 

(d) Same question as in (c), but with strongly complete replaced by finitely 
strongly complete or by complete. 

(a'), (b'), (c') and (d'): similar to (a), (b), (c) and (d) respectively, but with 
first-order closed formulas instead of propositional formulas, and with FKl in­
stead of FK· 

It has been shown ([11], [4], [15], [20]) that questions (a), (a'), (b), (b') and 
(d) have a positive answer, whilst questions (c), (c') and (d') have a positive 
answer only for standard Godel algebras, and a negative answer for standard 
BL-algebras, for standard Wajsberg algebras and for standard product algebras. 
In order to clarify the situation, we need some important definitions. 
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Definition 7. BL {11} is the logic on the language L whose axioms are: 

(A1) (A---+ B)---+ ((B---+ C)---+ (A---+ C)) 
(A2) (A&B)---+ A 
(A3) (A&B)---+ (B&A) 
(A4) (A&(A---+ B))---+ (B&(B---+ A)) 
(A5) (A---+ (B---+ C))---+ ((A&B)---+ C) 
(A6) ((A&B)---+ C)---+ (A---+ (B---+ C)) 
(A 7) ((A---+ B) ---+C)---+ (((B---+ A)---+ C) ---+C) 

(A11) 0---+A 
(A12) A---+ 1 

The only rule of BL is Modus Ponens: 

A A-+B 
(MP) B 

Lukasiewicz Logic L is BL plus 

(--,--,) -,-,A ---+ A. 

Product logic II is BL plus 

(1r) -,(A) V ((A---+ (A&B))---+ B), 

Godel Logic G is BL plus contraction: 

(contr) A---+ (A&A). 

Definition 8. Let L be any of the logics listed above. The predicate logic L'V­
is the logic in the language L 1 axiomatized by the axioms of L (extended to all 
formulas of L1) plus the following ones: 

(\11) 'VxA---+ A(vjx) (v substitutable for x in A). 
(\12) 'Vx(A---+ B) ---+ (A---+ 'VxB) (x not free in A). 
(=31) A(vjx)---+ 3xA (v substitutable for x in A). 
(=32) 'Vx(A---+ B) ---+ ((3xA)---+ B) (x not free in B). 

A 
and whose rules are (MP) and (Gen): 'VxA. 

The logic L'V is L'V- plus the axiom: 

(\13) 'Vx(A VB) ---+ (A V 'VxB) (x not free in A). 

The following proposition summarizes the main known results about BLand its 
principal extensions, as well as their first-order versions: 

Proposition 2. (i) Let L be any of BL, II, L or G. Then Lis strongly complete 
with respect to both the class of BL (product, Wajsberg and Godel respec­
tively) algebras as well as to the class of BL (product, Wajsberg and Godel 
respectively) chains, {11}. 

(ii) If L is as in (i), then L'V- is strongly complete with respect to the class of 
the corresponding algebras, [7], and L'V is strongly complete with respect to 
the class of the corresponding chains. 
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(iii) G is strongly complete with respect to the class of standard Godel algebras. 
II, L and BL are finitely strongly complete, but not strongly complete, with 
respect to the class of standard product (Wajsberg, BL respectively) algebras. 

(iv) G'<l is strongly complete with respect to the class of standard Go del algebras. 
None of LV, IIV or BLV is complete with respect to the class of first-order 
structures on standard Wajsberg (product, BL respectively) algebras. More­
over the set of sentences of LV, IIV or BLV which are valid in all standard 
Wajsberg (product, BL respectively) algebras is not recursively enumerable, 
therefore it cannot be the set of theorems of a formal system with a decidable 
set of axioms and finitary rules. 

We conclude this section with a description of the Baaz operator .1, which will 
be used in the sequel. 

Definition 9. Let L be a propositional (first-order respectively) logic extending 
BL (BLV respectively). The extension ofL by Ll is the logic LLJ. whose language is 
that of L plus the unary operator Ll, whose rules are those of L plus Necessitation: 

A 
Ll(A), and whose axioms are those of L (extended to the formulas in the language 

with Ll) plus the following ones: 

(1) Ll(A---+ B)---+ (Ll(A)---+ Ll(B)) 
(2) Ll(A) v -d(A) 
(3) Ll(A)---+ A. 
(5) Ll(A)---+ Ll(Ll(A)). 
(4) Ll(A VB)---+ (Ll(A) V Ll(B)). 

In any BL-chain, the operator Ll is interpreted as the unary operation /5 defined 

{ 1 ifx=1 
for every x, by /5(x) = 0 th . o erw1se 

Both the positive and the negative results on standard completeness extend 
to logics with .1, with just one difference: the set of first-order formulas of 
Lukasiewicz logic which are valid in { *L} is II2-complete [27], whereas the set 
of first-order formulas of Lukasiewicz logic plus Ll which are valid in { *L} is 
non-arithmetical [16]. 

4 Some Algebraic Results 

We start from Holder's theorem, cf [10], which will be stated here below. Recall 
that an ordered group is archimedean iff for all a, b > 0 there is a positive integer 
n such that na > b. Then Holder's theorem says the following: 

Proposition 3. Any totally ordered archimedean group Q can be embedded into 
the additive group R of the reals by a complete embedding (i.e., one which pre­
serves existing suprema and infima). 
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Proof. The embedding if> is defined as follows: first of all, let if>( e) = 0, where 
e denotes the neutral element of Q. Now fix u > e. Let for every a E Q with 
a > e, if>(a) = sup{;;, : am 2: un} (it can be shown that such a supremum 
exists, cf [10]), and let for a< e, if>(a) = -if>(a- 1 ). That the embedding if> is 
complete can be proved as follows: suppose first e < a = sup {an : n E w }, where, 
without loss of generality, we can assume a > an+l > an > e for every n. Let 
rn =if>( an), let r =sup {rn :nEw}, and let s =if>( a). Clearly, s 2: r. Suppose, 
by the way of contradiction, s > r. Let ;;, be a rational such that r < ;;, < s. 
Hence a'f' < un for every i, and am > un. But product in an abelian £-group 
commutes with infinite joins and meets, therefore am = sup { a'f' : i E w }, and 
a contradiction has been reached. The case a ::::; e is similar (taking the inverse 
elements and recalling that the group operation commutes with existing infima). 
Thus if> preserves existing joins. The proof that it preserves existing (finite or 
infinite) meets is quite similar. D 

Let A be either a product chain or an MY-chain. Then A is said to be archimedean 
iff for every x, y E A\ {0, 1} there is a positive integer n such that xn < y. A 
totally ordered cancellative hoop C is said to be archimedean iff for every x, y E 

C \ {1} there is a positive integer n such that xn < y. Using Mundici's functor 
r [22] for the case of MY-algebras and [6] for product algebras, Holder's theorem 
immediately gives: 

Proposition 4. An MV-chain (a product chain respectively) is archimedean iff 
it can be embedded in the MV-algebra (product algebra respectively) on [0, 1] by a 
complete embedding. A totally ordered cancellative hoop is archimedean iff it can 
be embedded into the algebra ((0, 1], ·, ---+7r, 1) by a complete embedding, where · 
and ---+1r denote product and residuum of product respectively. 

Definition 10. A totally ordered BL-algebra A is said to be weakly archimedean 
iff all its W ajsberg components are archimedean, and weakly saturated iff all its 
W ajsberg components have a greatest lower bound which is an idempotent. 

Definition 11. A BL-algebra with storage {21} is a BL-algebra B with a unary 
operation * such that for every a E B, a* is the greatest idempotent z such that 
z ::::; a. A BL-algebra with storage is said to be representable iff it is isomorphic 
to a subdirect product of BL-chains with storage. 

Clearly, any BL-algebra B arising from a continuous t-norm is (a reduct of) 
a representable BL-algebra with storage: for any a E B, a* = a if a is an 
idempotent, and a* is the infimum of the Wajsberg component which a belongs 
to otherwise. 

BL-algebras with storage are axiomatized by the following axioms: 

(sO) The axioms of BL-algebras. 
(s1) a*= a(a*) 2 . 

(s2) (b---+ (ab2))* ---+ (b---+ a*). 

Representable BL-algebras with storage are axiomatized (sO), (s1) and (s2) plus: 

(s3) (a V b)* +--+ (a* V b*). 
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Lemma 1. Let A be a BL-chain. The following are equivalent: 
(a) A is weakly archimedean and weakly saturated. 
(b) On A we can define an operation * making it a BL-algebra with storage 
satisfying the additional condition: 
(+)if x::::; yn for every n, then x::::; y*. 

Proof. (a) =? (b). Let for every x E A, x* denote the infimum of the Wajsberg 
component which x belongs to. Then x* is also the greatest idempotent below 
x, therefore A becomes a BL-algebra with storage. Moreover, the condition ( +) 
is clearly satisfied if x and y are not in the same component; if they are in the 
same component W, then either x = y = 1, or x must be the minimum of W, 
as W is archimedean. But the minimum of W is an idempotent, as A is weakly 
saturated. Hence x = y*. 

(b)=? (a). Let A be any BL-chain with a storage operator satisfying(+). We 
prove first that A is weakly saturated. Let W be any Wajsberg component of A, 
and let x E W, x < 1. It suffices to prove that x* is the infimum of W. Suppose 
not. Then since x* is an idempotent, it cannot be in W (otherwise W would 
have an idempotent different from its maximum and its minimum), therefore 
there would be a lower bound z of W such that x* < z. But then we would 
have z ::::; xn for all n, and x* < z, thus invalidating ( + ). We now prove that A 
is weakly archimedean. Let x, y < 1 be in the same Wajsberg component W of 
A. We claim that it is impossible that x < yn for every n. Indeed, in that case, 
by ( +) we would get x ::::; y*, therefore x = y* would be the minimum of W. 
Hence W would be a reduct of a Wajsberg algebra with minimum x = y*. Now 
let z = y ----> y*. Then clearly zy = y*, and since yn > x = y* for every n, we 
also have yn+l > y*, and therefore yn > y----> y* = z. By ( + ), this would imply 
z ::::; y*, and therefore z ----> y* = (y ----> y*) ----> y* = 1. On the other hand, using 
equations valid in every Wajsberg hoop, we get: z ----> y* = (y ----> y*) ----> y* = y, 
and a contradiction has been reached. D 

Now let A be weakly saturated. We group any maximal set of consecutive two­
element components (i.e., any maximal convex set consisting of idempotent ele­
ments, added with the top element 1) into a single algebra which will be called a 
Godel component. Note that any such algebra is a zero-free subreduct of a Godel 
algebra. 

Then we group any cancellative component and its infimum (which is an 
idempotent as A is weakly saturated) into a single algebra, which is a zero-free 
reduct of a product algebra and will be called a product component. 

In this way A is decomposed into components which are MY-algebras, called 
MY-components, components which are product algebras, called product compo­
nents, components which are subreducts of Godel algebras, called Godel compo­
nents and idempotent elements which do not belong to MY or product or Godel 
components, but are infima of endpoints of a family of such components. 

We say that a BL-algebra is saturated iff for every Godel, product or MY 
component C in it, C \ {1} has a supremum and a minimum which are both 
idempotents. Note that if C is a Wajsberg component of a weakly saturated 
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BL-algebra, then C \ {1} might either fail to have a supremum or have a supre­
mum which is not an idempotent. 

Lemma 2. cf {14}. Any BL-chain A embeds into a saturated BL-chain. If in 
addition A is weakly saturated and every Godel component in A has a minimum, 
then there is a saturated BL-chain B such that A embeds in B by a complete 
embedding (i.e., by an embedding preserving existing suprema and infima). 

Proof. Whenever a component C is such that C \ {1} has no supremum (no 
minimum respectively), add a new idempotent element Me (me respectively), 
and stipulate that: if x is an upper bound of C \ {1 }, then Mex = Me 1\x = Me, 
Me V x = x, Me ---+ x = 1, x ---+ Me = Me; otherwise, Mex = Me 1\ x = x, 
MeV x =Me, Me ---+ x = x, and x---+ Me = 1. 

In a similar fashion, stipulate that: if x is a lower bound of C \ {1 }, then 
mex =me 1\ x = x, me V x =me, me---+ x = x and x---+ me= 1; otherwise, 
mex =me 1\ x =me, me V x = x, me---+ x = 1, and x---+ me= me. 

Let C be the algebra obtained in this way. It is clear that B is a saturated 
BL-chain that extends A. 

Assume now that A is weakly saturated and every Godel component in A has 
a minimum. First note that if C is a Godel or product or MV component of A 
and C \ {1} has a supremum a in A, then either a E C or a is an idempotent. 
In particular, if C is a Godel component, then a is an idempotent and a E C. 
To see this, assume first that C is a Godel component. Suppose, by the way 
of contradiction, a tJ_ C. Thus a is a proper supremum, and since the monoid 
operation distributes over (possibly infinite) suprema, a2 = sup { b2 : b < a} = 

sup{b: b <a}= a. Thus a E C, and a contradiction has been reached. Now 
assume that C is a product or an MV component. If a tJ_ C, by the definition of 
ordinal sum we obtain that a 2 > c for all c E C\ {1 }. Since a 2 :::; a= sup(C\ {1} ), 
we must have a = a 2 , and a must be an idempotent. 

Next note that every product or MV component in A has clearly a minimum 
and every Godel component C of A has a minimum by hypothesis. It follows 
that when we construct B as in the first part of the proof, we do not add minima 
of any component. Moreover, if we add a new upper bound Me of C \ {1 }, then 
either C \ {1} has no supremum (therefore we do not change existing suprema), 
or C \ {1} has a supremum a which is not an idempotent. But in this case, 
a E C \ {1}, therefore a< Me, and there is no z with a< z <Me. Hence Me 
is not a supremum of a subset of A. Summing-up, we do not change existing 
suprema or infima. D 

Lemma 3. Any countable, saturated and weakly archimedean BL-chain A em­
beds into a standard BL-algebra on [0, 1] by a complete embedding. 

Proof. Consider any enumeration C0 , ... , Cn, ... of all Lukasiewicz, Godel or prod­
uct components of A. In each component we replace 1 by its supremum. In other 
words, if di is the supremum of Ci \ {1} we replace Ci by (Ci \ {1}) u { di}, thus 
getting a new set q, which, by abuse oflanguage, we will still call a component. 
In this way, any two different components may either be disjoint or intersect in 
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one of their endpoints. We write q < Cj to mean that c: i=- Cj and that every 
element of q precedes every element of Cj. We write q <o Cj to mean that 
c: < Cj and that c: and Cj have a common endpoint (i.e., the minimum of C1 
equals the supremum of Ci \ {1}). We write c: < 1 Cj to mean that c: < c: and 
not c: <o Cj. We proceed by induction; at each step i we embed c: into an 
algebra of the same kind on an interval [ai, bi] (by a complete embedding) in 
such a way that: (a) ai = 0 iff ci is the first component, and bi = 1 iff ci is the 
last component; (b) if c: <o Cj then bi = a1; (c) if c: <1 Cj, then bi < a1. 

Step n. Suppose that at step n - 1 we have embedded all c: with i < n into 
(algebras of the same kind on) intervals [ai,bi] such that (a), (b) and (c) are 
satisfied. The construction proceeds as follows: 

(1) If C~ is the first component, then let Cj =min {q: i = 1, ... , n- 1 }. Note 
that a1 > 0 by condition (a). If C~ <o Cj, then embed C~ into [0, a1]. Otherwise, 
embed c~ into [0, ad]. 

(2) If C~ is the last component, then let Cj = max{q: i = 1, ... , n- 1 }. Note 
that b1 < 1 by condition (b). If Cj <o C~, then embed C~ into [b1, 1]. Otherwise, 

embed c~ into [bjt1 ' 1]. 
(3) If c~ is the not the first component, but it is smaller than c~, ... ,c~-1' 

then let Cj = min {c:: i = 1, ... , n -1}. Note that a1 > 0 by condition (a). If 

C~ <o Cj, then embed C~ into [ad, a1]. Otherwise, embed C~ into [a:f, 2~j ]. 

( 4) If c~ is the not the last component, but it is greater than c~' 0 00' c~-1' 
then let Cj = max {c: : i = 1, ... , n- 1 }. Note that b1 < 1 by condition (b). If 

C' C' th b d C' . t [b 1+bj] Oth . b d C' . t [ 1+ 2bj 2+bj] 1 <o n, en em e n m o j, - 2- . erw1se, em e n m o - 3-, - 3 - . 

(5) If there are h, k < n such that c~ < c~ < q, then let 

c~ = max { c~ : c~ < c~ : h = 1' 0 0 0' n - 1} ' 

Cj = min { C~ : C~ < C~ : k = 1, ... , n - 1} . 

Embed C~ into [an, bnJ, where: if c: <o C~ <o Cj, then an = bi and bn = a1; if 

C' C' C' th - b d b - aj+b, · "f C' C' C' th b -i <o n <1 1, en an - i an n - - 2-, 1 i <1 n <o 1, en n - aj 
and a = b,+aJ · if C' < C' < C' then a = 2b,+aJ and b = b,+2a' n 2 ' • 1 n 1 J' n 3 n 3 · 

Note that the idempotents p which are neither internal points of a Godel 
component, nor common limit points of two consecutive components, are either 
the infimum of a family of left endpoints of components, or the supremum of a 
family of right endpoints of components, or both, and we only need to prove that 
such idempotents are mapped in such a way that the above suprema and infima 
are preserved. We only treat the case where p is both a proper supremum of right 
endpoints of components and a proper infimum of left endpoints of components, 
and we leave the other (similar, and a little bit simpler) cases to the reader. Thus 
we assume p =limn Tn =limn ln with Tn < Tn+1 < p < ln+1 < ln, where Ti and 
li are respectively right and left extremals of components of A, and we prove that 
if Cn, dn and 8 are the reals corresponding to r n, to ln and to p respectively, then 
8 = limn dn = limn Cn. Clearly, it suffices to prove that limn(dn -en) = 0. To 
this purpose, note that whenever we insert a new interval [an, bn] corresponding 
to a component c~ inside an interval [a, b] whose extremals have been previously 
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introduced, the construction guarantees that an - a :::; b2a, b - bn :::; b2a and 
bn- an :::; b2a. Now for every n we insert an interval of the form [c~, em] and an 
interval of the form [dm, d~] inside [en, dn]· This implies that dm- Cm :::; dn;cn, 

and the claim follows. D 

5 Characterizing Standard Completeness: Propositional 
Case 

We work in BL with an operator * where A* represents the greatest idempo­
tent below A. In other words, we work in the logic whose equivalent algebraic 
semantics is the variety of representable BL-algebras with storage. The axioms 
for* are (cf [21]: 

(*1) A*---+ (A&A*&A*) 
(*2) (B---+ (A&B&B))*---+ (B---+ A*) 
(*3) (A VB)* +-4 (A* VB*). 

The rules of BL* are: 

A A---+B 
Modus Ponens: -----=-­

B 
A 

Necessitation: A*. 

Note that the axioms guarantee that * has all the properties of an 84 modality. 
However, axiom (*3) is not valid in 84, and it is quite uncommon in modal logic: 
it has been introduced because it ensures representability of the corresponding 
algebras. 

Let BL * be the resulting logic. Note that BL * is conservative over BL. 
We consider the following infinitary rule: 

(R) 
C V (A---+ Bn) all n 

C V (A---+ B*) 

In the sequel, f-- denotes derivability in BL *, and f-- R denotes derivability in 
BL* plus the rule (R). Thus f--R is defined by adding to the definition off-- the 
following clause: 

If d1 , ... , dn, ... are derivations of C V (A---+ B), ... ,C V (A---+ Bn), ... , from a set r 
d1, ... ,dn,··· ( ) 

of assumptions, then C V (A---+ B*) is a derivation of C V A---+ B* from r. 

If r is any set of formulas, then K(r) (KR(r) respectively) denote the smallest 
set offormulas which contains rand the axioms of BL* and is closed under the 
rules of BL* (under the rules of BL* and under (R) respectively). 

A set r is said to be a theory (an R-theory respectively) if K(F) = r 
(KR(r) = r respectively). A theory is said to be complete iff for any pair 
A, B of formulas either A---+ BE r orB---+ A E F. 
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Lemma 4. Let r be any completeR-theory over BL*, and let .Cr denote the 
Lindenbaum sentence algebra of r. Then .Cr can be embedded into a standard 
BL-algebra. 

Proof. The completeness of r makes sure that .Cr is a chain. Hence by Lemma 
3, it suffices to prove that .Cr is weakly archimedean. Now .Cr is a BL-chain 
with storage, and by the validity of (R), it satisfies condition (b) in Lemma 1. 
Thus by Lemma 1, .Cr is weakly archimedean and weakly saturated. This ends 
the proof. D 

Lemma 5. r U {A} f---R B iff r f---R A*---+ B. 

Proof. The right-to-left direction is clear (using ;{. and then Modus Ponens). 
For the other direction, we work by induction on the derivation. If B is an axiom 
or A or belongs to r, the claim is clear. The induction steps corresponding to 
Modus Ponens or Necessitation are easy. We now consider the case where the last 
rule is (R). Thus assume that B = EV (e---+ D*) is obtained from EV (e---+ D), 
E V (e---+ D 2 ), ... ,E V (e---+ Dn), ... by the rule (R). By the induction hypothesis 
we have derivations of A* ---+ (E V (e ---+ D)), ... , A* ---+ (E V (e ---+ Dn)), .... 
From them we obtain derivations of (A* ---+ E) V ((e&A*) ---+ D)), ... , (A* ---+ 
E) v ((e&A*) ---+ Dn)), .... 

Hence by the rule (R) we obtain a derivation of (A* ---+E) V ((e&A*)---+ D*), 
which is provably equivalent to A* ---+ (E V (e---+ D*)). D 

(An ---+B)* ---+ e all n 
Lemma 6. The rule (B---+ A*)* V e is derivable in BL* plus (R). 

Proof. From (An ---+B)* ---+ e and from (An ---+B)* V (B ---+An)*, for every n 
we derive (B---+ An)* V e, and, using the valid schema D*---+ D, we also derive 
(B---+ An)ve. By the rule (R) we get (B---+ A*)ve, and finally by Necessitation, 
by (*3) and D* ---+ D, we conclude (B ---+A*)* V e, as desired. D 

Lemma 7. If for all n, r f--- R (en ---+ B)* ---+ A and r f--- R (B ---+ e*)* ---+ A, 
then r f---R A. 

Proof. By Lemma 6, if for all n, r f---R (en ---+ B)* ---+ A, then r f---R (B ---+ 
e*)* VA. If in addition r f---R (B---+ e*)* ---+A, then r f---R A. D 

We are ready to prove a syntactic characterization of the relation r FKTN A 
even for infinite r. Recall that in any standard BL-algebra there is a unique 
operator* making it a BL-algebra with storage. Thus we may consider a standard 
BL-algebra both as a BL-algebra or as a BL-algebra with storage. 

Theorem 2. For any set r U {A} of BL or BL* sentences, the following are 
equivalent: 
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Proof. (b) =?(a). It suffices to prove that (R) is valid in any standard BL-algebra 
A. This reduces to prove that for all x, y, z E A, if z V (x----+ yn) = 1 for every n, 
then zV(x----+ y*) = 1. The claim is trivial if z = 1. Thus suppose z < 1, therefore 
x :::; yn for every n. If y = 1, then clearly x :::; 1 = y*. Otherwise, let C be the 
unique Wajsberg component which y belongs to. Let Yo = inf {yn : n E w }. Then 
y0 is an idempotent element, and x :::; y0 :::; y. Thus x :::; y*, and (R) is valid in 
A. 

(a) =?(b). Suppose r ifR A. We will construct a completeR-theory r+ such 
that r ~ r+ and A rf'- r+. 

Before starting the construction, we warn the reader that by the presence 
of infinitary rules, many standard constructions do not work. For instance, one 
might be tempted to use Zorn's lemma to obtain a maximal R-theory r+ ex­
tending r such that A rf'- r+. But in this case Zorn's lemma does not apply, as 
the union of a chain of R-theories may fail to be an R-theory: for instance, let 
Fn = KR(P----+ qn); then n ~ ... ~ Fn ~ ... , and every Fn is an R-theory, but 
their union r+ is not, as p ----+ q* rf'- r+. Thus we will proceed in another way. 

Let (A1, B1), ... ,(An, Bn), ... be an enumeration of all pairs offormulas of BL*. 
We define inductively a sequence \Fn : n E w) of R-theories with the following 
properties: 

(a) Fo = KR(F) ~ n ~ ... ~ Fn ~ .... 
(b) For every n, A rf'- Fn. 
(c) For every n, either An----+ Bn E Fzn+l or Bn----+ An E nn+l· 
(d) For every n, if An ----+ Bn E nn+l, then either for some k, B~ ----+ An E 

Fzn+2, or An----+ B~ E Fzn+2· 
(e) For every n, if An ----+ Bn rf'- Fzn+l, then either for some k, A~ ----+ Bn E 

Fzn+2, or Bn ----+A~ E Fzn+2· 
Step 0: Fo = KR(F). 
Step 2n + 1. If A rf'- KR(Fzn U {An----+ Bn}), then let nn+l = KR(nn U 

{An----+ Bn}); otherwise, let nn+l = KR(nn U {Bn----+ An}). Note that in any 
case A rf'- nn+l· Indeed, if A E nn+l, then Fzn U {An----+ Bn} f--R A, Fzn U 
{Bn----+ An} f--R A, and by Lemma 5, nn f--R (An ----+ Bn)* ----+ A and Fzn f--R 
(En ----+An)* ----+ A. Since Fzn f-- R (An ----+ Bn)* V (En ----+An)*, we would conclude 
Fzn f-- R A, against the induction hypothesis. 

Step 2n + 2. We distinguish two cases. 
Case (a): An----+ Bn E Fzn+l· We have two subcases. 
Subcase (a1): for some k, A rf'- KR(nn+l U {B~----+ An}). Then let k0 be the 

minimum k with this property, and let F2n+Z = KR(nn+l U { B~0 ----+An}). Note 
that A rf'- nn+2· 

Subcase (a2): for all k, A E KR(nn+l U {B~----+ An}). Then by Lemma 5, 
Fzn+l f--R (B~ ----+An)* ----+A and since A rf'- nn+l, by Lemma 7 we have that 
(An ----+ B~)* ----+A rf'- nn+l· Then let nn+2 = KR(Fzn+l U {An----+ B~}), and 
note that A rf'_ Fzn+2· 

Case (b): An----+ Bn rf'- nn+l· Then Bn----+ An E Fzn+l, and the procedure is 
quite symmetric to Case (a) (just exchange An and Bn)· 
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It is clear that the sequence (Fn : n E w) satisfies conditions (a), (b), (c), 
(d) and (e). Now let r+ = U{Fn: nEw}. Clearly r+ is a complete theory 
extending r, and A 1- r+, therefore by Lemma 4 to get the claim it is sufficient 
to show that r+ is closed under (R) (warning: as noted before, the union of a 
chain of R-theories need not be an R-theory). 

Thus assume that for some formulas D, E and P and for all k, D V (E ---+ 

pk) E r+, and let us prove that D V (E---+ P*) E r+. Since r+ is a complete 
theory, we have that either D E r+ or for all k, E ---+ pk E r+. If D E r+, 
then D V ( E ---+ P*) E r+. If for all k, E ---+ pk E r+, then by our construction 
we have that either for some h, ph ---+ E E r+, or E ---+ P* E r+. In the latter 
case, D V ( E ---+ P*) E r+. In the former case, since E ---+ pk E r+ for all k and 
since ph ---+ E we derive E +---* ph and ph +---* ph+l. The last formula implies 
that in the Lindenbaum sentence algebra of r+, (the equivalence class of ) ph is 
an idempotent element, therefore, E, ph and P* are provably equivalent. Then 
E---+ P* E r+, DV(E---+ P*) E r+, and r+ is closed under (R). This concludes 
the proof. D 

6 Characterizing Standard Completeness: First-Order 
Case 

We will work in the logic BL*V+ defined below. 

Definition 12. BL*V+ is the logic whose language is L 1 plus the unary operator 
*, and whose axioms and rules are: 

The axioms and the rules of BL* (for formulas of the extended language). 
The axioms and the rules of BL\1 (once again, for formulas of the extended 
language). 
The axiom VxB*(x) ---+ (VxB*(x))* (whose intended meaning is that the 
infimum of a set of idempotent elements is an idempotent). 

The logic BL*VR is BL*V+ plus the rule (R). 

Note that the new axiom VxB*(x) ---+ (VxB*(x))* is true in any standard BL­
algebra. 

The derivability relation in BL*V+ will be denoted by h, and the derivability 
relation in BL*VR will be denoted by f--Rl· We also recall from Section 2 that 
first-order semantic consequence relation in standard BL-algebras is denoted by 

FKTNl· 

Lemma 8. Let A be a weakly saturated BL-chain, and let B be the saturated 
BL-chain constructed as in the proof of Lemma 2. Let M be a structure over A 
such that every axiom of BL*V+ is valid in (A, M). Then for any sentence E 
we have that IIEIIA,M = IIEIIB,M· 
Proof. The claim is clear if every Godel component of A having an infimum has a 
minimum, because in this case the identity function on A is a complete embedding 
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of A into B. Now suppose that there are Godel components of A with infimum 
but without minimum. Let C be any of them (thus the infimum "( of C is not an 
idempotent). Note that for every formula D(x) we cannot have IIVxD(x)IIA,M = 
"(,otherwise we would have IIVxD*(x)IIA,M = "( = II (\ixD*(x))* IIA,M = "f*. Thus 
"( would be an idempotent, which is a contradiction. 

We now proceed by induction on the complexity of E. The base step is 
clear, and the steps corresponding to connectives and to * are obvious, as A 
is a BL* subalgebra of B. For the \i step, the claim follows from the fact that 
IIVxD(x)IIA,M cannot be the infimum of a Godel component without minimum, 
and the remaining infima, i.e., those infima which are not infima of Godel compo­
nents without minimum, are preserved from A to B. Finally, all suprema existing 
in A are preserved from A to B, and this shows the :3 step. D 

Definition 13. A theory r over BL*\f+ is said to be Henkin iff whenever 
\ixB tf- r {B any formula), then there is a constant c such that B(xjc) tf- r. 
Lemma 9. Let r be a complete and Henkin R-theory over BL*\f+, in a language 
with infinitely many constants, and let A be a formula such that A tf- r. Then 
r ~KTNl A. 

Proof. Let D be the set of all constants in r, and define for every atomic 
formula B, M(B) = [B] (where [B] denotes the equivalence class of B with 
respect to provable equivalence in F). Clearly, in this way we have defined a 
first-order structure M with domain D over .Cr. Now we prove that for every 
sentence F, we have IIFII.cr,M = [F]. The proof is by induction on F. The 
claim is trivial for F atomic, and the steps corresponding to connectives or to 
* are easy (for instance, using the induction hypothesis, we get IIA&BII.cr,M = 
IIAII.cr,M&IIBII.cr,M = [A]&[B] = [A&B], and a similar argument works for the 
other connectives). 

We now treat the \i step. Assume by induction hypothesis that for all c ED, 
we have IIB(x/c)ll.cr,M = [B(xjc)]. We need to prove that 

(i) inf {IIB(x/c)ll.cr,M: c ED}= inf{[B(x/c)]; c ED} exists, and 
(ii) inf{[B(x/c)]; c ED}= [\ixB]. 

Clearly, [VxB] is a lower bound of all elements of the form [B(x/c)]. Now let 
C be any sentence such that [C] ::::; [B(x/c)] for every c E D. Then for every c, 
C----> B(xjc) E r. Since r is a Henkin theory, it follows that \ix(C----> B(x)) E r, 
therefore C----> \ixB(x) E r. Thus [C] ::::; [\ixB(x)], and [\ixB(x)] is the greatest 
lower bound of the set {[B(x/c)] : c ED}. 

We now consider the :3 step. Using the induction hypothesis, it is sufficient 
to prove that [::JxB] = sup{[B(x/c)] : c E D}. That [::JxB] is an upper bound 
is clear. Now let C be any sentence such that [B(x/c)] ::::; [C] for every c E D. 
Then for every c E D, B(xjc) ----> C E r. Since r is a Henkin theory, it follows 
that \ix(B(x) ---->C) E r, therefore ::JxB----> C E r. Thus [::JxB] ::::; [C], and [::JxB] 
is the least upper bound of the set {[B(x/c)] : c ED}. 

So far, we have shown that .Cr is a BL*-chain (as r is complete), and 
M is a first-order structure on it, such that for every sentence F, we have 
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IIFIIcr,M = [F]. It follows that IIBII.cr,M = 1 for all BE r, and IIAII.cr,M < 1. 
Moreover, Lr is weakly saturated (being a BL* chain) and weakly archimedean, 
as r is an R-theory. 

Now by Lemma 8, we can embed Lr into a weakly archimedean and saturated 
BL*-chain B such that for every sentence F we have IIFIIcr,M = IIFIIs,M· 
Finally, by Lemma 3, B embeds into a standard BL-algebra S by a complete 
embedding if>. Hence we obtain a first-order structure NonS letting, for every 
atomic sentence P, IIPIIs,N = iJ>(IIPIIs,M)· Since if> is a complete embedding, we 
have that for any sentence F, 

IIFIIs,N = i!>(IIFIIs,M) = i!>(IIFII.cr,M)· 

Hence IIBIIs,N = 1 for all BE rand IIAIIs,N < 1. This completes the proof. D 

Theorem 3. Let r u {A} be any set of sentences of BL*\:1. Then r FKTNl A 
iff r f--R1 A. 

Proof. The proof of the right-to-left direction is similar to the proof of the 
analogous statement in Theorem 2. For the other direction, by Lemma 9, it is 
sufficient to show that if r lfR A, then there is a complete Henkin R-theory r+ 
such that r <:;;; r+ and A tJ_ r+. 

To this purpose, we first extend the language by countably many new con­
stants. In the sequel, for any set E of sentences in the new language, KR(E) 
will denote the smallest R-theory over BL*V+ containing E, in the language 
of BL*V+ added by the symbols of E. Thus e.g. KR(r) does not contain any 
formula with constants not occurring in r. 

Now consider: (a) an enumeration of all pairs (An, Bn) of sentences of the 
extended language; (b) a list ( Cn ( x) : n E w) of all formulas of the extended 
language whose only free variable is x. 

We define inductively a sequence (Fn : n E N) of R-theories and a sequence 
(En : n E w) of sentences with the following properties: 

(a) Fo = KR(F) <:;;; n <:;;; ••• <:;;; Fn <:;;; •••• 

(b) For every n, En tJ_ F3n, BL*V+ f--A----> En and BL*V+ f--En----> En+l· 
(c) For every n, either An----> Bn E nn+l or Bn----> An E F3n+l· 
(d) For every n, if An----> Bn E nn+l, then 
either for some k, B~----> An E F3n+2, or An----> B~ E F3n+2· 
(e) For every n, if An ----> Bn tJ_ r3n+l, then either for some k, A~ ----> Bn E 

F3n+2, or Bn ----> A~ E F3n+2· 
(f) For every n, either VxCn(x) E r3n+3 or there is a constant c such that 

Cn(c)----> E3n+3 E F3n+3· 
Note that conditions (a), ... ,(f) guarantee that the union r+ of all Fn is a 

complete and Henkin R-theory, and that A tJ_ r+. That r+ is a complete R­
theory can be proved along the lines of Theorem 2. That A tJ_ r+ follows from 
(a) and (b). We prove (assuming (a), ... ,(f)) that r+ is Henkin. Suppose that 
VxCn(x) tJ_ r+. Then VxCn(x) tJ_ F3n+3, therefore by (f) there is a constant 
c such that Cn(c) ----> E3n+3 E F3n+3· We claim that Cn(c) tJ_ r+. Indeed, if 
Cn(c) E r+, there would be a k ~ 3n + 3 such that Cn(c) E n, and since 
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Cn(c) ----+ E3n+3 E Fk, we would obtain E3n+3 E Fk, and finally, by (a) and (b), 
Ek E Fk, which is excluded by (b). 

The rest of the proof is devoted to the construction of sets Fn and sentences 
En satisfying conditions (a), (b), (c), (d), (e) and (f). 

Step 0: set Fo = KR(r) and Eo= A. 
Step 3n + 1. If E3n tf_ KR(F3n U {An----+ Bn}), then let nn+l = KR(F3n U 

{An----+ Bn}); otherwise, let r3n+l = KR(r3n u {Bn----+ An}). Moreover, let 
E3n+l = E3n· Note that in any case E3n+l tf- F3n+l· This is shown as in the 
proof of Theorem 2. 

Step 3n + 2, (a). Suppose An ----+ Bn E nn+l· If for some h, E3n+l tf_ 

KR(nn+l u {B~----+ An}), then let nn+2 = KR(nn+l u {B~----+ An}); oth­
erwise, let F3n+2 = KR(F3n+l U {An----+ B~}). Moreover, let E3n+2 = E3n+l· 
Note that in any case E3n+2 tf- r3n+2, see the proof of Theorem 2. 

Step 3n + 2, (b). Suppose now An----+ Bn tf_ F3n+l (and therefore Bn----+ An E 

F3n+1 ). The construction is symmetric to that of Step 3n+2, (a) (just exchange 
An and Bn)· 

Step 3n + 3, case (1). If E3n+2 tf_ KR(F3n U {\lxCn(x)} ), then let nn+3 = 

KR(F3n+2 U {\lxCn(x)}) and E3n+3 = E3n+2· 
Step 3n + 3, case (2). If E3n+2 E KR(F3n U {\lxCn(x)}), then take a new 

constant c not occurring in F3n+Z nor in E 3n+Z (e.g., we may take the constant 
with minimum index having such property). Let F3n+3 be the smallest R-theory 
over BL*\f+ containing nn+z in the language of nn+z added with the new 
constant c, and let E3n+3 = E3n+2 V Cn(c). 

Note that in any case E3n+3 tf- r3n+3· This is evident if case (1) occurs. 
In case (2), if E3n+3 E F3n+3, then, by the definition of F3n+3, we have that 
E 3n+3 is also derivable from nn+Z· Therefore, replacing c by a fresh variable 
in the derivation of E 3n+3 (recall that c does not occur in F3n+z nor in E 3n+z) 
and using the generalization rule, we would obtain that r3n+2 f--R1 \lx(E3n+2 V 
Cn(x)). Therefore, using (\13), we would obtain F3n+2 f--Rl E3n+2 V \lxCn(x). 
Since F3n+2 f--Rl \lxCn(x) ----+ E3n+2, we would conclude F3n+2 f--Rl E3n+2, 
which contradicts the induction hypothesis. 

Now all conditions except from (f) are clearly satisfied by our construction. 
As regards to (f), if case (1) occurs, then \lxCn(x) E nn+3 and there is nothing 
to prove; if case (2) occurs, then the constructions guarantees that for some 
constant c we have Cn (c) ----+ E3n+3 E F3n+3. This ends the proof. D 

7 Applications 

In this section we investigate many applications of the results of the last two 
sections, namely, the case of Lukasiewicz and product logics, the Lukasiewicz 
logic with a probabilistic operator, and the complexity of first-order BL and 
product logics. But before we investigate these topics, we start from some general 
remarks. 

Since BL, L and II are finitely strongly standard complete, the rule (R) 
is admissible in any finite theory over any of the above mentioned logics. A 
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non-trivial example of formulas A, B such that A----+ Bn is provable for every n 
is given by A = p&p, and B = 'P ----+ p. But also A ----+ B* is provable: the easy 
proof is left to the reader. 

The situation is different for first-order extensions. Indeed, even finite semantic 
consequence relation in standard BL-algebras is not arithmetical, therefore there 
must be a finite set r of sentences, and formulas A and B such that r f--- BL•V+ 

A ----+ Bn for every n, but r If BL•v+ A ----+ B*. Here is an example: 

Example. Let U be a unary predicate, 0 be a constant, and let S be a unary 
function symbol (if we do not want functions symbols in our language, we may 
replace S by a binary predicate s+(x, y), but in this case we need two more 
axioms, i.e., 'Vx'Vy(S+(x, y) V --,s+(x, y)), and 'Vx3yS+(x, y)). Now let 

r = {'Vx(U(S(x)) +--+ U(x?)}, A= 'VxU(x) and B = U(O). 

(If we don't allow function symbols, then 'Vx(U(S(x)) +--+ U(x) 2 ) must be replaced 
by 'Vx'Vy((S+(x, y)&U(y)) +--+ U(x) 2 )). Then it is easily seen that for every n, 
r f--- BL•v+ A ----+ Bn 0 However' r If BL•v+ A ----+ B* 0 To see this, let c be the 
cancellative hoop consisting of all powers of an element a, with a0 = 1, an· am = 
an+m' an :::; am iff m :::; n, and with am ----+ an = amax{n-m,O} 0 Now let w3 be 
the three element MY-algebra, consisting of 0, 1 and ~' and let A be the ordinal 
sum of W3 and C. Take D to be the set w of natural numbers, and interpret 0 
as the natural number 0 and S as the successor function on w. Now evaluate 
U(n) as a2n. Let M be the resulting structure on A with domain D. Then, it is 
easily seen that II'Vx(U(S(x)) +--+ U(x) 2 )IIA,M = 1. Moreover, IIB*IIA,M = 0, and 
IIAIIA,M =~'therefore r ifBL•v+ A----+ B*. 

Remark 2. Since validity in standard BL-algebras is also non-arithmetical, the 
rule (R) is not admissible even when the set r of assumptions is empty. However, 
we have not been able to find a reasonably simple counterexample when r = 0. 

7.1 Strong Standard Completeness in Lukasiewicz and Product 
Logics 

In the case of Lukasiewicz or product logics, the least idempotent below A is 
Ll(A). Therefore, the rule (R) becomes 

(R) 
C V (A----+ Bn) all n 

CV(A----+Ll(B)) . 

Now if L denotes any of Lukasiewicz or product logics and LL:. denotes its 
extension by Ll, then we have: 

A----+ Ll(B) f---LLl -,A VB and -,A VB f---LLl A----+ Ll(B). 
Therefore the rule (R) may be rewritten as: 

(R') 
C V (A ----+ Bn) all n 

cv--,Av B 
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Now let L and LL!. be as above, and let LV and LL!. V be their first-order 
extensions. Also, let f= Ll stand either for FLl or for F1rl, and let f-- LRl have 
the same meaning as f--Rl, but with BL replaced by L. Then, it is possible 
to prove the analogues of theorems 2 and 3 for Lukasiewicz and for product 
logic. Here below we list the main differences in the proofs. First of all, every 
product or MV-chain is saturated, therefore we do not have to worry about 
saturation. Moreover, an MV-chain or a product chain is weakly archimedean 
iff it is archimedean. Finally, in the case of Lukasiewicz or product logic, the 
operator * must be replaced by Ll. Thus Lemma 1 becomes: 

Lemma 10. An MV-chain or product chain is archimedean iff it satisfies the 
following condition: 
{+')If for all n, x::::; yn, then x::::; Ll(y), or equivalently, x V •Y = 1. 

Lemma 2 is not needed in the case of Lukasiewicz or product logic. Lemma 3 
in the case of Lukasiewicz or product logic becomes just Proposition 4. Finally, 
lemmas 4, 5, 6 and 7 extend to Lukasiewicz and to product logic with obvious 
changes (e.g., write Ll for*, L for BL, etc.). Note that the analogue of the axiom 
VxB*(x) ----> (VxB*(x))*, that is, VxLl(B(x)) ----> Ll(VxLl(B(x))) is provable in the 
expansion LL!. V of LV by means of Ll, therefore we do not need it. Thus we obtain: 

Theorem 4. Let r U {A} be any set of sentences of LLJ.V. Then r FLl A iff 
r f--LRl A. 

Problem 1. Is the operator Ll really needed in Theorem 4? The rule (R') does 
not involve Ll, and if L denotes either L or II, then LL!. is a conservative extension 
of L. The same holds for the first-order extension LV of L. However, in order to 
prove that Ll is not needed, we should prove that conservativeness is preserved 
when the rule (R') is added, that is, that for every R'-theory T over L, T L1 is an 
R'-theory which extends T conservatively. 

7.2 Probability over Lukasiewicz Logic 

In [11], Hajek introduces a logic of (classical) probability based on Lukasiewicz 
logic. Many authors also suggested an investigation of probability over many­
valued events. This problem has been investigated in [23], and then it has been 
developed in many papers, cf e.g. [26], [25], [19], [9] and [24]. In particular, 
in [24], Mundici was able to extend the De Finetti no-Dutch-book criterion to 
Lukasiewicz logic. More precisely, recall that a state over an MV-algebra A is 
a map s from A into [0, 1] such that s(1) = 1, and whenever x · y = 0, then 
s(x EB y) = s(x) + s(y). A probabilistic assessment is a map u from a subset of 
Lindenbaum sentence algebra £L of Lukasiewicz logic into [0, 1]. A probabilistic 
assessment is said to be coherent if there is a state over £L which extends it. 
Now Mundici [24] gave a very interesting characterization of coherence of finite 
assessments by means of betting strategies. Consider a reversible book-maker 
A (i.e., one who accepts both positive and negative bets). Let u be any finite 
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assessment, i.e., a map from a finite subset of £L into [0, 1], and imagine the 
following situation: a bettor B is invited to bet any amount bE of money (possibly 
negative, possibly 0) on every event E E Dom(rr). Then B pays PE =bE· rr(E) 
to A now, for each E E Dom(rr) (it is agreed that if PE < 0, then B receives 
-pE from A). Then, a homomorphism vis chosen from £L into the MV-algebra 
[0, 1]L on [0, 1], and for each E E dom(rr), B receives rE = bE· v(E) from A 
for each E E Dom(rr) (again, if rE < 0, then B pays -rE to A). A Dutch book 
relative torr is a system of bets (bE : E E Dom(rr)) which ensures to B a win, 
independently of the choice of the homomorphism v. Then Mundici's result can 
be formulated as follows: 

Proposition 5. Let rr be a finite probability assessment. The following are 
equivalent: 

(i) rr is coherent. 
(ii) There is no Dutch Book relative to cr. 

Thus the concept of coherence has a very interesting counterpart in terms of 
bets. The following questions seem quite natural: 

(1) Is there also a logical counterpart to the coherence problem for Lukasiewicz 
logic? 

(2) Is there a logical approach allowing us to speak also of more general proba­
bilistic judgements like: A is at least as probable as B&C, or: the probability 
of A is equal to the sum of the probability of B and the probability of C? 

In order to answer these questions, following [11], we add a modality Pr to 
Lukasiewicz logic and we interpret the probability of a many-valued event E as 
the truth-value of the sentence Pr(E). Then we introduce a logic LPr whose 
formulas are inductively defined as follows: 

(i) Every formula of L is a formula of LPr. 
(ii) The set of formulas of LPr is closed under connectives of L. 

(iii) if A is a formula of L , then Pr(A) is a formula of LPr. 

Whilst in [11] and in [9] the semantics used is based on Kripke models, we 
would like to investigate semantics based on states. We will propose two different 
approaches. 

In the first approach we consider: 

An MV-algebra A having [0, 1]L as a subalgebra. 
A states on A (note that since [0, 1]L is a subalgebra of A, s maps A into 
A). 
An evaluation von A. 

Then we define for every formula A an element II A lls,v of A in the following 
inductive way: 

II A lls,v= v(A) for A atomic. 
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For every binary connective o, II B o C lls,v=ll B lls,v o II C lls,v (where the 
second occurrence of o denotes its realization in A). 
II Pr(A) lls,v= s(ll A lls,v)· 

The problem is then to characterize those formulas A such that II A lls,v= 1 for 
every MV-algebra A containing [0, 1]L, for every states and for every evaluation 
von A. 

The second approach is as follows: let s be any state on the Lindenbaum 
sentence algebra .CL of L and v be any homomorphism of .CL into [0, 1]L. We 
define for every formula A a real number II A lls,v in the following inductive way: 

II A lls,v= v([A]) for A atomic, where [A] E .CL denotes the equivalence class 
of A modulo provable equivalence in L . 
For every binary connective o, II B o C lls,v=ll B lls,v o II C lls,v (where the 
second occurrence of o denotes its realization in [0, 1]L). 
II Pr(A) lls,v= s([A]). 

In the present paper we will briefly discuss the second approach. We plan to 
develop the first one in a future paper. 

Given a set r u {A} of formulas, we write r F p A to mean that for any state 
sand homomorphism v from .CL into [0, 1]L, if II B lls,v= 1 for all BE r, then 
II A lls,v= 1. We say that a formula A of LPr is valid if 0 FP A and that a set 
r of formulas of LPr is satisfiable if r ~P 0. 

Note that probabilistic judgements like A is at least as probable as B&C and 
the probability of A is equal to the sum of the probability of B and the probability 
of Care expressed by Pr(B&C)---+ Pr(A) and by -.(Pr(B)&Pr(C))/\(Pr(A) +--+ 

(Pr(B) EB Pr(C))) respectively. One can also interpret assessments by means of 
sets of formulas of LPr. To this purpose, consider any condition of the form 
Pr(E) =a. For each natural number n > 1, introduce a new variable Pn (which 
is supposed to represent ~), and the axiom (n- 1)Pn +--+ -.Pn· Now for every 
rational r = ~ with 0 ::::; r ::::; a, add the axiom mpn ---+ Pr(E), and for every 
rationals = ~ with a ::::; s ::::; 1, add the axiom Pr(E) ---+ hpk. In this way, to each 
condition Pr(E) = a in an assessment CJ, we associate a set FE,a of formulas. 
Now let F17 denote the union of all FE,a such that Pr(E) =a is in CJ. Then it is 
clear that F 17 is satisfiable iff CJ is coherent. 

We would like to find a formal system allowing us to derive all valid formulas 
of LPr. To this purpose, note that the following formulas are valid: 

(a) All axioms of L (extended to all formulas of LPr). 
(b) All formulas of the form Pr(A): A an axiom of L. 
(c) All formulas of the form Pr(A---+ B)---+ (Pr(A)---+ Pr(B)). 
(d) All formulas of the form Pr(A EBB) +--+ (Pr(A) EB Pr(B 8 (A&B))). 
(e) All formulas of the form Pr(-.A) +--+ -.Pr(A), A a formula of L. 

Moreover, the set of valid formulas is closed under Modus Ponens. Thus we 
introduce the following definition. 

Definition 14. LPr is the logic, in the language specified above, whose axioms 
schemata are (a), {b), {c), {d) and {e) and whose only rule is Modus Ponens. 
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Remark 3. Even though the set of valid formulas is closed under Necessitation: 
A 

Pr(A), this rule is not valid for consequence relation with respect to the se-

mantics under consideration: indeed, there may be a formula A, a state s and 
a homomorphism v such that v([A]) = 1 and s([A]) < 1. Thus we will not use 
this rule here. However, Necessitation is valid also for consequence relation with 
reference to the first semantics presented in this subsection. The philosophical 
counterpart of the use of Necessitation when dealing with consequence relation is 
the following: suppose that in some reasoning we assume that e.g. the sentence 
tomorrow it will rain will be absolutely true. Then, does this assumption imply 
that the above sentence has probability 1? We believe that both answers YES 
and NO to this question (and therefore, both choices, accepting or rejecting the 
Necessitation rule in deductions from assumptions) may be supported. In any 
case, we point out that, even though clearly inspired by {11} and by [9}, our logic 
slightly differs from the logics presented there. This is why we used a different 
notation. 

In any case the axioms and the rules of LPr guarantee that whenever A is a 
theorem of L, then LPr f-- Pr(A). Thus the set of theorems is independent of the 
presence of Necessitation. 

Lemma 11. (i) If L f--A, then LPr f-- Pr(A). 
(ii) If L f--A----+ B, then LPr f-- Pr(A) ----+ Pr(B). 

(iii) If L f--A, then LPr f-- ·Pr(•A). 
(v) If L f-- •(A&B), then LPr f-- •(Pr(A)& Pr(B)), and LPr f-- Pr(A EBB) +---* 

(Pr(A) EB Pr(B)). 

Proof. (i) By induction on the length of the proof of A, using axiom (c) of LPr 
in the induction step. 
(ii) Use (i) and axiom (c) of LPr. Note that (ii) implies that Pr is compatible 
with provable equivalence, that is, L f--A+---* A' implies LPr f-- Pr(A) +---* Pr(A'). 
(iii) By (i) and axiom (e) of LPr. 
(iv) If L f-- •(A&B), then by (i), LPr f-- Pr(A----+ ·B), therefore by axiom (c), 
LPr f-- Pr(A) ----+ Pr(•B). By (e) we get LPr f-- Pr(A) ----+ ·Pr(B) and LPr f-­
·Pr(A)&Pr(B). Moreover, by axiom (d) and recalling that Pr is compatible 
with provable equivalence, we get LPr f-- Pr(A EBB)+---* (Pr(A) EB Pr(B)). D 

We now consider the following problems: 

Problem 2 

(1) Is LPr strongly complete, i.e., is it true that if r FP A, then r f--LPr A? 
(2) Is LPr finitely strongly complete, i.e., is it true that if r FP A, for finite r, 

then r f--LPr A? 
(3) Is LPr complete, i.e., is it true that if FP A, then f--LPr A? 

Clearly, question (1) has a negative answer, because even Lis not strongly stan­
dard complete. We will see that strong standard completeness is obtained if we 
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add an infinitary rule. We are not able to answer questions (2) and (3). Ques­
tions analogous to (2) and (3) have been solved positively (although in a slightly 
different context) in [9], under the additional assumption that modality free for­
mulas only assume values of the form ~ for some fixed natural number n > 0 
and for m = 0, 1, ... , n. 

In this paper, we will introduce a syntactic characterization of r FP A, even 
for r infinite. To this purpose, for every LPr-formula of the form Pr(A), we 
introduce a new propositional variable PA· Let for every formula C of LPr, c­
denote the result of substituting in C every subformula of the form Pr(D) by 
PD· Thus c- is a L formula with possibly new propositional variables. For every 
set r of LPr formulas, r- will denote the set { c- : C E F}. Moreover AX will 
denote the set of all axioms of LPr. 

Lemma 12. For every set r U {A} of LPr formulas, we have: r f= p A iff 
(FUAX)- f=LA-. 

Proof. For every evaluation e in [0, 1]L such that e(B) = 1 for every B E Ax-, 
we define two functions Ve and Se from LL into [0, 1]L as follows: ve([A]) = e(A), 
and se([A]) = e(pA)· It is easily seen that Ve and Se are well-defined: for se, 
use the fact that Pr is compatible with provable equivalence, therefore if L f-­
A+---* A', then e(pA) = e(pA')· Moreover, Ve is clearly a homomorphism from 
LL into [0, 1]L. We now prove that Se is a state. By Lemma 11 (i), se([1]) = 1. 
Further, if [A&B] = 0, then by Lemma 11 (iv) and by our assumption on e, 
e(pA)&e(pB) = 0, and e(pA E9 PB) = e(pA) E9 e(pB)· It follows that s(A E9 B) = 
e(pA) E9 e(pB) = e(pA) + e(pB) = s(A) + s(B). Now by an easy induction we 
see that for every formulaE of LPr one has II E llse,ve= e(E-). Thus if e is an 
evaluation which invalidates (FUAX)- FL A-, then the pair (se, ve) invalidates 
Ff=pA. 

Conversely, for every states on .CL and homomorphism v from .CL into [0, 1]L, 
we define an evaluation e8 ,v on [0, 1]L as follows. If p is not a new variable of 
the form PA, then set e8 ,v(P) = v([p]). Moreover for any new variable PA, set 
e8 ,v(PA) = s([A]). These clauses uniquely determine the values of e8 ,v on all 
formulas of L. Clearly es,v(B-) = 1 for every B E AX, and by induction we can 
prove that for any formula F of LPr we have e8 ,v(F-) =II F lls,v· Thus if the 
pair (s,v) invalidates r FP A, then es,v invalidates (ruAx)- FLA-. D 

Theorem 5. Let r U {A} be a set of formulas of LPr. The following are equiv­
alent: 
(a) r FP A. 
(b) (FUAX)- f--LRA-. 

Proof. By Lemma 12 and Theorem 4. D 

Remark 4. A weakness of Theorem 5 consists in the use of the infinitary rule (R) 
(or (R')). As we said before, this rule is unavoidable when r is infinite. However, 
we conjecture that for finite r, (R) is redundant. If true, this conjecture would 
reduce the finite satisfiability problem for sentences of LPr to the satisfiability 
problem for Lukasiewicz logic. However, the conjecture seems not to be completely 
trivial, because, even if r is finite, the set (AX U F)- is infinite. 
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7.3 Complexity of First-Order Logics 

In this subsection we use our characterization of semantic consequence in stan­
dard algebras in order to provide for a tight bound for the complexity of the 
sets of sentences of BLV (JIV respectively) which are valid in all standard BL 
(product respectively) algebras. We also prove a similar bound for LLl V, JILl V 
and BL*V. 

In the sequel, given a set X of natural numbers, X' denotes the halting set 
with oracle on X. Moreover we inductively define X(o) =X, X(n+l) = (X(nl)'. 
We also define X(w) = {(n, m) : n E X(ml}, and X(w+l) = (X(w))'. The Thring 
degree of a set X is denoted by d(X), and the Thring degree of any computable 
set is denoted by 0. Given a Thring degree d = d(X), d(n), d(w) and d(w+l) 
denote the Thring degree of X(n), of X(w) and of X(w+ll respectively. A set 
is arithmetical if its Thring degree is bounded above by o(n) for some n. It is 
well-known that a set is arithmetical iff it is definable in the standard model of 
natural numbers. In the sequel, VBLl (VBL*l respectively) denotes the set of all 
sentences A of BLV (of BL*V respectively) such that FKrNl A. Moreover V7r 1 

(V1r.<1l respectively) denotes the set of all sentences A of JIV (of JILl V respectively) 
such that F1rl A. Finally. VL 1 (VLLll respectively) denotes the set of all sentences 
A of LV (ofLLl V respectively) such that FLl A. Formulas are identified with their 
Godel numbers, therefore the above defined sets can be considered as subsets of 
w. In [20] and [15] it is shown that the theory of the standard model of natural 
numbers can be faithfully interpreted in any of VBLl and V1rl· Thus these logics 
(hence a fortiori VBL*l and v'lrLll) are not arithmetical. Moreover, whilst VLl is 
JI2-complete (hence it is arithmetical), cf [27], VLLll is not arithmetical [16]. The 
complexity of any of VBLl, VBL*l, v'lrll v'lrLll and VLLll is at least o(w) 0 In this 
subsection we show that such lower bound is rather tight. 

Theorem 6. Let r be any set of BL*V sentences, and let d be its Turing degree. 
Then the degree of the set {A: r FKrNl A} is bounded above by d(w+l) 0 Similar 
results with BL* replaced by LLl or by JILl, and with FKrNl replaced by FLv 
or, respectively, by F1rl· 

Proof. We prove the claim for BL*V sentences. The proof for the other cases is 
similar. We define inductively a sequence (Fn : n E w) as follows: F0 is the set 
of formulas derivable in BL*V+ from r. Given Fn, in order to define Fn+l, we 
first define r~ to be the set of all formulas which are derivable from rn by just 
one application of the rule (R), i.e., the set of all formulas C = D V (A ----+ B*) 
such that for every k, D V (A----+ Bk) E Fn. Then we define Fn+l to be the set of 
formulas which are derivable from formulas in rn u r~ using the axioms and the 
rules of BL*V+. Then by theorem 3, VBLl is the set of all sentences in UnEw rn. 

Note that To is computably enumerable in F; moreover, C E F~ iff C has the 
form D V (A----+ B*) and for all k, D V (A----+ Bk) E Fn. Thus r~ is computably 
co-enumerable in Fn, and Fn+l is computably enumerable in r~. So Fn+l is Eg 
in Fn. Thus, if we denote the Thring degree of Fn by dn, we have that d1 :::; d(2l, 
d2 :::; d(4 ), and in general, dn :::; d(2n). Now consider the relation R(A, n) defined 
for every formula A and for every natural number n, by R(A, n) iff A E Fn. 
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Then the Turing degree of R is bounded above by d(w). Finally, r FKTNl A 
iff ::Jn(R(A,n)). It follows that {A: r FKTNl A} is computably enumerable in 
d(w), and its Turing degree is bounded above by dw+l, as desired. D 

Corollary 1. VBLl, V7r 1 and their extension with * (with Ll respectively), as 
well as VL.<1l are recursively enumerable in ow. So their Turing degree is between 
o(w) and o(w+l). D 

Corollary 2. For every natural number n, there is a sentence in VBLl, (VBL*l, 

V1r1, V1r"d' VL.<1l respectively) which cannot be derived with :::; n nested occur­
rences of the rule (R). 

Proof. A formula which is derivable with :::; n nested occurrences of (R) is an 
element of Fn with r = 0 (see the proof of Theorem 6). Now 0n is arithmetical 
(its Turing degree is bounded above by o(Znl), and none of VBLl, VBL*l, v7rl, 
v7rLd' VL.<ll is arithmetical. The claim follows. D 

The proof of Corollary 2 does not extend to VL1 because this set is arithmetical. 
Therefore it makes sense to ask the following problem. 

Problem 3. Is there an upper bound for the number of nested applications of 
the rule (R) necessary to derive all sentences in VL1? 
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Abstract. A few things are known, and many are unknown, on the au­
tomorphism group of the free MY-algebra over n- 1 generators. In this 
paper we show that this group appears as the stabilizer of 1l in the larger 
group of all automorphisms of the free cancellative hoop over n gener­
ators. Both groups have a dual action on the same space, namely the 
( n- 1 )-dimensional cube. The larger group has a richer dynamics, at the 
expense of loosing the two key features of the MeN a ugh ton homeomor­
phisms: preservation of denominators of rational points, and preservation 
of the Lebesgue measure. We present here some basic results, some ex­
amples, and some problems. 

1 Preliminaries 

Consider the usual product t-norm ·, but restrict its domain by discarding 0 
from the real unit interval. The corresponding residuum is a---+ b = min(1, bja), 
and ((0, 1], ·, ---+, 1) is a residuated lattice. The usual machinery of many-valued 
logic applies, and we have a logical system akin to the product logic in [12, §4.1]. 
However, there is a key point of contrast: since 0 is not a truth-value, every n­
variables term-definable function from (0, 1]n to (0, 1] is continuous. As a matter 
of fact, this falsum-free product logic is the logic of cancellative hoops. 

A cancellative hoop is an algebra (A,+,-'-, 0) such that (A,+, 0) is a commu­
tative monoid and the following identities are satisfied: 

X-'- X= 0, 

X + (y -'- X) = y + (X -'- y), 

(X -'- y) -'- Z = X -'- (y + Z), 

x-'- (x-'- y) = y-'- (y-'- x), 

(x+y)-'-y=x. 

If one fixes 0 < c < 1, then the exponential function to base c is an order­
reversing isomorphism 

exp: (~+,+,-'-,0)---+ ((0,1],·,---+,1) 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 275-289, 2007. 
©Springer-Verlag Berlin Heidelberg 2007 
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between ((0, 1], ·, ---->, 1) and the positive cone JR+ = [0, oo) of lR endowed with 
the ordinary sum and the truncated difference a-'- b = max(O, a- b); note that 
exp(a-'- b)= exp(b)----> exp(a). 

The following facts are known and can be found in [5], [7], and references 
therein. 

1. (JR+, +, -'-, 0) generates the variety of cancellative hoops; this is a precise 
formulation of our previous statement that falsum-free product logic is the 
logic of cancellative hoops. 

2. Every cancellative hoop is obtainable as the positive cone of a unique en­
veloping lattice-ordered abelian group (£-group, for short), by setting a -'­
b = 0 V (a- b). This correspondence is 1-1 up to isomorphism, and is a 
categorical equivalence. Under restriction to the positive cones, £-group ho­
momorphisms correspond bijectively to hoop homomorphisms, and £-group 
ideals (i.e., kernels of £-group homomorphisms) correspond to hoop ideals. 
In the following we will identify cancellative hoops with positive cones of 
£-groups without further ado. 

3. The free n-generated cancellative hoop Freen(CH) is the hoop of all contin­
uous positively-homogeneous piecewise-linear functions with integer coeffi­
cients from (JR+)n to JR+, under pointwise operations. 

In this paper we will study the automorphism group of Freen(CH) and its 
dual action on the space of maximal ideals. It will turn out that this latter 
space is homeomorphic to the (n- I)-dimensional cube [0, l]n-1, and that the 
action is given by piecewise-fractional homeomorphisms with integer coefficients. 
The automorphism group of then- 1-generated free MV-algebra sits naturally 
inside Aut Freen(CH) as the stabilizer of a specific element. Passing from this 
stabilizer to the full group one gains a much richer dynamics, at the expense of 
loosing the two key features of the McNaughton homeomorphisms: preservation 
of denominators of rational points, and preservation of the Lebesgue measure. 

We assume familiarity with £-groups, MV-algebras, Mundici's r functor, and 
the representation of the finitely generated free £-groups and MV-algebras in 
terms of positively-homogeneous piecewise-linear functions and McNaughton 
functions, respectively [4], [3], [1], [11], [14], [6]. The present paper pursues the 
line of research in [16], [18], [17], [19]; some acquaintance with some of the above 
papers is a prerequisite as well. 

2 Another Description of Freen(CH) 

Let n ~ 1, and let Gn be the £-group enveloping the free MV-algebra on n- 1 
generators Freen-1(MV), i.e., the unique £-group such that Freen-1(MV) = 
F(Gn, 11), where 11 is the function on [0, l]n-1 whose value is constantly 1. 
The elements of Gn are all McNaughton functions from [0, l]n-1 to R Let 
x1, ... ,Xn-1 E Gn be the projection functions [O,l]n-1 ----> [0,1], and let Xn = 
11- (x1 V · · · V Xn-1) E Gn (if n = 1, then { x1, ... , Xn-1} is empty, and X1 = 11). 
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Theorem 1. The free cancellative hoop over n ~ 1 generators Freen ( CH) is 
isomorphic to the positive cone c;t of Gn, with X1, ... 'Xn as free generators. 

Proof The case n = 1 is clear, since Freeo(MV) = {0, 1} and Go = Z. Let n > 1, 
let Q = (JR+)n be the positive octant of JRn, and let P C Q be the polyhedral 
cone spanned positively by { a1 e1 + a2e2 + · · · + an-1 en-1 + en : a1, ... , an-1 E 
{0, 1 }}, where { e1, ... , en} is the standard basis of JRn. Denote by FCn the free£­
group over n generators: its elements are all continuous positively-homogeneous 
piecewise-linear functions with integer coefficients from JRn toR In more detail, a 
function F : JRn ----> lR is in FCn iff it is continuous and there exists a finite complex 
E of rational polyhedral cones whose set-theoretic union is JRn and such that, for 
each cone WEE, there exist a1, ... , an E Z satisfying F(a1, ... , an) = L aiai 
on W. Such a cone complex is usually called a fan [10], [9]. A fan is unimodular 
if all its cones are of the form JR+u1 + · · · + JR+ut, where u1, ... , Ut belong to 
zn and are extendable to a Z-basis of zn. The support lEI of the fanE is the 
set-theoretic union of all elements of E. 

The projection functions Yi(a1, ... , an) = ai are free generators for FCn. Let 
now I and J be the principal ideals of FCn whose elements are all functions 
which are 0 in Q and in P, respectively. The description of Freen(CH) given 
in §1(3) amounts to saying that Freen(CH) is the positive cone (F£ I I)+ of 
F £I I, with free generators Yl/ I, ... , Yn I I. Note that the element F I I of F Cn I I 
is identifiable with the restriction F I Q of F to Q, and analogously for F I J and 
F I P; we shall tacitly use such identifications. 

For every element p of the symmetric group over n- 1 letters, let Np be the 
matrix obtained from the n x n matrix 

011···11 
0 0 1 . . . 1 1 
000···11 

000··· 01 
111···11 

by permuting its first n - 1 rows according to p, and let Wp be the unimodular 
cone spanned positively by the columns of Np. Analogously, let Mp be the matrix 
obtained from 

011···11 
0 0 1 . . . 1 1 
000···11 

000··· 01 
100··· 00 

by permuting its first n - 1 rows according to p, and let Rp be the cone spanned 
by the columns of Mp. As proved in [16, Theorem 4.1], the set of all (n-1)! Wp's 
and their faces is a unimodular fan Ll whose support is P, and the set of all Rp's 
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and their faces is a unimodular fan E whose support is Q. The fans L1 and E 
are combinatorially isomorphic, and by mapping every Wp to the corresponding 
Rp in the obvious way we obtain a map 

which is an £-equivalence [2, p. 120]. By [2, pp. 120-121], and taking into con­
sideration the categorical equivalence of §1(2), iP induces an isomorphism of 
cancellative hoops 

ip : (Fe 1 n+ ---+ (Fe 1 J)+, 
F IQ~---+FoiP I P. 

By direct inspection one easily sees that, for every 1 ::::; i ::::; n - 1 and every 
Wp E Ll, we have Yi o iP I Wp = Yi I Wp; hence Yi o iP I P = Yi I P and 
cp(Yil I) = Yi o iP I P = Yi I P = Yi/J for every 1 ::::; i ::::; n- 1. We claim that 
the identity 

[(Y1 v · · · v Yn-1) + Yn] o iP I P = Yn I P 

holds as well. Indeed, a typical point u E Wp is a column vector 

for certain a1, ... , an ?: 0, and Yn(u) = a1 +···+an. On the other hand, we 
have 

P(u) ~M{:) 
and [(Y1 V · · · V Yn-1) + Yn] (iP(u)) = (a2 +···+an)+ a1, which settles our 
claim. It follows that 

Y1 V··~VYn-1 +cp(~n) =cp(y1 V··/Yn-1) +cpc;) 

=cpCY1 v--·v;n-d+Yn) 

Yn 
J' 

whence cp(Ynll) = [Yn- (Y1 V ··· V Yn-1)]/J. Let X1 = Y1, ... ,Xn-1 = 
Yn-1, Xn = Yn- (Y1 V · · · VYn-1); we have shown that Freen(CH) is isomorphic 
to (F fn I J) +, with X 1/ J, ... , Xn I J as free generators. 

Observe now that the affine plane 1r = {Yn = 1} cuts P along a cross-section 
1r n P which is an ( n- 1 )-dimensional cube. Since the elements of (F£n I J)+ are 
positively homogeneous, and the group and lattice operations act pointwise, the 
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restriction F I J f---> F I ( 1r n P) is an immersion of (F R.n I J) + into G;i; we write 
f for F I ( 7r n P). The range of the immersion is freely generated by the images 
of X 1 I J, ... , Xn I J, namely X1, ... , Xn, and coincides with G;i since, as it is well 
known, the latter is generated by X1, ... , Xn-1, ll = Xn + (x1 V · · · V Xn-1)· 

We have therefore three ways of looking at Freen ( CH): as (F R.n I I)+ with free 
generators Yl/ I, ... , Ynl I, as (FR.n I J)+ with free generators XI/ J, ... , Xnl J, 
or as G;i with free generators x1, ... , Xn; the first of these is essentially the one 
discussed in [7]. In what follows, we always assume n 2: 2 and, if not otherwise 
specified, we identify Freen(CH) with G;i and Freen_1(MV) with F(Gn, ll). 

Let us remark that X1' ... 'Xn-1' n generate c;t' but they are not free gener­
ators (except in the case n = 1). Indeed, no strong unit g can belong to a free 
generating set for c;t' since the map sending g to 0 and all other generators to 
1 cannot be extended to a homomorphism from c;t to JR+. 

Theorem 1 makes clear the relationship between finitely generated free MY­
algebras and free cancellative hoops. One obtains the free n-generated can­
cellative hoop by taking the positive cone of the £-group enveloping the free 
(n- I)-generated MV-algebra and forgetting about any distinguished strong 
unit. It might be slightly annoying that the 0 function on [0, l]n-1 means "false" 
in Lukasiewicz logic and "true" in falsum-free product logic, but things are 
promptly fixed by applying the--, involution to Freen-1(MV), so that 0 means 
now "true" in both cases. It is reasonable to think of an element f of G;i to be 
"sufficiently false" if it is never true, i.e., has never value 0 as a function from 
[0, l]n-1 to JR+. Equivalently, f is sufficiently false if it is a strong unit in Gn: 
for every g E G;i there exists an integer m such that the conjunction of f with 
itself m times f + · · · + f is falser (i.e., greater) that g. One then goes back 
from Freen(CH) to Freen-1(MV) by deciding that a certain sufficiently false f 
is actually the falsest proposition. The choice for f is large, but not arbitrary. 
Indeed, F(Gn, f) and F(Gn, g) are isomorphic as MV-algebras iff there exists 
an automorphism of G;i that maps f to g. Therefore, F(Gn, f) is isomorphic to 
Freen_1 (MV) iff f is in the or bit of n under the action of the automorphism 
group of Freen(CH). We shall see in §1 that this orbit is countably infinite, even 
though Aut Freen ( CH) does not act transitively on the set of strong units. 

3 Dual Maps 

The spectral space, or dual space, of an £-group G is the set of all the prime ideals 
of G, i.e., the kernels of nontrivial homomorphisms from G to a totally-ordered 
group. This set is a topological space under the Zariski topology, in which a basic 
open set is the set of all kernels that avoid some fixed finite set of elements of 
G. The same description of the dual space applies both to MV-algebras and to 
commutative hoops: see [16] for a more general and detailed presentation. We 
are interested here in the maximal spectrum of the above structures, i.e., in the 
subspace of all kernels of nontrivial homomorphisms from G to lR (to [0, 1] or 
to JR+ in the case of MV-algebras or cancellative hoops, respectively). Fixing a 
strong unit in an £-group does not affect the spectrum, which is also preserved 
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by the categorical equivalences between £-groups, MY-algebras, and cancellative 
hoops. In short, for every £-group with strong unit (G, u), the spectra of G, of 
r ( G, u), and of c+, are identifiable in the obvious way, and the same holds for 
the maximal spectra. 

The key point in the use of spectral spaces is the functoriality of the con­
struction: to every endomorphism IJ of -say- the £-group G it corresponds 
the dual map IJ* : SpecG----> SpecG given by IJ*(p) = IJ-1[p]; the dual map is 
automatically continuous. A word of clarification is in order here: by definition, 
the trivial kernel G is excluded from the spectrum. Hence, we must discard those 
endomorphisms IJ whose image iJ[G] is contained in some j:l E Spec G, for then 
IJ* ( j:l) would be undefined. We leave to the reader the proof of the following 
simple fact. 

Lemma 1. Let IJ be an endomorphism of the £-group G. The following state­
ments are equivalent: 

(a) for no j:l E Spec G is !J[G] <:;;; j:l; 

(b) for nomE MaxSpecG is 1J[G] <:;;; m; 
(c) there exists a strong unit u ofG such that iJ(u) is a strong unit; 
(d) for every strong unit u of G, the image iJ(u) is a strong unit. 

An analogous statement holds for cancellative hoops. 

Endomorphisms satisfying the above conditions are called nontrivial in [16, 
p. 65]; note that endomorphisms of MY-algebras are automatically nontrivial. 
Nontrivial endomorphisms obviously form a monoid, and their dual maps are 
well defined, both on the spectrum and on the maximal spectrum. Of course, 
any automorphism is nontrivial. 

Our goal in this paper is to start an analysis of the group of automorphisms 
of Freen(CH) (or, rather, the dual group acting on the maximal spectrum). By 
way of comparison, let us sketch the situation for MY-algebras. The maximal 
spectrum of Freen_1(MV) is homeomorphic to the (n- 1)-cube [0, 1]n-1 with 
the standard Euclidean topology, under the identification 

[0, 1t-1 3 p t---+ {! E Freen-1(MV): f(p) = 0} E MaxSpecFreen-1(MV). (1) 

Let IJ be any endomorphism of Freen-1(MV), and let fi = iJ(xi), for 1 :::; i :::; 
n- 1. Then, under the identification (1), the map S dual to IJ turns out to be 
S (p) = (h (p), ... , f n-1 (p)) , and the mapping IJ t---+ S is a contravariant monoid 
embedding: IJ o T t---+ To S. A key point here is the existence of a distinguished 
measure on [0, 1]n-1 -namely the Lebesgue measure- which is preserved under 
the duals of all automorphisms [15]. See [8], [19], [17] for various results on the 
automorphism group of Freen-1(MV). 

We now turn to cancellative hoops. As we noted before, the maximal spec­
trum of Freen ( CH) is identifiable with that of Freen-1 (MV), i.e., with the 
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(n-1)-cube. The correspondence (1) holds verbatim, by just substituting Freen_1 
(MV) with Freen ( CH). 

Definition 1. Let (}" be a nontrivial endomorphism of Freen(CH), let fi = 

(}"(xi), for 1 :::; i :::; n, and let h = fn + (h V · · · V fn-1) = (}"(11). Since 
(}" is nontrivial, fij is a strong unit, and never takes the value 0. Moreover, 
0 :::; fi :::; h for every 1 :::; i :::; n - 1. Let Si(P) = fi(P)/ fij(p); the n - 1 
functions Si: [0, 1]n-1 ----> [0, 1] are well defined. We denote by S the selfmap of 
[0, 1]n-1 given by S(p) = (S1(p), ... , Bn-1(P)) · 

Theorem 2. Assume the hypothesis and the notation of Definition 1. Then, 
under the above identification of MaxSpecFreen(CH) with [0, 1]n-I, the dual 
map of(}" isS. 

Proof Adopt all the definitions in the proof of Theorem 1. In that proof we 
showed that Freen(CH) is isomorphic to (FCn jJ)+ with free generators 
XI/ J, ... , Xn/ J. Let u E P; then u can be given two sets of coordinates: the 
X-coordinates (X1 (u), ... , Xn(u)), and the Y-coordinates (Y1 (u), ... , Yn(u)). 
TheY-coordinates are the "real world coordinates", i.e., the coordinates of u in 
terms of the standard basis of ~n. The X -coordinates are the images of u under 
the free generators of (F Cn / J) +. If we write ai = li ( u) and f3i = Xi ( u), then 
the two sets of coordinates are related by 

ai = f3i for 1 :::; i :::; n - 1, 

O:n = f3n + (/31 V · · · V fJn-1), 

f3n = O:n- (a1 V · · · V O:n-1)· 

The functions in FCn are positively homogeneous, and the maximal spectrum of 
(FCn / J)+ is identifiable with the set of rays ~+u = {ru : r ?: 0}, for u a point 
of P. Let Fl/ J, ... , Fn/ J E (F.Cn)+ be such that the restrictions of F1, ... , Fn 
to 1r n P are h, ... , f n. Lift (}" to an endomorphism of (F Cn / J) +, again denoted 
by(}", by setting Xi/ J t---+ Fd J. We define a selfmap S of Pas follows: if u E P, 
then S( u) is the unique point of P whose X -coordinates are ( F1 ( u), ... , Fn ( u)). 
It is immediate that, for every F / J E (FCn / J)+, we have ((}"(F)) (u) = F(S(u)), 
and it follows that the map dual to(}" acts on MaxSpec(FCn / J)+ by sending the 
ray through u to the ray through S ( u). The rays are in 1-1 correspondence with 
the points of the cross-section 1r n P = [0, 1]n-1 in the obvious way. Summing 
up, S acts on [0, 1]n-1 as follows: given p E 1r n P, construct the ray~+ S(p) and 
intersect it with 1r. The intersection contains a single point, namely S(p). In terms 
of coordinates, the X-coordinates of S(p) are (fi(p), ... , fn-1(P), fn(P)), and its 
Y-coordinates are (fi(p), ... Jn-1(p),j~(p)). Dividing by fij(p), we project S(p) 
to 1r n P, and we obtain the point having Y-coordinates (S1(p), ... , Sn_ 1 (p), 1), 
in accordance with the statement of the Theorem. 

Corollary 1. Assume the hypothesis and the notation of Definition 1. Then, 
for every f E Freen(CH), we have(}"(!) = h · (! o S). 
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Proof. Let FjJ be the unique element of (F£ jJ)+ such that f = F I (1r n P). 
Let S and p be as in the proof of Theorem 2. We have seen in that proof that 
S(p) = h(P) · S(p). Since F is positively homogeneous, we obtain (u(f))(p) = 
(u(F))(p) = F(S(p)) = F(h(P) · S(p)) = fij(P) · F(S(p)) = fij(P) · (! o S)(p). 

A k-cell C in JRn is a compact convex polyhedron of affine dimension k. A rational 
cellular complex C is a finite set of cells such that: (1) all vertices of all cells in 
C have rational coordinates; (2) if C E C and D is a face of C, then D E C; (3) 
every two cells intersect in a common face. The support of C is the set-theoretic 
union ICI of all cells in C. 

Let now u, h, ... , fn, h be as in Definition 1. We can always partition the 
(n -1)-cube in a rational cellular complex C in such a way that on each (n -1)­
cell C E C all functions h, ... , fn-1, fij are affine linear. Let us say that on C, 
and fort E {1, ... , n- 1, rt}, we have 

Then, in homogeneous coordinates, S I C is given by 

(2) 

If u fixes 11, then u restricts to an endomorphism of the MV-algebra F(Gn, 11) = 
Freen_ 1 (MV). In this case the last row of the above matrix is ( 0 · · · 0 1), in 
accordance with [8, Theorem 2.6]. 

The possible dynamics of dual maps in falsum-free product logic is far richer 
that that in Lukasiewicz logic. The following example shows some of the possi­
bilities. 

Example 1. Let a, b be positive integers. Let h = b( x 1 1\ x2 ), fz = a ( ( x 1 V x2 ) -'-­

( x 1 1\ x 2 )) , and let u be the endomorphism of Free2 ( CH) determined by Xi t---+ k 
Since the 0-sets of h and fz do not intersect, fij = h + fz is a strong unit, and 
u is nontrivial. By explicit computation, one easily sees that the map S dual to 
u depends only on the ratio q = ajb, and has the explicit form 

S(x)={x·((1-2q)x+q)-1 , 1 ifO::;x::;1j2; 
(1-x)·((1-2q)(1-x)+q)-, if1/2<x::;l. 

We see here that, in contrast with the case of Lukasiewicz logic [16, p. 66], the 
map S does not determine u: multiplying a and b for the same positive integer 
we get distinct u's and the same S. We plot here the graphs of S for q = 2/9, 
q = 1, and q = 9/2, respectively. 



The Automorphism Group of Falsum-Free Product Logic 283 

As shown in [16, Theorem 4.4], we get quite different dynamics: 

1. If q < 1, then almost all (in the sense of Lebesgue measure) points have 
a dense S-orbit, and S is ergodic with respect to a uniquely determined 
probability measure absolutely continuous w.r.t. Lebesgue. 

2. If q = 1, then almost all points have a dense orbit, but S does not preserve 
any probability measure absolutely continuous w.r.t. Lebesgue. 

3. If q > 1, then almost all points are attracted to 0. 

4 The Automorphism Group 

We have seen in Example 1 that the map associating to a nontrivial endomor­
phism its dual map is not injective. Things go better in the case of automor­
phisms: we shall prove in Theorem 3 that if S is the dual of an automorphism 
CJ, then S determines CJ uniquely. 

Definition 2. Let S be an orientation-preserving homeomorphism of [0, 1]n-1 . 

We call S a piecewise SLn Z-homeomorphism if there exists a rational cellular 
complex c whose support is [0, 1]n-1 and whose (n - 1)-cells are c1, ... 'ck, 
and there exist matrices A1, ... , Ak E SLn Z such that, for every 1 :::; h :::; 
k, Ah expresses s I ch in positively homogeneous coordinates (i.e., if p = 

(a1, ... ,an-1) E ch andS(p) = (f31,···,f3n-1), thenAh(a1···0:n-11)tr is pos­
itively proportional to ((31 · · · f3n- 1 1) tr). 

We call an automorphism of Freen(CH) orientation-preserving or orientation­
reversing according whether its dual homeomorphism is orientation-preserving 
or orientation-reversing. Of course the set of orientation-preserving automor­
phisms is a normal subgroup of Aut Freen ( CH) of index 2, and every orientation­
reversing automorphism is the composition of an orientation-preserving one with 
-say- the automorphism X1 +---* x2. 

Theorem 3. Let CJ be an orientation-preserving automorphism of Freen(CH), 
with dual mapS. Then S is a piecewise SLnZ-homeomorphism of [0, 1]n-1 . 

Conversely, every piecewise SLn Z-homeomorphism is the dual map of a unique 
orientation-preserving automorphism. 

Proof Taking into account the discussion after Corollary 1, we need only prove 
that, if Cis an (n- 1)-cell in [0, 1]n-1 in which h = CJ(xl), ... , fn-1 = CJ(Xn-d, 
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h = u(ll) are all affine linear, then the matrix 

A= ( 
~l ::: a:~ ) 

a~- 1 ... a~-1 

a~ ... a~ 

in §3(2) has determinant 1. First of all, we extend uniquely u to an automorphism 
of Gn, again denoted by u. Let now p = (a1, ... , an-1) E C be such that 
a1, ... , an-1, 1 are linearly independent over Ql, and let mp be the maximal 
ideal of Gn whose elements are all McNaughton functions which are 0 in p. 
Evaluation at p provides a canonical isomorphism from Gnfmp to the totally­
ordered subgroup Hp of~ generated by a1, ... , an-1, an= 1- (a1 V · · · Van-1) 
or, equivalently, by a1, ... , an-1, 1. Let q = S(p) = ({31, ... , f3n-1), and define 
analogously Hq-:::: Gnfmq. Since u-1[mp] = mq, the map f jmq f---7 u(f)jmp is an 
order isomorphism from G jmq to G jmp. Denote by '1/J the corresponding order 
isomorphism from Hq to Hp; by [13, Proposition II.2.2], '1/J must necessarily be 
of the form '1/J(a) = ra, for a uniquely determined positive real number r. Since 
11/mq f---7 hfmp, we have explicitly r = f~(p). It follows that Hp coincides with 
the group r Hq generated by the elements of the column vector 

Since Hp = r Hq is isomorphic to zn as a group, A must have either determinant 1 
or determinant -1, but the case -1 is excluded since Sis orientation-preserving. 

Conversely, letS be a piecewise SLn Z-homeomorphism over a rational cellular 
complex Cas in Definition 2. For every 1 :::; h :::; k, let if>h : ~n ----+ ~n be the non­
singular linear transformation whose associated matrix w.r.t. the standard basis 
of ~n is Ah. Since Ah expresses S I Ch in positively homogeneous coordinates, 
if>h maps bijectively the cone ~+ch onto ~+ S[Ch]· Moreover, if p is a vertex 
common to Ch and Ct, then if>h(P) = if>t(p); this follows because p has ratio­
nal coordinates and Ah, At E SLn Z. Indeed, denoting by u the primitive vector 
along the ray ~+p (i.e., the unique u E znn~+p whose coordinates are relatively 
prime), then both if>h and if>t must map u to the primitive vector along~+ S(p). 
We conclude that the map if>: P----+ P (P being the cone defined in the proof of 
Theorem 1) defined by if>(v) = if>h(v) for v E ~+ch, is piecewise homogeneous 
linear with integer coefficients and hence, by [3, Corollary 1 to Theorem 3.1], is 
induced by n elements F1, ... ,Fn ofFCn as if>(v) = (F1(v), ... ,Fn(v)). By [3, 
Corollary 2 to Theorem 3.1] and the categorical equivalence between cancella­
tive hoops and positive cones of £-groups, there exists a unique automorphism of 
(FCn / J)+ (namely, the one defined by Xi/ J f---7 Fi/ J) whose dual map on rays 
is ~+v f---7 ~+if>(v). Taking into account the isomorphism between (FCn jJ)+ and 
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a-:;' and the correspondence between rays and MaxSpec(F£n I J)+ in the proof 
of Theorem 2, this concludes the proof of Theorem 3. 

If p = (a1, ... , O:n-1) E [0, 1]n-1 nQn-1, the primitive homogeneous coordinates 
of pare the coordinates (a1, ... , an-1, an) E zn of the primitive vector along the 
ray ~+(a1, ... , O:n-1, 1); the denominator of pis then den(p) =an. 

Theorem 4. Let IJ, S, C, A1 , ... , Ak be as in Theorem 3. If p is a point in the 
topological interior of some (n -1)-cell inC, then the Jacobian matrix J(p) of S 
at p is defined and its determinant has value [h (p) ]-n. The following statements 
are equivalent: 

(a) iJ(11) = 11 (i.e., IJ restricts to an automorphism ofFreen-1(MV)); 
(b) for every p E [0, 1]n-1 n Qn-1, den(S(p)) = den(p); 

(c) for every vertex p E C, den(S(p)) = den(p); 
(d) the last row of every Ah is (0 · · · 0 1); 
(e) S preserves the Lebesgue measure>. on [0, 1]n-1 (i.e., >.(T) = >.(S- 1T), for 

every measurable set T ). 

Proof The statement about the Jacobian follows from [20, Proposition 2]. Note 
that the set of points in which S is not differentiable is contained in the union of 
the (n-2)-dimensional cells in C. The latter is a Lebesgue nullset, so we can safely 
write IJ(p)l = [f~(p)]-n throughout the (n- 1)-cube (recall that f~ is a strong 
unit, so it never takes value 0). The equivalence of (a) and (d) is the content 
of [8, Theorem 2.6]. (d)=? (b)=? (c) is clear; we prove (c)=? (d). Fix 1::::; h::::; k, 
and choose n vertices P1, ... , Pn of Ch such that the matrix B whose columns are 
the primitive homogeneous coordinates of P1, ... , Pn is nonsingular. Since Ah has 
determinant 1, the columns of AhB give the primitive homogeneous coordinates 
of S(p1), ... , S(pn)· By (c), we have the identity (a1 · · · an-1 an)B = (0 · · · 0 1)B, 
where (a1 · · · an-1 an) is the last row of Ah. Since B is nonsingular, (d) follows. 
(a) =? (e) is proved in [15, Theorem 3.4]. If (e) holds, then IJ(p)l must be 
identically 1, so ~~-n = [1J(11)]-n = 11, and (a) holds as well. 

Let us say that a rational cellular complex C supported in [0, 1]n-1 is a unimod­
ular complex if all (n- 1)-cells inC are simplexes and, for each such (n- 1)­
simplex C, the primitive homogeneous coordinates of the vertices of C consti­
tute an n x n integer matrix whose determinant has absolute value 1. It is well 
known that every rational cellular complex can be refined to a unimodular one 
(see, e.g., [9, Theorems III.2.6 and VI.8.5]). It easily follows from Theorem 3 
that the most general automorphism of Freen(CH) is obtained by choosing a 
combinatorial isomorphism between two unimodular complexes C and 1J, both 
supported on [0, 1]n-1 (a combinatorial isomorphism is a bijection between the 
two sets of vertices that preserves all incidence relations between simplexes). 

Example 2. Taken= 3, and let C, 1J be the following unimodular complexes: 
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The primitive homogeneous coordinates of the inner vertices are 

We obtain a combinatorial isomorphism from C to 1J by mapping Pt to qt, for 1 :::; 
t :::; 6. If C1 is -say- the simplex (P4,P6,Ps), then A1 is uniquely determined 
by 

(0 11) (0 1 2) A1 1 2 1 = 111 . 
153 134 

Hence 

(
41 -1) 

A1 = 2 2 -1 , 
7 3-2 

and the restrictions of h, h, h,J~ to C1 can be read from the rows of A1 : 

h I cl = 4xl + Xz - n; 
h I C1 = 2x1 + 2xz - n; 
h I C1 = 1x1 + 3xz- 2n; 

h I C1 = !~ I C1 - (h I C1 v h I Cl). 

Note that the homeomorphismS of Example 2 is not differentiable along the 
1-simplexes of C. Things are smoother in dimension 1, i.e., for n = 2: first of all, 
a unimodular complex on [0, 1] is determined by a finite set of rational vertices 

0 ao a1 at 1 
-=-<-<···<-=-
1 bo b1 bt 1' 
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such that a1bi+1 - ai+1b1 = 1 for 0 :::; j :::; t - 1. Two such complexes are 
combinatorially isomorphic iff they have the same number of vertices. If S is the 
dual of some automorphism of Free2(CH), then IJ(p)l = S'(p) for every pin 
which Sis differentiable. By Theorem 4, S' equals either fij-2 or- fij-2, depending 
on whether S is orientation-preserving or orientation-reversing. It follows that, 
in dimension 1, all dual homeomorphisms are of class C 1 (i.e., are differentiable 
everywhere with continuous first derivative). 

Example 3. The two sets of rational vertices 

and 

determine the map 

0 1 2 1 
1 < 2 < 3 < 1' 

0 1 1 1 
1 < 3 < 2 < 1' 

{
x · (x + 1)-1, 

S(x)= (-x+1)·(-5x+4)-1, 
(2x- 1) ·x-I, 

whose graph is 

if 0 :::; X :::; 1/2; 

if 1/2 <X :::; 2/3; 

if 2/3 <X:::; 1; 

We see in this example that the duals of automorphisms of Free2(CH) may 
preserve no interesting probability measure. As a matter of fact, basic ergodic 
theory shows that the only probability measures on [0, 1] preserved by S are the 
affine combinations of the Dirac measures at 0 and 1. 

5 Open Problems 

Problem 1. We have seen that the automorphism group of the free MY-algebra 
over n- 1 generators AutFreen-l(MV) is a (not normal) subgroup of Aut 
Freen(CH), namely the stabilizer of 11. Our first problem is to describe the 
space of laterals, i.e., the orbit of 11 under Aut Freen(CH). In equivalent terms, 
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this means to characterize the set of strong units g of Gn such that F(Gn,g) is 
isomorphic to Freen_1 (MV). The orbit of Jl is countably infinite (it is already 
infinite under the action, e.g., of the single automorphism of Example 3), but 
does not exhaust the set of strong units. As an example, the strong unit g = 

(x1 + Jl) 1\ ( -x1 + 2Jl) E Gt is not in the orbit of Jl, because T(Gz, g) is not 
isomorphic to Free1(MV) (e.g., it has not a quotient isomorphic, as an MY­
algebra, to {0, 1/2, 1} ). This should be compared with the case of real vector 
lattices, in which the automorphism group acts transitively on strong units; 
see [2, Lemma 4.2]. 

Problem 2. Given two rational points p, q E [0, 1]n-1 n «:r-1, is it always true 
that there exists IJ E Aut Freen(CH) whose dual maps p to q? Much harder: 
provided that p and q have the same denominator, can IJ be taken in Aut Freen_1 
(MV)? 

Problem 3. Aut Freen-1 (MV) is residually finite [8, p. 75]. What about Aut 
Freen(CH)? Is either group finitely generated? 

Problem 4. Let n ~ 3, and let g E G;i be a strong unit in the orbit of Jl, say 
iJ(g) = Jl. Then there exists a unique probability measure J-l on [0, 1]n-1 which is 
null on underdimensioned 0-sets (see [17, Definition 2.2]) and is invariant under 
the duals of all automorphisms of G;i that fix g. Namely, J-l is the push-forward 
S*A of the Lebesgue measure A via S: for every Borel set A ~ [0, 1]n-1, we 
have by definition J.L(A) = (S*A)(A) = A(S-1 A). These facts follow from the 
main result of [17]; see also the discussion in [19, §2]. We only show here the 
invariance of S*A: choose T E AutG;i such that T(g) =g. Then IJ o To IJ-1 
fixes Jl, and hence its dual s-1 o To S fixes the Lebesgue measure. Therefore 
A = (S-1 o To S)*A = (S;1 o T* o S*)A, and S*A = T*(S*A), as desired. Now 
the question is: given a strong unit g of G;i which is not in the orbit of Jl, does 
it always exist a probability measure on [0, 1]n-1 which is invariant under the 
duals of all automorphisms that leave g fixed? If so, under which conditions is 
such a measure unique? 

Problem 5. In [19] it is proved that for every odd n there exists an automorphism 
of Freen_1 (MV) whose dual is measure-theoretically isomorphic to a Bernoulli 
shift. What about even n? 
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Abstract. Basic constructions of two different theories are presented. 
The first one is based on the Lukasiewicz connectives, the second on the 
max - min connectives. In both cases the joint observable is constructed. 
As an application the central limit theorem is proved. 

1 Introduction 

Although there are different opinions about IF-events, the following definitions 
are accepted generally. Let (D, S) be a measurable space. By an IF-event we 
mean any pair 

of S-measurable functions, such that Ji-A ?: 0, v A ?: 0, and 

The function Ji-A is called the membership function and the function v A the non­
membership function. The family F of all IF-events is ordered by the following 
way: 

A::::; B {==} Ji-A::::; P,B,ZIA?: liB. 

Evidently the notion of an IF-event is a natural generalization of the notion of 
the fuzzy events (here VA= 1- P,A), hence also probability theory should have a 
similar property. And actually, two constructions were proposed independently 
([4], [3]). It is interesting that both definitions can be regarded as a special case 
of a descriptive definition ([20], [26]). This descriptive definition has been based 
on the Lukasiewicz connectives 

a EBb= min( a+ b, 1), 

a 8 b =max( a+ b- 1, 0). 

S. Aguzzoli et al.(Eds.): Algebraic and Proof-theoretic Aspects, LNAI 4460, pp. 290-308, 2007. 
©Springer-Verlag Berlin Heidelberg 2007 
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The operations can be naturally extended to IF -events by the following way. If 
A= (J-tA,vA) and B = (J-tB,vB) then 

AEBB = (J-tA ffiJ-tB,VA 8vB) 

A8B = (J-tA 8J-tB,VA EBvB) 

It is easy to see that in the case of a fuzzy set A= (J-tA, 1- J-tA) the Lukasiewicz 
operations are obtained. Similarly as in the classical case and in the fuzzy case, 
probability is a mapping (in our case from F to the unit interval) which is contin­
uous, additive and satisfies some boundary conditions. Here the main difference 
is in additivity. There are infinitely many possibilities how to define additivity 

where 

m(A) + m(B) = m(S(A, B))+ m(T(A, B)) 

S(A,B) = (S(J-tA,f-tB),T(vA,vB)) 

S, T : [0, 1 f ---+ [0, 1] 

being such binary operations that 

S(u, v) + T(1- u, 1- v) :::; 1. 

In the present contribution we have choosen only two possibilities: the Lukasiewicz 
S(a, b)= a EBb, T(a, b)= a 8 b, and the Zadeh 

S(a, b)= a V b =max( a, b), 

T(a, b)= a 1\ b =min( a, b). 

Namely, in these two choices we are able to formulate a meaningful theory includ­
ing such fundamental assertions as the law of large numbers (a bridge between 
frequency and probablity) or central limit theorem (as a possible starting point 
to statistical inference). 

Therefore we divide our results in to two parts. In the first part the Lukasiewicz 
connectives are used and the corresponding theory is based on the well known 
MV-algebra probability theory (Definition 2). Some possibilities for applications 
of the MV-algebra probability theory to the IF-events case is demonstrated on 
the IF-central limit theorem (Theorem 2). Although the MV-algebra considered 
in our IF-case is very simple, it would be not very economic to work only with 
the special case and do not use some known results contained in the general MV­
algebra probability theory. On the other hand the simple formulations in the IF­
events case could lead to a larger variety of possible applications. 

Since we are not able to embed the max-min theory to some analogous MV­
algebra we suggest another method based on the local representation of F by 
some Boolean algebras. And again this method is illustrated for to obtain a 
variant of the central limit theorem. 

The Kolmogorov probability theory has 3 fundamental notions: probability, 
random variable, and expectation. In our fuzzy case an analogous situation oc­
curs. The existence of the joint observable plays a crucial role in both theories. 
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It is interesting that the corresponding existence theorems (Theorem 1.2.5, The­
orem 2.2.2) has been proved by some thoroughly different methods. Therefore it 
is hardly to expect that there exists a general method working for a larger set 
of pairs (S, T). In this moment this is an open problem. 

Some ideas of the paper has been used separately in previous papers (e.g. 
the embedding theorem in the paper [24] about entropy of dynamical systems, 
the representation theorem in [26]) and here they are presented in a simple and 
clear way as a source for possible applications. All results of Chapter 2 are new 
and they have been inspired by the paper by M. Krachounov [6]. It was quite 
surprising for the author that also in the very general case a good probability 
theorems can be proved. 

2 IF-Probability Theory 

In this chapter we shall consider the family :F = {(J-tA, VA); f-tA, VA areS-measurable 
non-negative real functions, such that f-tA + v A ::::; 1 }. The crucial point in the 
first construction is the embedding the family ofiF-events to an appropriate MY­
algebra. We could consider a tribe instead of the family of all S-measurable func­
tions, of course it is very well known that any tribe containing constant functions 
coincides with the tribe of all S-measurable functions with respect to a convenient 
O"-algebra S. 

In Section 1.1 basic facts about IF-probability theory are presented and the 
embedding of the theory to the MY-algebra probability theory is realized. Section 
1.2 contains the proof of the existence of the joint observable. As an application 
the central limit theorem in Section 1.3 is presented. 

2.1 Probability 

Definition 1 (20). Denote by :F the set of all IF-events, by J the family of all 
compact intervals on R. A probability is a mapping P : :F ---+ J satisfying the 
following properties: 

(i) P((1n, On)) = [1, 1], P((On, 1n)) = [0, OJ; 
(ii) P(A) + P(B) = P(A EBB)+ P(A 8 B) for all A, B E :F; 
(iii) An /A====;. P(An) / P(A). 

Here An /A means that f-tAn / f-tA, VAn "\.VA. Of course, P(An)= [P~(An), 
P~(An)] / P(A) [P~(A), P~(A)] means that P~(An) / P~(A), P~(An) / 
P~(A). 

Theorem 1. To any probability P there exist a, (3 E [0, 1], a ::::; (3 and a Kol­
mogorovian probability P : f2 ---+ [0, 1] such that for any A = (J-tA, v A), 
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Proof (26). 
Recall that the probability by P. Grzegorzewski and E. Mrowka ([4]) can be 
obtained putting a = 0 and (3 = 1, and the T. Gerstenkorn and J. Manko 
probability ([3]) putting a= (3 = ~-

Of course, from our point of view, more important is the possibility of em­
bedding the family :F to an MV-algebra M. By the Mundici theorem, any 
MV-algebra (M, EB, 8) can be obtained as an interval [0, u] in an l-group G 
where 

a EBb= (a+ b) 1\ u, a 8 b = (a+ b- u) V 0. 

In our case the appropriate group is the group G = (R2 )n of all functions 
(!,g) : D ---+ R 2 . Here 

(h, g1) + (!2, g2) = (h + Jz, g1 + g2- 1), 

(h,g1)- (f2,g2) = (h- fz,g1- g2 + 1) 

(h, g1) ::::; (fz, g2) ~ h ::::; fz, g1 ?: g2 

The neutral element is (On, 1n), our MV-algebra is 

M ={(!,g); (On, 1n)::::; (!,g)::::; (1n,On)}, 

((h,g1) + (f2,g2)) 1\ (1n,On) = 
= (h+fz,g1+g2-1)/\(1n,On) = 
= ((h + fz) 1\ 1n, (g1 + g2- 1) VOn) = (h, g1) EB (!2, g2). 

((h,g1) + (f2,g2)- (1n,On)) V (On, 1n) = 
=(h + fz- 1n, g1 + g2) V (On, 1n) = 
= ((h + fz- 1n) VOn, (g1, +g2) V 1n) = (h, g1) 8 (!2, g2). 

Definition 2. A mapping m : :F ---+ [0, 1] is called a state, if the following 
properties are satisfied: 

(i) m((1n, On)) = 1, m((On, 1n)) = 0; 
(ii) m(A) + m(B) = m(A EBB)+ m(8B); 
(iii)An /A====;. m(An) / m(A). 

Proposition 1. If P = [Pb, P~] : :F ---+ .:J is a probability, then pb, P~ : :F ---+ 

[0, 1] are states. 

Definition 3. If (M, ::::;, EB, 8) is an MV-algebra, then a state on M is a mapping 
m : M ---+ [0, 1] satisfying the following conditions 

(i) m(u) = 1,m(O) = 0; 
(ii) m(a) + m(b) = m(a EBb)+ m(a 8 b); 
(iii)) an/ a====;. m(an) / m(a). 

Theorem 2. To any state m : :F ---+ [0, 1] there exists exactly one state m : 
M---+ [0, 1] such that m I :F = m. 



294 B. Riecan 

Proof. Let (!,g) EM. Since(!, g)+ (0, 1- g)= (!, 0), it is reasonable to define 

m(f, g)= m((f, 0))- m((O, 1- g)). 

It is not difficult to prove that m : M ----> [0, 1] is a state, m I :F = m. If 
v : M ----> [0, 1] is any state such that v I :F = m, then 

m(f, 0) = v(f, 0) = v(f, g)+ v(O, 1- g) = v(f, g)+ m(O, 1- g), 

hence 
v(f, g) = m(f, 0)- m(O, 1- g)= m(f, g). 

Notation 1. If P : :F ----> :1 is an IF-probability, P = [P~, P~], then P~, P~ : 
M ----> [0, 1] are the extensions of P~, P~ guaranteed by Theorem 2. 

2.2 Observables 

Definition 4. An IF-observable is a mapping x : B(R) ----> :F satisfying the 
following conditions: 

(i) x(R) = (1n, On), x(0) = (On, 1n) 
(ii) An B = 0 ====? x(A) 8 x(B) = (On, 1n), x(A U B) = x(A) EB x(B); 
(iii) An /A===} x(An) / x(A). 

Since :F C M, any observable x : B(R) ----> :F is an observable in the sense of the 
MV-algebra probability theory ([33], [34]). 

Proposition 2. If P = (P~, P~) : :F ----> :1 is an IF-probability, and x is an 
IF-observable, then the mappings P~ ox, P~ ox : B(R) ----> [0, 1] are probability 
measures. 

Proof. We prove only additivity. If An B = 0, then x(A) 8 x(B) = (On, 1n), 
hence 

P~(x(A u B))= P~(x(A) EB x(B)) + P~(x(A) 8 x(B)) = 

= P~(x(A)) + P~(x(B)). 

Definition 5. The product A.B of two IF-events A, B is defined by the equality 

Definition 6. If x, y are IF-observables, then their joint IF-observable is a map­
ping h : B(R2 ) ----> :F satisfying the following conditions: 

(i) h(R2 ) = (1n, On), h(0) =(On, 1n); 
(ii) An B = 0 ====? h(A) A h(B) = (On, 1n), h(A U B) = h(A) + h(B), A, B E 

B(R2 ); 

(iii) An /A====? h(An / h(A); 
(iv) h(C x D) = x(C).y(D), C, D E B(R). 
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Theorem 3. To any IF-observables x, y : B(R) ----> :F there exists their joint 
IF-observable. 

Proof Put x(A) = (x~(A), 1- xij(A)), y(B) = (y~(B), 1- yij(B)). We want to 
construct h(C) = (h~(C), 1- h~(C)). Fix wE f2 and put 

It is not difficult to prove that p,, v: B(R)----> [0, 1] are probability measures. Let 

be the product of measures and define 

h~(A)(w) = p, x v(A). 

Then h~ : B(R2 )----> T, where Tis the family of all S-measurable functions from 
f2 to [0,1]. If C, DE B(R), then 

h~(C x D)(w) = p, x v(C x D)= p,(C).p,(D) = 

hence 

Similarly hij : B(R2 ) ----> T can be constructed such that 

Put 

By Definition 5 we have for C, DE B(R) 

x(C).y(D) = (x~(C), 1- xij(C)).(y~(D), 1- y~(D)) 

(x~(C).y~(D), 1- (1- (1- xij(C))).(1- (1- yij(D)))) 

= (x~(C).y~(D), 1- xij(C).yij(D)) 

= (h~(C X D), 1- hij(C X D)) 

= h(C X D). 



296 B. Riecan 

2.3 Central Limit Theorem 

Proposition 3. Let P = [PD, P~] : F ---+ J be an IF-probability, x : B(R) ---+ F 
an IF-observable. Then the mappings P~ = PD ox, P~ = P~ ox : B(R) ---+ [0, 1] 
are probability measures. 

Definition 7. For any probability P = [PD, P~] : F---+ J and any IF-observable 
x : B(R) ---+ F we define 

ED(x) = l tdP~(t), Eij(x) = l tdP~(t), 
u~ = l (t- ED(x)) 2dP~(t), 

u~(x) = l (t- Eij(x)) 2 dP!(t) 

assuming that these integrals exist. 

Definition 8. Let gn : Rn ---+ R be a Borel function, x1, ... , Xn : B(R) ---+ F be 
IF-observables, hn : B(Rn) ---+ F their joint IF-observable. Then we define the 
IF-observable Yn = gn(Xl, ... , Xn) : B(R)---+ F by the prescription 

Definition 9. A sequence (xn) of IF-observables is independent if for any n 

PD(hn(Al X ... X An)) = P~ 1 (Al) ..... P~n (An), 

P~(hn(Al X ... X An)) = Pt (Al) ..... Pt (An), 

where hn : B(Rn) is the joint observable of x1, ... , Xn· 

Theorem 4. Let (xn) be a sequence of independent equally distributed, square 
integrable IF-observables, 

ED(xn) = Eij(Xn) =a, u~(xn) = u~(xn) = u 2 (n = 1, 2, ... ) 

Then for any t E R 

lim PD(Xl + ... Xn- na (( -oo, t))) = _1_1t e- u22 du 
n~ 0"~ J~ oo 

lim pij(l + ... Xn- na (( -00, t))) = _1_1t e- u22 du 
n~ 0"~ J~ oo 

Proof. Proof. We have seen that F C M where M is an MV-algebra and there 

exists states PD, Pij : M ---+ [0, 1] such that PD IF = PD, Pij IF = P~. Moreover, 
Xn are IF-observables, Xn : B(R) ---+ F C M, hence also observables in the sense 
of MV-algebra probability theory. Therefore by theorem 2.12 of [33] (see also 
theorem 9.2.6. in [34]) and Theorem 3 we have 
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lim PD (Xl + ... Xn- na (( -oo, t))) = _1_1t e- u22 du 
n---*oo (J"-Jn -.j2n 00 

and the analogous assertion holds for P~. 

3 M-Probability Theory 

Consider again a measurable space (D, S), where S is a (}"-algebra of subsets of 
D, 

:F = {A = (J.LA, VA); J-lA, VA are non-negative, S-measurable functions, J-lA + 
VA:::; 1 }. 

According to [6] we shall define the probability on :Fusing max-min connec­
tives instead of the Lukasiewicz connectives, 

For distinguishing the two theories we shall speak about M-probability. 
In Section 3.1 the basic notions are discussed: M-probability and M-observable. 

Section 3.2 contains the proof of the existence of the joint M-observable. As an 
application Section 3.3 contains a version of the central limit theorem. 

3.1 M-Probability and M-Observable 

Definition 10. Let .:J be the set of all compact intervals. A mapping p : :F ---+ .:J 
is called M -probability if the following properties are satisfied: 

{i) p((1n, On)) = [1, 1],p((On, 1n)) = [0, OJ; 
{ii) p(A) + p(B) = p(A VB)+ p(A 1\ B) for any A, BE :F; 
{iii)An /A, Bn ". B ===? p(An) / p(A),p(Bn) ". p(B). 

Definition 11. 2.1.2. Definition. A mapping J-l: :F---+ [0, 1] is an M-state, if 
the following propertiers are satisfied: 

(i) J.L((1n, On)) = 1, J.L((On, 1n)) = 0; 
(ii) J.L(A) + J.L(B) = J.L(A VB)+ J.L(A 1\ B)) for any A, B E :F; 
(iii) An /A, Bn ". B ===? J.L(An) / J.L(A), J.L(Bn) ". J.L(B). 

Proposition 4. Let p: :F---+ .:J be an M-probability. Put p(A) = [pD(A),pij(A)]. 
Then the mappings pD : :F---+ [0, 1], pij : :F---+ [0, 1] are M -states. 

On the family :F we have two notions: state and M-state. It is interesting what 
is a relation between these notions. 

Theorem 5. Any state m : :F---+ [0, 1] is an M -state on :F. 
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Proof. By Theorem 1 there exist a probability J-l : S ----> [0, 1] and a constant 
a E [0, 1] such that for any A E :F 

m(A) = (1- a) l J-lAdJ-l + a(1 -l J-lAdJ.L). 

Therefore 

m(A) + m(B) = (1- a)(l (J.LA + J-lB)dJ.L) + a(2 -l (vA + VB)dJ.L). 

Of course, 

hence 

/-lA + /-lB = /-lA V /-lB + /-lA 1\ /-lB =/-lAVE+ /-lAAB, 

VA+ VB= VA V VB+ VA 1\ VB= VAI\B + VAvB, 

m(A) +m(B) = 

= (1-a) l /-lAuBdJ.L+a(1-l VAuBdJ.L)+(1-a) l /-lAnBdJ.L+a(1-l VAnBdJ-l) = 

= m(A VB)+ m(A 1\ B). 

Corollary 1. Any probability P : :F----> :1 is an M -probability. 

Proposition 5. For any (D,S) there exists an M-state m: :F----> [0, 1] that is 
not a state, hence there exists and M -probability that is not a probability. 

Proof. Fix Xo E n and put 

Since(J.LA V /-lB )2 + (J.LA 1\ /-lB )2 = J-l~ + J-l~ , it is not difficult to see that m is an 
M-state. Put 

1 3 
J-lA(X) = J-lB(X) = 4' VA(X) = VB(X) = 4 

for any X En. Then 

On the other hand 

hence 

1 
m(A) = m(B) = 4. 

A EBB= (1n, On), A 8 B =(On, 1n), 

1 1 
m(A EBB)+ m(A 8 B)= 1 + 0 # 4 + 4 = m(A) + m(B). 

Although the probability theory on IF-events discussed in our Chapter 2 seems 
to be satisfactory, the previous facts lead us to an experience to create basic 
instruments for an alternative M-probability theory. Of course, the crucial notion 
is the notion of an M-observable. 
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Definition 12. An M-observable is a mapping x : B(R) ----+ :F satisfying the 
following conditions: 

{i) x(R) = (1n, On), x(0) = (On, 1n); 
{ii) x(A U B) = x(A) V x(B), x(A n B) = x(A) 1\ x(B) for any A, B E B(R); 
{iii) An /A, Bn "\. B ====? x(An) / x(A), x(Bn) "\. x(B). 

Proposition 6. If x : B(R) ----+ :F is an M -observable, and m : :F----+ [0, 1] is an 
M-state, then m ox: B(R)----+ [0, 1] is a probability measure. 

Proof Evidently m(x(R)) = m(1n) = 1. Also continuity of m ox is clear. Let 
An B = 0. Then x(A) 1\ x(B) = x(0) = (On, 1n). Therefore 

m(x(A U B))= m(x(A) V x(B)) + m(x(A) 1\ x(B)) = 

= m(x(A)) + m(x(B)). 

Definition 13. Let R be an algebra of subsets of a set X. A mapping J1, : R ----+ 

[0, 1] is called an M -measure, if the following properties are satisfied: 

{i) Ji,(X) = 1, Ji,(0) = 0; 
{ii) Ji,(A U B) = Ji,(A) V Ji,(B), Ji,(A n B) = Ji,(A) 1\ Ji,(B) for any A, B E R; 
{iii) An /A, Bn "\. B, An, Bn, A, BE R ====? Ji,(An) / Ji,(A), Ji,(Bn) "\. Ji,(B). 

Proposition 7. Let x : B(R) ----+ :F be an M -observable. Put x(A) = (x- (A), 1-
x+(A)), and for fixed xo E R define J1,: B(R)----+ [0, 1], v: B(R) ----+ [0, 1] by the 
formula 

Ji,(A) = x- (A)(xo), v(A) = x+(A)(xo). 

Then Jl,, v are M -measures. 

Proof Consider the mapping Jl,, the proof for v is analogous. First Ji,(X) 
x-(X)(xo) = 1n(xo) = 1,J1,(0) = x-(0)(xo) = On(xo) = 0. Further 

Ji,(A U B) = x- (AU B)(xo) = (x- (A) V x- (B))(xo) = Ji,(A) V Ji,(B), 

Ji,(A n B) = x- (An B)(x0 ) = (x- (A) 1\ x- (B))(x0 ) = Ji,(A) 1\ Ji,(B). 

The continuity of J1, can be proved similarly. 

The notion of an M-measure is an important tool in our theory. Because of the 
symmetry of J1, the measure extenstion theorem can be proved. 

Theorem 6. For any M -measure J1, defined on an algebra R there exists exactly 
one M -measure Ji on rr(R) extending Jl,. 

Proof See [17]. 
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3.2 Joint Observable 

Definition 14. Let x, y : B(R) ----> :F be M -observables. The joint M -observable 
of x andy is a mapping h : B(R2 ) ----> :F satisfying the following conditions: 

(i) h(R2 ) = (1n, On), h(0) =(On, 1n); 
(ii) h(A U B) = h(A) V h(B), h(A n B) = h(A) A h(B) for any A, BE B(R2 ); 

(iii) An /A, Bn '\. B ====;. h(An / h(A), h(Bn) '\. h(B); 
(iv) h(C x D) = min(x(C), y(D)) for any C, DE B(R). 

Theorem 7. For any M -observables there exists their joint M -observable. 

Proof. We must construct h: B(R2 )----> :F. Here h(A) = (h-(A), 1-h+(A)) E :F, 
and h-(A), h+(A) are functions from D to [0,1]. We shall construct the functions 
pointwisely: h-(A)(w), h+(A)(w) as elements of [0,1]. Therefore fix w. For any 
A E B(R) put 

~t(A) = x-(A)(w),v(B) = y-(B)(w). 

By this construction we obtain two mappings JL, v : B(R) ----> [0, 1] and we have 
seen (Prop. 7) that JL, v are M-measures. Let R be the algebra of all sets of the 
form 

i=l 

where n EN, Ai = [ai, bi), Bi = [ci, di) E B(R), and (Ai x Bi) n (Aj x Bj) = 0 
for i -I= j. Since the operations a V b = max( a, b) and a A b = min( a, b) satisfy the 
distributive law, the expression 

n 

V (~t(Ai) A v(Bi) 
i=l 

does not depend on the choice of Ai and Bi. Therefore we can define 

n n 

A;(U(Ai x Bi)) = V (~t(Ai) A v(Bi)). 
i=l i=l 

By this way we obtain a mapping A; : R ----> [0, 1]. We shall prove that A; is an 
M-measure. Evidently 

Moreover 
(I) 

Further 

11;(R2 ) = ~t(R) A v(R) = min(1n(w), 1n(w)) = 1, 

A;(0) = ~t(0) A v(0) = 0. 

11;(A x B) = ~t(A) A v(B). 

n m 

A;( Au B)= A;(U(Ai X Bi) u u (Cj X Dj)) = 
i=l j=l 
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n m 

= K(u u(Ai x Bi) u (Cj x Dj)) = 

i=l j=l 

n m 

= K(u U ((Ai \ Cj) x Bi) U ((Ai n Cj) x (Bi U Dj)) U ((Cj \ Ai) x Dj)) = 

i=l j=l 

n m 

= V V (JL(Ai \ Cj) 1\ v(Bi) V (JL(Ai n Cj) 1\ v(Bi U Dj)) V (JL(Cj \ Ai) 1\ v(Dj)) 
i=l j=l 

n m 

= V V (JL(Ai) 1\ v(Bi)) V (JL(Cj) 1\ v(D)j)) = 

i=lj=l 

= K(A) v K(B). 

Similarly 

Now we shall prove 
(II) 

An E R(n = 1, 2, ... ),An"'" 0 ===} K(An) "'"0. 

Denote 
J( = {C E R 2 ; Cis compact}. 
First we show that 

(III) 'Vc > O'VA E R3B E R, C E JC, B CCC A, K(A \B) <c. 

CXJ 1 CXJ 1 
A-= [a· b·) = U [a· b·- -] = U [a· b·--) 

• '' • '' • 2m '' • m 
m=l m=l 

and 

we have 

hence there exists mi such that 

Put 

Then 
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and 

Similarly there exist 

such that 

Put 
n n 

c = u(ci X Di),B = U(Ei X Fi)· 
i=l i=l 

Then 
n n 

A;(A \B)= A;(U(Ai X Bi) \ U(Ei X Fi)):::; 
i=l i=l 

n 

:::; A;(u((Ai x Bi) \ (Ei x Fi)) = 
i=l 

n 

= v A;((Ai X Bi) \ Ei X Fi)) :::; 
i=l 

n 

:::; V 11;(((Ai \ Ei) x R) U (R x (Bi \ Fi))) = 
i=l 

n 

= V (JL(Ai \ Ei) V v(Bi \ Fi)) <c. 
i=l 

Now return to a sequence (An), An E R, An "\, 0. Using (III) construct 

Bn E R,Cn E IC,Bn c Cn c An,11;(An \En)< c. 

Put 
n 

Dn = n E /C. 
i=l 

Then 
00 00 

n=l n=l 
Since JC is a compact family, there exists m such that 

m m 

i=l i=l 

We have 
m 

11;(Am) = 11;(Am \ n Bi) = 

i=l 



Probability Theory on IF Events 303 

m 

= K(U(Am \ Bi))::::; 
i=l 

m m 

i=l i=l 

Also K(An) ::::; K(Am) < c: for any n ~ m. Therefore 

lim K(An) = 0. 
n--+CXJ 

Now if Bn E R, Bn / B, B E R, then B \ Bn \.. 0, hence 

CXJ 

::::; K(B \ Bn) V V K(Bi)· 
i=l 

Therefore 

CXJ CXJ 

K(B) ::::; lim K(B \ Bn) V (v Bi) = v K(Bi) ::::; K(B), 
n--+CXJ 

i=l i=l 

hence 
K(B) = lim K(Bi)· 

•--+= 
On the other hand Cn \.. C implies Cn \ C \.. 0, 

CXJ CXJ 

n=l n=l 

We have proved that K : R ----> [0, 1] is an M-measure. By theorem 6 there 
exists exactly one M-measure R: rr(R) ----> [0, 1] such that RIR = K. By (I) we 
have 

R([a, b) x [c, d)) = p([a, b)) 1\ v([c, d)). 

Fix [c, d) and put 

£={A E B(R);R(A x [c,d)) = p(A) 1\ v([c,d))}. 

Since£ is monotone and£:::) R 0 = {[a, b); a< b}, hence£ :::) rr(Ro) = B(R). 
Therefore 

R(A x [c, d)) = p(A) 1\ v([c, d)) 

for any A E B(R). Further for fixed A E B(R) consider the family 

g ={BE B(R); R(A x B) = p(A) 1\ v(B)}. 
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By previous results, g :J R 0 . Since g is monotone, g :J u(Ro) = B(R), hence 

R(A x B) = tt(A) A v(B) 

for any A, B E B(R). 
Now we can define for any C E B(R2 ) 

h-(c)(w) = R(C). 

We have h-(A x B)(w) = tt(A) A v(B) = x-(A)(w) Ay-(B)(w), hence 

h-(A x B)= x-(A) Ay-(B),A,B E B(R). 

Similarly there exists to any w E D an M-measure >. such that 

>.(Ax B)= x+(A)(w) A y+(B)(w), 

hence putting 

we obtain 

Now we define 
h : B(R2 ) ---+ :F 

h(C) = (h-(C), 1- h+(C)). 

It is easy to see that h satisfies the properties (i)- (iii) of definition 14. Moreover, 

On the other hand 

h(A X B)= (h-(A X B), 1- h+(A X B)) 

= (x-(A) A y-(B), 1- x+(A) Ay+(B)) 

x(A) A y(B) = (x-(A), 1- x+(A)) A (y-(B), 1- y+(B)) 

= (x-(A) A y-(B), (1- x+(A)) V (1- y+(B))) 

= (x-(A) A y-(B), 1- (x+(A) Ay+(B))) 

= h(A X B). 

3.3 Central Limit Theorem 

First recall the classical limit theorem. 

Theorem 8. Let (D, S, P) be a probability space, (~n) a sequence of indepen­
dent, equally distributed, square integrable random variables, E(~n) =a, D(~n) = 

u 2 , (n = 1, 2, ... ). Then for any t E R 

lim P({(w; L~=l ~i(w)- na < t}) = _1_1t e_u22 du 
n~ CJ~ 0n = 
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In our generalized case we have a sequence (xn) of M-observables Xn : B(R) ----> :F 
and the M-probability P : :F----> J, 

By Prop. 6 the mappings 

p- OXn,P+ OXn: B(R)----> [0,1] 

are probability distributions. We can define the following quantities. 

Definition 15. Denote P:;n = p- o Xn, P:L = p+ o Xn. Then we define 

E_(xn) = l tdP:;Jt), E+(xn) = l tdP;tJt). 

if the integrals exist, and 

O"~(xn) = l (t- E_(xn)) 2dP:;n (t), O"~(xn) = l (t- E+(xn)) 2 dP;tn (t), 

if the integrals exist. 

Definition 16. Let gn : Rn----> R be a Borel measurable set (i.e. A E B(R) ====? 

g;;:- 1(A) E B(Rn)). Let hn : B(Rn)----> :F be the joint M-observable of x1, ... , Xn· 
Then we define the observable 

Yn = g(x1, ... , Xn) : B----> :F 

by the formula 
Yn(A) = hn(g;;-1(A)), A E B(R). 

Definition 17. A sequence ( Xn) of M -observables is independent if 

i.e. 

p-(hn(Al x ... x An))= P:;1 (Al) · ... · P:;n (An), A1, ... ,An E B(R), 

p+(hn(Al x ... x An)) = P~ (A1) · ... · P;tn (An), A1, ... ,An E B(R), 

Theorem 9. Let (xn) be a sequence of independent, equally distributed, square 
integrable observables, E_(xn) = E+(xn) =a, £T:_(xn) = £T~(xn) = £72 . Then for 
any t E R 

lim p(l + ... + Xn- na (( -oo, t))) = {-1-lt e_u22 du} 
~oo O"~ 0n oo 

i.e. 
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Proof. Consider the probability space (RN,rr(C),P-), where Cis the family of 
all cylinders and p- is the product of the probability measures P;1 , P;_, P;3 , •••• 

Define ~n : RN ----> R by the formula 

~n((ui):1) = Un 

n=1,2,3, ... Then 

hence 

E_ (xn) = L tdP;n (t) = L tdP~n (t) = E(~n), 
and similarly 

rr~(xn) = rr2 (~n)· 

Moreover, if Tn = (6, ... , ~n): RN----> Rn, then 

hence 

p-(T;1(A1 X 000 X An))= p-(~1 1 (Al) n 000 n ~; 1 (An)) = 

= p-({(ui);u1 E A1, ... ,un E An}))= 

= P~ (A1) · ... · P;n (An)= p-(hn(A1 x ... x An)), 

Pi, = P/;n (n = 1, 2, ... ) 

Also we see that (~n) are independent. If we put 

then 

Therefore 

6 + ... +~n -na 
TJn = ---rr-v---:-n---

( ) u1 + ... + Un - na 
9n : Rn ----> R, 9n U1, ... , Un = 1 rryn 

p-(TJ;;-1((-oo,t))) = p-(r;1(g;;- 1((-oo,t)))) = 

=Pi, (g;;- 1 (( -oo, t))) = P/;n (g;;- 1 (( -oo, t)))+ 

= p-(Yn(( -oo, t))). 

can be proved similarly. 
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