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Preface 

This is the fifth volume in a series of book publications featuring basic 
interdisciplinary research in spatial cognition. The study of spatial cognition is the 
study of knowledge about spatial properties of objects and events in the world. Spatial 
properties include location, size, distance, direction, separation and connection, shape, 
pattern, and so on. Cognition is about the structures and processes of knowledge: its 
acquisition, storage, retrieval, manipulation, and use by humans, nonhuman animals, 
and machines. Broadly construed, cognitive activities include sensation and 
perception, thinking, attention, imagery, attitudes, memory, learning, language, and 
reasoning and problem-solving; the interaction of these activities with motoric (body 
movement) and affective (emotional) processing is recognized as critically important, 
as well. Cognition is typically considered to make up much of the activity of the 
mind. But though the mind is an expression of the structures and processes of the 
brain and nervous system, it is also an expression of an organism or agent with a 
physical body that typically exists in a physical and socio-cultural world. 

Researchers study spatial cognition for several reasons. Spatial cognition plays 
important roles in most of the domains of knowledge and behavior of sentient beings, 
including activities associated with biological survival, social interaction, cultural 
practice, and economic exchange. Attempts to describe, predict, and explain the basic 
components of spatial cognition and their interrelationships stimulate a host of 
interesting basic questions about how important parts of reality work. Cognition about 
space and place is an important expression of human-environment or human-earth 
relationships. What’s more, the study of spatial cognition holds the promise of 
helping to solve many practical problems and improve the lot of humanity, whether 
by improving information systems, the layout and appearance of built environments, 
the equitable selection of personnel, or the design of effective and efficient 
educational programs. 

As we stated above, spatial cognition is an interdisciplinary field. That means two 
things. First is that researchers from a variety of disciplines engage in the study of 
spatial cognition. Authors and participants at this meeting included representatives 
from many disciplines, including computer and information science, psychology, 
geography and cartography, engineering, linguistics, anthropology, architecture, and 
biology. But this fact only makes the field multidisciplinary. The second requirement 
for interdisciplinarity is that the representatives from the different disciplines 
communicate with each other, with all that this implies, about shared vocabularies, 
methodologies, and basic philosophical frameworks. Such a truly interdisciplinary 
spatial cognition community began flowering within the last couple of decades (with 
a few earlier roots). The meeting at which the papers in this volume were presented 
provided an example of the emergence of such a community and a contribution to 
furthering its reality. 

Space exists at many scales, and spatial cognition can concern itself with cognition 
at any or all of these scales. However, a tradition has arisen according to which most 
research on spatial cognition focuses on spatial scales relevant to human activities 
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over the earth's surface, such as finding one’s way, planning trips, and using 
cartographic maps. Space at this scale is variously known as large-scale, 
environmental, or geographic space. Spatial cognition researchers want to understand 
human cognition about the layout of buildings, cities, and regions, not about the 
layout of atoms or the solar system. However, this scale preference is not universally 
held, and we expect that insights about cognition at one scale may inform, and be 
informed by, insights about cognition at other scales. What’s more, cognition about 
space often incorporates multiple scales, as when a person uses a small picture of 
space—a map—to wayfind in a city. 

 
Historical Roots of Spatial Cognition 

 

The study of spatial cognition has a variety of historical roots. In psychology, the 
behaviorist Edward Tolman (1948) introduced the term “cognitive map” to explain 
the behavior of rats that took shortcuts to find goal locations directly, without 
traversing the routes of the maze. But the developer of one of the earliest successful 
intelligence tests, Alfred Binet, had written about the psychology of orientation and 
disorientation several decades before (Binet, 1894). Furthermore, the psychologist C. 
C. Trowbridge (1913) introduced the idea that people form internal mental 
representations of the layout of environments, calling them “imaginary maps.” The 
child psychologist Jean Piaget and his colleagues devised the most influential 
theoretical framework for cognitive development in children, and spatial cognitive 
development was an essential part of this (Piaget & Inhelder, 1948/1967). The 
perceptual psychologist J. J. Gibson (1950) developed a theory of perception and 
activity that prompted cognitive researchers to carefully consider the structure of the 
world and the structure of information in the patterned energy available to sensory 
receptors, not just the structure of the mind.  

Others besides psychologists contributed to the development of spatial cognition as 
a field. Trowbridge had actually been influenced by very early work by the 
geographer, F. P. Gulliver (1908), who wrote about the influence of cartographic map 
orientation on spatial and geographic learning in school children. This concern with 
the implications of spatial cognition for spatial learning and education continued 
throughout the twentieth century. Geographers, planners, and architects in the 1950s 
and 1960s began to ask questions about the subjectivity of spatial knowledge and its 
implications for models of spatial behavior that depended on subjective beliefs about 
spatial layout, including beliefs about distances and directions (e.g., Golledge, Briggs, 
& Demko, 1969). Much of this got impetus from the writings of Kevin Lynch (1960), 
an urban planner, who convinced many to look at the pattern of the built environment 
in terms of its effects on mental representations. Connections among geographers, 
planners, psychologists, and others became explicit in the 1960s and 1970s with the 
advent of new journals and conferences (e.g., Downs & Stea, 1973). 

Finally, researchers in the middle of the twentieth century began to apply digital 
computers to understanding a host of phenomena, including the behavior and 
cognition of humans and other animals. Spatial behavior and cognition was no 
exception. As early as the 1960s, mathematicians and computer scientists attempted to 
produce formal and computational models of spatial cognition that were realized on 
computers (Zadeh, 1965). Researchers in these disciplines also became interested in 
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creating “simulated animals,” computational agents that could act or reason 
intelligently. Researchers in artificial intelligence naturally included action and 
reasoning in space and place, and about space and place, within the scope of their 
work (Kuipers, 1978). Some of these researchers focused on creating computational 
entities—robots—that could act in a coordinated fashion, for example, by moving 
from place to place without collisions. Other researchers focused on creating 
computational entities that could reason effectively about space and place, solving 
problems such as sequencing multiple destinations into one efficient trip or 
understanding the geometric layout of the world. 

 
Topics in the Study of Spatial Cognition 

 

There are a variety of research topics within the domain of spatial cognition. A first 
topic concerns the structures and processes of spatial knowledge and reasoning. The 
cognitive or mental map refers to an internally represented model of the environment; 
it is a metaphorical term meant to appeal to the idea that something like a cartographic 
map is stored in the head. However, in many ways the cognitive map is not like a 
cartographic ‘map in the head.’ It is not a unitary integrated representation but 
consists of stored discrete pieces, including representations of landmarks, routes, and 
regions. The separate pieces are partially linked or associated, often in a hierarchical 
manner (e.g., when the location of a place is stored in terms of a larger region). 
Furthermore, spatial knowledge is not well modeled by Euclidean or any other metric 
geometry, although it clearly expresses spatial information beyond the mere level of 
topology. The nature of internally represented knowledge in human minds leads to 
certain patterns of distortions in the way people answer spatial questions. For 
example, people often believe the distance from place A to B is different than from B 
to A. Turns are frequently adjusted in memory to be more like straight lines or right 
angles. At larger scales, most people have somewhat distorted ideas about the sizes 
and locations of continental land masses on the earth; for example, Southern Europe 
is thought to be near the equator, when it is actually located at 35-45° north latitude. 

A second research topic concerns how cognitive agents acquire spatial knowledge 
and how the knowledge develops over time. Cognitive agents like humans acquire 
spatial knowledge directly via sensorimotor systems that operate as they move about 
the world. They also acquire spatial knowledge indirectly via static and dynamic 
symbolic media such as maps and images, 3-D models, movies, and language. 
Researchers are interested in the consequences of different learning media for the 
nature of acquired knowledge. Spatial knowledge changes over time, through 
processes of learning and development. Both changes in the child's spatial knowledge 
and reasoning, and that of an adult visiting a new place for the first time, are of 
interest to researchers. A widely discussed model of spatial learning in the 
environment suggests that it develops in a sequence of three stages or elements: 
landmark knowledge, route knowledge, and survey knowledge. However, a variety of 
evidence throws into question both the progressive nature of this sequence and the 
degree to which most people reach the level of survey knowledge. 

A third research topic involves questions about how cognitive agents navigate and 
stay oriented in space. Navigation is coordinated and goal-directed travel through 
space, and it consists of the two components of locomotion and wayfinding. 
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Locomotion refers to moving through the local surroundings in coordination with 
immediately available sensorimotor information, such as when avoiding obstacles and 
moving toward sensed landmarks. Wayfinding refers to the planning and decision-
making that allows one to reach a destination that is not immediately available to 
sensorimotor systems, such as when choosing efficient routes or orienting to nonlocal 
features. Wayfinding tasks generally require an internal or external representation of 
the environment. In order to reach destinations while navigating, agents must 
establish and maintain orientation—they must know ‘where they are,’ although the 
precision and comprehensiveness of this knowledge may not be high. Two broad 
types of processes are involved in orientation during navigation. One involves 
recognizing external features such as landmarks, sometimes called piloting. The 
second involves updating orientation by integrating information about movement 
speed, direction, and/or acceleration, without reference to recognized features. This is 
called dead reckoning or path integration. 

A fourth research topic concerns how agents use  natural language to communicate 
with each other about space and place. Spatial information is often communicated 
verbally. People give and receive verbal route directions, read spatial descriptions 
contained in stories, and increasingly interact with computer systems via verbal 
queries. There are at least two notable characteristics of the way language expresses 
spatial information. One is that language expresses mostly nonquantitative or 
imprecise (“vague”) quantitative information about space. Statements about 
connections and approximate location are more important than precise statements. For 
example, people say “turn left at the sausage shop” rather than “turn 97° after you 
have gone 1.3 kilometers.” A second characteristic is that interpreting spatial 
language critically depends on various aspects of the context of the communication. 
Context is provided by knowledge of who is speaking (or writing), where they are, 
physical features in the situation, the previous topic of conversation, and so on. The 
scale of “the umbrella is near the table” is generally understood differently than that 
of “Belgium is near Germany.” 

A fifth research topic involves how aspects of spatial knowledge and reasoning are 
similar or different among individuals or groups. No two individual people know 
exactly the same things or reason in exactly the same way about space and place. 
Some people are better at tasks such as wayfinding, learning spatial layouts, or 
reading maps. In some cases, there may be different ways to think about spatial 
problems, all of which may be effective. In these cases, we might speak of ‘stylistic 
differences’ in spatial cognition rather than skill or ability differences. Researchers 
are interested in measuring and explaining individual differences. Many factors may 
be related to variations in spatial cognition: body size, age, education, expertise, sex, 
social status, language, residential environment, and more. A first goal for research is 
to measure and document ways these factors might covary with spatial cognition. In 
addition to describing such covariations, researchers have the goal of distinguishing 
their underlying causes. Explanations for such covariations are generally quite 
difficult to determine, however, as one cannot readily do randomized experiments on 
person characteristics such as age, sex, culture, and activity preferences. Nonetheless, 
even describing patterns of differences is quite valuable for practical goals such as 
designing spatial information systems.  
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A sixth and final topic concerns the neurological structures and processes involved 
in spatial cognition, an area of research that has advanced considerably with the 
technical developments of the last couple of decades. Research in this area attempts to 
answer questions such as how spatial information is encoded in nervous systems, 
which brain areas process spatial information of different types, how spatial 
information from different sensory modalities is integrated in the nervous system, and 
how particular injuries or organic syndromes produce particular deficits in spatial 
cognition. For example, the role of the hippocampus and other brain structures in 
spatial cognition (and other domains of cognition) continues to be researched. 
Recordings of the activity of single brain cells in the hippocampi of rats has revealed 
the existence of neurons that preferentially fire when the rat is in a particular location, 
known as place cells. Recordings of cells in other structures that have connections to 
the hippocampus have uncovered head-direction cells that fire preferentially when the 
rat is facing in a particular absolute direction in the environment. Clinical studies of 
organic brain syndromes and injuries in humans have shed light on the neuroscience 
of spatial cognition in humans, such as specific impairments in aspect of navigational 
skill following localized brain injuries, a syndrome known as topographical 
disorientation. Probably the most rapidly advancing research area for studying the 
neuroscience of spatial cognition is the use of brain-imaging techniques applied to 
awake and alert human subjects while they reason about or remember spatial 
information. The most promising of these is functional Magnetic Resonance Imaging 
(fMRI). 

 
Technologies and the Future of Spatial Cognition Research 

 
A variety of technologies influence spatial cognition, both as a domain of study and a 
domain of reality. Global Positioning System (GPS) receivers have recently become 
small and inexpensive, and are increasingly used on an everyday basis by lay persons 
and specialists alike. A GPS receiver provides information about one's location by 
geometrically combining distance signals it picks up from several geosynchronous 
satellites constantly orbiting the earth. This system is part of the technology of 
automated navigation systems included with many automobiles and increasingly 
found on cell phones and other portable devices. Several research issues concern how 
locational information is best displayed or communicated by electronic information 
systems, and how the availability of such information might change people's 
experiences and behaviors in space and place. There are a host of spatial cognition 
questions inspired by efforts to improve the effectiveness and efficiency of 
Geographic Information Systems (GIS). How can complex geographical information 
be depicted to promote comprehension and effective decision-making, whether 
through maps, graphs, verbal descriptions, or animations?  How does exposure to new 
geographic information technologies alter human ways of perceiving and thinking 
about the world?  There are also research issues concerning the way that people do or 
do not spatialize their understanding of other types of information networks such as 
the World Wide Web; one often speaks metaphorically of ‘navigating’ the Web. 
Undoubtedly one of the most dramatic technological developments with great 
implications for spatial cognition is the advent of computer-simulated worlds known 
as virtual environments (virtual reality). 
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About This Book 
 

This volume contains the 28 contributions that were presented at the international 
conference Spatial Cognition 2006, which was held at the University of Bremen, 
Germany in September 2006. Spatial Cognition 2006 was the second international 
conference organized by the Transregional Collaborative Research Center SFB/TR 8 
Spatial Cognition funded by the German Research Foundation (DFG). For this 
conference, 59 full paper contributions were received, from across the spectrum of 
research topics within spatial cognition. These submissions were evaluated by an 
international review committee in a thorough peer review process.  
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Abstract. Reasoning in complex systems of dependencies is important in our
highly connected world, e. g. for logistics planning, and for the analysis of com-
munication schemes and social networks. Directed graphs are often used to
describe scenarios with links or dependencies. However, they do not reflect un-
certainties. Further, hardly any formal method for reasoning about such systems
is in use. As it is hard to quantify dependencies, calculi for qualitative reasoning
(QR) are a natural choice to fill this gap. However, QR is so far concentrated on
spatial and temporal issues. A first approach is the dependency calculus DC for
causal relations [15], but it cannot describe situations in which cycles might oc-
cur within a graph. In this paper, refinements of DC meeting all requirements to
describe dependencies on networks are investigated with respect to satisfiability
problems, construction problems, and tractable subclassses.

1 Introduction

Reasoning about complex dependencies between events is a crucial task in many ap-
plications of our highly partitioned, but widely linked world. Whenever the required
answer is a decision or classification, Qualitative Reasoning (QR) is best-suited: It ab-
stracts from metrical details of the physical world and enables computers to make pre-
dictions about relations, even when precise quantitative information is not available or
irrelevant [3]. QR is an abstraction that summarizes similar quantitative states into one
qualitative characterization. From the cognitive perspective, the qualitative method cat-
egorizes features within the object domain rather than by measuring them in terms of
some external scale [7]. This is the reason why qualitative descriptions are quite natural
for humans.

The two main directions in QR so far are spatial and temporal reasoning. Topics
of spatial reasoning comprise topological reasoning about regions [16,6], positional
reasoning about point configurations [17], and reasoning about directions [4,9]. For
temporal reasoning, either points or intervals are used as basic entities [19,1].

In contrast, this paper elaborates a new direction in QR: reasoning about links and de-
pendencies. For describing linked systems, directed graphs (networks) are established.
Network links can represent links in the internet, cash flow, railway connections, road

T. Barkowsky et al. (Eds.): Spatial Cognition V, LNAI 4387, pp. 1–19, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



2 A. Scivos

systems, spreading of deseases (for medical analysis), information passed on in an orga-
nization, and genetic inheritage. There are many algorithms known for answering spe-
cific questions about a given network, e.g. if it is connected, or for finding the shortest
path between two entities in it [5]. However, these algorithms assume that the network
is defined, i.e. for each pair of entities, it is known how they are linked directly. For find-
ing a network with specific properties and for reasoning with uncertainties, however, no
calculus has been established yet.

A network of warehouses with possible delivery routes might illustrate such ques-
tions (cf. Fig. 1b). If a network is given, e.g. the following questions can be asked: Can
site e deliver to a? Is there a route through f that runs in a cycle? If flawed goods are
delivered to site c and to site d, is it possible that they come from a common source?

a b c

d e f
g

b c

e

a

gd

hf
a

b c

e f
g
h

d

Fig. 1. Examples for networks: Train connections, delivery routes, abstract directed graph

Now assume that only for some pairs, we impose constraints on the relationship
between them, but for other pairs, we are undecided: They might be linked or not. For
example, is it possible to change the connection between e and g leaving all others as
they are so that there is no cycle in the entire system? Or, can a link between e and f be
inserted in either direction that is not part of a cyclic route?

Consider a more abstract level of reasoning: Without any other constraints, is it pos-
sible to construct a network in which a and b can deliver to each other, and c can be
reached from a, but not from b? What follows for the relationship between a and b if d
is directly linked to a, and if there is some cyclic path through b and d? This paper aims
at giving a formal calculus that answers such questions automatically.

Different kinds of properties will be expressed by different labels.

1.1 Related Work

Of all spatial calculi, the point algebras for linear and partial orders come closest to the
network calculi. The linear point algebra PAlin was introduced 1989 by Vilain [19]
with the basic labels {<, =, >} . The general satisfiability problem for PAlin is in
PTIME [19]. However, real-world problems do not necessarily have linear structures
as underlying space. In the nineties, the development of extensions of the linear case
into nonlinear structures started to address such problems. Broxvall [2] showed that the
constraint satisfaction problem for the point algebra on nonlinear structures PApo with
the basic labels {≺, =, �, ‖} is NP-hard. NP-hard problems usually have interesting
fragments, the so-called tractable subclasses. A fragment of a relational algebra is a
subset of relations that is closed under composition and converse. A subclass is called
tractable if satisfiability can be decided in polynomial time. Broxvall identified three
maximal tractable fragments of PApo. Normally, for these classes the path-consistency
method [12] decides satisfiability.
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But, these approaches are still too coarse for some applications. For instance, to
identify dependencies, it is not only important to state that two points are unrelated,
but also to qualify if two points or states have a common ancestor or if there is no
such ’decision’ point. For this reason, Ragni and Scivos [15] introduced a dependency
calculus (DC) with the basic labels {=, ≺, �,)( , �} that meets all requirements to de-
scribe dependencies in acyclic networks. The network algebras described in this paper
are generalizations of these calculi for arbitrary link structures, including networks with
cycles.

1.2 Outline

The remainder of this paper is organized as follows: In Section 2, the traditional for-
malism for graphs and for constraint satisfaction problems is presented. In Section 3,
new calculi are introduced from a formal point of view and features of the calculi are
described. In Section 4, their computational complexity is investigated. Section 5 sum-
marizes the results and suggests questions for further research.

2 Formalization

2.1 Networks and Conditions

Definition 1. A network is a finite directed graph N=(V, E), where V = {v1, ..., vm}
is called vertex set and E ⊂ V × V is the set of edges or links.

For a pair (a, b) ∈ V , a with respect to b is either

– equal: a = b a=b
– preceding: a•−b ba

– succeding: a−•b
a b

– linked both ways: a•−•b a b
– or distant: a ][ b

a b
From these basic properties, other properties of pairs of vertices can be deduced,

such as the transitive closure of •−, −•

x ≺ y :↔ ∃k ≥ 0, w1, . . . wk : x•−w1•− . . . wk•−y,

x � y :↔ ∃k ≥ 0, w1, . . . wk : x−•w1−• . . . wk−•y,

and the property of being part of a common cycle:

x♦y :↔ x ≺ y and y ≺ x.

The idea will be to label a finite set of properties covering all possible situations.
Reasoning techniques on the labels assure that new assertions about them can be

soundly deduced by only knowing these properties.

Example: From ≺ (v, x), the converse relation � (x, v) can be concluded. Therefore,
the formalism of network algebras must be introduced.
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2.2 Reasoning in Calculi

As Ligozat and Renz [10] point out, almost all successful calculi are based on a formal-
ism once described by Maddux [11]. Reasoning in such algebras is described in more
detail in [14]. Recall the algebraic definition:

Definition 2 (Non-associative Algebra). A non-associative algebra R is a tuple R =
(R, ∪, ∩, ⊥, �, ; ,̆ , eq) such that:

1. (R, ∪, ∩, ⊥, �) is a Boolean algebra.
2. eq is a constant, ˘ a unary and ; a binary operation s. t., for any a, b, c ∈ R:

(ă )̆ = a eq; a = a; eq = a
a; (b ∪ c) = a; b ∪ a; c (a; b)̆ = b̆ ; ă
(a ∪ b)̆ = ă ∪ b̆ (a ∩ b)̆ = ă ∩ b̆
(a; b) ∩ c̆ = ⊥ if and only if (b; c) ∩ ă = ⊥

Note: A non-associative algebra is a relation algebra in the sense of Tarski [18] if it is
associative (i.e. (a; b); c = a; (b; c)).

In the case of networks, the elements a, b, . . . ∈ R of the non-associative algebra are
labels on which constraints for pairs of points can be defined. If a ∩ b = a, we write
a � b. Recall that b is called atomic or basic if x � b implies x ∈ {⊥, b} and b �= ⊥.
The set of basic labels is denoted by B(R). In finite algebras like the ones relevant in
this paper, each label can be uniquely written as a union of basic labels.

In the following, we will consider calculi in which the set B(R) is jointly exhausive
and pairwise disjoint (“JEPD”). Then, the semantic is described by a complete relabel-
ing function rel that maps each pair (x, y) of vertices in a network to its unique basic
label rel(x, y) ∈ B(R). For each network, the inverse function rel−1 is a homomor-
phism of the Boolean algebra, especially it respects ∩, ∪. The operations of the network
algebra mirror the semantic facts:

rel(u, u) = eq
rel(v, u) = (rel(u, v))˘
rel(u, w) � rel(u, v); rel(v, w)

A non-associative algebra with such a semantic is called a network algebra.
In the calculus, we introduce variables for vertices of the (intended) network. Knowl-

edge and requirements are formally described in terms of labels for all pairs of variables.

Definition 3 (Constraint System). Recall that a constraint system Π = (X, c) over a
non-associative algebra consists of a set of variables X and a function c : X×X → R
that assigns a label to each pair of variables (written as constraints: x cxy y).

A constraint system where all labels are basic is called a scenario.

Assume that a set of constraints between some points is given. One question might
be whether this set is consistent: Is it possible to construct a network in which all the
constraints are satisfied? And, what is the computational effort for constructing it?

Definition 4 (Satisfiability). Let R be a set of relations of a network algebra. An in-
terpretation of a constraint system Π = (X, c) is a pair (N , θ) where N = (V, E)
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is a directed graph (“network”) and θ : X → V maps all variables to vertices of the
network. An interpretation satisfies the constraint system iff for all variables x, y ∈ X :

rel(xθ, yθ) � cxy.

For a class C of directed graphs, if N ∈ C satisfies the constraint system Π , it is called
a C-model of Π . A constraint system that has a (C-)model is called (C-)consistent.

Obviously, if ⊥ occurs as a constraint, the system cannot be consistent.
Assume that a network algebra is fixed. Typically, reasoning is done to answer the

following questions: Is there a model for a given constraint system? What does it look
like? What is entailed?

Often, a model has to obey certain conditions. Such conditions are imposed by re-
stricting the models to a class C of networks. A network is called (cf Fig. 2)

– strongly connected if for any two vertices v �= w, v ≺ w and w ≺ v holds.
– path-connected if for any two v �= w, v ≺ w or w ≺ v holds.
– acyclic if the model’s network N is cycle-free.
– linear if the model is a path (V = (v1, . . . , vn), E = {(vi, vi+1)| 1 ≤ i < n}).

Then it is acyclic and path-connected.
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Fig. 2. Some classes of networks: Strongly connected, path-connected, acyclic, and linear

Definition 5 (Reasoning Problems). For each network algeba and graph class C, there
are two types of problems. In both cases, a constraint system Π is given.

i. The constraint satisfiability problem CSPC(R): Does Π have a C-model?
ii. The network design problem NDPC(R): Find a C-model for Π .

The size of a problem instance is the number of variables |X |.

In an interpretation, a graph is chosen in a way that each variable X is assigned to a
vertex, but this assignment is not required to be surjective: Not all elements of the graph
must correspond to a variable.

Thus this definition of a satisfiability problem is a generalization of the classical
definition of a Constraint Satisfaction Problem (CSP): For a description consisting of

– a set X of n variables {x1, ..., xn},
– the possible values Di of variables xi,
– constraints (sets of relations) over subsets of variables,

is it possible to find an assignment xi �→ Di satisfying all constraints?
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In our case, the possible values Di are not fixed. We only know that the possible
values Di are part of a member in the class of directed graphs. A CSP is a satisfiability
problem with a class that consists of only one given graph.

Lemma 1. For a class C of directed graphs and set of relations R,

a. if CSPC(R) is in P, the same holds for NDPC(R), and vice versa.
b. if CSPC(R) is NP-complete, NDPC(R) is NP-complete, too.
c. If P�= NP, also the reverse direction holds.

Proof. Obviously, NDPC(R) is at least as difficult as CSPC(R).
For a., assume that CSPC(R) is in P. A PTIME algorithm for NDPC(R) is given

by:

for x, y ∈ X : (* choose a pair *)
set possible[x, y] ← false; (* initialize *)
set c′ ← cxy (* choose a constraint *)
for {b} � c′: (* choose a basic relation *)

set cxy ← {b}; (* fix basic relation b *)
if satisfiable(new constraint system): (* test is in PTIME, by assumption *)

set possible[x, y] ← true;
exit inner loop;

endfor; (* try next basic relation *)
if possible[x, y] = false:

return not satisfiable; (* no feasible basic relation found *)
endfor; (* take next constraint *)
return the selected scenario. (* as all constraints are possible *)

For b., first assume that CSPC(R) is NP-complete. If the system is consistent, a
scenario can be guessed, i.e. a jointly satisfiable set of basic relations. Therefore, by
assumption, a model can be guessed and verified in polynomial time.

c. Assume that NDPC(R) is NP-complete, but CSPC(R) is in an easier class C,
without loss of generality P⊆ C. Then the algorithm of part a. shows that NDPC(R)
is in C in contradiction to the assumption.

3 The Network Calculi

3.1 The Refined Reachability Calculus RRC

To answer reasoning questions like the ones posed for the introductory delivery route
example, it is necessary to express if two verices are

– directly connected by a link,
– linked by a path (with other sites “in between”),
– part of a possible cyclic path,
– indirectly connected in another way, or
– totally disconnected from each other.
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Table 1. The refined reachability calculus RRC distinguishes 10 different situations for pairs of
vertices. They are based on the direct links and their transitive closures. [+ = yes, - = no].

RRC relation symbol properties satisfied
= ][ •− ≺ −• � •−•

equal = + - - - - - -
not being part of a cycle:
parallel || - + - - - - -
(indirectly) preceding ≺≺ - + - + - - -
previous •≺ - - + + - - -
(indirectly) succeding �� - + - - - + -
next �• - - - - + + -
being part of a cycle:
distant-in-cycle ♦ - + - + - + -
previous-in-cycle •♦ - - + + - + -
next-in-cycle ♦• - - - + + + -
linked both ways •−• - - - + - + +
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Fig. 3. Two models of the constraint system x{≺≺, ♦}y, x{||, •−•, ♦•}z, y{•♦}z. However, it
has no models if no additional points are allowed because in any model, there would be a path
from x to y, but no direct link from x or z to y.

The non-associative algebra based on {=, ][ , •−, −•, •−•, ≺, �} is not JEPD. The
JEPD refinement, which we call the refined reachability calculus RRC, distinguishes
the 10 basic labels =, ][ , ≺≺, •≺, ��, �•, ♦•♦, ♦•, •−• explained in Table 1.

Consider an example for an RRC constraint system:

Π = ({x, y, z},
{
x{≺≺, ♦}y, x{||, •−•, ♦•}z, y{•♦}z

}
)

It can be solved as shown in Fig. 3 (left sketch) with an additional vertex v∗:

xθ♦yθ, xθ•−•zθ, y•♦zθ, xθ•♦v∗, v∗•♦yθ, zθ•♦v∗.

In most traditional reasoning algebras, omitting some elements from a CSP does not
destroy fulfilment. But, in the RRC example consistency is lost by omitting v∗, v′: A
submodel of a model no longer satisfies all its relations.

The answer of the NDP or CSP may change whether new vertices might be added
(open problem) or not (confined, or closed problem). Indeed, Π has no model with
surjective θ.

Definition 6 (Confined Problems). A CSP or NDP is called confined iff an interpre-
tation M = (N, θ) is only accepted as a model if θ is surjective.

In the confined case, a model of Π = (X, c) has at most |X | vertices.
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The open problem might have more models than the confined version as the above
example illustrates. RRC has this feature because its relations ��, ≺≺, ♦, ♦•, and•♦
(and unions of them) have a special “nonlocal” property:

Definition 7 (Local Relations). A relation r in a network algebra R is called local iff
for any model M = (N, θ) of Πr := ({x, y}, cxy = r), each submodel of M containing
x and y is still a model of Πr.

A relation r in a network algebra R is called weakly local iff for any model M =
((V, E), θ) of Πr there is a model M′ = ((V, E′), θ) of Πr with rel(vM′

, wM′
) =

rel(vM, wM) for all v, w ∈ V so that each submodel of M′ containing xθ and yθ is
still a model of Πr.

A relation r is called sociable iff it has the following property: If N is a substructure
of N+, and M = (N, θ) is a model of Πr, M+ = (N+, θ) is a model of Πr.
All other relations are called nonlocal.

An algebra, CSP, NDP, or constraint system is called localic iff all its relations are
weakly local, and convivial iff all its relations are sociable.
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sociable: preserves rel.
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v

w w

y

x   w

x    z x    z 
x y x x   y

u )( y,  y    z

z z

uy   z

x   y

Fig. 4. The idea of local and sociable relations: Local relations are preserved under submodels,
sociable ones when the model is enlarged. For instance, = and •−• are local and sociable relations
as they are independent of all other reachability properties. �• is local, but not sociable (as the
pair (x, w) shows). {≺≺, ♦} is sociable, but ≺≺ is nonlocal: In an extension of a model, links to
further vertices might close the cycle (as v does for the pair y, z).

Some examples are illustrated in Fig. 4. Each local relation is weakly local. In a localic
constraint system, any submodel of a model satisfies all its relations. Adding additional
points does not “switch on” satisfiability. In convivial constraint systems, adding addi-
tional points may ”switch on” satisfiability, but not ”switch off” satisfiability.

Traditional calculi are mostly localic. For them, a necessary condition for a consistent
CSP is that all its submodels of size ≤ k (for some fixed k) are consistent. A popular
approach for a tractability proof uses a PTIME algorithm that computes a stronger
necessary local condition that is proven to be a sufficient condition for satisfiability .

Recall the following condition used in the famous path consistency algorithm [12].

Definition 8. A constraint system is (locally) k-consistent iff for any choice of k
variables and any consistent instantiation of j ≤ k − 1 variables of them, there is
a consistent extension to all k variables. 3-consistency is called path-consistency.

The path consistency strategy for solving a localic CSP Π is to apply the operations
˘ and ◦ to derive a satisfiability-equivalent k-consistent CSP Π ′. Π ′ can be derived in
PTIME, and it is inconsistent if and only if it contains the constraint ⊥.
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(for any k−tuple: Any model  

to a model of all k points.)

of its first k−1 points can be extended
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Fig. 5. An example for a locally 3-consistent constraint system. Any instantiation of variables x1

and x2 can be completed to a model, similarly for other choices of 2 vertices.
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Fig. 6. The constraint system ({x1, x2, x3}, {x1{•♦, ♦•}x2, x1{•♦}x3, x3{•♦}x2}) is open-
satisfiable, as the third sketch shows. It is not locally 3-consistent, but 3-open-consistent: An
instantiation of x1{•♦}x2 is not consistently extendable to the 3 vertex subsystem {x1, x2, x3}.
However, by adding more vertices, it can be extended to a model of the open case.

However, in non-localic algebras, the model can be satisfiable although a submodel
is not satisfiable. The notion of (local) k-consistency is not adequate (cf. Fig. 6), so the
definition must be adapted.

Definition 9 (Local Consistency for Open CSPs). A constraint system Π is k-open-
consistent iff for each subsystem Πk ⊆ Π with k variables holds: Each model of
Π− ⊆ Πk can be extended to a model of Πk.

Definition 10 (Local Consistency for Confined CSPs). A subsystem Π− ⊂ Π is
called globally satisfiable (w. r. t. the constraint system Π) iff there is a satisfiable
system Π+ : Π− ⊂ Π+ ⊂ Π . A constraint system Π is globally k-consistent iff each
consistent subsystem Π− ⊂ Π with |Π−| ≤ k is globally satisfiable w. r. t. Π .

Global k-satisfiability of RRC is a necessary condition for satisfiabilty. However,
generally, neither global k-satisfiability nor k-consistency could be verified in PTIME.

Another possible strategy is to find coarser nonlocalic calculi.

3.2 The Coarse Reachability Calculus CRC

The nonlocality grounds in RRC’s ability to distinguish between •≺ and ≺≺. By coars-
ening it, we get a localic calculus: If only reachability is important, the simple coarse
reachability calculus CRC is sufficient. It distinguishes 5 situations as Table 2 shows.

Proposition 1 (Localicity of CRC). All CRC relations are weakly local. Open CRC-
CSP = confined CRC-CSP.
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Table 2. The relations of CRC, its converse and composition. [+ = yes, - = no].

CRC relation r symbol properties converse r̆ composition with...
= ≺ � = || ≺ � �

equal = + - - = = || < > �
parallel || - - - || || � {<, ||} {>, ||} ||
before < - + - > < {<, ||} < � <
after > - - + < > {> ||} � > >
cyclic � - + + � � || < > �
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Fig. 7. Examples for substituting a “nonlocal” situation in a model by a “local” one

Proof. (Sketch) For a model M, an equivalent model M′ is constructed by adding the
transitive closure of the edges. M′ has the desired property: Reachability between two
vertices vθ, wθ does not change if additional vertices are omitted, and all CRC relations
depend on reachability only. A model M of an open CRC-CSP (X, c) is transformed
to a model of the closed case by removing all vertices except {xθ|x ∈ X} from the
equivalent model M′. Fig. 7 illustrates this process (xi are the omitted verticses).

3.3 Dependency Calculi

Remember the initial example (cf. Fig. 1): It yields the network

N = (V = {a, b, . . . , h}, E = {(a, b), (a, e), (b, c), (b, f), . . .}).

If at c and e trains are delayed, can this have a common cause? If c and e have stored
the same product, can it be from the same origin? Do c and e have a common ancester?

The answer to this question is the dependency property (dep) for vertices v and w:

∃u : u ≺ v and u ≺ w (dep)

If v ≺ w, v = w or w ≺ v, (dep) trivially holds for (v, w).
But, (dep) splits the RRC relation || into two new relations:

– v � w :↔ v||w and ∃u : u ≺ v ∧ u ≺ w
– v )( w :↔ v||w and ¬∃u : u ≺ v ∧ u ≺ w

In Fig. 1, for instance, c � e, c � �h, d � �e holds. This leads to the dependency calculus.
It has a refined version RDC with information about links, reachability, and depen-
dency (cf. Table 3), and a coarse version CDC that does not express knowledge about
individual links (cf. Table 4). Both calculi are JEPD.
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Table 3. The relations of the refined dependency calculus RDC. [+ = yes, - = no].

RDC relation r symbol = ][ •− ≺ −• � •−• dep converse r̆

equal = + - - - - - - + =
parallel:
unrelated )( - + - - - - - - )(

forked � - + - - - - - + �
comparable:
earler ≺≺ - + - + - - - + ��
previous •≺ - - + + - - - + �•
later �� - + - - - + - + ≺≺
next �• - - - - + + - + •≺
being part of a cycle:
distant-in-cycle ♦ - + - + - + - + ♦
previous-in-cycle •♦ - - + + - + - + ♦•
next-in-cycle ♦• - - - + + + - + •♦
linked both ways •−• - - - + - + + + •−•

Table 4. The relations of the coarse dependency calculus CDC. [+ = yes, - = no].

CDC relation symbol properties converse r̆ composition with ...
= ≺ � dep = )( � < > �

equal = + - - + = = )( � < > �
unrelated )( - - - - )( )( � {)( , �, <} {)( , �, <} )( )(

forked � - - - + � � {)( , �, >} � {�, <} {)( , �, >} �
before < - + - + > < )( {)( , �, <} < � <

after > - - + + < > {)( , �, >} {�, >} {=, �, <, >, �} > >

cyclic � - + + + � � )( �, < > �

In both calculi the � relation is nonlocal because of the ∃-quantification in the de-
pendency property.

4 Computational Complexity

We have defined the four calculi of Table 5. For the refined calculi, there are open and
confined versions of the CSP (or NDP).

How hard is reasoning in the network algebras? By Dijkstra’s algorithm [5], checking
reachability is possible in PTIME. Also, the dependency property (dep) for vertices v, w
can be checked in PTIME: For each vertex z we need to check if v and w are reachable
from it (2|V | checks, each in PTIME). Hence, transforming a network (V, E) with
a complete link list to its RRC description, or to its RDC description is feasible in
PTIME.

What about the other direction? Suppose an RRC or RDC description is given and
the links in the network should be derived. What is the time complexity of their CSP or
NDP? Table 6 and 7 list all results that will be proven in this chapter.
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Table 5. Overview over the four network calculi

reachability calculus dependency calculus
coarse calculi: CRC (5 base relations) CDC (6 base relations)
refined calculi: RRC (10 base relations) CDC (11 base relations)

Table 6. Overview of the computational complexity of the reachability calculus. Proofs for the re-
sults with ∗ are sketched in this paper, all others follow as coarser calculi, subcases or refinements.

network algebra linear strongly conn. path-conn. acyclic all networks
B(CRC) PTIME PTIME PTIME PTIME PTIME
B(RRC) PTIME PTIME PTIME PTIME PTIME∗

CRC PTIME PTIME PTIME∗ NP-c.∗ NP-c.∗

open RRC PTIME PTIME PTIME∗ NP-c. NP-c.
confined RRC NP-c.∗ NP-c.∗ NP-c. NP-c. NP-c.

Table 7. Overview of the computational complexity of the dependency calculus

network algebra linear strongly conn. path-conn. acyclic all networks
B(CDC) PTIME PTIME PTIME PTIME PTIME
B(RDC) PTIME PTIME PTIME PTIME PTIME
open CDC PTIME PTIME PTIME NP-c. NP-c.

confined CDC PTIME PTIME PTIME NP-c. NP-c.
open RDC PTIME PTIME PTIME NP-c. NP-c.

confined RDC NP-c. NP-c. NP-c. NP-c. NP-c.

4.1 Reasoning about Scenarios

Proposition 2 ( B(RRC)-NDP and B(RDC)-NDP are in PTIME). For a given RRC
scenario or RDC scenario, finding a model (or determining inconsistency) is in
PTIME, both for the open and for the confined case.

Proof. Assume that an RRC (or RDC) constraint system Π is given. In both cases,
first check 3-open-consistency (called path consistency), especially check if “=” is
symmetric and transitive. Only if Π is path-consistent, a model (V, E) may exist. Start
with V := X and let θ be the identity with the exception that θ maps variables x, y
to the same vertex iff cxy is “=”. For each pair x �= y, denote which of the properties
][ , •−, −•, •−• ≺, � (and (dep)) it should have according to Table 1. The properties
][ , •−, −•, •−• define the edge set E. Because of the path consistency, the ≺ and �
properties are transitive, and in all cases, x ≺ y, y ≺ x implies x♦y.

For the open case, for each x ≺ y, a new vertex vxy is introduced with x•−vxy and
vxy•−y as the only links. (For RDC, additionally for each x � y, a new vertex wxy is
introduced with wxy•−x and wxy•−y as the only links.)

If a model exists, all direct links have to follow the denoted link properties. Based
hereon, collect all vertices reachable in 1 step, in ≤ 2 steps, etc. At most after n = |V |
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steps, all ≺, � relations are known. The task is solved by checking if they coincide with
all the denotated properties.

By Lemma 1, also the corresponding CSPs on scenarios are in PTIME. Also, the coarser
calculi inherit this property:

Corollary 1. B(RRC)-CSP, B(RDC)-CSP,B(CRC)-CSP,B(CRC)-NDP, B(CDC)-
CSP, and B(CDC)-NDP are in PTIME.

Note that this proof also works for restrictions to our four subclasses of networks.
Each subclass C corresponds with a subclass SC ⊆ R of the labels: A network is
in class C iff only labels l ∈ SC describe its relations. For example, Sstr. conn. =
{{♦}, {•♦}, {♦•}, {•−•}} Before the algorithm is applied, the condition has to be
checked if all labels comply with the subclass restriction, e.g. if a model is a strongly
connected network, only {♦}, {•♦}, {♦•}, {•−•} can occur.

Hence, all network CSPs and NDPs are in NP because a scenario can be guessed
and verified in PTIME. We will see that some of them are NP-hard, others in PTIME.
In the following, we will not always investigate both, NDP and CSP as by Lemma 1, it
is sufficient to know the complexity of one of the problems.

4.2 Polynomial Reductions

In order to reduce the amount of proofs needed, we first investigate how some problems
can be reduced to others.

Lemma 2 (open RRC-NDP <P confined RRC-NDP ). The open RRC-NDP (also,
open RDC-NDP) can be polynomially reduced to the confined RRC-NDP (and con-
fined RDC-NDP, resp.)

Proof. Let a constraint system Π = (X, {cxy| x, y ∈ X}) be given. The idea is to add
new variables for each pair of vertices that might need additional nodes and let � hold
for all new constraints. Π ′ = (X ′, c′) of size O(|Π |2) is constructed whereas

X ′ = X ∪ {zxy|x �= y ∈ X}, c′xy =
{

cxy ;if x, y ∈ X
� ;else

}
.

Claim: Π ′ (as confined NDP) is satisfiability-equivalent to Π (as open NDP).

A (confined) model of Π ′ is also a model of the open case because Xθ ⊆ (X ′)θ

and the relevant properties (links, reachability,. . .) among the original vertices Xθ are
unchanged.

For each model N = (V, E) of the original open NDP instance (X, c), a correspond-
ing model N′ = (V ′, E′) of the constructed confined NDP (X ′, c′) is obtained by the

following process. Let V ′ = V
·
∪ (X ′ \X). We trivially extend θ to X ′. Then, between

vertices of (X ′)θ , let the following link assignments E′ hold:

For original variables x, y ∈ X , let (xθ, yθ) ∈ E′ ⇐⇒ (xθ , yθ) ∈ E.
For all x, y ∈ X , let (zθ

xy, y
θ) ∈ E′

Let (xθ , zθ
xy) ∈ E′ ⇐⇒ rel(xθ, yθ) ∈ {•≺, ≺≺, •♦, ♦•, ♦},

Let (zθ
xy, xθ) ∈ E′ ⇐⇒ rel(xθ, yθ) ∈ {=, �}
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For other pairs, no link is established. This definition lets the relevant properties (reacha-
bility, direct links, dependency) be equivalent in both networks as can easily be verified.

Recall that in the coarse reachability calculus CRC, the open and the confined case are
satisfiability-equivalent. Instead of Open CRC= Confined CRC, we write CRC.

Lemma 3 (The Open RRC-CSP is as Complex as the CRC-CSP). Open RRC-CSP
can be polynomially reduced toCRC-CSP, and CRC-CSP to Open RRC-CSP.

Lemma 3 can be proven by applying a similar construction as in the previous proof.

4.3 Proofs for NP-Completeness

What is the computational complexity of the confined RRC-NDP?

Theorem 1. Confined RRC-CSP (hence, RRC-NDP) is NP-complete, even when re-
stricted to strongly connected networks.

The proof is given by a reduction from 3-SAT to the CSP over the fragment

F =
{
{♦}, {•♦}, {♦•}, {•♦, ♦•}

}
⊂ R

Assume that an instance of 3-SAT is given with variables v1, . . . vn, clauses c1, . . . , cm

and literals ljk(j ≤ 3, k ≤ m).
A corresponding CSP will be constructed in which for each 3-SAT element (each

variable, literal, clause), there are two variables which we call a “left” and a “right”
one, e.g. for each 3SAT variable vi, the constructed CSP contains two variables vl

i and
vr

i . The only possible direct links (“bridges”) from left to right vertices will be at the
CSP variables vl

i and vr
i .

For all vi, the constraint system includes vl
i{•♦, ♦•}vr

i . If •♦ is realized in an interpre-
tation (i.e. (vl

i)
θ{•−}(vr

i )θ), the variable vi is regarded as assigned to “true”, otherwise
“false” (cf. Fig. 8).

Fig. 9 illustrates the following details: Direct links are demanded between each
clause c and all its literals which are linked to the corresponding variable or its nega-
tion. There is a path from (cl

j)
θ to (cr

j)
θ iff at least one of the ljk is true in the assign-

ment corresponding with the choice of vl
i{•♦, ♦•}vr

i (dashed double-arrow). Whether
the vertex (cr

j)
θ is reachable from (cl

j)
θ thus depends on the link at the ”variable” ver-

tices (vl
i)

θ, (vr
i )θ in the same way as the satisfiability of a clause depends on the truth

assignments.
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Fig. 8. The decisive choice between •♦ and ♦• occurs only at the “bridges” between “left” and
“right” variable vertices
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Fig. 9. The details of the construction. Left sketch: The part of the network representing the
clause c1 = v1 ∨ v̄1 ∨ v2. Right sketch: A ”top level” view on an instance with 3 clauses. (Solid
arrows stand for {•♦}, pairs with no arrow or dashed arrow between them are labeled {♦}.
Dashed arrows indicate that there might be a short path (less than 6 direct links), depending on
the ”bridge” directions).

Direct links (cr
j)

θ•−(cl
j+1)

θ are the only possible connections from one “clause”
vertex to any other. Thus, the whole network is cyclic only if each (cr

j)
θ is reachable

from its corresponding (cl
j)

θ . Hence the system is satisfiable if and only if there is a
variable assignment making each clause “true”.

Theorem 2. Confined RRC-CSP (hence RRC-NDP) are NP-hard on linear struc-
tures.

Proof. Recall that NOT-ALL-EQUAL-3SAT is an NP-complete modification of the
problem 3SAT whereas an assignment is a solution only if in each clause, at least one
literal is assigned true and at least one literal is assigned false [8].

The proof is a reduction from NOT-ALL-EQUAL-3SAT to the CSP over the fragment

{•≺}, {•≺, ��}, {≺≺, ��}, {•≺, �•}, {≺≺, •≺, =, �•, ��},

which contains only relations of linear networks.
Let I be an instance of NOT-ALL-EQUAL-3SAT with variables V and clauses C.

We construct an RRC instance that contains two supporting variables s1, s2, two vari-
ables xv, xv̄ for each variable v ∈ V , and three variables yj1, yj2, yj3 for the literals in
each clause cj ∈ C.

There are constraints s1{•≺}s2, and for all literals l ∈ {v, v̄|v ∈ V } the two con-
straints

xl{•≺, ��}s1; s2{•≺, ��}xl

demand that in a solution (N, θ), xθ
l is either directly before sθ

1 (corresponding to a
truth assignment of true) or directly after sθ

2 (corresponding to an assignment of false).
Another constraint xv{≺≺, ��}xv̄ demands that xθ

v, xθ
v̄ are on different sides of the

couple (sθ
1, s

θ
2), and therefore correspond to different truth values (see Fig. 10).

Furthermore, if l is the k-th literal in a clause cj , we add the ”truth-value-transporting”
constraint xl{•≺, �•}yjk that demands that yθ

jk and xθ
l are on the same side of (sθ

1, s
θ
2).

Finally, for each clause, three constraints

yj1{≺≺, ��}yj2, yj1{≺≺, ��}yj3, yj2{≺≺, ��}yj3

are added. For other pairs, no constraints need to be imposed.
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Fig. 10. The three constraints s1{•≺}s2, xl{•≺, ��}s1, s2{•≺, ��}xl allow two distinct sce-
narios (left). In the first case, xθ

l {•≺}sθ
1, s

θ
2{��}xθ

l , in the second case, xθ
l {��}sθ

1, s
θ
2{•≺}xθ

l .
The right sketch shows how the vertices corresponding to a clause may be ordered.

A solution of NOT-ALL-EQUAL-3SAT determines a solution of the constructed
CSP as Fig. 10 illustrates.

Vice versa, in a model of the constructed CSP, if l1, l2, l3 are in the same clause, not
all xθ

l1
, xθ

l2
, xθ

l3
can be on the same side of (sθ

1s
θ
2) because they would all coincide, and

so there would only be two distinct places for the three distinct vertices yθ
j1, y

θ
j2, y

θ
j3.

Corollary 2. RDC-NDP and RDC-CSP are NP-complete, even when restricted to
strongly connected, path-connected, linear or acyclic networks.

Proof. Membership in NP is clear: Guess a scenario and check it in PTIME. NP-
hardness follows from the results for RRC because RDC is a refinement of RRC.

Theorem 3 (NP-completeness of CRC-CSP). CRC-CSP is NP-hard for acyclic or
arbitrary networks.

Proof. (Idea) The fragment {<, >}, {||} is NP-hard. This can be shown by a reduction
from the NP-complete problem BETWEENNESS (described in [8]).

Corollary 3. RRC-CSP, CDC-CSP, and RDC-CSP are NP-complete, in both the open
and the confined case, for acyclic or arbitrary networks.

Proof. For the open case, NP-hardness follows because RRC, CDC, RDC are refine-
ments of CRC. The closed case follows from Lemma 2.

In most NP-hardness proofs of ordered systems and in the ones given here for the
reachability calculus, the {<, >} or {≺, �} relation is responsible for the NP-hardness.
But, in RDC even a fragment without such a label is NP-hard:

Theorem 4. For the fragment F =
{
{)(}, {)(, �}, {•≺}, {)(, •≺}, {)(, ≺≺}, {≺≺},

}
of

RDC, deciding F -CSP is NP-complete.

Proof. (Sketch) A reduction from 3SAT to F -CSP is given.
For each 3SAT-element (variables, negated variables, literals, clauses) introduce a ver-

tex. Add another node w. A path from w to the vertex corresponds with the assignment
“true”. w{)(, •≺}vi and w{)( , •≺}v̄i represent the choice of the truth value. Additional
constraints vi{)(}v̄i demand that only vi or v̄i is ”assigned” true. “(Negated) variables”
are directly linked to ”literals” which are linked to the “clauses” they occur in. Label •≺
is used for direct links. A clause ci is indirectly linked to w iff at least one of the literals
in the clause is linked to w. Constraints w{≺≺}cj test if the clauses cj are all assigned
true. Hence the constructed system is satisfiable iff the 3SAT instance is satisfiable.
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Fig. 11. Reduction from 3SAT to a fragment of the RDC calculus. Dashed arrows indicate op-
tional direct links, solid arrows mandatory ones. Dotted arrows stand for the truth test constraints
w{≺≺}cj . The example represents the 3SAT instance (v̄1 ∨ v2 ∨ v̄3) ∧ (v1 ∨ v̄1 ∨ v̄2).

4.4 Tractability Results

However, although the confined case is NP-hard, the open CSP is in PTIME for some
classes of networks.

Theorem 5 (Tractability for path-connected networks). CRCpath-conn.-CSP is in
PTIME.

Proof. (Sketch) Let Π = (X, c) be given. In path-connected networks, for no pair of
vertices the label {||} can describe its relation. Hence, all constraints cxy of Π can
be substituted by cxy ∩ {=, <, >, �}.Then, construct the satisfiability-equivalent path-
consistent CSP by the classical algorithm [12]. Let≤≥:= {=} ∪ {�}.

Claim 1: A constraint system over the coarser calculus with basic labels {≤≥, <, >} is
satisfiability-equivalent to corresponding constraint system of PAlin(with basic labels
{=, <, >}) that is obtained by substituting≤≥ with =.

A PAlin model can be interpreted as a network in which v•−w iff v < w in the sense of
the partial order. For a model of {≤≥, <, >}, the corresponding PAlin model is found
by mapping all vertices of a strongly connected component, i.e. for which v≤≥ w holds,
to the same point, and then applying ≺ (i.e. the transitive closure of •−) as the partial
order relation.

Claim 2: A CRCpath-conn. constraint system is satisfiability-equivalent to its {≤≥,

<, >} coarsening.
A model of the finer system is trivially a model of the coarser system. Let a model

of the coarser system be given. If in all cases in which vθ � wθ holds, but v{=}w is
required, vθ and wθ are identified, the required relations to other points do not change.
If xθ = yθ holds, but x{�}y is required, y can be mapped to a new vertex v∗ with
v∗•−•xθ , and with all other vertices zθ, v∗ copies the links from xθ . This construction,
applied sequentially for all these cases, satisfies all conditions.

Hence, CRCpath-conn.-CSP is is solvable if PAlin-CSP is solvable which is known
to be in PTIME[19].
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Corollary 4

1. open RRCpath-conn.-CSP is in PTIME.
2. Open RDCpath-conn.-CSP, hence also CDCpath-conn.-CSP is in PTIME.

Proof.

1. follows from Lemma 3.
2. In a path-connected solution of a RDCpath-conn.-instance Π = (X, c), for all x, y ∈
X must hold xθ = yθ, xθ ≺ yθ or yθ ≺ xθ . Hence, all labels l can be trimmed to
l∩{=, ≺≺, •≺, ��, �•, ♦, •♦, ♦•, •−•} without changing satisfiability. All derived labels
are RRC labels, hence the solution of the corresponding open RRCpath-conn.-CSP is
a solution of open RDCpath-conn.-CSP.

Theorem 6 (Tractability of Open RRC-CSP). Let F ⊂ R be a fragment of sociable
RRC relations. If an F -constraint system is 3-open-consistent, it is (globally) open-
consistent. Open F -CSP and Open F -NDP are in PTIME.

Proof. (Idea) Like for traditional calculi, a path-consistency algorithm [12] generates a
satisfiability-equivalent 3-open-consistent constraint system. The precondition of hav-
ing sociable relations guarantees that a model can be composed of ”local” open models
satisfying individual labels and hence the system is globally open-consistent iff O(n3)
many subsystems of size 3 are 3-open-consistent. The answer if a subsystem is 3-open-
consistent does not depend on the rest of the CSP. Hence each instance is one of finitely
many different instance types that can be stored in a table. Hence, each check can be
done in linear time.

5 Conclusion and Outlook

The traditional formalism of non-associative algebras and constraint systems can be
adapted for network calculi. A label in a network algebra describes how two vertices
within a network are related to each other. Unions of basic labels are used when sev-
eral of them are allowed. A set of variables with such descriptions for pairs of vari-
ables form a constraint system. The notion of a solution, traditionally a mapping of
variables to elements of a universe, has been extended to finding a structure and a
mapping.

Many labels referring to the network structure are nonlocal. Thus, concepts like
k-consistency have to be modified. Four different calculi have been presented and
investigated in terms of computational complexity. Generally, reasoning in networks
is NP-complete. For scanarios and some tractable subclasses, reasoning is
PTIME.

What else should be done? Current research is done on identifying maximal tractable
subclasses for all the network algebras. It might be useful to extend the formalism of
the network algebra so that properties of single vertices (being a “source” node, being
part of a cycle) or properties of triples can be expressed.
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Abstract. Moving objects are commonly handled using quantitative methods 
and information. However, in many cases, qualitative information can be more 
efficient and more meaningful than quantitative information. A lot of research 
has been done in generating, indexing, modelling and querying network-based 
moving objects, but little work has been done in building a calculus of relations 
between these objects in a qualitative way. In this paper, we introduce a formal 
definition of how to represent and reason about the relative trajectories of pairs 
of objects moving along a network. 

1   Introduction 

In the literature there are two standard approaches when dealing with topological 
relations between two regions. From the viewpoint of databases, Egenhofer et al. 
[6] worked out the 9-Intersection Model. Independently, Randell et al. [14] studied 
the subject from an artificial intelligence point of view resulting in the Region 
Connection Calculus (RCC). Both approaches reach the same conclusion: a set of 
eight jointly exhaustive and pairwise disjoint (JEPD) topological relations between 
two regions without holes. Assuming continuous motion, there are constraints upon 
the ways these relations change. For example, two objects cannot change their 
relation from disjoint (DC) to partial overlap (PO) without touching (EC) each other 
first. These possible changes can graphically be represented by means of a 
Conceptual Neighbourhood Diagram (CND). CNDs have been introduced in the 
temporal domain [7], and have been widely used in spatial reasoning, e.g.: for 
topological relations [14,4]; cardinal directions [5], and for relative orientation [8]. 
CNDs are typically used for qualitative simulation to predict what will happen in the 
future. Two relations between entities are conceptual neighbours, if they can be 
transformed into one another by continuously deforming, without passing another 
qualitative relation; a CND describes all the possible transitions between relations 
that can occur [7].   

In the real world, most moving objects have a disjoint (DC) relation. A potential 
problem here is that both the RCC calculus and the 9-Intesection Model can not 
further differentiate between disjoint objects, nor indeed could any purely 



 The Qualitative Trajectory Calculus on Networks 21 

topological representation. Moreover, when dealing with moving point objects 
(MPO’s), there are, according to the 9-Intersection Model, only two topological 
relations between points (i.e. disjoint and meet). Hence these approaches fail to 
make explicit the level of disjointness of how two or more objects move with 
respect to each other.. Obvious examples where this type of information is of vital 
importance is the case of two airplanes and to know whether they are likely to stay 
in a disjoint relation, if not the consequences can be catastrophic. Therefore, Van de 
Weghe [16] introduced the Qualitative Trajectory Calculus (QTC). This calculus 
deals with qualitative relations between two disjoint, moving, point-like objects. 
Here we want to focus on how QTC can be of use when dealing with moving object 
in a network situation. 

The structure of this paper is as follows. Section 2 gives the definition of QTC 
which is the basis for the Qualitative Trajectory Calculus on Networks (QTCN) and 
describes the usefulness of qualitative relations. Section 3 defines QTCN and gives an 
overview of all possible relations and transitions between these relations. Final 
conclusions and directions for future work are given in section 4. 

2   The Qualitative Trajectory Calculus 

2.1   Qualitative Relations 

Reasoning can be performed with quantitative as well as qualitative information. 
Typically, when working with quantitative information, a predefined unit of a 
quantity is used [12]. For example, one could say that a car drives at 30 km/h. In the 
qualitative approach, continuous information is being quantised or qualitatively 
discretised by landmarks separating neighbouring open intervals, resulting in discrete 
quantity spaces [22]. Qualitative reasoning only studies the essence of information, 
represented as a small set of symbols such as the quantity space {–, 0, +} consisting 
of the landmark value ‘0’ and its neighbouring open intervals ‘–‘ and ‘+’. For 
example, if one does not know the precise speed of a car and a bicycle, but knows that 
the speed of the car is higher than the speed of the bicycle, one can label this with the 
qualitative value ‘+’, meaning that the car is moving faster than the bicycle. One 
could also say that the bicycle is moving slower than the car, by giving the qualitative 
value ‘−’ to this relation. Finally, both objects can also move at the same speed, 
resulting in a qualitative value ‘0’. One thing is for sure; the speed of a car cannot 
change from being higher than the speed of the bicycle to being lower than the speed 
of the bicycle, without passing the qualitative value ‘0’.  

There are a variety of reasons why qualitative reasoning claims their place next 
to, or complementary to, quantitative reasoning in areas such as Artificial 
Intelligence and Geographic Information Science. First of all, qualitative knowledge 
tends to be less expensive than its quantitative counterpart, since it contains less 
information [8]. Moreover, qualitative data often provide, at an early stage of 
research, an ideal way to deliver insights in order to identify quickly potential 
problems that warrant more detailed quantitative analysis [13]. In addition, humans 
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usually prefer to communicate in qualitative categories, supporting their intuition, 
than using quantitative measures. 

2.2   Formal Definition 

The Qualitative Trajectory Calculus (QTC) examines changes in qualitative relations 
between two disjoint, point-like objects. Depending on the level of detail and the 
number of spatial dimensions, different types of QTC are defined in [16], all 
belonging to QTC-Basic (QTCB) [18, 20] or QTC-Double-Cross (QTCC) [19, 21]. In 
this section, we focus on QTC-Basic, since this is the basis for defining the 
Qualitative Trajectory Calculus on Networks (QTCN).  

QTCB is developed for moving objects in one (QTCB1) or two dimensions 
(QTCB2). In QTCB1, it is assumed that the movement of two objects is restricted to a 
line (e.g. two trains moving on a railroad track). In QTCB2, two objects can move 
freely in a plane (e.g. two ships floating on an ocean). The landmark to describe the 
qualitative relations in QTCB is the distance at time t between the two objects. A 
typical, essential characteristic in both cases of QTCB is the three character label 
representing the qualitative movement between two objects. This label represents the 
following three relationships:  

Assume two objects1 k and l 

1. Movement of the first object k, with respect to the position of the second object l at 
time point t: 
−: k is moving towards l: 
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0: k is stable with respect to l (all other cases): 
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1 We introduce the following notation for QTC: 
  x|t denotes the position of an object x at time t; 
  d(u,v) denotes the distance between two positions u and v; 
  vx|t denotes the speed of x at time t; 
  t1 ≺ t2 denotes that t1 is temporally before t2; 
  t- denotes the time period immediately before t; 
 t+ denotes the time period immediately after t. 
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2. The movement of the second object l, with respect to the position of the first object 
k at time point t can be described as in 1. with k and l interchanged, and hence: 

 −: l is moving towards k 
+: l is moving away from k 
0: l is stable with respect to k 

3. Relative speed of the first object k at time point t, with respect to the second object 
l at time point t: 
−: k is slower than l: 

tvtv lk | | <  (10) 

+: k is faster than l: 

tvtv lk | | >  (11) 

0: k and l are equally fast: 

tvtv lk | | =  (12) 

Note that with the introduced three characters, relationships between the two objects 
can now be described. For example, if object k and object l are both moving towards 
each other (resulting in a ‘−’ for the first and a ‘−’ for the second character) and object 
k is moving slower than object l (resulting in a ‘−’ for the third character), this will 
result in a (− − −)B label. 

By definition, in QTCB, there are theoretically 3³ (27) different relationships. 
However, in QTCB1 only 17 real-life (in theory feasible) possibilities remain. For 
example, it is impossible for one object to be faster than the other if both objects are not 
moving (Figure 1: 5a or 5c). Note that in QTCB2, all 27 relations are possible (Figure 2). 
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Fig. 1. 17 real-life QTCB1 labels2 

 

Fig. 2. 27 real-life QTCB2 labels3 

2.3   Theory of Dominance 

Adopting the previously defined concept of conceptual neighbours [7] to, ‘two 
trajectory pairs are conceptual neighbours if they can directly follow each other 
during a continuous movement’, gives the possibility to create a Conceptual 
Neighbourhood Diagram (CND) for QTCB. 

The construction of the CND is based on the concept of ‘dominance space’, 
introduced by Galton [9]. Galton outlined the temporal nature of transitions between 
qualitative variables, defining some important restrictions concerning the dominance 
between binary qualitative relations. Central in his theory of dominance are the 
constraints imposed by continuity. Consider the qualitative distinction between ‘−’, 
‘0’ and ‘+’, then a variable capable of assuming any of these three descriptions may 
change between them. However, a direct change from ‘−’ to ‘+’ and vice versa is 
impossible, since such a change must always pass the qualitative value ‘0’. This 
landmark value ‘0’ only needs to hold for an instant. On the other hand, the ‘+’ of a 
variable, when changing from ‘0’ to ‘+’ and back to ‘0’, must hold over an interval 

                                                           
2 The left and right dot represent respectively the positions of k and l. A dot is filled if the 

object can be stationary. The line segments represent the potential object movements. Note 
that the lines can have different lengths giving the difference in relative speed. The line 
segments represent whether each object is moving towards or away from the other. 

3 The icons contain line segments with the point object positioned in the middle. The line 
segment denotes the possibility to move to both sides of the point object. The filled dot 
represents the case when the object can be stationary. An open dot means that the object 
cannot be stationary. The icons also contain crescents with the point object in the middle of 
its straight border. The crescent denotes an open polygon. If a crescent is used, then the 
movement starts in the dot and ends somewhere on the curved side of the crescent. 
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[10]. Let us briefly illustrate this point. The issue is that between any two points of a 
continuous trajectory we can always find, or at least imagine, another intermediate 
point. In order words, applied to a real number line, between zero and any positive 
real number, one can always find another positive real number: 0 < 10 < 100; 0 < 1 < 
10; 0 < 0.1 < 1; 0 < 0.01 < 0.1; 0 < 0.001 < 0.01, etc. It then follows that it is 
impossible that + only holds over an instant of time. Dual reasoning applies for the 
change from ‘0’ to ‘−’. In Galton’s [10] terms, we state that ‘0’ dominates ‘−’ and ‘+’, 
and that ‘−’ and ‘+’ are dominated by ‘0’. 

Based on the concept of dominance, one can construct a dominance space. This is 
a space containing qualitative values with their dominance relations. Figure 3 
represents a basic example of the dominance space between the qualitative values ‘−’, 
‘0’ and ‘+’, where ‘−’ denotes the set of negative real numbers, ‘0’ is the landmark 
value, and ‘+’ denotes the set of positive real numbers. It follows from Figure 3 that: 

• there is a connection between ‘−’ and ‘0’, and the arrow is in the direction of ‘−’, 
thus, a transition from  ‘−’ to ‘0’ can occur and vice versa, with ‘0’ dominating ‘−’; 

• there is a connection between ‘0’ and ‘+’, and the arrow is in the direction of ‘+’, 
thus, a transition from ‘0’ to ‘+’ can occur and vice versa, with ‘0’ dominating ‘+’; 

• there is no direct connection between ‘−’ and ‘+’, thus, a transition from ‘−’ to ‘+’ 
and vice versa can only occur by passing through ‘0’. 

 
Fig. 3. Dominance space in one dimension 

A set of dominance spaces can be combined in order to build composite dominance 
spaces [10]. In Figure 4a, two one-dominance4 spaces are visualised. A combination 
of these one-dominance spaces leads to a two-dominance space shown in 4b. The 
disjunction of the two one-dominance spaces and the two-dominance space leads to 
an overall dominance space in two dimensions represented in Figure 4c. 

                                                           
4 A one-dominance space is a dominance space where all conceptual distances are equal to one. 

In order to explain the concept of conceptual difference, let us consider three examples: 
1. Assume that R1 and R2 only differ in one character that can change continuously between 

both states without passing through an intermediate qualitative value. Then the conceptual 
distance between R1 and R2 is one. Example: R1 = (000)B1 and R2 = (0+0)B1 → conceptual 
distance is one. 

2. Assume that R1 and R2 only differ in one character that cannot change continuously 
between both states without passing through an intermediate qualitative value. Then the 
conceptual distance between R1 and R2 is composed of sub-distances. Example: Suppose 
R1 = (0−0)B1 and R2 = (0+0)B1. Then the conceptual distance between (0−0)B1 and (000)B1 
is one, and the conceptual distance between (000)B1 and (0+0)B1 is one. Thus, the 
conceptual distance between (0−0)B1 and (0+0)B1 is two. 

3. Assume that R1 and R2 differ in multiple characters. Then the conceptual distance is the 
sum  the sub-distances determined for each individual character (i.e. the Manhattan 
distance). Example: Suppose R1 = (− − 0)B1 and R2 = (+ + 0)B1. Then the conceptual 
distance for the first character is two, and the conceptual distance for the second character 
is two. Thus, the conceptual distance between R1 = (− − 0)B1 and R2 = (+ + 0)B1 is four. 
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Fig. 4. Combination of dominance spaces 

2.4   Conceptual Neighbourhood Diagrams for QTCB 

Since QTCB describes three orthogonal qualitative values we can use the theory of 
dominance to construct the overall dominance space for three dimensions. Figure 5 
shows the one-dominance space for each dimension.  

 

Fig. 5. One-dominance spaces for three dimensions 

These three one-dominance spaces can be combined pair wise (Figure 6a), leading 
to three composite two-dominance spaces as shown in Figure 6b.  

 

 

Fig. 6. Construction of two-dominance spaces 
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Furthermore, the two-dominance spaces can each be combined with their 
orthogonal one-dominance space (Figure 7a). These combinations all result in the 
same three-dominance space (Figure 7b).  

 

Fig. 7. Construction of the three dominance space 

The combination of the three one-dominance spaces, the three two-dominance spaces 
and the one three-dominance space lead to an overall dominance space which is not 
visualised since it becomes too complex to display in a two dimensional medium. 

A conceptual neighbourhood diagram for QTCB can now be created by deleting all 
‘non-existing’ transitions between relations (edges in the CND) and by deleting all 
‘non-existing’ relations (nodes in the CND). The CND for QTCB2 is equal to the 
overall dominance space for three orthogonal qualitative values [16], since all 
relations and all transitions between relations exist. The CND of QTCB1 (Figure 8) is 
different, since we know that only 17 relations are possible, so we delete the ten 
impossible relations from the overall dominance space as well as all transitions 
between impossible and (im)possible relations [20]. 

 

Fig. 8. CND for QTCB1 
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3   The Qualitative Trajectory Calculus on Networks (QTCN) 

According to Moreira et al. [15] there are two types of moving objects: objects that 
have a completely free trajectory which is only constrained by the dynamics of the 
object itself (e.g. a bird flying through the sky), and objects that have a constrained 
trajectory (e.g. a train on a railway track). Note that QTCB2 is able to describe the 
movement of objects which have a free trajectory in two dimensions, and that QTCB1 
can describe objects which have a constrained (linear) trajectory. The point is that 
QTC is not able to handle objects that are moving on a set of interconnected linear 
features such as a network. Consequently, we develop the qualitative trajectory 
calculus on networks: QTCN. 

3.1   Network: Some Definitions 

A network, such as a road, rail or river network, is a set of interconnected linear 
features, which can easily be represented by a connected graph. The graph itself is not 
a spatial structure, but needs to be embedded in a space or must be ‘spatialised’ [11]. 
This can be done by a function which maps each node of the graph onto a location in 
the defined space, and maps each link of the graph onto a curve segment [11]. In 
essence, a network is a co-dimensional structure. It is a one-dimensional structure 
embedded in a two-dimensional or three-dimensional space. 

We make the following definitions and assumptions: 

• a graph is a set of edges, E and nodes, N 
• a QTC network is a connected graph and a finite set of objects 
• each edge connects a pair of nodes 
• each node has a degree which is the number of edges connected to it 
• at any time, each object o has a position in the graph, which is either a node in N, 

or is along an edge e in E, in which case the network at t is augmented with an 
additional dynamic node of degree 2 cutting the edge e in two, representing the 
position of o at t. 

• a path p from o1 to o2 at t is a subgraph of the network at time t, such that every 
node in p is of degree 2 except two nodes representing the position of  o1 and o2, 
which are of degree 1. Thus a path is a sequence of nodes and edges from o1  
to o2. 

• every edge has an associated length, which is a positive number 
• the length of a path is the sum of the length of the edges in the path 
• if M is a path of length |M|  and there is no path of length less than |M| between the 

same two nodes, then M is a shortest path 
• a cycle is a subgraph that contains the same number of edges and nodes, and each 

node is of degree 25. 

                                                           
5 For technical reasons we require that every cycle in a network have at least 3 non dynamic 

nodes – this can always be achieved by adding further nodes of degree 2 without affecting the 
overall network topology. 
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3.2   Formal Definition of QTCN 

In QTCN, the landmark used to qualitatively compare the movements of two objects is 
the shortest path between these objects. This landmark is chosen because of its 
specificity; a moving object can only approach another object, if and only if it moves 
along a shortest path between these two objects.  

Theorem  
A primary object k on a network can only decrease its distance to a reference object l 
on this network if and only if k moves towards l along a shortest path. 

Proof: 
1. Moving along a shortest path will decrease the distance 

Assume a shortest path between k and l is M, and therefore the shortest distance 
between k and l is |M|. If objects (k or l) move along the shortest path M over an 
infinitesimal unit of distance (ds), they will decrease their distance because ds is not 
negative. 

|M| > |M| - ds (13) 

2. Moving along any other path (which is not a shortest path) will increase the 
distance 

Assume a shortest path between k and l is M, and therefore the shortest distance 
between k and l is |M|. Any other path N with a length of |N| between k and l, which is 
not a shortest path, will be longer. 

|M| < |N| (14) 

If k moves along N by a distance ds, where ds < 0.5 (|N|-|M|), then its distance from l 
will be |M| + ds, since N is not a shortest path. So, if k wants to approach l it must 
move along a shortest path.               

Using this property, we can state that an object can only approach another object at 

time t if it does not lie on t
klSP 6 during t- and lies on t

klSP during t+7. An object 

moves away from another object if it lies on t
klSP  during t- and does not lie on t

klSP  

during t+. If an object lies on t
klSP  only at t but not during t- or t+, or if it lies on t

klSP  

throughout [t-, t+], then the object will be stationary with respect to the other object 
(although this relation can only last for an instantaneous moment in time). 

We can now reformulate conditions (1) to (12) originating for the construction of 
the three character label for QTCB to a QTCN setting. 

1. Movement of the first object k, with respect to the position of the second object l at 
time point t: 

                                                           
6 

t
klSP denotes the shortest path at time t between objects k and l. 

7 A point p lies on a line L if it is an element of this line (p ∈ L). 
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−: k moves along the shortest path: 

))|((

))|((

222

111

t
kl

t
kl

SPtkttttttt

SPtkttttttt

∈→∀∧∃

∧∉→∀∧∃
+++

−−−

≺≺≺
≺≺≺

 (15) 

+: k does not move along the shortest path: 
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0: stationary: 
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2. Movement of the second object l, with respect to the position of the first object k at 
time point t can be described as in Case 1 with k and l interchanged, hence: 

 −: l moves along the shortest path 
+: l does not move along the shortest path 
0: stationary  

3. Relative speed of the first object k at time point t, with respect to the second object 
l at time point t: 
−: k is slower than l: 

tvtv lk | | <  (19) 

+: k is faster than l: 

tvtv lk | | >  (20) 

0: k and l are equally fast: 

tvtv lk | | =  (21) 

3.3   Possible Relations and Conceptual Neighbours 

In order to construct a CND for QTCN, the possible relations between two objects and 
the transitions between these relations need to be examined. 

If a network is connected, there is always a path between two objects along which 
they can move towards or away from each other. Since QTCB1 describes the 
movement of objects moving on a line, every binary relation and every transition 
between these relations stated in QTCB1 exists in QTCN. Every relation in QTCB1 can 
be reached by only changing the speed of the objects. Thus, a transition between 
relations is triggered by a ‘Speed Change’ event. Still, due to the co-dimensional 
nature of a network, there can be additional binary relations and transitions between 
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these relations if the speed is constant. These additional relations and transitions are 
invoked by two events [2, 17]: 

1. a ‘Node Pass’ event: an object passes a node 
2. a ‘Shortest Path Change’ event: the shortest path between the objects changes.  

3.3.1   A Single ‘Node Pass’ Event 
Suppose object m approaches object n (Figure 9a). Using the definition of QTCN, 
object m will evoke a ‘–‘ in the three character label. If m reaches a node in the 
network with a minimum degree of three, it can either continue its way along a 
shortest path or it can continue its way on an arc that does not belong to a shortest 
path. The latter implies that there will be a change in the relation between m and n, 
because an object can only approach another object if it moves along a shortest path. 
At the instantaneous moment in time when m passes the node, it will not approach or 
move away from the other object n (Figure 9b). According to the definition (18), m 
will evoke a ‘0’ in the three character label. A fraction of time later, m will increase 
its distance with regard to n, evoking a ‘+’ in the three character label defining the 
relation between objects m and n (Figure 9c). A ‘Node Pass’ event can results in a 
conceptual animation8 where one of the first two characters in the label changes from 
‘–‘ to ‘0’ to ‘+’. 

 

Fig. 9. Example of a transition due to a ‘Node Pass’ event 

In order to have a change in relation due to a ‘Node Pass’ event certain conditions 
have to be fulfilled. First of all the degree of the node where the object passes 
should be at least three. If the degree of the node is less than three and the object 
moves along the shortest path, an object with positive speed can only continue its 
way along this shortest path. Secondly, the object causing a ‘Node Pass’ event must 
approach the other object. Suppose this object would move away from the other 
object, it can only continue its way along an arc that does not belong to the shortest 
path, when it reaches a node. Finally, due to the theory of dominance, a ‘Node Pass’ 
event should hold over an interval. Given these three conditions, the transitions 
caused by a ‘Node Pass’ event, can be visualised in a CND. Figure 10 gives an 
overview of all possible transitions between relations due to a single ‘Node Pass’ 
event. 

                                                           
8 A conceptual animation is a sequence of QTC relations, following the constraints imposed by 

qualitative reasoning. 
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Fig. 10. Possible transitions due to a single ‘Node Pass’ event 

3.3.2   A Single ‘Shortest Path Change’ Event 
We will now illustrate a transition by means of an example shown in Figure 11. 
Suppose object m lies in between nodes B and C. If m, B and C lie on a cycle, there 
are at least two paths between n and m. One reaches m via node B another reaches m 
via node C. In Figure 11a, there is a shorter path via node B (n,A,B,m) and a longer 
path via node C (n,A,C,m). When m moves away from this shorter path, and therefore 
moves away from the other object n, m will, according to the definition, evoke a ‘+’ in 
the three character label. This means the shorter path will be extended and the longer 
path is shortened. At some moment in time, these two paths will become equally long 
(Figure 11b). At that instantaneous moment, m will not approach nor move away from 
n. As a result m will evoke a ‘0’ in the three character label. A fraction of time later, 
m will move along the newly defined shortest path and therefore decrease its distance 
compared to the other object, evoking in a ‘–‘ in the three character label defining the 
relation between m and n (Figure 11c). A ‘Shortest Path Change’ event can result in a 
conceptual animation where one of the first two characters in the label changes from 
‘+’ to ‘0’ to ‘–‘. 

 

Fig. 11. Example of a transition due to a ‘Shortest Path Change’ event 

Here too three conditions should be satisfied in order to have a change in relation due 
to a ‘Shortest Path Change’ event. First of all, at least one of the objects needs to 
move away from the other object. If both objects are approaching each other, there 
cannot be a change of the shortest path and thus there cannot be a change in the 
relation between both objects if the speed remains positive. Secondly, object m needs 
to lie on a cycle in the network; otherwise m can only be reached by paths using the 
same immediately proceeding node. In order to have a transition in the relations, the 
immediately proceeding node of m changes (e.g. the immediately proceeding node of 
m changes from node B to node C in Figure 11). Finally, due to the theory of 
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dominance, a ‘Shortest Path Change’ event should hold over an interval. Figure 12 
gives an overview of all possible transitions between relations due to a single 
‘Shortest Path Change’ event. 
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Fig. 12. Possible transitions due to a single ‘Shortest Path Change’ event 

3.3.3   Combination of Events 
A transition between the QTCN relations can be caused by three events. Since these 
three events (‘Speed Change’ event, ‘Node Pass’ event and ‘Shortest Path Change’ 
event) occur independently and a ‘Node Pass’ event or a ‘Shortest Path Change’ event 
is caused by only one object, two or more events can occur simultaneously. The result 
of a transition is the combined transition of the occurring events. 

 

Fig. 13. Example of a transition due to a combined ‘Node Pass’ event 
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Fig. 14. Possible transitions due to a combined ‘Node Pass’ event 
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3.3.3.1   A Combined ‘Node Pass’ Event 
When object m and object n both approach each other, it can be that both objects 
simultaneously pass a node and therefore create the possibility of a combined ‘Node 
Pass’ event (Figure 13). This property induces three additional conceptual animations, 
resulting in six new transitions as shown in Figure 14. 

3.3.3.2   A Combined ‘Shortest Path Change’ Event 
Assume that object m and object n both lie on a cycle within the network. Both 
objects can lie on two different cycles (Figure 15) or the same cycle (Figure 16). 
When both objects are moving away from each other, there is a possibility that the 
node closest to each object along the shortest path in the direction of the other object 
changes when the shortest path changes. This leads to a combined ‘Shortest Path 
Change’ event. This allows three additional conceptual animations resulting in six 
new transitions (Figure 18a). 

 

Fig. 15. Example of a transition due to a combined ‘Shortest Path Change’ event when both 
objects lie on a different cycle 

 

Fig. 16. Example of a transition due to a combined ‘Shortest Path Change’ event when both 
objects lie on the same cycle 

A combined ‘Shortest Path Change’ event can also occur when only one object is 
moving away from the other object. This transition is exemplified in Figure 17. In 
Figure 17a both objects lie on the same cycle. This means that there are two paths 
between object n and object m. There is one shorter path (m,A,B,n), and one longer 
path (m,D,C,n). When n is moving away from m, m is moving towards n and n is 
moving faster than m, the shorter path will be extended and the longer path will get 
shorter. At some moment in time, these two paths will become equally long 
(Figure 17b). At that instantaneous moment, neighter object will approach or move 
away from each other. As a result both objects will evoke a ‘0’ in the three character 
label. A fraction of time later, both objects will move along the newly defined shortest 
path and therefore n will decrease its distance compared to m and m will increase its 
distance compared to n (Figure 17c). This allows two additional conceptual 
animations resulting in four new transitions (Figure 18b). 
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Fig. 17. Example of a transitions due to a combined ‘Shortest Path Change’ event 
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Fig. 18. Possible transitions due to a combined ‘Shortest Path Change’ event 

3.3.3.3   A Combination of a ‘Node Pass’ Event and a ‘Shortest Path Change’ Event 
Figure 19 illustrates a transition caused by a combination of a ‘Node Pass’ event and a 
‘Shortest Path Change’ event. This transition occurs when one object passes a node and 
simultaneously the shortest path changes due to the other. This transition can only occur 
if the object that passes a node approaches the other object. The other object must then 
 

 

Fig. 19. Example of a transition due to a combined ‘Node Pass’ and ‘Shortest Path Change’ event 
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Fig. 20. Possible transitions due to a combined ‘Node Pass’ and ‘Shortest Path Change’ event 
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move away from this object and lie on a cycle of the network. A combination of a 
‘Node Pass’ event and a ‘Shortest Path Change’ event allows six additional conceptual 
animations resulting in twelve new transitions as shown in Figure 20. 

3.3.3.4   A Combination of a ‘Speed Change’ Event and a (Combined) ’Node Pass’ 
Event and/or a (Combined) ‘Shortest Path Change’ Event 

Apart from the fact that objects need to move in order for a ‘Node Pass’ event or a 
‘Shortest Path Change’ event to occur, speed is independent of these two events. 
Therefore a ‘Speed Change’ event is also independent of these two events. This 
means that a ‘Speed Change’ event can occur simultaneously with a single or a 
combination of ‘Node Pass’ events and/or a single or a combination of ‘Shortest Path 
Change’ events. An example of a combination of such events is shown in Figure 21. 
The transitions caused by a combination of a ‘Speed Change’ event and a ‘Node Pass’ 
event and/or a ‘Shortest Path Change’ event are visualised in Figure 22. 

 

Fig. 21. Example of a transition due to a combination of a ‘Speed Change’ event and a 
(combined) ‘Node Pass’ event and/or a (combined) ‘Shortest Path Change’ event 
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Fig. 22. Possible Transitions due to a combination of a ‘Speed Change’ event and a (combined) 
‘Node Pass’ event and/or a (combined) ‘Shortest Path Change’ event 

3.4   The Conceptual Neighbourhood Diagram for QTCN 

By combining all possible transitions between relations described in 3.3, an overall 
CND for QTCN can be constructed. The overall CND is presented in Figure 23. The 
CND clearly shows that all of the 27 (3³) theoretically possible relations exist, but not 
all of them last over an interval. The ten dashed nodes represent relations that can 
only exist for an instantaneous moment in time. These relations are the ten none-
existing relations in QTCB1. The CND also reveals that in contrast to the CND for 
QTCB2, not all theoretically possible transitions between relations for QTCN exist. Out 
of a possible 98 transitions, 76 remain feasible. 
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Fig. 23. The Overall CND for QTCN 

4   Conclusion and Further Work 

In this paper we defined a Qualitative Trajectory Calculus on Networks (QTCN). A 
Conceptual Neighbourhood Diagram (CND) was constructed for QTCN. Note that 
QTCN is more expressive than QTCB1, since ten extra relations exist. However, in 
QTCN fewer transitions between relations exist than in QTCB2. In a way QTCN can be 
positioned somewhere in between QTCB1 and QTCB2. This can be explained by the 
co-dimensional structure of a network. It is a one-dimensional structure embedded in 
a two-dimensional or three-dimensional space. 

We strongly believe that QTCN is useful in representing moving objects in the frame-
work of a predefined network. Given that nearly all traffic movements are bounded by a 
network, QTCN’s application field in Geographic Information Systems for Transportation 
(GIS-T) seems to offer great potential. We plan to evaluate QTCN in this domain. 

We have presented QTCN in a relatively informal way concentrating on presenting 
ideas illustrated with simple examples. In Future work we will fully formalize QTCN. 
Moreover, we will construct a composition table [1, 3] for QTCN . 
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Abstract. A multitude of calculi for qualitative spatial reasoning (QSR)
have been proposed during the last two decades. The number of practical
applications that make use of QSR techniques is, however, comparatively
small. One reason for this may be seen in the difficulty for people from
outside the field to incorporate the required reasoning techniques into
their software. Sometimes, proposed calculi are only partially specified
and implementations are rarely available. With the SparQ toolbox pre-
sented in this text, we seek to improve this situation by making common
calculi and standard reasoning techniques accessible in a way that allows
for easy integration into applications. We hope to turn this into a com-
munity effort and encourage researchers to incorporate their calculi into
SparQ. This text is intended to present SparQ to potential users and
contributors and to provide an overview on its features and utilization.

1 Introduction

Qualitative spatial reasoning (QSR) is an established field of research pursued by
investigators from many disciplines including geography, philosophy, computer
science, and AI [1]. The general goal is to model commonsense knowledge and
reasoning about space as efficient representation and reasoning mechanisms that
are still expressive enough to solve a given task. Qualitative spatial representa-
tion techniques are especially suited for applications that involve interaction with
humans as they provide an interface based on human spatial concepts.

Following the approach taken in Allen’s seminal paper on qualitative tempo-
ral reasoning [2], QSR is typically realized in form of calculi over sets of spatial
relations (like ‘left-of’ or ‘north-of’). These are called qualitative spatial calculi.
A multitude of spatial calculi has been proposed during the last two decades,
focusing on different aspects of space (mereotopology, orientation, distance, etc.)
and dealing with different kinds of objects (points, line segments, extended ob-
jects, etc.). Two main research directions in QSR are mereotopological reasoning
about regions [3,4,5] and reasoning about positional information (distance and
orientation) of point objects [6,7,8,9,10,11,12] or line segments [13,14,15]. In

T. Barkowsky et al. (Eds.): Spatial Cognition V, LNAI 4387, pp. 39–58, 2007.
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addition, some approaches are concerned with direction relations between ex-
tended objects [16,17] or combine different aspects of space [18,19].

Despite this large variety of qualitative spatial calculi, the amount of applica-
tions employing qualitative spatial reasoning techniques is comparatively small.
We believe that one important factor for this is the following: Choosing the right
calculus for a particular application is a challenging task, especially for people
not familiar with QSR. Calculi are often only partially specified and usually no
implementation is made available—if the calculus is implemented at all and not
only investigated theoretically. As a result, it is not possible to “quickly” eval-
uate how different calculi perform in practice. Even if an application developer
has decided on a particular calculus, he has to invest serious efforts to include
the calculus and required reasoning techniques into the application. For many
calculi this is a time-consuming and error-prone process (e. g. involving writing
down large composition tables, which are often not even completely specified in
the literature). We think that researchers involved in the investigation of QSR
will also benefit from reference implementations of calculi that are available in
a coherent framework. Tasks like comparing different calculi with respect to
expressiveness or average computational properties in a certain context would
clearly be simplified.

To provide a platform for making the calculi and reasoning techniques de-
veloped in the QSR community available, we have started the development of
a qualitative spatial reasoning toolbox called SparQ1. The toolbox supports bi-
nary and ternary spatial calculi. SparQ aims at supporting the most common
tasks—qualification, computing with relations, constraint-based reasoning (cp.
Section 3)—for an extensible set of spatial calculi. Our focus is on providing an
implementation of QSR techniques that is tailored towards the needs of appli-
cation developers. A similar approach has recently been reported in [20] where
calculi and reasoning techniques are provided in form of a programming library
and focuses on algebraic and constraint-based reasoning. SparQ, on the other
hand, is a application program that can be used directly and provides a broader
range of services. A complementary approach aiming at the specification and
investigation of the interrelations between calculi has been described in [21].
There, the calculi are defined in the algebraic specification language CASL. We
believe that a toolbox like SparQ can provide a useful interface between the the-
oretical specification framework and the application areas of spatial cognition,
like cognitive modeling or GIS.

In its current version, SparQ mainly focuses on calculi from the area of reason-
ing about the orientation of point objects or line segments. However, specifying
and adding other calculi is simple. We hope to encourage researchers from other
groups to incorporate their calculi in a community effort of providing a rich spa-
tial reasoning environment. SparQ is designed as an open framework of single
program components with text-based communication. It therefore allows for in-
tegrating code written in virtually any programming language, so that already
existing code can easily be integrated into SparQ.

1 Spatial Reasoning done Qualitatively.
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Specifically, the goals of SparQ are the following:

– providing reference implementations for spatial calculi from the QSR com-
munity

– making it easy to specify and integrate new calculi
– providing typical procedures required to apply QSR in a convenient way
– offering a uniform interface that supports switching between calculi
– being easily integrable into own applications

The current version of SparQ and further documentation will be made avail-
able at the SparQ homepage2. In the present text, we will describe SparQ and its
utilization. The next section briefly recapitulates the relevant terms concerning
QSR and spatial calculi as needed for the remainder of the text. In Section 3,
we describe the services provided by SparQ. Section 4 explains how new cal-
culi can be incorporated into SparQ, and Section 5 describes how SparQ can be
integrated into applications. Finally, Section 6 contains a case study in which
SparQ is employed to compare different calculi with respect to their ability of
detecting the inconsistency in the Indian Tent Problem [22].

2 Reasoning with Qualitative Spatial Relations

A qualitative spatial calculus defines operations on a finite set R of spatial
relations. The spatial relations are defined over a particular set of spatial objects,
the domain D. In the rest of the text, we will encounter the sets of points in the
plane, of oriented line segments in the plane, and of oriented points in the plane
as domains. While a binary calculus deals with binary relations R ⊆ D × D, a
ternary calculus operates with ternary relations R ⊆ D × D × D.

The set of relations R of a spatial calculus is typically derived from a jointly
exhaustive and pairwise disjoint (JEPD) set of base relations BR so that each
pair of objects from D is contained in exactly one relation from BR. Every
relation in R is a union of base relations. Since spatial calculi are typically used
for constraint reasoning and unions of relations correspond to disjunctions of
relational constraints, it is common to speak of disjunctions of relations as well
and write them as sets {B1, ..., Bn} of base relations. Using this convention, R
is either taken to be the powerset 2BR of the base relations or a subset of the
powerset. In order to be usable for constraint reasoning, R should contain at
least the base relations Bi, the empty relation ∅, the universal relation U , and
the identity relation Id. R should also be closed under the operations defined in
the following.

As the relations are subsets of tuples from the same Cartesian product, the
set operations union, intersection, and complement can be directly applied:

Union: R ∪ S = { t | t ∈ R ∨ t ∈ S }
Intersection: R ∩ S = { t | t ∈ R ∧ t ∈ S }
Complement: R = U \ R = { t | t ∈ U ∧ t 	∈ R }
2 http://www.sfbtr8.uni-bremen.de/project/r3/sparq/

http://www.sfbtr8.uni-bremen.de/project/r3/sparq/
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where R and S are both n-ary relations on D and t is an n-tuple of elements
from D. The other operations depend on the arity of the calculus.

2.1 Operations for Binary Calculi

For binary calculi the other two important operations are conversion and com-
position:

Converse: R� = { (y, x) | (x, y) ∈ R }
(Strong) composition: R ◦ S = { (x, z) | ∃y ∈ D : ((x, y) ∈ R ∧ (y, z) ∈ S) }

For some calculi, no finite set of relations exists that includes the base re-
lations and is closed under composition as defined above. In this case, a weak
composition is defined instead that takes the union of all base relations that have
a non-empty intersection with the result of the strong composition:

Weak composition: R ◦weak S = { Bi | Bi ∈ BR ∧ Bi ∩ (R ◦ S) 	= ∅ }

2.2 Operations for Ternary Calculi

While there is only one possibility to permute the two objects of a binary relation
which corresponds to the converse operation, there exist 5 such permutations for
the three objects of a ternary relation3, namely [23]:

Inverse: INV(R) = { (y, x, z) | (x, y, z) ∈ R }
Short cut: SC(R) = { (x, z, y) | (x, y, z) ∈ R }
Inverse short cut: SCI(R) = { (z, x, y) | (x, y, z) ∈ R }
Homing: HM(R) = { (y, z, x) | (x, y, z) ∈ R }
Inverse homing: HMI(R) = { (z, y, x) | (x, y, z) ∈ R }

Composition for ternary calculi is defined according to the binary case:

(Strong) comp: R ◦ S = { (w, x, z) | ∃y ∈ D : ((w, x, y) ∈ R ∧ (x, y, z) ∈ S) }

Other ways of composing two ternary relations can be expressed as a combina-
tion of the unary permutation operations and the composition [24] and thus do
not have to be defined separately. The definition of weak composition is identical
to the binary case.

2.3 Constraint Reasoning with Spatial Calculi

Spatial calculi are often used to formulate constraints about the spatial con-
figurations of a set of objects from the domain of the calculus as a constraint
satisfaction problem (CSP): Such a spatial constraint satisfaction problem then
consists of a set of variables X1, ..., Xn (one for each spatial object) and a set
of constraints C1, ..., Cm which are relations from the calculus. Each variable Xi

3 In general, two operations (permutation and rotation) are sufficient to generate all
permuations (cmp. [20]). Therefore, not all of these operations need to be specified.
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can take values from the domain of the utilized calculus. CSPs are often de-
scribed as constraint networks which are complete labeled graphs with a node
for each variable and each edge labeled with the corresponding relation from
the calculus. A CSP is consistent, if an assignment for all variables to values of
the domain can be found, that satisfies all the constraints. Spatial CSPs usually
have infinite domains and thus backtracking over the domains can not be used
to determine consistency.

Besides consistency, weaker forms of consistency called local consistencies are
of interest in QSR. On the one hand, they can be employed as a forward checking
technique reducing the CSP to a smaller equivalent CSP (one that has the same
set of solutions). Furthermore, in some cases a form of local consistency can
be proven to be not only necessary but also sufficient for consistency. If this is
only the case for a certain subset S ⊂ R and this subset exhaustively splits R
(which means that every relation from R can be expressed as a disjunction of
relations from S), this at least allows to formulate a backtracking algorithm to
determine consistency by recursively splitting the constraints and using the local
consistency as a decision procedure for the resulting CSPs with constraints from
S [25].

One important form of local consistency is path-consistency which (in binary
CSPs) means that for every triple of variables each consistent evaluation of
the first two variables can be extended to the third variable in such a way
that all constraints are satisfied. Path-consistency can be enforced syntactically
based on the composition operation (for instance with the algorithm by van
Beek [26]) in O(n3) time where n is the number of variables. However, this
syntactic procedure does not necessarily yield the correct result with respect
to path-consistency as defined above. The same holds for syntactic procedures
that compute other kinds of consistency. Whether syntactic consistency coincides
with semantic consistency with respect to the domain needs be investigated for
each calculus individually (see [27,28] for an in-depth discussion).

2.4 Supported Calculi

As mentioned above, qualitative calculi are based on a certain domain of basic
entities: time intervals in the case of Allen’s Interval Calculus [2], or objects like
points, line segments, or regions in typical spatial calculi. In the following, we
will briefly introduce those calculi that are currently included in SparQ and that
will be used in the examples later on. A quick overview is given in Table 1 which
also classifies the calculi according to their arity (binary, ternary), their domain
(points, oriented points, line segments, regions), and the aspect of space modeled
(orientation, distance, mereotopology).

FlipFlop Calculus (FFC) and the LR refinement. The FlipFlop calculus
proposed in [9] describes the position of a point C (the referent) in the plane
with respect to two other points A (the origin) and B (the relatum) as illustrated
in Fig. 1. It can for instance be used to describe the spatial relation of C to B as
seen from A. For configurations with A 	= B the following base relations are dis-
tinguished: C can be to the left or to the right of the oriented line going through
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Table 1. The calculi currently included in SparQ

arity domain aspect of space
Calculus binary ternary point or. point line seg. region orient. dist. mereot.

FFC/LR √ √ √

SCC
√ √ √

DCC
√ √ √

DRAc
√ √ √

OPRAm
√ √ √

RCC-5/84 √ √ √

A and B, or C can be placed on the line resulting in one of the five relations
inside, front, back, start (C = A) or end (C = B) (cp. Fig. 1). Relations for the
case where A and B coincide were not included in Ligozat’s original definition
[9]. This was done with the LR refinement [29] that introduces the relations
dou (A = B 	= C) and tri (A = B = C) as additional relations, resulting in a
total of 9 base relations. A LR relation relLR is written as A, B relLR C, e.g.
A, B r C as depicted in Fig. 1.

l

A B
Cr

es

Fig. 1. The reference frame for the LR calculus, an refined version of the FlipFlop
Calculus

Single Cross Calculus (SCC). The Single Cross Calculus is a ternary calculus
that describes the direction of a point C (the referent) wrt. a point B (the
relatum) as seen from a third point A (the origin). It was originally proposed in
[6]. The plane is partitioned into regions by the line going through A and B and
the perpendicular line through B. This results in eight distinct orientations as
illustrated in Fig. 2(a). We denote these base relations by numbers from 0 to 7
instead of using linguistic prepositions, e.g. 2 instead of left as in [6]. Relations
0,2,4,6 are linear ones, while relations 1,3,5,7 are planar. In addition, three special
relations exist for the cases A 	= B = C (bc), A = B 	= C (dou), and A =
B = C (tri). A Single Cross relation relSCC is written as A, B relSCC C, e.g.
A, B 4 C or A, B dou C. The relation depicted in Fig. 2(a) is the relation
A, B 5 C.

4 Currently only the relational specification is available for RCC, but no ‘qualify’
module (cmp. Section 3.1).
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Fig. 2. The Single and Double Cross reference systems

Double Cross Calculus (DCC). The Double Cross calculus [6] can be seen
as an extension of the Single Cross calculus adding another perpendicular, this
time at A (see Fig. 2(b) (right)). It can also be interpreted as the combination of
two Single Cross relations, the first describing the position of C wrt. B as seen
from A and the second wrt. A as seen from B (cf. Fig. 2(b) (left)). The resulting
partition distinguishes 13 relations (7 linear and 6 planar) denoted by tuples
derived from the two underlying SCC reference frames and four special cases,
A = C 	= B (4 a), A 	= B = C (b 4), A = B 	= C (dou), and A = B = C (tri),
resulting in 17 base relations overall. Fig. 2(b) depicts the relation A, B 5 3 C.

Coarse-grained Dipole Relation Algebra (DRAc). A dipole is an oriented
line segment, e.g. as determined by a start and an end point. We will write dAB

for a dipole defined by start point A and end point B. The idea of using dipoles
was first introduced by Schlieder [13] and extended in [14].

In the coarse-grained variant of the Dipole Calculus (DRAc) describes the
orientation relation between two dipoles dAB and dCD with the preliminary that
A, B, C, and D are in general position, i.e. no three disjoint points are collinear.
Each base relation is a 4-tuple (r1, r2, r3, r4) of FlipFlop relations relating a
point from one of the dipoles with the other dipole. r1 describes the relation
of C wrt. the dipole dAB, r2 of D wrt. dAB , r3 of A wrt. dCD, and r4 of B
wrt. dCD. The distinguished FlipFlop relations are left, right, start, and end (see
Fig. 1). Dipole relations are usually written without commas and parentheses,
e.g. rrll. Thus, the example in Fig. 3 shows the relation dAB rlll dCD. Since the
underlying points for a DRAc relation need to be in general position the ri can
only take the values left, right, start, or end resulting in 24 base relations.

Oriented Point Relation Algebra OPRAm. The OPRAm calculus [11]
operates on oriented points. An oriented point is a point in the plane with
an additional direction parameter. OPRAm relates two oriented points A and
B and describes their relative orientation towards each other. The granularity



46 J.O. Wallgrün et al.

A B

C

D

Fig. 3. A dipole configuration: dAB rlll dCD in the coarse-grained Dipole Relation
Algebra (DRAc)

factor m ∈ N determines the number of distinguished relations. For each of the
two oriented points, m lines are used to partition the plane into 2m planar and
2m linear regions. Fig. 4 shows the partitions for the cases m = 2 (Fig. 4(a)) and
m = 4 (Fig. 4(b)). The orientation of the two points is depicted by the arrows
starting at A and B, respectively. The regions are numbered from 0 to (4m−1).
Region 0 always coincides with the orientation of the point. An OPRAm relation
relOPRAm

consist of pairs (i, j) where i is the number of the region of A which
contains B, while j is the number of the region of B that contains A. These
relations are usually written as A m∠j

i B with i, j ∈ Z4m
5. Thus, the examples in

Fig. 4 depict the relations A 2∠1
7 B and A 4∠3

13 B. Additional relations describe
situations in which both oriented points coincide. In these cases, the relation is
determined by the number s of the region of A into which the orientation arrow
of B falls (as illustrated in Fig. 4(c)). These relations are written as A 2∠s B
(A 2∠1 B in the example).
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Fig. 4. Two oriented points related at different granularities

3 SparQ

SparQ consists of a set of modules that provide different services required for
QSR that will be explained below. These modules are glued together by a central
script that can either be used directly from the console or included into own
applications via TCP/IP streams in a server/client fashion (see Section 5). The
general architecture is visualized in Fig. 5.
5 Z4m defines a cyclic group with 4m elements.
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Fig. 5. Module architecture of the SparQ toolbox

The general syntax for using the SparQ main script is as follows:

$ ./sparq <module> <calculus identifier> <module-specific parameters>

Example:

$ ./sparq compute-relation dra-24 complement "(lrll llrr)"

where ‘compute-relation’ is the name of the module to be utilized, in this case the
module for conducting operations on relations, ‘dra-24’ is the SparQ identifier
for the dipole calculus DRAc, and the rest are module-specific parameters, here
the name of the operation that should be conducted (‘complement’) and a string
parameter representing the disjunction of the two dipole base relations lrll and
llrr6. The example call thus computes the complement of the disjunction of these
two relations.

Some calculi have calculus-specific parameters, for example the granularity
parameter in OPRAm. These parameters are appended with a ‘-’ after the
calculus’ base identifier. opra-3 for example refers to OPRA3.

SparQ currently provides the following modules:

qualify transforms a quantitative geometric description of a spatial configu-
ration into a qualitative description based on one of the supported spatial
calculi

compute-relation applies the operations defined in the calculi specifications
(intersection, union, complement, converse, composition, etc.) to a set of
spatial relations

constraint-reasoning performs computations on constraint networks

Further modules are planned in future extensions. They comprise a quantifi-
cation module for turning qualitative scene descriptions back into quantitative
6 Disjunctions of base relations are always represented as a space-separated list of the

base relations enclosed in parentheses in SparQ.
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geometric descriptions and a module for neighborhood-based spatial reasoning.
In the following section we will take a closer look at the three existing modules.

3.1 Scene Descriptions and Qualification

The purpose of the ‘qualify’ module is to turn a quantitative geometric scene
description into a qualitative scene description with respect to a particular cal-
culus. Calculi are specified via the calculus identifier that is passed with the
call to SparQ. Qualification is required for applications in which one wants to
perform qualitative computations over objects represented by their geometric
parameters.

A B
C

5

50
x

y

Fig. 6. An example configuration of three dipoles

The ‘qualify’ module reads a quantitative scene description and generates
a qualitative one. A quantitative scene description is a list of base object de-
scriptions (separated by spaces and enclosed in parentheses). Each base object
description is a tuple consisting of an object identifier and object parameters
that depend on the type of the object. For instance, let us say we are working
with dipoles, i.e. oriented line segments. The object description of a dipole has
the form ‘(name xs ys xe ye)’, where name is the identifier of this particular
dipole object and the rest are the coordinates of start and end point of the
dipole. Let us consider the example in Fig. 6 which shows three dipoles A, B,
and C. The quantitative scene description for this situation is:

( (A -2 0 8 0) (B 7 -2 2 5) (C 1 -1 4.5 4.5) )

The ‘qualify’ module has one module-specific parameter that needs to be speci-
fied:

mode: This parameter controls which relations are included into the qualitative
scene description: If ‘all’ is passed as parameter, the relations between each
pair of objects will be determined. If it is ‘first2all’ only the relations between
the first and all other objects are computed.

The resulting qualitative scene description is a list of relation tuples (again
separated by spaces and enclosed in parentheses). A relation tuple consists of the
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object identifier of the relatum followed by a relation and the object identifier of
the referent, meaning that the first object stands in this particular relation with
the second object. The command to produce the qualitative scene description
followed by the result is7:

$ ./sparq qualify dra-24 all
$ ( (A -2 0 8 0) (B 7 -2 2 5) (C 1 -1 4.5 4.5) )
> ( (A rllr B) (A rllr C) (B lrrl C) )

If we had chosen ‘first2all’ as mode parameter the relation between B and C
would not have been included in the qualitative scene description.

3.2 Computing with Relations

The ‘compute-relation’ module realizes computations with the operations defined
in the calculus specification. The module-specific parameters are the operation
that should be conducted and one or more input relations depending on the arity
of the operation. Assume we want to compute the converse of the dipole relation
llrl. The corresponding call to SparQ and the result are:

$ ./sparq compute-relation dra-24 converse llrl
> (rlll)

The result is always a list of relations as operations often yield a disjunction
of base relations. In the example above, the list contains a single relation. The
composition of two relations requires one more relation as parameter because it
is a binary operation, e.g.:

$ ./sparq compute-relation dra-24 composition llrr rllr
> (lrrr llrr rlrr slsr lllr rllr rlll ells llll lrll)

Here the result is a disjunction of 10 base relations. It is also possible to have
disjunctions of base relations as input parameters. For instance, the following
call computes the intersection of two disjunctions:

$ ./sparq compute-relation dra-24 intersection "(rrrr rrll rllr)"
"(llll rrll)"

> (rrll)

3.3 Constraint Reasoning

The ‘constraint-reasoning’ module reads a description of a constraint network;
this is a qualitative scene description that may include disjunctions and may be
inconsistent and/or underspecified. It performs a particular kind of consistency
check8. Which type of consistency check is executed depends on the first module
specific parameter:
7 In all the examples, input lines start with ‘$’. Output of SparQ is marked with ‘>’.
8 The ‘constraint-reasoning’ module also provides some basic actions to manipulate

constraint networks that are not further explained in this text. One example is the
‘merge’ operation that is used in the example in Section 5 (see the SparQ manual
for details [30]).
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action: The two consistency checks currently provided are ‘path-consistency’
and ‘scenario-consistency’; the parameter determines which kind of consis-
tency check is performed.

The action ‘path-consistency’ causes the module to enforce path-consistency on
the constraint network using van Beek’s algorithm [26] or to detect an inconsis-
tency of the network in the process. In case of a ternary calculus the canonical
extension of van Beek’s algorithm described in [31] is used. For instance, we could
check if the scene description generated by the ‘qualify’ module in Section 3.1
is path-consistent—which of course it is. To make the test slightly more interest-
ing we add the base relation ells to the constraint between A and C; this results
in a constraint network that is not path-consistent:

$ ./sparq constraint-reasoning dra-24 path-consistency
$ ( (A rllr B) (A (ells rllr) C) (B lrrl C) )
> Modified network.
> ( (B (lrrl) C) (A (rllr) C) (A (rllr) B) )

The result is a path-consistent constraint network in which ells has been re-
moved. The output ‘Modified network’ indicates that the original network was
not path-consistent and had to be changed. Otherwise, the result would have
started with ‘Unmodified network’. In the next example we remove the relation
rllr from the disjunction. This results in a constraint network that cannot be
made path-consistent; this implies that it is not consistent.

$ ./sparq constraint-reasoning dra-24 path-consistency
$ ( (A rllr B) (A ells C) (B lrrl C) )
> Not consistent.
> ( (B (lrrl) C) (A () C) (A (rllr) B) )

SparQ correctly determines that the network is inconsistent and returns the
constraint network in the state in which the inconsistency showed up (indicated
by the empty relation () between A and C).

In a last path-consistency example we use the ternary Double Cross Calculus:

$ ./sparq constraint-reasoning dcc path-consistency
$ ( (A B (7_3 6_3) C) (B C (7_3 6_3 5_3) D) (A B (3_6 3_7) D) )
> Not consistent.
> ( (A B () D) (A B (6_3 7_3) C) (B C (5_3 6_3 7_3) D) (D C (3_7) A) )

If ‘scenario-consistency’ is provided as argument, the ‘constraint-reasoning’
module checks if a path-consistent scenario exists for the given network. It uses
a backtracking algorithm to generate all possible scenarios and checks them
for path-consistency as described above. A second module-specific parameter
determines what is returned as the result of the search:

return: This parameter determines what is to be returned in case of a constraint
network for which path-consistent scenarios can be found. ‘First’ returns the
first path-consistent scenario, ‘all’ returns all path-consistent scenarios, and
‘interactive’ returns one solution and allows to ask for the next solution until
all solutions have been generated.
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Path-consistency is also used as a forward-checking method during the search
to make the search more efficient. For certain calculi, the existence of a path-
consistent scenario implies consistency. However, this again has to be investi-
gated for each calculus (cmp. Section 2.3). In the following example, we use
‘first’ as additional parameter so that only the first solution is returned:

$ ./sparq constraint-reasoning dra-24 scenario-consistency first
$ ( (A rele C) (A ells B) (C errs B) (D srsl C) (A rser D) (D rrrl B) )
> ( (B (rlrr) D) (C (slsr) D) (C (errs) B) (A (rser) D) (A (ells) B)
(A (rele) C) )

In case of an inconsistent constraint network, SparQ returns ‘Not consistent.’. As
a future extension, we plan to allow specification of splitting subsets of a calculus
for which path-consistency implies consistency. A splitting subset S will be used
in a variant of the backtracking algorithm to decide consistency by searching for
path-consistent instantiations that only contain relations from S.

4 Specifying Calculi in SparQ

For most calculi inclusion into SparQ should be straightforward. The main action
to be taken is to provide the calculus specification. This is done in a Lisp-like
syntax. Listing 1.1 shows an extract of the definition of a simple exemplary
calculus for reasoning about distances between three point objects distinguishing
the three relations ‘closer’, ‘farther’, and ‘same’.

(def-calculus " Relative distance calculus ( reldistcalculus)"
:arity :ternary
:base-relations (same closer farther )
:identity-relation same

:inverse-operation (( same same)
(closer closer)
(farther farther ))

:shortcut-operation (( same same)
(closer farther )
(farther closer ))

:composition-operation (( same same (same closer farther ))
(same closer (same closer farther ))
(same farther (same closer farther ))
(closer same (same closer farther ))
(closer closer (same closer farther ))
[...]

Listing 1.1. Specification of a simple ternary calculus for reasoning about distances

The arity of the calculus, the base relations, the identity relation, and the
different operations have to be specified, using lists enclosed in parentheses (e.g.
when an operation returns a disjunction of base relations). In this example, the
inverse operation applied to ‘same’ yields ‘same’, and composing ‘closer’ and
‘same’ results in the universal relation written as the disjunction of all base
relations. As mentioned in Section 2.2, not all operations are required because
some operations are combinations of other operations.
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In addition to the calculus specification, it is necessary to provide the imple-
mentation of a qualifier function which for an n-ary calculus takes n geometric
objects of the corresponding base type as input and returns the relation hold-
ing between these objects. The qualifier function encapsulates the methods for
computing the qualitative relations from quantitative geometric descriptions. If
it is not provided, the ‘qualify’ module will not work for this calculus.

For some calculi, it is not possible to provide operations in form of simple ta-
bles as in the example. For instance, OPRAm has an additional parameter that
specifies the granularity of the calculus and influences the number of base rela-
tions. Thus, the operations can only be provided in procedural form; this means
the result of the operations are computed from the input relations when they are
required. For these cases, SparQ allows providing the operations as implemented
functions and uses a caching mechanism to store often required results.

5 Integrating SparQ into Own Applications

SparQ can also run in server mode which makes it easy to integrate it into appli-
cations. We have chosen a client/server approach as it allows for straightforward
integration independently of the programming language used for implementing
the application.

When run in server mode, SparQ takes TCP/IP connections and interacts
with the client via simple plain-text line-based communication. This means the
client sends commands which consist of everything following the ‘./sparq’ in the
examples in this text and can then read the results from the TCP/IP stream.

# connect to sparq server on localhost , port 4443
sock = socket.socket(socket.AF_INET , socket. SOCK_STREAM)
sock.connect ((’localhost’, 4443))
sockfile = sock.makefile (’r’)

# qualify a geometrical scenario with DRA -24
sock.send(’qualify dra -24 first2all ’)
sock.send(’((A 4 6 9 0.5) (B -5 5 0 2) (C -4 5 6 0))’)
scene = readline () # read the answer
print scene

# add an additional relation (B eses C)
sock.send("constraint -reasoning dra -24 merge")
sock.send(scene + ’(B eses C)’)
scene2 = readline () # read the answer
print scene2

# check the new scenario for consistency
sock.send(’constraint -reasoning dra -24 path -consistency’)
sock.send(scene2 )
print readline () # print the answer
print readline () # print the resulting constraint network

Listing 1.2. Integrating SparQ into own applications: an example in Python

SparQ is started in server mode by providing the command line option
--interactive (-i), optionally followed by --port (-p) to specify the port.
$ ./sparq --interactive --port 4443
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If no port is given, SparQ interacts with standard-input and standard-output,
i.e., it can be used interactively from the shell.

An example is given in Listing 1.2 which shows a small Python program that
opens a connection to the server and performs some simple computations (quali-
fication, adding another relation, checking for path-consistency). It produces the
following output:

> ( (A rrll B) (A rrll C) )
> ( (A rrll B) (A rrll C) (B eses C) )
> Not consistent.
> ( (B (eses) C) (A () C) (A (rrll) B) )

6 A Case Study: Using SparQ for the Indian Tent
Problem

In this section we want to demonstrate the application of SparQ to a problem
that can be seen as a kind of benchmark in QSR, the so-called Indian Tent
Problem.

6.1 Indian Tent Definition

The Indian Tent Problem was first discussed by Röhrig [22]. It describes a very
simple configuration of points in the plane that is not consistent and can be used
to compare spatial reasoning formalisms with respect to their ability to detect
this inconsistency.

The Indian Tent consists of a clockwise oriented triangle ABC and an ad-
ditional point D (see Fig. 7). The following facts are given: “C is right of AB”,
“D is left of AB” and “D is right of CB”. From these facts follows geometrically
that “D is right of CA”. Thus, adding the (obviously wrong) fact “D is left of
CA” results in an inconsistency.

In the following, we will show how to use SparQ to compare the properties
of different calculi. We will model the Indian Tent Problem with three calculi
(FFC, DCC and DRAc) and demonstrate how the constraint-based reasoning
abilities of SparQ can be used to gain insights about how well local consistencies
like path-consistency or scenario-consistency approximate consistency.

A C

B

D

Fig. 7. The Indian Tent Problem
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B

CA

D
(A B l D)
(A B r C)
(C B r D)
(C A r D)

B

CA

D
(A B (1 5 2 5 3 5 3 6 3 7) D)
(A B (5 1 5 2 5 3 6 3 7 3) C)
(C B (5 1 5 2 5 3 6 3 7 3) D)
(C A (5 1 5 2 5 3 6 3 7 3) D)

CA

B

D (AB rele CB)
(AB ells BD)
(CB errs BD)
(CA srsl CB)
(AB rser CA)
(CA rr?? BD)

Fig. 8. The Indian Tent problem modeled with the FlipFlop calculus, the Double Cross
Calculus and DRAc. The relation printed in italics refers to the relation depicted by the
gray region in the pictures. The ‘?’ is a wildcard in SparQ which stands for an arbitrary
valid symbol at this place, i.e., it denotes the disjunction of all possible relations.

6.2 Applying SparQ to the Indian Tent Problem

Fig. 8 shows consistent models of the Indian Tent Problem with FFC, DCC, and
DRAc. For further use, we assume the models to be stored in simple text files
with the labels ‘FFC consistent’, ‘DCC consistent’, and ‘DRA consistent’. We
first want to check if we can enforce path-consistency on those models:

$ ./sparq constraint-reasoning ffc path-consistency < FFC_consistent
> Unmodified network.
> ( (A B (l) D) (A B (r) C) (C A (r) D) (C B (r) D) )

$ ./sparq constraint-reasoning dcc path-consistency < DCC_consistent
> Unmodified network.
> ( (A B (1_5 2_5 3_5 3_6 3_7) D) (A B (5_1 5_2 5_3 6_3 7_3) C)

(C A (5_1 5_2 5_3 6_3 7_3) D) (C B (5_1 5_2 5_3 6_3 7_3) D) )
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$ ./sparq constraint-reasoning dra-24 path-consistency < DRA_consistent
> Modified network.
> ( (BD (rlrr) CA) (CB (slsr) CA) (CB (errs) BD) (AB (rser) CA)

(AB (ells) BD) (AB (rele) CB) )

Not surprisingly, SparQ can enforce path-consistency on all three models. Now
we replace each last relation specified in Fig. 8 indicating that D is right of CA
by the opposite relations ‘(C A (l) D)’, ‘(C A (1 5 2 5 3 5 3 6 3 7) D)’, and
‘(CA rl?? BD)’, respectively. Thus, we create obviously inconsistent configura-
tions which we assume to be stored in the files ‘FFC inconsistent’, ‘DCC incon-
sistent’, and ‘DRA inconsistent’. Now these are checked for path-consistency:

$ ./sparq constraint-reasoning ffc path-consistency < FFC_inconsistent
> Unmodified network.
> ( (A B (l) D) (A B (r) C) (C A (l) D) (C B (r) D) )

$ ./sparq constraint-reasoning dcc path-consistency < DCC_inconsistent
> Unmodified network.
> ( (A B (1_5 2_5 3_5 3_6 3_7) D) (A B (5_1 5_2 5_3 6_3 7_3) C)

(C A (1_5 2_5 3_5 3_6 3_7) D) (C B (5_1 5_2 5_3 6_3 7_3) D) )

$ ./sparq constraint-reasoning dra-24 path-consistency < DRA_inconsistent
> Not consistent.
> ( (BD()CA) (CB (slsr) CA) (CB (errs) BD) (AB (rser) CA) (AB (ells) BD)

(AB (rele) CB) )

The DRAc model is found to be inconsistent. For FFC and DCC, however,
SparQ shows that path-consistency can be enforced for the inconsistent models.
For DCC this confirms the results of Röhrig [32]. So we also check the FFC and
DCC models for scenario-consistency:

$ ./sparq constraint-reasoning ffc scenario-consistency first
< FFC_inconsistent

> ( (A B (l) D) (A B (r) C) (C A (l) D) (C B (r) D) )

$ ./sparq constraint-reasoning dcc scenario-consistency first
< DCC_inconsistent

> Not consistent.

This result shows that at least for this simple configuration scenario-consistency
is sufficient to detect the inconsistency for DCC, while for FFC it is still not suf-
ficient. As this example illustrates, SparQ can be a useful tool for experimentally
comparing spatial calculi.

7 Conclusion and Outlook

The SparQ toolbox presented in this text is a first step towards making QSR
techniques and spatial calculi accessible to a broader range of application de-
velopers. We hope that this initiative will catch interest in the QSR community
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and will encourage researchers from other groups to incorporate their calculi into
SparQ.

Besides including more calculi, extensions currently planned for SparQ are
a module for neighborhood-based reasoning techniques [33,15] (e.g. for relax-
ing inconsistent constraint networks based on conceptual neighborhoods and for
qualitative planning) and a module that allows quantification (turning a con-
sistent qualitative scene description back into a geometric representation). This
requires the mediation between the algebraic and geometric aspects of a spatial
calculus together with the utilization of prototypes. Moreover, we want to in-
clude geometric reasoning techniques based on Gröbner bases as a service for
calculus developers as these can be helpful, for instance, to derive composition
tables [14]. The optimization of the algorithms included in SparQ is another
issue that we want to pay more attention to in the future. Finally, we intend to
incorporate interfaces that allow to exchange calculus specifications with other
QSR frameworks (e.g. [21]).
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Abstract. We conducted a human analog study of the Morris Water Maze, with 
individuals indicating a remembered location in a 3 m diameter arena over 
different intervals of time and with different memory loads. The primary focus 
of the study was to test a theory of how varying cue location and number of 
cues affects memory for spatial location. As expected, memory performance, as 
measured by proximity to the actual location, was negatively affected by 
increasing memory load, increasing delay interval, and decreasing the number 
of cues. As memory performance decremented, bias effects increased and were 
in accordance with the cue-based memory model described by Fitting, Wedell 
and Allen (2005). Specifically, remembered locations were biased toward the 
nearest cue and error decreased with more cues. These results demonstrate that 
localization processes that apply to small two-dimensional task fields may 
generalize to a larger traversable task field. 

Keywords: Categorical coding, environmental cues, Morris Water Maze, 
spatial cognition, place memory. 

1   Introduction 

Remembering where objects are located is a common and adaptive activity across 
species. Several variations on this task may arise from variations in key 
environmental constraints.  For example, the environmental space may be small and 
two dimensional, such as when remembering a location on the surface of one’s 
computer monitor; moderately large and traversable, such as when remembering 
where one put one’s keys in a room; or much grander in scale and scope, such as 
when one remembers the location of a residence in the countryside. In addition to the 
size variable, shape of the environment is a critical factor. For example, several 
researchers have shown how geometric facets of the environment guide memory for 
location (Cheng, 1986; Hermer & Spelke, 1994), with some positing that geometric 
coding of spatial location may constitute a primitive module for processing this 
information (Gallistel, 1990). The existence of clearly defined paths is another shape 
constraint likely to influence memory for location, as numerous studies have 
documented route specific learning (Siegel & White, 1979). In addition to size and 
shape, the surface features of the environment may be critical. Such surface features 
may serve as proximal or distal cues for coding memory for location (Egan, 1979). 
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Clearly it is easier to find one’s keys if one remembers placing them next to the lamp 
(a proximal cue). Or in a large-scale space, one may use the distal cues of surrounding 
buildings to get a bearing on the location of one’s car in a parking lot. 

1.1   Memory for Place 

In general, the psychological literature posits three distinct varieties of spatial learning 
and memory, including motor learning, association learning and place learning 
(Morris & Parslow, 2004; Nadel, 1990; Newcombe & Huttenlocher, 2000). The focus 
of the present investigation is on place learning, which is distinguished from the other 
two varieties of spatial memory by a number of characteristics.  Place learning 
involves acquiring memory for spatial locations independent of specific behaviors 
associated with those locations (Fenton, Arolfo, Nerad, & Bures, 1994; Hebb, 1949; 
Nadel, 1990; Newcombe & Huttenlocher, 2000; Overman, Pate, Moore, & Peuster, 
1996). This type of memory results from the implicit computation of spatial 
interrelations between distal cues and to-be-remembered locations within a geometric 
field (O’Keefe & Nadel, 1978; Tolman, 1948). Because orientation is based on 
external cues, place memory is said to involve an allocentric frame of reference. It 
features the concept of a geometric field that embeds spatial relations among objects 
and so is also described as involving a coordinate frame of reference (Newcombe & 
Huttenlocher, 2000).  

Because a geometrical coordinate frame of reference is critical to understanding 
place learning, researchers have developed a variety of methods to isolate this factor 
for study. In the animal literature, an important aid in this regard was the development 
of the Water Maze task by Morris and colleagues (Morris, 1981; Morris, Garrud, 
Rawlins, & O’Keefe, 1982). In this task, the rat must swim to a hidden platform 
located in a circular basin that is surrounded by curtains, composing the walls of the 
environment. Because the spatial field is undifferentiated, the rat cannot use proximal 
cues within the search space.  Furthermore, because the rat’s entry point varies across 
trials, the rat cannot use a simple sequence of motor responses (such as swim 45o to 
the left for 1 meter).  Instead, the presence of distal cues on the curtains affords the rat 
a way to map the platform’s location within this environment in a way that takes 
advantage of stable configural relationships.  

While many researchers have utilized an analog to the Water Maze for studying 
spatial memory in humans (Astur, Ortiz, & Sutherland, 1998; Astur, Taylor, 
Mamelak, Philpott, & Sutherland, 2002; Jacobs, Thomas, Laurance, & Nadel, 1998; 
Lehnung, Leplow, Ekroll, Herzog, Mehdorn, & Ferstl, 2003; Leplow, Lehnung, Pohl, 
Herzog, Ferstl, & Mehdorn, 2003; Overman et al., 1996; Parslow, Morris, Fleminger, 
Rahman, Abrahams, & Recce, 2005), several alternative procedures have been 
developed. One extensively studied paradigm has been to have human subjects 
remember locations within a small two-dimensional field. For example, Huttenlocher, 
Hedges and Duncan (1991) asked participants to reproduce the location of a dot in a 
circular region when no explicit external landmark cues were available. Results 
indicated that stationary observers tended to impose an implicit polar coordinate 
system on a circular task field and use geometrically based categories to aid in 
remembering. The focus of these studies has generally been on the bias in location 
resulting from the categorical coding of spatial location.  Although memory for 
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location in these tasks is generally very good, the systematic biases typically observed 
imply humans resolve uncertainty of location by moving toward the prototypical 
location for the appropriate quadrant or category. 

1.2   Comparison of Procedures 

Because the Morris Water Maze and the dot location task are both used to study place 
memory, it is instructive to examine similarities and differences between these tasks 
and corresponding findings. First, the Morris Water Maze task provides evidence for 
the use of axes extending from visible peripheral cues to organize the field 
(Morris et al., 1982). In contrast, results from the dot location task are explained in 
terms of geometric coding, with peripheral cues typically absent in these studies 
(Huttenlocher et al., 1991). In support of a cue-independent coordinate coding of 
place, Fitting (2005) demonstrated that including 1 or 3 peripheral cues in the usual 
dot location task had no effect whatsoever on remembered location. Thus, while the 
Morris Water Maze has typically been used to study cue-dependent coordinate 
memory, the dot location task has typically been used to study cue-independent 
coordinate memory.   

This difference in the cue dependency of the representations likely arises from 
procedural differences in the subject’s orientation to the task field across these tasks.  
Whereas the Water Maze procedure includes varying the entry point to the maze so 
the initial viewer-based information is not diagnostic, the dot location task fixes the 
orientation of the viewer to the task field so that viewer-based information may be 
used and peripheral cues are not critical. Fitting et al. (2005) explored the effect of 
dynamically varying orientation for the dot location task by including peripheral cues 
and rotating the task field on the majority of trials. Results indicated that in this 
dynamic environment, subjects used cues to define category prototypes that biased 
memory for spatial locations. This result held even for those trials during which the 
task field was not rotated so that peripheral cues could have been ignored. 

Another difference between the tasks lies in the time course of remembering. In the 
spatial memory task used by Huttenlocher et al. (1991), participants reproduce the 
location of a dot in a circular region a few seconds after the dot disappears from the 
display. Thus, this task focuses on spatial coding in short-term memory. In contrast, 
the classic Morris Water Maze procedure examines place memory across days, a 
long-term memory task (Morris et al., 1982). The difference in the time course of the 
tasks raises the possibility that different memory mechanisms may apply to the 
coordinate-based memory systems for these tasks.  

The underlying differences in delay intervals across tasks reflect differences in the 
research questions these tasks have been used to pursue. Those using the dot location 
task have been primarily interested in how categorical coding may bias spatial 
memory (Fitting et al., 2005; Huttenlocher et al., 1991; Huttenlocher, Hedges, 
Corrigan, & Crawford, 2004; Wedell, Fitting, & Allen, 2007). Short memory 
durations have been used in this task so that the same subject may be tested on many 
different locations within the task field, providing a rich data base for modeling the 
bias in memory. In the category-adjustment model of Huttenlocher et al. (1991), 
spatial properties of a stimulus specifying its location are represented at two levels, 
fine-grain and categorical. Categorical coding is posited as the robust product of a 
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relatively rapid process in which location is remembered in terms of its being within a 
particular categorical region of the response space. A central or salient location within 
this category acts as a prototype, biasing remembered locations toward it. In the 
specific task of a stationary observer remembering a location within a circular field, 
observers appear to impose implicit horizontal and vertical axes on the circle, thus 
creating quadrants that function as categories, with centrally located points within 
these quadrants serving as prototypes. Although use of these categorical codes may 
bias estimates, they may also serve the adaptive purpose of reducing overall error in 
estimation (Huttenlocher et al., 1991). Fine-grain coding is posited as the product of 
the process of remembering a location in terms of a geometric coordinate system 
imposed upon the response field. When the task field is circular, this coordinate 
system is typically defined by polar coordinates. Fine-grain coding yields metric 
accuracy, but it may also be more fragile than categorical coding, resulting in a 
greater reliance on categorical coding with increased memory demands (Haun, Allen, 
& Wedell, 2005). 

In contrast to the goal of studying categorical effects on coordinate memory, the goals 
addressed by place memory studies using the Morris Water Maze have typically been 
related to understanding the neurobiology of place learning as distinguished from other 
varieties of spatial memory. Using these procedures, evidence from neuropsychological 
and neuroimaging studies in animal and human research indicates that hippocampal areas 
are uniquely active in place learning (Grön, Wunderlich, Spitzer, Tomczak, & Riepe, 
2000; Jarrard, 1993; Morris & Parslow, 2004; O’Keefe & Nadel, 1978, Sutherland & 
Rudy, 1987). In addition, a number of studies have shown that damage to the 
hippocampus and related structures in rodents and humans causes impairment in place 
learning (Astur et al., 1998; Astur et al., 2002; Devan, Goad, & Petri, 1996; Jarrard, 
1993; Parslow et al., 2005; Sutherland & Rudy, 1987). Furthermore, psychophysiological 
studies have shown that principal neurons of the CA1, CA3, and dentate gyrus subfields 
of the rat hippocampus fire selectively when the animal occupies certain locations in an 
environment (O’Keefe & Nadel, 1978). Such place cells appear to participate in a 
distributed and nontopographic map-like representation of the spatial environment 
(Knierim & Rao, 2003; O’Keefe & Nadel, 1978). 

1.3   Human Analog of the Morris Water Maze 

We believe that while both the Water Maze and dot location paradigms have provided 
extremely useful evidence relevant to spatial memory for place, additional insights may 
be gained by a line of research that combines aspects of these paradigms. The study we 
describe here builds on a study we conducted that utilized dynamically changing 
orientation in the dot location task (Fitting et al., 2005). That study showed that the 
inclusion of rotation trials resulted in participants using a cue-based representation of 
stimulus locations so that cue locations explained the pattern of bias obtained in 
memory estimates. The current study addresses two shortcomings in generalizing results 
of the previous study to procedures more akin to those used in the Morris Water Maze. 
First, there is the question of whether results from a small space, two-dimensional 
location task generalize to memory for place in a larger-space environment that is 
physically traversable. A recent study by Haun et al. (2005) is relevant to this point 
because they demonstrated that spatial bias pattern in incline estimation and azimuth 
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estimation tasks within a larger-scale environment show similar biases found in the 
small-scale two dimensional dot location task. Related to this question is whether the 
use of cues displayed in the small-scale environment that give rise to a more allocentric-
based place memory will be similar to cue use when cues are much more peripheral and 
must be encoded relative to one’s location in space, as in the classic Morris Water 
Maze. A second major point explored in the current study is whether cues may be used 
as prototypes when location must be remembered for not a matter of seconds, but rather 
for minutes or even for weeks, durations more consistent with investigations using the 
classic Morris Water Maze procedure.  

To address these questions, we developed a human analog of the Morris Water 
Maze which consisted of a circular arena 3 m in diameter and 3 m tall.  The walls of 
the arena consisted of black curtains that reached to the floor, with nine different entry 
points. The floor of the arena was covered in wood chips so there were no discernable 
proximal cues to use in locating objects. The roof of the arena was undifferentiated as 
well. Cues were hung on the walls of the arena to provide external reference points 
for coding the location of objects within the arena. 

Note that other researchers have developed human analogs of the Water Maze 
(Astur et al., 1998; Astur et al., 2002; Jacobs et al., 1998; Lehnung et al., 2003; 
Leplow et al., 2003; Parslow et al., 2005). One way that our research differs from this 
previous research is that our primary focus was on cue-based bias, as predicted by our 
work from the dot location studies. In this regard, the main independent variable was 
the number (and corresponding locations) of cues. However, because of the extreme 
differences between the dot location task and the arena task, we included two 
additional elements designed to affect memory performance. The first of these we call 
memory load, and it was manipulated between subjects. In the low-load condition, 
participants were given only one object location to remember. In the high-load 
condition, they were given three object locations to remember. We predicted better 
memory when memory load was low. This prediction follows from short-term studies 
in which having to remember more object locations results in poorer memory for 
location (Dent & Smyth, 2005). Additionally, it follows from the idea that holding 
multiple locations in memory could serve to interfere with memory for any given 
target and hence lead to poorer memory performance. The second manipulation was 
delay interval, which we manipulated within subjects. The first interval consisted of 
10 to 15 minutes after initial encoding, with the delay interval filled with a spatial 
memory task. The second interval was one week after the first testing, and the third 
interval was one week after the second testing. As in any memory study, we predicted 
poorer memory performance with increased delay interval. 

There were two main reasons to include the load and delay interval variables.  The 
first of these was simply to document the pattern of learning and forgetting relevant to 
these variables in the human analog study. Thus, we wanted to see how much one 
forgets over time and how difficult it is to remember a location when having to 
remember two other locations in the same space. The second and more important 
reason for manipulating these variables was to create conditions under which 
substantial forgetting would take place. Forgetting was necessary because observing 
bias effects typically requires there to be some disruption of fine-grain memory. With 
perfect remembering, there would be no way to test hypotheses regarding bias. 
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Two Cues Four Cues

 

Fig. 1. Schematic illustration of target and cue locations in the arena along with predictions of 
bias. Dashed lines represent boundaries based on cue determined prototypes. The filled dot 
shows the target object location, and the open dots show the additional object locations used in 
the high-load condition. Size of cues and object locations are not to scale. 

The cue-based fuzzy-boundary model developed by Fitting et al. (2005) was used 
to generate predictions regarding the effect of cue manipulation. To illustrate these 
predictions we present the critical features of the experimental design in Fig. 1. In the 
two-cue condition (left panel), a heart was located at one end and a sun was located at 
the other.  In the four-cue condition, a tree and a cloud were added at the locations 
shown.  We generated three predictions based on our cue-based fuzzy-boundary 
model (Fitting et al., 2005). First, we predicted that if cues determine category 
prototypes, then a bias toward the most proximal cue should be observed for 
misremembered locations. This prediction is illustrated in Fig. 1 by the arrows, with 
bias toward the heart in the two-cue condition and toward the tree in the four-cue 
condition. Thus bias is predicted to be in opposite directions for the two conditions. 
Note that we only applied this prediction to angular bias, as previous work with the 
dot location task showed large cue-based effects on angular bias but not on radial bias 
(Fitting, 2005). Second, our cue-based fuzzy-boundary model predicted that absolute 
error should decrease with more cues. This is because bias is a key contributor to 
error, and bias generally increases with distance from the nearest prototypes. With 
more cues creating more prototypes, the distances to adjacent prototypes tend to 
decrease, and hence error should correspondingly decrease (indicated in Fig. 1 by 
differences in the lengths of the arrows in the left and right Panel). Third, we expected 
bias to be greatest when absolute error was greatest. Thus, we expected bias to be 
more likely in the long delay-interval conditions and with high load. 

A final issue examined in this study was the correlation between measures of place 
learning and memory on the one hand and measures from tests of small-scale spatial 
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abilities on the other hand. Currently, the relation between place memory and small-
scale spatial tasks is simply unclear. We reasoned that if place learning and memory is 
a unique variety of spatial memory, it should not be closely related to the ability to do 
spatial tasks that require coding spatial relations in terms of a viewer's axes or in 
terms of an object's intrinsic axes. However, place memory might be related to the 
ability to remember the locations of objects in a task field, even when that field is 
small and viewed by a stationary observer. Consequently, in the current study we 
predicted that performance on a place-learning task may be significantly correlated 
with memory performance in our arena task. 

2   Method 

2.1   Participants 

Eighty university students (40 men and 40 women) participated voluntarily in the 
experiment for research participation credit in undergraduate Psychology classes. The 
mean age of female participants was 20.0 years (range 18-42 years), and the mean age 
of male participants was 19.8 years (range 18-26 years). No participants reported 
visual or motor problems that would have influenced their performance.  

2.2   Design 

A 2x2x3 mixed factorial design was employed. The between-subjects factors were 
cue condition, with two levels (two cues or four cues), memory load, with two levels 
(one target object or three objects), and the within-subjects factor was delay interval, 
with three levels (immediate, one-week delay, and two-week delay).   

 
Place learning and memory task. The apparatus for the place learning and memory 
task was a circular arena, 3 m in diameter and 3 m in height located inside a 5x7 m 
laboratory. The arena was formed by black curtains that had nine equally spaced entry 
points, which were places where adjacent curtains were not permanently attached to 
each other. The arena had a ceiling constructed of translucent white cloth that allowed 
light from four equally spaced light bulbs to illuminate the interior. The floor was 
covered with wood shavings in which objects could be hidden easily. The curtains, 
ceiling, and floor provided no reliable basis for specifying locations within the arena. 
Four pictures (specifically, a tree on the west wall, a heart on the north wall, a cloud 
on the east wall and a sun on the south wall) or two pictures (the heart on the north 
wall, and the sun on the south wall) were mounted equidistant from each other on the 
interior curtains of the arena (see Fig. 1). The pictures were 20 x 25 cm in size, and 
their distance from the floor was approximately 2 m. Locations to be remembered 
were designated by toy coins 1.5 cm in diameter and golden in color. The target coin 
location was on the floor of the arena as shown in Fig. 1, located 42.6° from the ‘tree’ 
cue and 47.4° from the ‘heart’ cue, with a radial value of 78.0 cm. In the high-load 
condition, the two additional coin locations were on the arena floor as shown in 
Fig. 1. One object was 75.0° from the ‘heart’ cue and 15.0° from the ‘cloud’ cue, with 
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a radial value of 129.4 cm. The other object was 31.0° away from the ‘sun’ cue and 
59.0° from the ‘cloud’ cue, with a radial value of 72.8 cm. 

Performance in the place memory task was scored in terms of three measures. 
First, absolute error served as a measure of metric inaccuracy. It was defined as the 
distance in cm from the remembered target location to the actual location. Second, 
angular bias reflected angular distortion in memory. For this measure, a polar 
coordinate grid was imposed on the circular arena floor, with radii extending from the 
center of the arena to the surrounding wall. Angular bias was defined as the signed 
difference in degrees from the value of the remembered location minus the value of 
the actual location, with the sign of the angular value indicating the direction of the 
deviation (negative values represent clockwise bias and positive values represent 
counterclockwise bias). Third, radial bias was measured in cm by subtracting the 
radial distance of the actual point from the radial distance of the observed point. A 
negative radial value indicates a radial bias toward the center of the arena, whereas a 
positive value indicates a radial bias toward the circumference of the arena. 

 
Spatial ability tests. Participants completed three spatial tests. Two of the spatial 
tests, the Maze Learning Test (Allen, Kirasic, Dobson, & Long, 1996), assessing 
spatial-sequential memory, and the Money Standardized Road Map Test (Money, 
1976), assessing directional sense, were not assumed to relate to the task at hand and 
merely served as filler tasks. The third task, the Building Memory Test (Ekstrom, 
French, Harmen, & Dermen, 1976) was designed to assess spatial-visual memory as a 
small-place memory task. The objective of the test was to learn the position of 
buildings in a street map. After studying a map for three minutes, participants were 
asked to indicate on a test page the location of 12 buildings. The format was multiple-
choice, with six possible response choices for each location. Four minutes were 
allowed for retrieval. The test had two parts, each with a different map and set of 12 
test items. Maximum possible score was 24. 

2.3   Procedure 

Each participant was involved in three data collection sessions separated by one-week 
intervals. The first session involved a learning phase and a test phase. The second and 
third sessions involved a test phase only.  

At the beginning of the first session, the experimenter met the participant outside 
the room containing the arena, obtained informed consent, and provided instructions. 
For the learning phase, the participant was seated in a wheelchair and was blindfolded 
to interfere with the use of visual information outside the arena for orientation. Then 
the experimenter wheeled the participant to the arena following a circuitous route to 
reduce the use of vestibular or kinesthetic information for orientation. After wheeling 
the participant to the first entry point (entry point number 1) the experimenter 
instructed the participant to remove the blindfold and stand up. Then, inside the arena 
the experimenter led the participant to the predetermined hiding place(s) and hid the 
coin(s) under the wood-shavings. The participant was told to remember the hiding 
place(s) exactly because he or she would later have to indicate the hiding place(s) 
with a marker. The participant was given as long as needed to memorize the hiding 
place of the coin(s). No participant needed more than 1 minute. After he or she had 
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memorized the hiding place(s), the blindfold was replaced, and the participant was 
wheeled out from the room containing the arena by a circuitous route. This exit ended 
the learning phase. 

Outside the room, the participant was administered the Building Memory Test as a 
filler task, followed by the test phase of the arena procedure. The experimenter 
wheeled the blindfolded participant back into the room containing the arena and, 
following circuitous routes each time, stopped at three different entry points (entry 
point number 7, 1, and 5). As during the learning phase, at each entry point the 
participant was instructed to remove the blindfold and stand. Inside the arena, the 
participant was instructed to orient himself or herself, walk from the entry point 
position directly to the hiding place or series of hiding places, and to indicate the 
hiding place(s) by placing a small red plastic disk to mark the exact location. By 
instructing the participant to walk directly from the entry point position to the hiding 
place or series of hiding places, the participant was restricted in his/her use of strategy 
and could not rely on any physical measurement that he/she might have used during 
the learning phase. After placing the marker(s), the participant came back to the entry 
point of that trial, sat in the wheelchair, and replaced the blindfold. The experimenter 
recorded the responses quickly using a grid in place under the wood shavings. After 
the third test trial, the experimenter wheeled the participant outside the room 
containing the arena. This concluded the initial session. 

Participants returned one week later for the second session. Initially, they were 
administered the Maze Learning Test. Then, they were seated in the wheelchair, 
blindfolded, and conveyed into the room containing the arena. The events comprising 
the second test phase were the same as those in the first session, except that a different 
sequence of entry sites was involved (entry point number 1, 2, and 6). The second 
session ended with the participant being wheeled from the room after the third entry 
point. 

Participants returned two weeks after the initial session for the third session. 
Initially, they were administered the Road Map Test. Then, testing proceeded as in the 
first and second sessions, except that a different sequence of entry sites was involved 
(entry point number 8, 3, and 1). The third session ended with the participant being 
wheeled from the room after the third entry point. Participants were then debriefed 
and thanked for their participation.  

3   Results 

3.1   Overview of Analyses 

Data from the place memory task were analyzed in a series of analyses of variance 
(ANOVA’s). The primary analyses were performed using as the dependent measures 
the mean absolute error, angular bias, and radial bias, from the three trials on each 
session. Sex of participant was not integrated in any of these analyses because 
preliminary analyses did not reveal any significant effects or interactions involving 
this variable (p > .05).  We report analyses only for the target location, as it was 
common to all conditions. 
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For the variable absolute error and radial bias, if participants had a score of more 
than two standard deviations above the mean for that condition then the data point 
was replaced by the mean for that condition. Outlying data points for the variable 
angular bias were identified by an error of 90° or greater. This method was used in 
order to eliminate cases that indicated misplacement into an adjacent quadrant. In the 
two cue condition, out of 120 data points (40 participants with one mean estimate in 
each of 3 sessions) 8 data points (6.7%) were replaced for absolute error, 6 (5%) for 
radial bias, and 5 (4.2%) for angular bias. In the four cue condition out of 117 data 
points (39 participants with one mean estimate in each of 3 sessions) 4 data points 
(3.4%) were replaced for absolute error, 6 (5.1%) for radial bias, and 0 (0%) for 
angular bias. No effects for trials or memory load were noted regarding outlying data 
points. For all statistical analyses, the significance level was set at .05.  

3.2   Analyses of Absolute Error (in cm) 

Fig. 2 illustrates how absolute error for the target location varied as a function of 
delay interval and load. The principal analysis of absolute error was a 2 (Cue 
Condition) x 2 (Memory Load) x 3 (Delay Interval) mixed ANOVA performed on 
mean absolute error per session for the target object location. Results indicate a main 
effect of number of cues, F(1, 75) = 4.07, p = .047, MSe = 490.11, reflecting greater 
accuracy when more peripheral cues were available, M4-Cues = 31.21 (SD = 11.70) and 
M2-Cues = 36.98 (SD = 14.88). The analysis also showed a significant main effect of 
memory load, F(1, 75) = 6.52, p = .013, MSe = 490.11, reflecting greater accuracy in 
the low-load condition, MLow = 30.44 (SD = 12.72) and MHigh = 37.77 (SD = 13.62). 
The Cue x Load interaction did not reach conventional levels of significance in our  
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
Fig. 2. Mean absolute error (±SEM) for the target object location across delay-interval session 
for each load condition 
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analysis1. The main effect of delay interval was significant, F(2, 150) = 13.99, 
p < .001. The trend analysis revealed a significant linear trend, F(1, 75) = 20.50, p < 
.001, along with a quadratic trend, F(1, 75) = 7.91, p < .01. Post hoc analyses 
indicated that participants produced less error when tested immediately after 
acquisition trial than after a one-week delay (p < .001) or after a two-week delay (p < 
.001). No difference was noted between a one-week and a two-week delay. There was 
also a significant Cue x Delay interaction, F(2, 150) = 3.40, p = .036, MSe = 155.15, 
reflecting similar accuracy when tested immediately after acquisition trials, but higher 
accuracy in the four-cue condition after one and two week delays relative to the two 
cue condition (combined across load condition).  

To test for trial effects, an additional analysis was conducted adding the three trials 
within each session as a within-subjects factor. Results for a 2 (Cue Condition) x 2 
(Memory Load) x 3 (Delay Interval) x 3 (Trial) mixed ANOVA indicated a 
significant main effect of trials, F(2, 150) = 11.41, p < .001, MSe = 152.41, reflecting 
greater accuracy for the first and second trial, M = 33.29 (SD = 14.46) and M = 32.25 
(SD = 13.62) , respectively, compared to the third trial with M = 37.06 (SD = 15.80). 
Further, no significant interactions were noted with trial. 

3.3   Analyses of Angular Bias (in degrees) 

Fig. 3 illustrates how angular bias for the target location varied as a function of delay 
interval and load. A parallel 2x2x3 ANOVA was conducted on angular bias. Results 
indicate an overall effect of number of cues, F(1, 75) = 13.87, p < .001, MSe = 
1278.77, reflecting a bias effect in opposite directions for the different cue conditions, 
M2-Cues = 12.55 (SD = 20.51) and M4-Cues = -4.60 (SD = 21.23). This opposite bias 
effect is consistent with the cue-based fuzzy-boundary prediction of bias toward the 
nearest cue. The main effect of delay interval was not significant, but there was a 
significant Cue x Delay interaction, F(2, 150) = 11.06, p < .001, MSe = 137.55. This 
interaction was due to much stronger bias effects for the one and two week delays 
than for the no delay condition. 

In a more detailed analysis of bias effects, one-sample t-tests were conducted at each 
interval for each cue and load condition. No significant bias effects were noted in any of 
the groups when tested immediately after the acquisition trial, indicating good short-
term spatial memory for all four groups. Unbiased memory, with no significant effects 
at any of the three delays, was further noted when four cues were available and only one 
target location had to be remembered, indicating stable memory across time. However, 
in the four-cue high-load condition, memory for the target location was significantly 
biased in the one-week delay interval toward the nearest available environmental cue (t 
= -2.66, p = .015). For the two-cue condition, both high and low memory load groups 
demonstrated significant bias effects toward the nearest available cue for the one-week 
                                                           
1 Although the Cue X Load interaction looks strong in Fig. 2, it was not significant when we 

conducted analyses on the untransformed scores. However, it was statistically significant 
when the ANOVA was conduced on the log transformation of the error scores, F(1, 75) = 
5.16, p = .026. This interaction reflected the significantly reduced absolute error for the target 
in the four-cue low-load condition compared to the other three conditions. However, a test of 
violations of sphericity was significant for the log transformed scores but not for the 
untransformed scores, so this result must be viewed with caution. 
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delay (t = 3.45, p = .003 and t = 2.25, p = .037, respectively) and for the two-week delay 
(t = 3.04, p = .007 and t = 2.89, p = .010, respectively). Note that all significant tests of 
bias were in the direction predicted by the cue-based fuzzy-boundary theory 
(Fitting et al., 2005). 

 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

 
 

Fig. 3. Mean angular bias (±SEM) for the target object location across delay interval session for 
each load condition 

 

3.4   Analyses of Radial Bias (in cm) 

Fig. 4 illustrates how radial bias for the target location varied as a function of delay 
interval and load. A parallel 2x2x3 ANOVA was performed on mean radial bias. 
Results indicate an overall load effect, F(1, 75) = 16.92, p < .001, MSe = 448.88, 
reflecting greater bias toward the circumference in the low-load condition relative to 
the high-load condition, MLow = 9.97 (SD = 12.62) and MHigh = -1.43 (SD = 11.88). No 
other effects reached conventional levels of significance. 

3.5   Correlation Analysis 

Pearson correlations were conducted on the paper and pencil Building Memory Test 
of spatial location and the three measures from the human arena memory task (after 
reverse scoring angular bias in the four-cue condition so that positive values in both 
conditions indicated a bias toward the nearest environmental cue). There were no 
significant correlations between the small-scale memory task and any of the large-
scale performance measures. However, correlations between absolute error and 
angular bias scores were significant for each session and averaged r = .47, p < .001. 
This finding supports our prior predictions that bias is a contributor to error. No 
significant correlation with absolute error was noted for radial bias.  
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Fig. 4. Mean radial bias (±SEM) for the target object location across delay interval session for 
each load condition 

 
Finally, we investigated the stability of individual differences in the arena task 

performance by computing Cronbach’s alpha across three delay intervals. Cronbach's 
alpha was 0.74, indicating relatively stable individual differences in spatial memory. 
Thus, although stable individual differences were found, these were not predicted by 
the small-scale test. 

 

4   Conclusion 

We conducted a human analog study of the Morris Water Maze using a traversable 
arena.  It is important to note that our version of the Water Maze analog differed from 
the typical Water Maze procedure and human analog versions of that procedure used 
in the past in several ways. First, in our procedure there was only one learning trial, 
which consisted of the individual freely exploring the area and considering ways to 
remember the exposed target. In the typical procedure, the target is hidden and the 
individual initially finds it through free exploration, and then additional learning trials 
are recorded. Second, animal studies and human studies, such as those reported by 
Leplow et al. (2003), typically track the path of the individual searching for the 
hidden object so that dependent variables are based on the movement record, 
recording proximity to the target, movement away from the target, time to find the 
target and other process measures. These measures are related to a third fundamental 
difference between our study and the classic Water Maze procedure, which is that in 
our study the individual does not receive feedback on the location of hidden target; in 
the classic procedure such feedback is given when the individual finds the target.  
These differences arose from our attempt to blend aspects of the small scale place 
memory paradigm of Huttenlocher et al. (1991) with the navigation-based procedure 
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of the Water Maze. Our design then allowed us to use dependent measures more 
suitable for assessing memory representation of the location of the target and 
associated biases.  

In our study, we manipulated three main variables: number of cues, number of 
targets (or load), and delay interval. Manipulation of these variables provided us with 
the tools to assess basic memory performance in this traversable and mostly 
undifferentiated space. Not surprisingly, memory accuracy (inversely related to 
absolute error) decreased with increase in delay interval, increase in number of targets 
to remember, and decrease in number of cues. Despite decrements in performance 
related to these variables, the overall performance of participants demonstrated robust 
memory for spatial location. Even after a two week delay with no feedback, 
participants placed the target on average within about 37.7 cm of the actual target 
location (inside the 300 cm diameter task field). In the most advantageous of task 
conditions (one-item to be remembered using four cues), the target was placed within 
about 27.3 cm of its true location after a two week delay. The forgetting curves, linear 
with a minor quadratic component, indicate that most of the forgetting is within the 
first week, as there was no significant increase in absolute error from week 1 to week 
2. Thus, within this task our subjects were capable of accurate spatial memory after a 
minimal encoding session.  

The lack of performance differences between one and two week delays is subject to 
different interpretations. One possibility is that forgetting asymptotes after one week, 
as indicated in this study. Alternatively, the one-week trial may have served as a 
retrieval and rehearsal opportunity that bolstered memory for the hidden coin 
location(s) and thus obscured any additional forgetting that may have occurred. A 
research design that manipulates delay between subjects so that participants have no 
intermediate retrieval trials would address this issue. However, the advantage of the 
reported experiment which utilized a within-subjects manipulation of delay is that it 
provided a much more powerful test of the delay factor than a comparable between-
subjects design. 

An important innovation of the current study as compared with previous human 
analog studies of the Morris Water Maze was our focus on predicting bias in spatial 
memory. We tested whether theories of spatial memory bias established in a small 
two-dimensional space (Huttenlocher et al., 1991; Fitting et al., 2005) would translate 
to the larger traversable space in our arena apparatus. In particular, we tested 
predictions generated from our cue-based fuzzy-boundary model of spatial memory 
(Fitting et al., 2005). These predictions were supported in three ways.  First, angular 
bias was in the predicted direction: The remembered location shifted toward the heart 
cue in the two-cue condition and away from the heart cue (toward the tree cue) in the 
four-cue condition. This is consistent with cues being used as category prototypes and 
uncertainty about location being resolved toward the prototype, as proposed by the 
category-adjustment model (Huttenlocher et al., 1991). A second way in which model 
predictions were supported was the increase in angular bias and absolute error for the 
two-cue versus the four-cue condition.  The cue-based fuzzy trace model predicts that 
error and bias increase as distance to the nearest adjacent cues increase (Fitting et al., 
2005). Adjacent cues were more closely spaced in the four-cue condition and so error 
was reduced. A third way in which the model was supported was in the relationship 
between error and bias.  The model predicts that bias will increase as memory errors 
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increase. Thus, the fact that bias was only significant at the 1 and 2 week delay 
intervals in which absolute error was greatest is consistent with the model. 
Furthermore, absolute error significantly correlated with predicted bias, consistent 
with the idea that the greater the error in memory, the more likely the error will be 
resolved in a biased direction.  

Although some small effects on radial bias were observed, these were not the focus 
of the investigation. The significant load effect on radial bias is consistent with the 
radial prototype being influenced by the existence of other radial locations, possibly 
averaging across the radial locations in order to form a radial prototype.  Such 
speculation would need to be systematically tested in future research. 

The correlational analyses indicated stable individual differences in our arena task. 
These were not related to sex differences and were not predicted by a small-scale 
paper and pencil spatial memory task. Thus, one area of future investigation would be 
to determine what small-scale tasks predict performance in the larger-scale spatial 
memory task.   

In summary, the present study provided evidence for the impact of the three 
investigated basic factors on human place memory: environmental cue availability, 
delay interval, and memory load. The most important implication of the present 
research is that place memory in a large-scale situation may be governed by an 
imposed coordinate system, with errors resolved toward the nearest available 
peripheral cue in the environment, as demonstrated in previous small-scale tasks 
(Fitting, 2005). Although further investigation using a variety of cue and spatial 
locations is needed, these results support the idea that cues are used as prototypes, 
with memory for locations biased toward the nearest available environmental cue and 
the magnitude of bias being a function of distance to the available cue. While the test 
environment used in our study was traversable, its size was necessarily small and 
comparable to that used in other Water Maze analog tasks (Leplow, Höll, Zeng, & 
Mehdorn, 1998). As such, our test area would be considered a vista space (Montello, 
1993), which may not necessarily afford active exploration for building a 
representation. However, we believe this study provides the groundwork for future 
tests of bias in large scale, traversable environments. 
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Abstract. Spatial instructions are always delivered for a particular 
communication partner. In this paper I investigate the the role of users’ 
concepts of their communication partner in human-robot interaction by 
analysing the spatial language choices speakers make in three comparable 
corpora with three different robots. I show that the users’ concepts of their 
artificial communication partner is only mildly shaped by the appearance of the 
robot, and thus that users do not mindlessly use all clues they can get about 
their communication partner in order to formulate their spatial instructions. 
Instead, spatial instruction in human-robot interaction also depends on the 
users’ models of the communication situation, as well as on external variables, 
such as gender.   

Keywords: Spatial Language, Human-Robot Interaction, Linguistic Variation. 

1   Introduction 

The problem I address in this paper is the role of speakers' concepts of their 
communication partner in verbal spatial instruction. Speakers have a range of 
different ways of referring to spatial configurations at their disposal, and in a 
particular situation they have to decide for one variant over another. Among many 
other possibilities, speakers may refer to the spatial scenario in the following figure in 
different ways, for instance: 

 
the square on the right
(from your point of view)
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There are however multiple possibilities to refer to this, and to similar, spatial 
scenes, for instance: 

 
Table 1. Spatial Instruction Strategies 

 
the square on the right  
(from your point of view) 

relative & partner-oriented  

the square on the left 
(from my point of view) 

relative & speaker-oriented 

the square in front of the house landmark-based & intrinsic 
the square west of the house landmark-based & extrinsic 
the square in the middle group-based 
go straight, - a bit more to the right – stop 
 

path-based 

 
While these are not all possibilities for referring to spatial configurations, by far, 

they are the most relevant for our scenario discussed in the following. For a detailed 
overview of the spatial choices see Tenbrink (2005). 

In this paper I address the conditions for this linguistic variation in spatial 
instruction focusing on the role of the communication partner. The question is thus, 
depending on whom speakers are talking to, which linguistic choices will they make?  

Previous research on spatial language in dialogue has shown partner-specific 
effects particularly in the domain of perspective taking. Schober (1993) reports that if 
speakers had to imagine a communication partner, they exclusively relied on the 
partner's perspective, although Hermann and Grabowski (1994) have shown that this 
requires more cognitive effort for the speaker. If they had a real communication 
partner, they mostly used their own perspective. This is in line with results by von 
Stutterheim & Kohlmann (1998) who also found that in a situation in which the 
addressee could give feedback, speakers did not adapt their perspective. Schober 
(1998) attributes the difference to speakers' knowledge about the success of their 
instructions due to feedback. If their communication partners signal to them that 
understanding is successful, speakers may stick to the mode of instruction which 
needs the least collaborative effort (Clark & Wilkes-Gibbs, 1986). In case they do not 
know whether the communication partner understands them, they adjust to the 
partner's perspective in order to guarantee understanding in the absence of feedback. 
In Schober's (1995) study, however, speakers often take the perspective of their 
communication partner although there is the possibility of feedback. Moreover, after 
exchanging roles as instructor and instructee, speakers try to take the other's 
perspective as often as these have taken theirs. Finally, speakers' use of spatial 
instructions independent of particular viewpoints increases in these dialogues. 
Schober (1998) therefore argues that speakers are generally orienting towards the 
principle of ease in communication as a collaborative effort. 

While these results point to partner-specific effects due to interaction, there are 
also results that show that the users' recipient design, their adapting their utterances to 
the expected needs of their communication partner (Sacks et al. 1974), influences the 
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spatial choices made. Schegloff (1972), for instance, has shown that speakers may 
carry out extensive membership analyses in order to formulate a spatial description, 
that is, they try to determine the categories their addressee belongs to in order to infer 
the level of knowledge they can rely on in their spatial description. Similarly, Fischer 
and Bateman (2006) show that in human-robot communication speakers ask 
clarification questions particularly on these issues. Speakers' attribution of knowledge 
to their communication partner is furthermore apparent in Schober (2005) who shows 
that depending on the spatial capabilities of their addressees, speakers adapt to their 
communication partners. Moreover, Fischer (2005) shows that the choice of 
perspective in human-robot interaction depends crucially on what speakers believe the 
robot to be able to do. A linguistically skilful robot obviously creates a different, more 
complicated image than a robot that does not display any linguistic knowledge. The 
speakers' choice of perspective in these dialogues therefore depended essentially on 
the users' partner model.  

What is still open, however, is the exact nature of the relationship between partner 
model, concept of the situation, external variables, and the spatial language chosen. My 
procedure here will be to analyse corpora of human-robot dialogues that differ only with 
respect to a single variable, namely the robot appearance. Human-robot dialogues, in 
contrast to natural dialogues among humans, have the advantage that the role of the 
addressee, the robot, can be investigated in much more detail than it can be done with 
humans since we can control the situations completely and vary only one variable at a 
time. Robots can moreover be manipulated far more easily than humans can be. Human-
robot interaction, in contrast to human-to-human communication, allows therefore the 
identification of the parameters that speakers take into account when choosing their 
language for their particular communication partner (Fischer, 2003). 

2   Method and Data 

In the framework of the I1-project in the SFB/TR8 in Bremen, we elicit human-robot 
interaction data in scenarios that differ only with respect to single parameters. On the 
basis of the data elicited, we determine the influence of each parameter on the users’ 
linguistic choices, and identify correlations in users’ choices in order to predict 
behaviour on the basis of non-intrusive user models. The corpora used in this study 
are dialogues in which only the robot appearance is varied, and all other factors are 
kept constant. In the methodology employed here (Fischer, 2003), the comparability 
and control of the situation is achieved by keeping the robot behaviour constant. That 
is, the robot's behavioural (and, in other corpora, verbal) output is based on a fixed 
schema which is the same for all dialogues and across corpora. In this way, not only 
are all speakers confronted with exactly the same situation. The methodology also 
allows us to investigate speakers' concepts of their (artificial) communication partner. 
Because of the fixed schema that is causally unrelated to the speakers' actual linguistic 
behaviour, the speakers' sense-making efforts cannot be attributed to particular 
features or misbehaviours of a particular robot, but they have to be understood as 
arising from the speakers' own cognitive models of the situation, including their 
communication partner.  
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For example, if the speaker after a miscommunication (which is of course frequent if 
the robot does not really react to the speakers' utterances) uses a different descriptive 
term for the goal object, she displays that she holds the problem to be due to the robot's 
limited lexicon. If she switches to another reference system, she displays that she 
believes the reference system to be possibly inappropriate in this situation. That is, the 
original utterance and its reformulation serve as solutions to the same communicative 
task, and the second choice is based on an analysis what may have gone wrong in the 
previous turn, depending on the speaker’s concept of the communication partner. 
Admittedly, a single instance of a particular linguistic choice may be attributed to many 
other factors as well; it is the systematicity and the repeatedness both for the same 
speaker and between speakers that allow the conclusion that we are observing the users’ 
strategies depending on their concepts of their communication partner. To conclude, the 
design allows the identification of the explanatory models speakers build up to make 

sense out of the human-robot situation 
(Fischer, 2003). 

Finally, the frequent impression of mis-
communication encourages speakers to employ 
more than one linguistic strategy. If speakers are 
immediately successful, they have been found 
to stick to this strategy (Moratz et al., 2001, 
Fischer, 2006). This would however yield very 
uninteresting data to us. Instead, the speakers' 
reformulations are particularly revealing 
concerning the participants' concepts of the 
communication partner and their understanding 
of the situation. 

The dialogues discussed here differ 
only with respect to the robot 
addressed. The first robot used was 
Sony's Aibo, a commercially available 
robot which looks like a little dog (see 
Fig. 1). The second robot has been built by Frank Kirchner and colleagues at the 
University of Bremen (e.g. Spenneberg and Kirchner, 2002) and looks like a metal 
spider (see Figure 2). The third robot used is another commercially available 
experimental robotic platform, the Pioneer (see Fig. 3).  

Procedure. The task users had to fulfil was to verbally instruct the robot to move to 
particular goal objects, pointed at by the experimenter. The objects, as well as the 
robot, were placed on the floor in front of the participants in various spatial 
 

 

Fig. 2. Scorpion 

 

Fig. 1. Aibo 
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configurations, changed during the 
experiment. Pointing was used in order 
to avoid prompting the participant with 
particular spatial descript-ions. Most 
tasks involved a single goal object, one 
task involved a sequence of several 
objects to which the robot had to go. 
After two tasks, which took up about 
two thirds of the time per dialogue, the 
experimenter told each speaker that she 
was allowed to refer to the objects 
directly. This prompt was meant to 
investigate the speakers’ willingness to 
change their instructions, given their 
previous experience with the robot. The 
robot was steered by a student employee 
behind a screen according to a fixed 
schema of robot behaviours (Fraser & 
Gilbert, 1991). After the recording, 
speakers filled out a questionnaire in 
which they were asked whether they had 
believed that they were talking to a real 
robot, which all of them acknowledged.  

Participants. Participants were 66 German students from the University of Bremen 
of whom 12 interacted with Aibo, 21 with Scorpion, and 33 with Pioneer. Each 
participant interacted with just one robot, going through all task, which are defined by 
the various spatial configurations that we tested. Thus, all received prompts after the 
second task, and all filled out questionnaires at the end of the session. The instruction 
was simply to make the robot move to the objects pointed at by the experimenter. The 
prompt was ‘oh, by the way, you may refer to the objects directly’.  

The data elicitation conditions can thus be summarised as follows: 

 66 German human-robot dialogues 
 12 dialogues with Aibo, a dog-like pet robot 
 21 dialogues with Scorpion, a huge metal insect (e.g. Spenneberg 

and Kirchner, 2002) 
 33 dialogues with Pioneer, a car- or box-like robot  

 Task: to instruct the robot verbally to move to particular goal objects 
 Robot behaviour: according to fixed schema of behaviours, independent of 

the speakers' utterances ('Wizard-of-Oz' scenario) 
 after two tasks (after about 10 minutes of interaction), speakers were 

prompted that they can use object-based descriptions 

The statistical analysis ANOVA was carried out using the Statistica software 
package. 

 

Fig. 1. Pioneer 
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Data Coding. The users’ linguistic behaviour in the first two tasks, before the 
prompt, were coded in the following way:  

– different types of spatial instruction, in particular, path- versus object-based 
instructions; that is, the speakers’ linguistic behaviour in the first two tasks, before 
the prompt, was analysed with respect to consistent use of path-based instructions, 
such as ‘move left’, consistent use of goal-based instructions in which the 
participants name an object, such as ‘go to the left bowl’, or mixed usage; 

– different degrees of emotional expression as evidenced by the use of 
interjections, partner-oriented signals and displays of interpersonal relationship, 
like my friend; 

– different types and amounts of feedback, for instance, whether the speaker used 
feedback signals, like okay, explicit evaluations, like good job, and the use of 
character traits, e.g. good boy; 

– different assumptions of competence; here, we coded the amount of structuring 
cues (see also Fischer & Bateman, 2006), distinguishing between implicit, for 
instance, now, and explicit, for instance, first of all, the next step, structuring cues 
as well as task overviews. Moreover, we coded different types of intensifiers, in 
particular, colloquial, for example, slightly, versus technical, for instance, 30 
degrees, and metaphorical, for example, sharp, intensification. Finally, we 
investigated the abstractness of object descriptions, for example, whether users 
employed abstract terms, such as object or obstacle, or whether they used basic-
level terminology, for instance, bowl; 

– different displays of relationship between the communication partners, for 
instance, with respect to anthro- and zoomorphisation, politeness, e.g. the use of 
please and thank you, reference to the robot, for instance as robot and it or as he, 
and the sentence mood chosen, in particular, whether no verb is used or whether 
the verb is in the infinitive and thus no assertion about the relationship is made, or 
whether the imperative is chosen or other linguistic forms, for example, the 
declarative or complex modal constructions; 

– different intonation contours, indicating either different degrees of certainty and 
assertiveness or different degrees of interactivity. That is, rising intonation 
contours have been suggested to indicate lack of certainty (Lakoff, 1972), or to 
function as a device to increase interactivity and to encourage the partner to 
contribute to the conversation (Fishman, 1983).  Thus, spatial instructions were 
coded for whether prosodic delivery was overwhelmingly with rising, falling, or 
level intonation contour, or whether it was mixed; 

– different displays of the concept of the human-robot interaction situation as 
evidenced by the dialogue beginning, in particular, whether the speakers begin 
the interaction with a greeting or whether they immediately proceed to an 
instruction. 

3   Hypotheses 

There is ubiquitous research showing that speakers orient at their communication 
partners’ appearance when formulating their utterances. Not only Schegloff’s (1972) 
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 findings on membership analysis make us expect that speakers will use every clue 
possible to create models of their artificial communication partners that help them 
make their linguistic choices; also Roche (1989), for instance, has shown that 
appearance is a crucial factor in intercultural communication. Moreover, results by 
Nass and colleagues (Nass and Moon, 2000; Nass and Brave, 2005) show that users 
transfer knowledge from the source domain of human social interaction to human-
computer interaction. All these findings make us expect that the spatial language 
directed at robots that differ in appearance will differ considerably. The hypothesis 
investigated here is thus that the users' spatial instruction strategies should crucially 
depend on their concepts of their artificial communication partner, which in turn 
should be influenced by the appearance of the robot. The analysis should thus 
concentrate not only on the spatial language features themselves, but also on evidence 
of the users' concepts of their communication partner as apparent from other linguistic 
choices. The prediction, based on previous findings, is thus that the linguistic features 
outlined will be distributed differently in the different corpora.  

Besides the prediction that the users’ linguistic behaviour will differ significantly 
in general, we may furthermore try to identify in more detail what the speakers’ 
concepts are determined by. In particular, we may ask whether the users’ attributing 
properties to robots takes place on the basis of analogies from the source domains of 
the robots, i.e. the animal kingdom and, for example, toy cars. If this is the case, it can 
be predicted that with respect to the features analysed, users will ascribe more 
competence to a more technically appearing system, here the Pioneer, compared to 
robots whose source domains are from the animal kingdom. Correspondingly, spatial 
instruction strategies, structuring cues, intensifiers, and object-naming strategies may 
be distributed differently for the three robots, such that Pioneer is trusted with a 
higher competence and Aibo and Scorpion with a lower degree of competence. 

In contrast, those features pointing to stronger interpersonal and emotional 
relationships between speaker and robot should be higher for Aibo and possibly the 
Scorpion than for Pioneer. Thus, if speakers make use of properties of the source 
domains, one may expect more zoomorphisation for Aibo and Scorpion than for 
Pioneer, more instances of personifying references to the robot for Aibo and Scorpion 
than for Pioneer, more feedback, more emotional expression, more interactivity with 
Aibo and Scorpion, as evidenced by the prosodic delivery of the instruction, and more 
interpersonal information in the sentence mood and in the dialogue beginning. 

4   Results 

4.1   General Results 

The first result is that without extra information, speakers consistently used only 
partner-centred instructions; that is, they exclusively took the robot's perspective, 
sometimes even getting up from their chair to turn into the direction which the robot 
was facing in order to identify the reference frame from the robot’s point of view. 
Exceptions are the few goal object-based descriptions, in which the reference frame 
was often group-based. Thus, the spatial instruction style found was in 42.4% of all 
cases exclusively, and in 77.2% mostly, path-based. After the prompt, that speakers 
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may also refer to the objects directly, however, 79% switched to object-based 
descriptions, most of which were group-based, which shows that speakers generally 
prefr this instruction strategy, yet did not initially believe it to be useful in the human-
robot situation. The spectrum of spatial strategies taken throughout the dialogues 
comprises: 

 

path-based go right 
goal-based the bowl on the right (meaning the robot's right) 
group-based  to the bowl in the middle (meaning in the middle  

   of a group of objects) 

4.2   The Role of the Robot 

The analysis of variance shows that there are significant differences with respect to 
spatial instruction strategies between the corpora (F=11.08; df=2; p < 0.002). In 
particular, post hoc analyses show that whereas spatial instruction for Aibo is mainly 
path-based, the numbers of object-based instructions is considerably higher for 
Pioneer and Scorpion than for Aibo (see Figure 4).  

 

 
Fig. 2. Percentages of Spatial Instruction Strategies Used for the three Robots 

 
The t-test (one-tailed) reveals that users employed significantly more higher-level 

(object-based) spatial instructions for Pioneer than for either Aibo or Scorpion. That 
is, Aibo and Scorpion are addressed with similar, very basic constructions, whereas 
Pioneer is addressed in a more elaborate way. Details are shown in the Table 2: 
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Table 2. Differences in Spatial Instruction 
 

robot Aibo Scorpion Pioneer 

Aibo - n.s. p<0.003 

Scorpion  - p<0.07 

Pioneer   - 

 
Furthermore, the choice of intensifiers differed for the different robots (F=3.877; 

df=3; p < 0.03). The four different types of intensifiers identified in the corpora were 
technical, such as 30 degrees to the right, colloquial, such as slightly, metaphorical, 
such as sharp, or none at all (see Fig. 5).   

 

 
Fig. 3. Percentages of Intensifier Types Chosen for the three Robots 

Post-hoc analysis by means of the t-test shows that users employed significantly 
more intensification for Pioneer than for either Aibo or Scorpion. That is, again Aibo 
and Scorpion are addressed in similar, more restricted ways, whereas Pioneer is 
addressed in a more elaborate way. Details are shown in the Table 3: 

Table 3. Differences in Intensification 
 

robot Aibo Scorpion Pioneer 

Aibo - n.s. p=0.09 

Scorpion  - n.s. 

Pioneer   - 
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Furthermore, the prosodic delivery was revealed to be significantly (F=15.1488; 
df=1; p < 0.01) different for the three robots. In particular, post-hoc analysis shows 
that speakers delivered their spatial instructions for Aibo with falling intonation 
contours, while for  Pioneer they employed rising intonation contours, see Table 4. 
Scorpion is somewhat in the middle, since it also differs significantly from the 
Pioneer, but with a statistical tendency for a difference with Aibo as well. 

 
Table 4. Differences in Intonation Contours 

 
robot Aibo Scorpion Pioneer 

Aibo - p=0.11 p<0.0002

Scorpion  - p<0.003 

Pioneer   - 

Unfortunately, this result is difficult to interpret due to the multifunctionality of 
intonation in discourse. Thus, a rising intonation contour may express uncertainty, in 
this case supporting the hypothesis that speakers orient more to the ‘devicehood’ of 
the more mechanically appearing robots Scorpion and Pioneer, suggesting that users 
are uncertain about communicating with such technical devices. However, rising 
intonation also has the function of encouraging interactive negotiation, and thus it 
could be argued that speakers are more interactive with Pioneer and Scorpion. Finally, 
also the source domain hypothesis cannot be ruled out completely since with dogs we 
are used to use falling intonation contours.  

The most striking result however is that contrary to expectations, regarding all 
other variables investigated none turned out to be significantly different. In particular, 
none of the variables emotional expression, feedback, structuring cues, object 
abstractness, zoomorphisation, politeness, reference to the robot, grammatical 
mood or greeting yielded statistical differences between the corpora. This is 
particularly surprising for the amount of zoomorphisation, which should be higher for 
zoomorph robots like Aibo and Scorpion, yet speakers turned out to use similar 
conceptualisations for the Pioneer, for example: 

 
(1) P110: den mag er besonders gern nicht? -- (laughter), den hat er zum fressen 

gern, (laughter) (breathing) [this one he likes best, doesn’t he? (laughter), he 
could eat it alive (laughter)] [ol4,box2]  

 
Thus, many factors related to the attribution of competence and emotionality 

regarding interactional management and interpersonal relationship were not 
influenced by the appearance of the robots. 

4.3   The Role of External Variables: Gender 

Investigating the corpora further for other relevant factors reveals that classical 
sociolinguistic variables are of some influence. The speaker variable gender turned 
out to be the most relevant regarding some of the variables suspected to be involved 
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in different displays of relationship between human and robot. Thus, reference to the 
robot (F=5.3216; df=1; p < 0.03), politeness (F=5.7493; df=1; p < 0.03) and 
emotionality (F=3.3604; df=3; p < 0.02) were significantly influenced by the 
speakers' sex, such that men referred to the robot less often in general, and less often 
in an zoomorphised way, i.e. by using he or boy, for instance. Furthermore, men were 
found to use fewer interjections and contact signals and fewer politeness items, such 
as thank you or please. 

Moreover, a linguistic feature showing different degrees of competence ascribed to 
the robot, the choice of object-naming strategies, was also found to be essentially 
gender-specific (F=5.3722; df=2; p < 0.01). In particular, women used more concrete 
object descriptions, such as bowl, glass, pot, instead of abstract terms, such as object 
or obstacle.  

4.4   The Role of Participants’ Concepts of the Communication Situation 

The users' choice of dialogue beginning, which is suspected to indicate the speakers' 
concept of what the particular human-robot interaction situation consists in (see 
Fischer 2006ab), proved to be influential for the choice of structuring cues 
(F=3.12678; df=3; p < 0.04). That is, speakers who greeted the robot in some way or 
other were more inclined to use structuring cues, such as next, then, or even to give 
descriptions of the spatial scene, e.g. vor Dir sind drei blaue Schälchen zu sehen – 
fahr mal zu dem mittleren. – blauen Schälchen [in front of you are three small blue 
bowls. why don’t you drive to the middle – blue bowl.], than those who immediately 
start the dialogue with a spatial instruction. Thus, the use of a greeting at the dialogue 
beginning correlates with attributions of higher linguistic, perceptual, and cognitive 
competence. 
 

 
Fig. 4. Percentages of Sentence Mood Used by Speakers who Begin the Dialogues with a 
Greeting versus with a Task-oriented Instruction 
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Moreover, the users’ dialogue beginnings also correlate with their choice of 
sentence mood (F=6.426; df=2; p < 0.003). That is, speakers who greet the system are 
more likely to use a verb in their spatial instruction (instead of using only spatial 
terms, for instance, right, straight) and to employ grammatical mood that expresses an 
interpersonal relationship between speaker and hearer, such as the imperative, the 
declarative mood or even complex modal constructions, such as why don’t you in the 
example above. In contrast, speakers who begin their dialogues with a spatial 
instruction are more likely to use the infinitive, the imperative, or no verb at all (see 
Figure 6). 

5   Discussion 

Human-robot interaction constitutes for most speakers a very unusual communication 
situation, and thus it could have been expected that speakers use all information 
available to them from the robot to design their utterances for their unfamiliar 
communication partner. Accordingly, Nass and Brave (2005) have found that 
speakers employ the cues given by the voice of human-computer interfaces to infer 
properties of their communication partner. They propose that people mindlessly 
transfer knowledge about human social actors to human-computer interfaces (see also 
Nass and Moon 2000). Starting from this hypothesis I expected that users in our 
human-robot dialogues would transfer many properties of the robot source domain to 
the verbal interaction. However, this was the case only to a very limited degree. 
Indeed the spatial instruction strategies were adapted to the particular robot such that 
the pet robot Aibo and the Scorpion were addressed in a very low-level style of spatial 
instruction and with no or only colloquial intensification. Moreover, Aibo and 
Scorpion were found found to be addressed with falling intonation, in contrast to the 
Pioneer, which may correspond to the fact that one orders dogs to go somewhere, 
rather than to ask them; however, it may also be related to uncertainty in the 
communication with artificial communication partners, Pioneer being more ‘robotic’ 
in its appearance than Aibo. 

However, if the source domain was what mattered the most, a Scorpion would 
probably not be hypothesised to be as intelligent as a dog. Indeed, Scorpion was 
addressed with instructions at the same level as Aibo and with similar amounts of 
technical and metaphorical means of intensification.   

Moreover, due to the fact that Aibo is a pet robot, emotional expression and 
zoomorphisation would have been expectable to a higher degree if users really 
mindlessly transferred properties of human-dog communication to human-Aibo 
interaction. However, the most important influencing factor here was gender, not the 
difference between Aibo versus Scorpion or Pioneer. 

Finally, if the source domains mattered that much, also other linguistic properties 
should have been influenced by the appearance of the robots. Instead, only three 
linguistic properties, spatial instruction, intonation contour and intensification, were 
found to differ significantly between the robots, whereas most features relevant in the 
interpersonal relationship and the attribution of competence to the robot were not 
affected. 
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The explanation for these findings, I propose, can be found in the fact that in the 
dialogues investigated here, speakers are talking to an artificial communication 
partner more than to anything else. The hypothesis would thus be that instead of 
relying on cues from the source domains doghood, scorpionhood or technical 
devicehood for the three robots, I want to suggest that the speakers in fact reacted to 
different degrees of artificialness of the robots, which in turn influences the definition 
of the human-robot situation in general.  

Moreover, in the English data recorded in the project under the same conditions, 
none of the linguistic features investigated differed significantly for the three robots 
(Fischer, forthcoming), not even instructional strategy and intensification. This may 
be partly due to the fact that there we used the same speakers for all three robots, 
although recording took place at least three months apart. However, the lack of 
differences fits the overall picture very well, indicating a rather weak role of the 
appearance of the robot. However, also in the English data, the linguistic choices 
users made correlated significantly with the dialogue beginnings, as it was found for 
the data analysed here with respect to structuring cues and grammatical mood. Thus, 
structuring cues and sentence mood, variables that had been suspected to be related to 
ascribed competence of the communication partner and the interpersonal relationship 
respectively, have been found to be determined by the way speakers conceptualise the 
communication situation as it is apparent from their way of opening the dialogue. 
This is in line with previous findings in human-robot and human-computer communi-
cation, which show that the speakers’ own perception of the communication situation 
determines the linguistic properties of their utterances, e.g. the use of clarification 
questions (Fischer and Bateman 2006), the reaction to situations of misunderstanding 
(Fischer 2006a, Fischer and Wilde 2005), the prosodic delivery of utterances 
(Fischer 2006a), as well as cooperative and uncooperative conversational strategies 
(Fischer 2006a). With respect to these linguistic strategies it was found that they can 
be significantly related to the users’ conceptual models of the communication 
situation as either managing a technical tool or as pretending to enter a conversation 
with the artificial communication partner (see also Fischer 2006b). 

Considering the relationship between partner model, concept of the situation, 
external variables, and the spatial language chosen, we can conclude that all three 
play a role in the formulation of spatial utterances. While the concepts evoked by the 
particular robots interact with concepts of the human-robot communication situation 
in general, and in particular with the concept of the robot as human-like or tool-like, 
in creating a model of the partner with respect to its capabilities, external factors, here 
gender, also play a decisive role with respect to interpersonal factors of human-robot 
interaction.   

References 

Clark, H.H., Wilkes-Gibbs, D.: Referring as a collaborative process. Cognition 22, 1–39 (1986) 
Fischer, K.: Linguistic Methods for Investigating Concepts in Use. In: Stolz, T., Kolbe, K. 

(eds.) Methodologie in der Linguistik. Frankfurt a.M.: Peter Lang (2003) 
Fischer, K.: Discourse Conditions for Spatial Perspective Taking. In: Proceedings of the 

Workshop on Spatial Language and Dialogue, WoSLaD, Delmenhorst (October 2005) 



 The Role of Users' Concepts of the Robot in Human-Robot Spatial Instruction 89 

Kerstin, F.: What Computer Talk Is and Isn’t. Human-Computer Conversation as Intercultural 
Communication. Saarbr (2006a) 

Fischer, K.: The Role of Users’ Preconceptions in Talking to Computers and Robots. In: 
Proceedings of the Workshop on How People Talk to Computers, Robots, and other 
Artificial Communication Partners, Delmenhorst (April 21-23, 2006) (2006b) 

Kerstin, F.: (forthcoming): Talking for an Addressee. Alignment, Recipient Design and 
Interaction in So-called Simplified Registers. Habilitation Thesis, University of Bremen 

Fischer, K., Wilde, R.: Methoden zur Analyse interaktiver Bedeutungskonstitution. In: 
Ueckmann, N. (ed.) Von der Wirklichkeit zur Wissenschaft: Aktuelle Forschungsmethoden 
in den Sprach-, Literatur- und Kulturwissenschaften. Hamburg: LIT (2005) 

Fischer, K., Bateman, J.A.: Keeping the initiative: An empirically motivated approach to 
predicting user-initiated dialogue contributions in HCI. In: Proceedings of EACL 2006, 
Trento, Italy (2006) 

Fishman, P.: Interaction: The work women do. Social Problems 25, 397–406 (1978) 
Fraser, N., Gilbert, G.N.: Simulating Speech Systems. Computer Speech and Language 5, 81–

99 (1991) 
Theo, H., Joachim, G.: Sprechen. Psychologie der Sprachproduktion. Heidelberg: Spektrum 

(1994) 
Lakoff, R.: Language and Woman’s Place. Oxford University Press, Oxford (1975) 
Moratz, R., Fischer, K., Tenbrink, T.: Cognitive Modelling of Spatial Reference for Human-

Robot Interaction. International Journal on Artificial Intelligence Tools 10(4), 589–611 
(2001) 

Nass, C., Brave, S.: Wired for Speech: How Voice Activates and Advances the Human-
Computer Relationship. MIT Press, Cambridge, MA (2005) 

Nass, C., Moon, Y.: Machines and mindlessness: Social responses to computers. Journal of 
Social Issues 56(1), 81–103 (2000) 

Jörg, R.: Xenolekte. Struktur und Variation im Deutsch gegenüber Ausländern. Berlin/New 
York, de Gruyter (1989) 

Sacks, H., Schegloff, E.A., Jefferson, G.: A Simplest Systematics for the Organization of Turn-
Taking for Conversation. Language 50, 696–735 (1974) 

Schegloff, E.A.: Notes on a Conversational Practice: Formulating Place. In: Sudnow, D.N. (ed.) 
Studies in Social Interaction, pp. 75–119. The Free Press, New York: MacMillan (1972) 

Schober, M.F.: Spatial Perspective-taking in Conversation. Cognition 47, 1–24 (1993) 
Schober, M.F.: Speakers, Addressees, and Frames of Reference: Whose Effort Is Minimized in 

Conversations about Locations? Discourse Processes 20, 219–247 (1995) 
Schober, M.F.: How Addressees Affect Spatial Perspective Choice in Dialogue. In: Olivier, P., 

Gapp, K.-P. (eds.) Representation and Processing of Spatial Expressions, pp. 231–245. 
Erlbaum, London (1998) 

Schober, M.F.: Spatial Dialogue between Speakers with Mismatched Abilities. In: Proceedings 
of the Workshop on Spatial Language and Dialogue, WoSLaD, Delmenhorst (October 2005) 

Spenneberg, D., Kirchner, F.: Scorpion: A Biomimetic Walking Robot. In: Robotik 2002. VDI-
Bericht, vol. 1679, pp. 677–682 (2002) 

Thora, T.: Localising objects and events: Discoursal applicability conditions for spatiotemporal 
expressions in English and German. PhD Thesis, University of Bremen (2005) 

von Stutterheim, C., Kohlmann, U.: Selective Hearer-Adaptation. Linguistics 36(3), 517–549 
(1998) 



T. Barkowsky et al. (Eds.): Spatial Cognition V, LNAI 4387, pp. 90–106, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Collaborative Assistance with Spatio-temporal  
Planning Problems 

Inessa Seifert 

SFB/TR 8 Spatial Cognition, Universität Bremen, Germany 
seifert@sfbtr8.uni-bremen.de 

Abstract. The paper describes a collaborative assistance approach with spatio-
temporal planning, which requires user’s active participation in the problem 
solving task. The proposed collaborative assistance system operates on a re-
gion-based representation structure, which allows for partial specification of 
constraints at different levels of granularity. Weakly specified constraints con-
tribute on the one hand to high computational complexity when generating 
alternative solutions and on the other hand to large solution spaces.  The paper 
introduces Partial Order, Neighboring Regions and Partial Order of Neighbor-
ing Regions heuristics, which allow for pruning of significant parts of the 
search space, and produce hierarchical structuring of the solution space. Result-
ing hierarchical organization of the solution space reflects human mental proc-
essing of geographic information. To reduce cognitive load during observation 
of solution space, filtering of certain aspects, set-oriented structuring and case-
based reasoning approaches are introduced. 

1   Introduction 

Nowadays, geographic information systems (GIS) provide meta-information about 
geographic regions and locations and make it possible to associate specific properties, 
such as points of interest (e.g., national parks, museums or sightseeing attractions) 
with the topological data, i.e., how locations are connected with each other. Such in-
formation provides a basis for assistance with spatial problems like spatio-temporal 
planning, i.e., planning of an individual journey or a city tour.  

When planning a journey through an unfamiliar environment, travelers have to 
make a decision on what they are going to do, i.e., specify a set of activities. Along 
with the question what, they have to decide where the activities take place. Since the 
most of the interesting places and attractions are distributed around a country or a 
city, the corresponding locations have to be grouped together, to reduce the time for 
traveling from one place to another. Furthermore, journeys are usually constrained in 
time, so that journey planners have to fix the durations of their activities and put them 
into a feasible temporal order. Yet, especially in the early planning stage the informa-
tion on what, when and where is known only partially and is available at different lev-
els of granularity.  

Planning individual journey involves not only dealing with spatial and temporal 
constraints, but also traveler’s background knowledge, personal preferences, moods 
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or even emotions. Common approaches utilize user modeling and personalization 
techniques, for generation of personalized tour plans (e.g., McGinty & Smith, 2002). 
However, the main disadvantage of the personalized tour generation is an exclusion of 
user’s active participation in the process of planning. In doing so, the generated tours 
are difficult or even impossible to change.  

The paper describes a collaborative assistance approach with spatio-temporal plan-
ning, which requires user’s active participation in the problem solving task (Schlieder 
& Hagen, 2000). Since spatio-temporal planning task is now shared between an artifi-
cial assistance system and a user, the problem domain is separated into hard spatio-
temporal constraints, for example specific locations and temporal order of activities, 
and soft constraints, for example, personal preferences. An assistance system supplies 
a user with alternative solutions, which fulfill the specified hard constraints. Depend-
ing on the knowledge available at the beginning of a planning process, user’s input 
can be underspecified. Dealing with a weakly specified user input, we face two prob-
lems: (a) underspecified spatio-temporal constraints contribute to a high computa-
tional complexity when generating alternative solutions; (b) the resulting solution 
space is considerably large, so that observation of all possible generated solutions be-
comes a cognitively demanding task (Knauff et al., 2002).  

In order to attack the computational complexity of spatial planning problems, the 
state of the art artificial spatial systems utilize hierarchical representation of spatial 
knowledge (e.g., Chown, 2000; Kuipers, 2000; Leiser & Zilberschatz, 1989). On the 
other hand, series of psychological experiments have shown that mental processing of 
geographical information is also hierarchical (Hirtle & Heidorn, 1993; Tversky, 1993; 
Hirtle, 1998). In our recent work (Seifert et al., 2007), we have introduced a  
region-based representation structure, which aims at providing correspondence be-
tween hierarchies in human mind and a spatial assistance system. Due to the hierar-
chical organization, the proposed region-based representation structure allows for 
specification of spatial constraints at different levels of granularity, and facilitates the 
generation of alternative solutions. 

In the scope of this paper, the conceptual model of the proposed region-based rep-
resentation structure is going to be refined. The paper addresses the cognitively 
motivated principles for structuring of the spatio-temporal problem domain as well as 
of resulting solution space. The proposed principles aim at reducing the cognitive load 
during collaborative search for a solution.  

The paper describes a prototypical implementation of the region-based representa-
tion structure, which is demonstrated by means of an example for planning of an  
individual journey to the US state California. The example setting shows how the in-
troduced cognitively motivated structuring principles can be applied to a large-scale 
environment. Furthermore, the paper illustrates how users can specify constraints at 
different levels of granularity and which kind of solutions can be generated as a result.  

To deal with weakly specified user’s input, several heuristics are introduced, which 
allow for pruning significant parts of the problem space. The paper includes an 
evaluation of the prototypical implementation of a PROLOG-based constraint solver, 
considering underspecified constraints, proposed heuristics, computing time, and 
number of alternative solutions. Subsequently, set-oriented principles for structuring 
of the solution space will be introduced. 
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Furthermore, the region-based representation structure allows for case-based rea-
soning. In doing so, a user can be provided with an already assembled tour (a pre-
compiled solution), which can be modified at different levels of granularity and easily 
adapted to her personal preferences.  

The paper ends with an outlook, as well as a set of open question, which require 
further interdisciplinary research in the field of spatial cognition. 

In the next section I’m going to outline the characteristics of the spatio-temporal 
problem domain and put them into the terminology of computer science/artificial in-
telligence. 

2   Characteristics of the Spatio-temporal Problem Domain 

Spatio-temporal planning aims at selecting activities and putting them into a feasible 
order under consideration of temporal and spatial constraints. Along with the hard 
spatio-temporal constraints planning an individual journey encompasses soft con-
straints like personal preferences, interests, moods and emotions. Usually, concrete 
requirements on the course of a journey are not known from the very beginning, but 
rather become formed during the process of planning. Furthermore, journey plans are 
often ambiguous, i.e., many things are left un- or underspecified, in order to account 
for further changes in the future. In the following, I refer to the recent explorations 
studies, which address the problems of tourists in unfamiliar environments (Brown, 
2007). The analysis of the studies is focused on the pre-visiting of unfamiliar envi-
ronments, and is taken from the reasoning and knowledge representation point of 
view. 

2.1   Initial Problem State 

Trips to foreign countries are planned by using external media like traveling guides, 
various information resources on the Internet and geographic maps. The details on 
what and where are often available at different levels of granularity, for example, 
sightseeing in specific parts of a city or a country, hiking in national parks, skiing in 
mountains, or swimming at a see coast. The question when is expressed qualitatively, 
i.e., more as a feasible temporal order of activities (e.g., sightseeing before swimming 
at a see coast), and less in precise points in time.  

2.2   Underspecified Spatial and Temporal (Hard) Constraints 

Usually, journeys are constrained in time. Temporal constraints include the duration 
of the whole journey as well as durations and temporal order of activities, which take 
place during the journey. Spatial constraints encompass particular places or regions 
and the distances between them. Travelers usually allocate the days they spend to 
some particular locations, leaving many things unspecified, for example, when ex-
actly they visit each location and which kinds of activity, in the following denoted as 
activity types, they pursue there. 
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2.3   Soft Constraints 

Soft constraints, like personal preferences, interests, moods or emotions, play a cru-
cial part in the selection of appropriate locations and activity types (i.e., where and 
what to do). Also constraints which consider diversity of locations are very individ-
ual: traveler’s preferences may vary from seeing as many tourist attractions as possi-
ble, to preferring so called insider tips, which are situated in the most cases aside of 
the major tourist attractions (i.e., where). Temporal constraints together with specific 
activity types also may depend on individual preferences, like shopping on Saturdays.  

2.4   Goals Are Open-Ended 

Traveling is for leisure. There are no hard criteria for an optimal solution, no overall 
goal, it is open ended. There are no particular optimization criteria, since walking in 
the streets and enjoying the “street life” may be one of the most enjoyable parts of a 
journey. Finally, most of the tourist plans are ‘good enough’ and deliberately ambigu-
ous so that they can take into account future contingencies. 

2.5   Clustering of Multiple Target Locations  

In order to avoid spending too much time for traveling between places, journey plan-
ners group together attractions which are close together, or pick up an area with more 
than one potential facility, for example, restaurants.   

2.6   Case-Based Reasoning 

Dealing with a huge amount of the information accessible from various information 
resources, travelers often help themselves by copying plans and tours of those people, 
who have already been to that places, and refine them with their own modifications. 

2.7   Planning a Journey Is an Ill-Structured Problem 

Since there is no well-defined initial state, no well-defined optimization function, and 
no particular goal state, planning an individual journey through a foreign country is an 
ill-structured problem (Simon, 1973). 

3   A Collaborative Assistance Approach 

The term of collaborative assistance has been introduced by Schlieder & Hagen 
(2000). A collaborative approach allows for computational support with ill-structured 
problems, where constraints can be formalized only partially. A collaborative  
assistance system accompanies a mental problem solving process, by sharing it be-
tween a human and a computational constraint solver. To enable such joint problem 
solving process, the problem domain is separated into hard and soft constraints.  An 
assistance system generates a set of solutions, which fulfill the hard constraints. Sub-
sequently, a user examines the generated solution space and applies her personal crite-
ria regarding the solution quality, i.e., soft constraints, which can not be outsourced to 
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a computational constraint solver. An assistance system provides users with opera-
tions, which allow for refinement and modification of constraints, in order to obtain 
new improved solutions. Finally, the joint problem solving task can be seen as an in-
teraction cycle (see Figure 1). 
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Fig. 1. Interaction cycle 

The interaction cycle starts with the observation of the problem domain (1) and 
subsequent specification of initial constraints (2), which are used by an assistance 
system for generation of alternative solutions (3). Depending on how many and how 
precise the initial constraints are specified, the resulting solution space may become 
considerably large. In order to facilitate mental co-processing during collaborative 
problem solving, the assistance system should take into consideration the specifics of 
mental processing of the domain knowledge. During the observation of the solution 
space, a user can make a decision on her personal preferences regarding the quality of 
solution. In doing so, the solutions space becomes again a problem space (1). A user 
specifies new constraints, or modifies and relaxes the existing constraints (2), so that 
an assistance system can generate new improved solutions (3).  

From the characteristics of the spatio-temporal problem domain, introduced in the 
previous section, the requirements on collaborative spatio-temporal planning assis-
tance can be summarized as follows. The assistance system should: 

1. Provide a representation of an unfamiliar large-scale environment, which facili-
tates the observation of the problem space.  

2. Allow for input of underspecified spatio-temporal constraints at different levels 
of granularity,  

3. Generate alternative solutions, 
4. Provide users with skilful operations which facilitate the observation of the solu-

tion space and allow for identifying the specifics of a particular solution or sets of 
solutions, 

5. Allow for refinement of the solution space by introducing further constraints, i.e., 
constraint specification, 

6. Allow for relaxation and modification of constraints of a pre-compiled spatio-
temporal configuration in order to obtain new solutions, i.e., case-based reasoning. 
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In the following, a conceptual model of the region-based representation structure is 
going to be introduced together with the cognitively motivated principles for structur-
ing of unfamiliar large-scale environments. 

4   Region-Based Representation Structure 

In our recent work (Seifert et. al., 2007), we introduced a region-based representation 
structure, which represents a spatial hierarchy, consisting from locations, activity re-
gions1, super-ordinate regions, nodes and paths. 

The problem space is structured hierarchically into regions using the cognitive phe-
nomena of regionalization (Montello, 2003) and region connectivity (Wiener, 2004), 
to facilitate mental co-processing during shared spatio-temporal planning task.  

When planning an individual journey, travelers have to make a decision on (a) 
how-long a journey should take, (b) how many places in a foreign country they are 
going to visit, (c) which means of transportation they are going to use for moving 
from one location to another, (d) what kind of activities should be planed in which lo-
cations, and (e) how long they are going to stay in some particular location, or how 
much time should be planed for a specific activity type. 

Referring to the definition by Simon (1981), “… solving a problem simply means 
representing it so as to make the solution transparent”, the problem space should re-
semble the decision space of a human reasoner. In other words, the representation 
structure of the problem domain should correspond to the spatio-temporal planning 
problem, which has to be solved in a collaborative way. 

4.1   Spatial-temporal Constraint Satisfaction Problem 

A spatio-temporal planning problem can be handled as a constraint satisfaction prob-
lem (CSP), which includes duration of a journey, a set of activities, and temporal 
order of activities. Each activity has a duration, an activity type and a spatial assign-
ment. A solution for a spatio-temporal planning problem is defined as a feasible tem-
poral order of activities, which fulfill the following constraints:  

1. Activities do not overlap with each other in time, 
2. The sum of durations of activities together with temporal costs required to over-

come distances between spatial assignments should not exceed a given temporal 
scope of a journey. 

3. Spatial assignments of activities are different from each other.  

To allow for partial specification of constraints, the corresponding activity attrib-
utes are handled in the following way. Duration of each activity remains mandatory, 
whereas activity type and spatial assignment are optional. Furthermore, spatial as-
signments can be specified at different levels of granularity: e.g., using a specific lo-
cation, an activity region, or a super-ordinate region.  

                                                           
1 Regions addressed in (Seifert et. al., 2007) as thematic regions are denoted in this paper as  

activity regions, to provide a stronger association with specific activity types. 
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4.2   Structuring Principles 

The proposed structuring principles aim at producing a hierarchical region-based rep-
resentation structure of an unfamiliar environment, which corresponds to temporal 
structure of a journey. Since the resulting representation of a problem space should 
resemble a human decision space, the granularity levels of the spatial hierarchy 
should contain elements, which possess specific semantics, i.e., are meaningful for a 
traveler. In the following, I’m going to start with the lowest level of the region-based 
hierarchy. 

Location: is a one dimensional point that represents an area, which is associated with 
one or more activity types. The physical extension of an area depends on to the dura-
tion of a planed activity and on the velocity of traveler’s locomotion within the area. 
A location has an attribute, which stands for semantic importance of the location in 
comparison to other locations associated with a same activity type. As an example for 
measurement of semantic importance of a location can serve information on popula-
tion of the area, it’s historical or cultural attractions. 

Activity region: contains a set of locations, which are associated with a specific ac-
tivity type. In this vein, an activity region represents a set of optional locations, where 
a planed activity can take place. Multiple activity regions can also share the same con-
nectivity node and overlap with each other. 

Connectivity node: is a semantically important location, which binds other locations 
within an activity region with an optimal connectivity cost.  

 

Fig. 2. Locations within an activity region connected by a node 

A connectivity cost is computed from an average temporal distance cost to the cor-
responding locations and depends on a velocity of traveler’s locomotion. 

Path: connects different connectivity nodes and has a distance cost, which is repre-
sented as a temporal interval. Each intersection of path segments is also modeled as a 
node, which carries no additional connectivity costs.   

Super-ordinate region: contains several activity regions (see Figure 3).  
When structuring a large-scale environment into super-ordinate regions, specifics 

of mental processing of geographical large-scale environments has to be taken into 
consideration. 
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Fig. 3. Two super-ordinate regions with activity regions connected by paths between the corre-
sponding connectivity nodes 

 

Fig. 4. Example partitioning of California 
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4.3   Super-Ordinate Regions 

Geographic information provided by maps and geographic information systems (GIS) 
is extremely rich. Modern GI-Systems are capable of representing and manipulating  
of spatial and topological information about administrative, topographic, as well as 
thematic regions. However, to reduce the representational complexity and to convey 
the structure of an unfamiliar large-scale geographic environments, popular traveler 
guides like the “Vis a Vis, Traveling Guide of California”, combine the administrative 
regions into super-ordinate parts of a large-scale environment.  

Such global parts divide a large-scale geographic area into a relatively small num-
ber of regions, which can be easily processed mentally. If such parts cannot be 
mapped to administrative regions, they are usually labeled by geographical or climatic 
specifics of the environment in combination with cardinal directions (see Figure 4), 
like North Coast, Central Cost, South Coast, etc. (cf., Lyi Y. et al., 2005). 

The Figure 4 illustrates an example for partitioning of California. The super-
ordinate regions resemble the topographic properties of Californian landscapes: coast 
regions, mountain regions, a valley and a desert. To resolve the ambiguity of the re-
gions, which share the same topographical properties, an administrative description, 
e.g., Sierra Nevada and cardinal directions are used, e.g., Northern Mountains, North 
Coast, Central Coast, South Coast.     

4.4   Representation of the Relations Between the Structural Elements 

The region-based representation structure consists from locations, activity regions, 
super-ordinate regions, connectivity nodes and paths. The relations between the struc-
tural elements are described as follows.  

Neighbor of: neighboring super-ordinate regions are related with each other by a 
“neighbor of” relation, for example, the super-ordinate region Desert is a “neighbor 
of” the South Coast, Sierra Nevada and the Central Coast.   

Part of: Since locations are part of an activity region, and an activity region is a part 
of super-ordinate region, the corresponding spatial hierarchy of regions is represented 
as a partonomy. Such partonomies allow for representing and reasoning about qualita-
tive topological relations between regions with rough boundaries (Bittner & Stell, 
2002). The Figure 5 illustrates an example partonomy consisting of locations, which 
belong to the Redwood National Park: Berry Glenn, Orick and Big Lagoon. The 
Redwood National Park is situated at the North Coast of California.   

Activity type of region: Each activity region is associated with a specific activity type. 
For example a Redwood National Park is associated with a possibility for hiking. 

Connectivity node of region: Connectivity nodes, which are associated with activity 
regions, have specific connectivity costs. Whereas nodes, which represent intersec-
tions of path segments, are assigned to super-ordinate regions and don’t have addi-
tional connectivity cost.   

Edge: An edge connects two nodes, i.e. path segments, and has a distance cost. The 
relations between the structural elements of the region-based representation described 
in this section are realized as logical predicates in the constraint programming  
language PROLOG.   
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Fig. 5. Example partonomy of California 

4.5   Specification of Spatial and Temporal Constraints  

Spatio-temporal constraints are specified by a set of activities and a temporal scope of 
a journey. The Figure 6 illustrates the activity data structure: 
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spatial assignment
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thematic region
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duration

activity type
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location

activity
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duration

 

Fig. 6. Activity data structure 

Each activity contains assignments for activity type, duration, as well as a spatial 
assignment, which can be specified at different levels of granularity: location, activity 
region or a super-ordinate region. The duration of an activity is mandatory, whereas 
activity type and a spatial assignment are optional. 

5   Generation of Alternative Solutions 

Generation of alternative spatio-temporal configurations encompasses instantiations 
of all feasible assignments of the corresponding underspecified attributes on the 
granularity level of activity regions. To obtain the shortest path between the connec-
tivity nodes of the corresponding activity regions, we utilize a standard shortest path 
algorithm (Dijkstra); this may be enhanced in the future by using more sophisticated 
routing algorithms. Feasible solution should fulfill the following requirements (1), 



100 I. Seifert 

activities do not overlap in time, and (2), i.e., the sum of durations of activities and 
distance costs between the nodes, which connect  specified, or instantiated activity re-
gions, does not exceed the given temporal scope of a journey. (3) Resulting activity 
regions are different from each other.  

Since the relations between the elements of the region-based representation 
structure are implemented as logical predicates, the generation of alternative solutions 
involves instantiation of underspecified facts using the backtracking mechanism of 
constraint programming language PROLOG. 

Depending on the knowledge available at the beginning of the planning process, 
initial constraints can be either weakly specified, allow for generation of a single solu-
tion, or overconstrained. If the specified constraints do not allow for generation of a 
feasible solution, the constraints have to be explicitly relaxed by the user. In the other 
case, a weakly constrained initial state results in a large solution space and in time 
consuming computation.  

The PROLOG-based constraint solver instantiates possible values of underspeci-
fied activity regions using the data stored in a database. For a faster generation of the 
spatio-temporal configurations the next section describes three heuristics, which can 
be applied to prune significant parts of the search space by using the relations be-
tween the super-ordinate regions. 

5.1   Partial Order 

The underspecified activity regions are associated with the corresponding super-
ordinate regions by a “part-of” relation. When possible values of underspecified 
activity regions are instantiated, the partial order heuristic “remembers” the order of 
super-ordinate regions, and hinders jumping back to super-ordinate regions, which 
have already been visited. In doing so, the partial order heuristic produces automati-
cally a hierarchically organized structure of the resulting solution space. Since mental 
processing of geographic information is hierarchical, solution space, organized in a 
hierarchical manner, is easier to observe. However, special cases like round trips have 
to be taken into account to allow travelers to come back to the place where their jour-
ney has started.  

5.2   Neighboring Regions 

Nearest neighbor (NN) is a well known heuristic, which is utilized to attack the com-
putational complexity of Traveling Sales Man Problems (Golden et. al., 1980). Using 
(NN), a search algorithm looks for a node with a minimal distance to a most recent 
node visited to get a good approximation for an optimal path between multiple desti-
nations to be accessed. Since a feasible solution of the given spatio-temporal 
constraint satisfaction problem doesn’t require search for an optimal configuration of 
activity regions, the proposed neighboring regions heuristic utilizes the “neighbor of” 
relation between super-ordinate regions. The Neighboring Regions allows for visiting 
any new super-ordinates but doesn’t prohibit going back to a visited region 
neighbored to the currently visited super-ordinate region. 
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5.3   Partial Order of Neighboring Regions 

The heuristic is a combination of Partial Order and Neighboring Regions heuristics. In 
this case, the heuristic “remembers” the visited super-ordinate regions, prohibits 
jumping back and allows moving only to a neighboring super-ordinate region. Com-
pared to the first two heuristics, it is the strongest heuristic. 

6   Evaluation of the Prototype 

The Table 1 provides an overview about the test data, which has been used for evalua-
tion of the prototypical implementation. For the evaluation of the performance of the 
region-based representation structure number of activity regions, nodes and edges is 
relevant. Therefore, test data considering locations has been omitted.   
 

Table 1. Test data 

 

structural element amount 
super-ordinate region 7 
activity region 82 
node 89 
edge 253 
activity type 4 

The procedure for generation of the alternative spatio-temporal configurations is 
written in PROLOG. However, for the implementation of a comfortable graphical 
user interface a JAVA-based client is needed. To simulate a possible behavior of a 
JAVA-based GUI, the PROLOG-based generation procedure is called from a client 
by using a PROLOG-vendor specific JAVA-Interface. 

The following table contains the description of an example underspecified user in-
put: a journey of 14 days, 3 days of sightseeing, 3 days of swimming, 3 days of hiking 
and 3 days for alpine ski, without specification of spatial assignments. The rest of the 
time, 2 days, is planed for traveling from one place to another. 

Table 2. Underspecified user input 

activity activity type duration activity region super-ordinate region 
1 sightseeing 3 days unspecified unspecified 
2 swimming 3 days unspecified unspecified 
3 hiking 3 days unspecified unspecified 
4 alpine ski 3 days unspecified unspecified 

The Table 3 demonstrates applied heuristics, computing time required for genera-
tion of alternative solutions, and the number of the generated solutions. ‘NONE’ 
stands for no heuristics applied, ‘PO’ stands for Partial Order, ‘NB’ stands for 
NeighBoring regions, and finally ‘PONB’ stands for Partial Order of NeighBoring re-
gions heuristic. 
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Table 3. Applied heuristics, resulting solutions, and computing time 

heuristic solutions computing time in seconds 
NONE 520 148 
PO 326 109 
NB 456 33 
PONB 278 24 

The demonstrated evaluation of the performance of the proposed heuristics allows 
for analysis of user’s input. Such analysis determines the degree of underspecified 
constraints. In this vein, the assistance system can apply a suitable heuristic automati-
cally and give users feedback about how much time the generation of the resulting so-
lutions may cost. Yet, another opportunity to avoid time consuming computation of 
alternative solutions is letting a user mark the regions and places that she finds inter-
esting, before the generation starts. Taking into account only pre-selected regions and 
location, the search space and the time for generation of alternative solutions can be 
significantly reduced. 

6.1   Partial Specification of Spatial Assignments 

In the following example, the constraints are represented as a set of activities with 
partially specified attributes. The activities together with partially specified spatial as-
signments have to fit into a specified temporal scope of a journey. For example, 
travelers are going to spend 5 days for visiting locations at the Central Coast of 
California. They plan two activities of 2 days each. The rest of the time is planed for 
driving by car from one place to another. The first activity includes a specified activ-
ity region: San Francisco Beaches, which combines optional locations at San Fran-
cisco Bay, together with a corresponding activity type: swimming. The second activ-
ity includes 2 days of sightseeing. Since our travelers wish to see the Central Coast, 
the spatial assignment of the second activity is specified at a granularity level of the 
Central Coast. The Table 4 summarized the described set of activities:  

 

Table 4. Partially specified spatial assignments 

activity 1 activity 2 
activity type swimming activity type sightseeing 
activity region San Francisco beaches activity region unspecified 
super-ordinate region Central Coast super-ordinate region Central Coast 
duration 2 days duration 2 days 

 

 
Considering a temporal scope of 5 days, 2 alternative solutions are generated using 

the available test data. The first solution proposes a trip from San Francisco Beaches 
to Big Sur, via San Jose, Castroville and Monterey. The second solution proposes to 
stay in the area of the city of San Francisco, and enjoy the sightseeing there.  

Each of the generated solution consists of activity regions, which combine several 
smaller locations, where activities can take place, for example San Francisco Beaches 
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and Big Sur, the super-ordinate regions, here the Central Coast, and a set of nodes 
connecting the activity regions. A user has now choice either to travel from one re-
gion, San Francisco Beaches, to another, Big Sur, or to stay during her journey in the 
area of San Francisco.  

6.2   Partial Specification of Spatial Assignments and Activity Types 

Another example illustrates the case, where the second super-ordinate region is speci-
fied, but no specific activity type is given. The corresponding set of partially specified 
activities is the following: 

 

Table 5. Partially specified activity types and spatial assignments 

activity 1 activity 2 
activity type swimming activity type unspecified
activity region San Francisco Beaches activity region unspecified 
super-ordinate region south coast super-ordinate region Northern Mountains 
duration 2 days duration 2 days 

 

 
The first alternative solution proposed to drive from San Francisco Beaches, via 

Sacramento, Lakehead, and stay in one of the places near Lake Shasta for swimming. 
The second solution leads from San Francisco Beaches to Mount Shasta, also via Sac-
ramento and Lakehead, and proposes alpine skiing.  

The two solutions differ from each other in the activity regions Shasta Lake and 
Mount Shasta as well as in the corresponding activity types ‘swimming’ and ‘alpine 
skiing’. 

7   Structuring of the Solution Space 

The evaluation of the prototypical implementation of the region-based representation 
structure has shown that underspecified constraints require on the one hand much 
computing time, and on the other hand contribute to large solution spaces (see Table 3 
for details). To reduce the cognitive load during observation of the solution space, the 
assistance system should allow for a compact representation of the solutions space 
and provide users with skilful operations, which allow for comparison of alternative 
solutions or sets of solutions. 

7.1   Filtering of Aspects 

Providing users with specific filters that allow concentrating on certain aspects, of the 
spatio-temporal problem domain gives travelers an opportunity to assess the quality of 
specific solutions and specify further constraints in the next interaction step, i.e. mark-
ing specific super-ordinate regions and, in this way, to reduce the search space during 
subsequent generation of new solutions. Therefore, aspectualization is a suitable 
method to attack the complexity of geographic information (Freksa & Barkowsky, 
1996). 
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7.2   Clustering of Quasi Identical Solutions 

Usually, in an early route planning stage a particular order of activities with unspeci-
fied activity types is not crucial. Therefore, the assistance system should allow travel-
ers to observe sets of solutions, for example, combining quasi identical solutions 
which encompass the same activity regions or super-ordinate regions, leaving out dif-
ferent orders of the corresponding activities. 

7.3   Top-Down Approach 

Since human processing of geographic information is hierarchical, the assistance sys-
tem should provide operations of zooming in and zooming out in the spatial region-
based hierarchy. Specification of partial order considering super-ordinate regions, 
provides so called top-down approach and allows a user to step into the spatial hierar-
chy introducing more and more detailed constraints, by navigating from coarse to fine 
regions. 

7.4   Bottom-Up or Case-Based Reasoning Approach 

In opposite to the top-down approach, the assistance system can provide users with al-
ready assembled tours, which can be successively enriched with modifications which 
reflect users’ personal preferences, as well as relaxations of the initially proposed spa-
tial assignments or activity types at a higher granularity level. Since modification of 
constraints takes place sequentially, the generation of new solutions doesn’t require 
much computing time and the resulting number of alternatives is relatively small.  

8   Outlook and Future Work 

The paper presented an approach for a collaborative assistance with spatio-temporal 
planning, which involves user’s active participation in the planning process. Since the 
problem solving task is shared between a human and an artificial assistance system, 
mental cognitive capacity as well as specifics of mental processing of information 
about large-scale environments has to be taken into consideration. In order to estab-
lish an adequate dialog between a human and a computational constraint solver the 
cognitive phenomena of regionalization and region connectivity are used for organiz-
ing and representing of spatial knowledge. The proposed region-based representation 
structure of the problem domain allows for specifying constraints at different levels of 
granularity and dealing with underspecified constraints. The paper described the prin-
ciples for structuring of large-scale environments, which aim at linking together spa-
tial and temporal structure of a spatio-temporal planning problem. Depending on the 
knowledge available at the beginning of the collaborative planning process, spatial as-
signments as well as activity types can be partially specified. The underspecified con-
straints require much computing time and contribute to large solution spaces. In the 
scope of the paper, several heuristics are introduced, which involve the relation be-
tween the super-ordinate regions: Partial Order, Neighboring Regions and Partial 
Order of Neighboring Regions, which allow for pruning of significant parts of the 
search space.  
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Series of psychological experiments conducted in a virtual reality lab have shown 
that humans can solve spatial problems like navigation in regionalized environments 
more efficiently then in environments without a pre-defined region-based structure 
(Wiener, 2004). However, it is still an open question addressed to empirical behav-
ioral research, whether similar heuristics are used by humans, when dealing with the 
similar spatio-temporal planning problems.  

The paper introduced first ideas towards cognitively motivated principles for struc-
turing of large-scale environment. The resulting spatial hierarchy serves not only for 
reducing of the computational complexity of the spatio-temporal planning problem, 
but also provides travelers with semantically meaningful information. However, a 
formal model of the cognitively motivated structuring principles is a matter of future 
work, which requires further research not only on how humans learn and structure 
knowledge about large-scale environments, but also how such knowledge can be suc-
cessfully conveyed. 

Another open issue is a graphical user interface, which should visualize the solu-
tion space and provide user’s with sophisticated operations. Such operations should 
allow for navigation in the solution space and comparison of alternative solutions.  
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Abstract. The combination of vision and speech, together with the re-
sulting necessity for formal representations, builds a central component
of an autonomous system. A robot that is supposed to navigate au-
tonomously through space must be able to perceive its environment as
automatically as possible. But each recognition system has its own inher-
ent limits. Especially a robot whose task is to navigate through unknown
terrain has to deal with unidentified or even unknown objects, thus com-
pounding the recognition problem still further. The system described in
this paper takes this into account by trying to identify objects based on
their functionality where possible. To handle cases where recognition is
insufficient, we examine here two further strategies: on the one hand,
the linguistic reference and labeling of the unidentified objects and, on
the other hand, ontological deduction. This approach then connects the
probabilistic area of object recognition with the logical area of formal rea-
soning. In order to support formal reasoning, additional relational scene
information has to be supplied by the recognition system. Moreover, for a
sound ontological basis for these reasoning tasks, it is necessary to define
a domain ontology that provides for the representation of real-world ob-
jects and their corresponding spatial relations in linguistic and physical
respects. Physical spatial relations and objects are measured by the vi-
sual system, whereas linguistic spatial relations and objects are required
for interactions with a user.

1 Introduction

Dialogs between humans and robots about natural objects in a visual scene have
always required interdisciplinary research. Different components from linguistics
and psychology for generating and comprehending natural dialogs, on the one
side, have to be combined with image processing and knowledge representation
for a formal representation of the respective objects, on the other.

In this paper, we introduce a system that analyzes a partial 3D-view of an
office, in particular with a view toward desktops and the configurations of objects

T. Barkowsky et al. (Eds.): Spatial Cognition V, LNAI 4387, pp. 107–126, 2007.
© Springer-Verlag Berlin Heidelberg 2007
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that are found. These 3D-images of real world scenarios are taken by a laser
scanner. The images are processed by a visual component that segments and
classifies the occurring objects (object types). Based on this analysis, the user is
invited to correct those object classifications, so that it is possible to ask about
the objects with regards to their spatial relations afterwards. The language used
in the dialog and for object representation is English. This linguistic component
is mainly divided into two phases, which we call the training phase and the
action phase. During the training phase, the system enlists the assistance of
the user for determining the types of those objects that could not be classified
unambiguously by the visual component. The resulting object types from this
dialog are transfered into a domain ontology, which offers a knowledge structure
and additional information about the domain. During the action phase the user
can ask about objects by referencing their spatial relations. Questions about
objects that have a certain spatial relation to other objects and questions about
object types are currently supported.

This capability enables our system to provide a basis for applications in diverse
contexts. For example, it can be extended for assigning a robot instructions about
activities it has to perform, while referring to objects via their spatial positions
and relations. Another possibility is to generate a scene description of the 3D-
view, possibly for blind people. Our main focus at present, however, is to develop
this system for examining and improving the following three mutually supportive
aspects:

– Cognitive Vision. The field of computer vision is very domain specific in
general. The area of application ranges from medical to technical inspection
tasks. The objective of cognitive vision is to expand the vision system’s abil-
ities by employing cognitive properties, which are seen as being focused on
these individual domains. For the perception system developed, this means
that the system is able to deal with uncertainties and can learn. It may offer
more than one possible solution and this can be interpreted either within
the subsequent user dialog or by ontology-based deduction.

– Linguistic User Interaction. A human-computer dialog can improve the
performance of a vision module by involving the user in the object classifica-
tion and by letting the user ultimately determine an object’s type. If there
are objects that could not be classified after 3D-object segmentation and
perception, the user can specify the type. Moreover, the dialog component
also provides the possibility to ask questions about objects in the scene with
respect to their spatial relations. In this case, the system has to clarify which
physical spatial relations and objects, measured by the vision system, agree
with the spatial relations and objects linguistically expressed by the user.

– Domain Ontology. In order to combine a natural language component
with an image recognition system, we need to consider the formal definition
of the recognized objects that are to be referenced linguistically. In addition
to those objects, the spatial relations that hold between them also need to
be represented in a formal structure. This structure should not only provide
a distinct representation of the concepts that are used by the user but also
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support reasoning strategies in order to deal with user requests and to im-
prove the object classification. We will introduce a domain ontology guided
by an ontological library for linguistic and cognitive engineering, which seems
to be particularly appropriate to our problems while also offering a solid basis
for further development.

There are few approaches that try to combine all of these issues. For example,
in [16] a system is introduced that generates linguistic descriptions of images with
references to spatial relations. Their emphasis is on relating linguistic expressions
of spatial relations to the physical alignment of objects using fuzzy sets. In
contrast to this work, we also want to support a reverse dialog, in which the
user can use expressions of spatial relations and the system has to detect them.
In addition, the use of a formal specification of concepts by means of a domain
ontology seems to be more promising, as it directly supports reasoning strategies
and provides a fundamental structure for linguistically expressed spatial relations
as well as for the representation of spatial reference systems. Furthermore, no
aspects of cognitive vision in their system are considered.

In [20] a cognitive vision system is presented that generates natural language
descriptions from traffic scenes. This framework uses also a fuzzy logic formal-
ism to present schematic and conceptual knowledge, and it especially aims to
explore the destination of objects moving in the scene. Apart from the differ-
ent domain that is used in this approach compared to ours, the system in [20]
scans the input images to detect vehicles and derive further information about
the scene, for example the position of lanes. Instead of searching for specific ob-
jects in the scene, our system segments all objects independently of their types.
Therefore, we have to deal with multiple object types and even with objects that
are not classifiable, which is also a reason why we access a domain ontology. But
generally, the system described in [20] is more concerned with the tracking of
objects and their motion than with their classification and their relative spatial
positions.

The system DESCRIBER1 is also a system that combines spoken language
and object recognition and is able to generate phrases about objects in a scene.
For this purpose, the system is trained by a data record of synthetic scenes
paired with spoken descriptions about the objects in the scene, their colors, size,
shape, and relative spatial relations. In contrast to [16] and [20], this system
is also combined with a robotic system that supports the detection of objects
corresponding to the description in novel spoken phrases [22]. The vision com-
ponent of the robot uses two color video cameras for the recognition of scenes.
Although the application of this system is similar to our system, the realization
is very different: We are using 3D images taken by a laser, and do not need to
calculate 3D information of a scene on the basis of two 2D images. Moreover,
instead of recognizing objects on the basis of their color, we have developed a vi-
sion component which perceives objects not only by physically measured values
but also by using additional background knowledge and techniques of cognitive
vision. And instead of learning spatial relations via respective data records, our
1 http://www.media.mit.edu/cogmac/projects/describer.html
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system uses general spatial calculi for generating linguistic expressions of spatial
relations.

2 Cognitive Computer Vision

The field of cognitive vision has the intention of transferring ideas from cognition
into computer vision. Cognitive vision can therefore be seen as a special domain
within the field of computer vision. Its goals are described in [6]:

“The term cognitive vision has been introduced in the past few years to
encapsulate an attempt to achieve more robust, resilient, and adaptable
computer vision systems by endowing them with a cognitive faculty: the
ability to learn, adapt, weigh alternative solutions, and even the ability
to develop new strategies for analysis and interpretation.”

The realization of these goals can be achieved, e.g., by a virtual commentator
which transforms the visual information acquired into a textual scene description
[21]. To obtain such a commentator many of the claims of a cognitive vision
system have to be realized. As we want to improve our object recognition system
by the above cited approach, the system is motivated by it and complies with
its respective claims.

Moreover, we see textual scene description as a contribution to the range of
techniques by which the abilities of a system can be tested and evaluated. These
aspects are therefore also part of this work and are integrated into our object
recognition system: The system is supposed to be expandable, offer alternative
solutions and make them available for formal (textual) interpretation.

2.1 The Object Recognition System ORCC

The recognition system ORCC2 (see Fig. 1) identifies and classifies objects within
an indoor environment and strives for the long term goal for a scene interpre-
tation. The system comprises modules based on the fields of computer vision,
cognitive vision and computer graphics. The central component, computer vi-
sion, involves a range of methods from density segmentation up to bounding-box
calculation. The module cognitive vision contains techniques that build on the
results of the computer vision part. Typical cognitive capabilities supported here
are the ability of learning to classify objects preferably independent from partic-
ularly designated “special” features. Thus objects are classified according to their
underlying functionality (or applicability) not by some special characteristic. A
table, for example, is defined by a horizontal plane within a certain height inter-
val. The goal therefore is not to recognize a special class of objects but categories
in the sense of [21]. The results are processed in a way to use them for a textual
description of the scene. The third module, the computer graphics component,
is used to visualize the scene and the result of the speech interaction.
2 Acronym for Object Recognition using Cognitive Computing.
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Fig. 1. ORCC System

2.2 Components of the ORCC System

As the system uses the raw data of a real scene several features are necessary,
described as follows:

Sensor. The laser sensor mounted on a pan-tilt unit provides depth information
from a viewpoint about 1.35 m above the ground (see Fig. 2(a)). The system has
a horizontal resolution of 0.5° and the scanner is also tilted in 0.5° steps. The
accuracy of the depth estimation is about 1.0 cm.

Plane Detection. For plane detection a normal vector based algorithm is used
[23]: The normal vector in every data point is calculated using its correspond-
ing surroundings. Only if the local quality of the normal vector (given by the
eigenvalues within a Singular Value Decomposition step) and neighbor quality
(given by the comparison with neighboring normals) falls within an appropriate
range of tolerance it is used. The segments themselves are obtained via a region
growing algorithm (see Fig. 2(b)).

Plane-Based Functional Object Recognition. The task of this non-final
classification step is to find objects that are necessary for the segmentation of
an object (see Fig. 2(c)). The object models used here hold direct attributes like
orientation or size and relational attributes like distance to or deviation of the
orientation from the horizontal plane. A tabletop (the plane of the tabletop), on
the one hand, is located within a certain interval above the floor, has a size that
ranges within a certain interval, and its orientation is horizontal. On the other
hand, a wall has a certain distance (ideally zero) to the ceiling and is oriented
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(a) Sensor (b) Detected Planes

(c) Plane-based functional object
recognition: floor, ceiling, walls,
tabletop

(d) Data crushing

(e) Density segmentation (f) Object-oriented bounding-box

Fig. 2. Diverse stages of the ORCC System

vertically. A common approach for the modeling of such problems is to use
Bayesian networks [13]. The structure of the network is given by the different
features of the objects. The result for each object is a multivariate Bayesian
function. The main and the variance values are determined analytically and are
stored within an XML file.
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Data Crushing. In the overall approach there is no search for specific objects
but an estimation of segmented objects. To be able to segment the objects based
on their three-dimensional point distribution, it is necessary to remove structural
elements of the scene, such as walls (see Fig. 2(d)). After the removal of the space
enclosing points (objects), the predominantly interesting points are obtained.

Density Segmentation. The segmentation step detaches objects from their
surroundings. In some approaches, special models (e.g. cars) are determined
within a scene [1]. But because we also need to be able to segment unknown
objects, a point density approach is chosen. As the objects are predominantly
positioned on planes like tabletops or floors, this information is used for the
density segmentation (see Fig. 2(e)).

Object-Oriented Bounding-BoxCalculation. The calculation of the object-
oriented bounding box (see Fig. 2(f)) is a preliminary step of the dimension-based
object recognition procedure. It is separated from the latter as it has to deal with
tail points, which appear at edges; these are due to special characteristics of the
scanning equipment [17].

Dimension-Based Object Recognition. The dimensions of an object cate-
gory are described by naïve, continuous Bayesian networks. Every object class
corresponds to a single Bayesian Network that is parameterized by its mean and
variance values. These values are determined analytically using the values from
a training set. Given the dimensions of an object resulting from the step before,
the grade of membership to each class is determined. The object is classified as
belonging to the class with the highest probability value, although competing
alternatives are also given [25].

3 Representation of Objects and Spatial Relations

For our purposes we need to represent the scene in terms of its occurring objects
and their relations, which requires explicit taxonomical and partonomical struc-
tures. This representation is also affected, however, by the linguistic interaction
intended between the user and the system. Hence, the structure has to take into
account linguistic expressions that possibly correspond with the scene together
with their meanings. To cover all these criteria, we decided to make use of an
ontological structure that directly supports our requirements.

Ontologies are nowadays widely used in diverse applications with different
granularities and with varying formal considerations. They are used to clar-
ify the concepts being modeled and the relations holding between them. They
also provide a reasoning mechanism by the ontological structure itself. However,
there is still no standard conceptual modeling guideline, although there are series
of principles by which ontologies can be modeled and classified [8]. Ontologies
have also raised attention since the beginning of the Semantic Web development
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[3], which is intended to provide a navigable structure aligned by its seman-
tic concepts. It is also a main focus to ensure re-usability and sharing of this
ontologically defined knowledge.

In the past, several research efforts have been made to represent space and
spatial relations using insights from ontological development (see [2] for an ex-
haustive overview). The work reported here applies one of these efforts in order
to examine its practical usability and the necessity for further extensions. For
computability reasons, we use description logic for the development of our do-
main ontology.

3.1 Domain Ontology Modeling

We have created a domain ontology that consists not only of objects that can
be recognized by the ORCC system or that are known to our image recognition
tools, but also of general objects that can be present in an office scene and that
we have already explored in earlier office domain ontologies [12]. Its structure is
guided by an ontology framework with an emphasis on linguistic and cognitive
aspects, namely DOLCE [15].

Originally developed as a part of the WonderWeb project3, DOLCE was de-
signed as a foundational ontology. As it is strongly influenced by natural language
and human commonsense, it seems a promising basis for our current work. Its
main concepts are divided into four categories, to wit Perdurants, Endurants,
Qualities, and Abstracts. Perdurants describe entities that unfold in time (e.g.,
an event of some kind), whereas Endurants describe entities that are wholly
present at each point in time (e.g., a cup, a glass, a desk, etc.). Qualities inhere
in entities, so every entity can have certain qualities, even Qualities themselves.
The value of these qualities are expressed by entities of the Abstract concept,
called quale. A quale describes a position of an individual quality in a quality
space, which corresponds to conceptual spaces described in [9].

Objects in ordinary office scenes are types of the concept Endurant, more
precisely of its subconcept Physical Object. Such concepts are defined by having
direct spatial qualities and as being wholly present in time. The object types
we have modeled in our domain ontology are hierarchically structured by means
of their functions, as emphasized in [5]. This functional bias is of particular im-
portance: In the long term, we are planning to connect object recognition with
possible robot actions that depend on ‘functional roles’ an object can have. For
instance, additional information about a mug, as some kind of a drinking vessel,
is that it can be filled with liquid, an instance of Amount Of Matter. Therefore
mugs, cups, coffeepots, bottles are subsumed under drinking vessel; staplers,
hole punchers, scissors are subsumed under office-supply, etc. This information
can then be derived and used for performing possible actions, such as drink-
ing. In addition, a human-computer interaction can linguistically refer to such
actions.

3 http://wonderweb.semanticweb.org
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In our domain ontology, we provide a fundamental data set for object types
that are common in an office. If the system detects an object type that cannot
be classified and the user suggests a type that is not known to the ontology, the
system will handle this by classifying this concept simply as a physical object. If
the user refers to this object later by using a specific type that is already known
from the domain ontology, the system will refine the respective object type and
for this scene the user can refer to this object with both types.

3.2 Spatial Relations

Spatial relations between objects in a scene are used for the linguistic user dialog
during the action phase (see section 4), in which the user may use relations like
“Show me the object that is behind the book” and the system has to infer what
“behind something” means and which book the user is referring to, regarding the
current object configuration of the scene.

To describe spatial relations in linguistic terms, we have to consider the differ-
ent linguistic frames of reference that lead to these terms and that are employed
by the user. An essential result from linguistic and psychological research con-
cerning linguistic expressions of spatial relations is the general difference between
three main frames of reference, named instrinsic, relative, and absolute [14].

In the first case, spatial relations between two objects are described by the
position of one object (the referent) relative to an intrinsic orientation of an-
other object (the relatum). In relative reference systems, the relative position
of a referent to its relatum is described from the viewpoint of a third position
(the origin). Finally, if the description of spatial relations between two objects
is made with respect to some externally fixed direction, we speak of an absolute
reference system. For a detailed discussion of reference systems and their litera-
ture, as well as extensive examples of linguistic terms involving spatial relations,
see [24].

With the current status of our system, we consider only projective linguistic
expressions of spatial relations corresponding to a relative reference system. As
absolute reference systems do not seem to be employed for indoor office environ-
ments in our western culture [19], this restriction is well motivated and therefore
we do not take into account absolute relations at present. The integration of
intrinsic references is also left to future work, although this is important because
intrinsic references are very common in natural language [11].

As indicated above, a spatial relation comprises physical objects each being
origin, relatum, or referent. In DOLCE, a Physical Object has an individual
spatial (and temporal) quality that defines the physical position of the object
in space (and time) [15]. The quale of this spatial quality is a spatial region in
geometric space. Although the properties of the geometric space adopted is not
further defined in DOLCE, they are intended to represent the absolute value of
the spatial position of one physical object. They are not supposed to express spa-
tial relations that belong to linguistic terms and describe assignments of abstract
concepts to certain physical conditions between physical objects. Hence, spatial
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Fig. 3. Spatial relations

relations addressed in this paper are not represented in the existing ontological
framework yet.4

In order to deal with this central area of spatial conceptualization, we are
exploring a novel definition of spatial relations as instances of the DOLCE cate-
gory Non-agentive Social Object that relate the objects to their relation. This is
because Non-agentive Social Objects in DOLCE are defined as entities that are
generically dependent on a community of agents. In this sense linguistic terms
of spatial relations are in this sense socially constructed and maintained. We
call this entity Spatial Relation. The values, it can take, are subsumed under the
abstract concept Spatial Relation Region. Instances of Spatial Relation take as
arguments three Physical Endurants distinguished by being origin, relatum, or
referent, and one Spatial Relation Region, the value of the spatial relation. This
is illustrated in Fig. 3. Even though we are currently only considering relations
in terms of a relative reference system, this representation also covers intrinsic
and absolute reference systems. In this case origin and relatum are equal.

4 Note: In DOLCE, there are also places, e. g. “the underneath of a table”, defined
as a Feature of objects. But this should not be confused with spatial relations, like
“something is underneath a table”, because such places are regarded as “parasitic
entities” that constantly depend on their hosts; they do not directly act as physical
spaces for other objects.
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In our application, a distinguished viewpoint of the user (the origin), on which
the spatial relations of the objects depend, has to be declared. As the user’s
viewpoint is equal to the position of the laser with respect to the scene, we
can use an initial instantiation for the laser in our domain ontology as origin.
Although it is possible for the user to have a position different from the laser,
we are currently constrained to the laser’s viewpoint as this is where the scene
is scanned from and displayed to the user. This is also done with respect to the
scope of our application: A robot getting instructions from users that share the
same viewpoint toward the scene from the position of the robot, when users are
not in the same room as the robot or when they are located at the same position
as the robot (for example, in case of a wheelchair).

Starting from this origin, we calculate the relative position of objects and
integrate them into the domain ontology. The calculation is based on the values
measured by the ORCC system, that is the orientation and the distance accord-
ing to the laser. The assignment of the linguistic terms of spatial relations is
oriented by heterogeneous non-overlapping acceptance areas, introduced in [10].
The system assigns appropriate linguistic spatial terms by calculating the an-
gles between two objects (referent and relatum) with respect to the laser sensor
(origin). Term assignments in our application conform with the distribution of
angles and their linguistic projective terms (left, right, in front of, behind) that
is described in [18], regarding only relative references. This is taken at present
for simplicity, as it will be for further investigations to show how we can best
integrate the representation of diverse spatial calculi in DOLCE and how this
can be related to linguistic expressions of spatial relations.5

Generally, our domain ontology has the following major advantages that con-
tribute to the system: 1. It represents all relevant information in our system
about object representation and spatial relations shared by the dialog and the
classification component. 2. Spatial relations that are expressed in natural lan-
guage can be directly accessed due to the ontological representation of spa-
tial relations. 3. As it is developed on the basis of a fundamental ontology, it
shall easily be combined with ontologies guided by the same fundamental ba-
sis. 4. This structure also eases extending spatial relations for other reference
systems.

Although the classification of objects is not directly influenced through this
domain ontology, the quality of the dialog can be improved, as additional in-
formation about possible constellations of objects in an office scene also forms
part of our domain ontology. This information is helpful for the user dialog, as
described in the next section, but not vital. To infer new knowledge from the
ontology, the system is using the tableaux reasoner Pellet.6

5 Our approach is to extend the notion of the axiomatization of simple spatial regions
involving single physical objects in terms of geometric spaces. Our abstract spatial
relation quality regions, for example, correspond more to axiomatizations of spatial
calculi involving orientation, such as Freksa’s Doublecross calculus [7].

6 http://www.mindswap.org/2003/pellet
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4 Linguistic Dialog

With the current status of the system’s dialog, we are offering rather basic user
interactions, as our aim is not yet to develop sophisticated natural language di-
alogs that provides multiple variants for similar meanings. We will demonstrate
the representation of, and referencing to, physical objects and their spatial rela-
tions represented in the domain ontology on the basis of the dialogs instead. In
particular, our linguistic component is part of the realization of the cognitive vi-
sion claims, mentioned above. An improvement of this component is considered
below (see section 6).

Generally we divide our human-computer interaction with the system into
two phases: In the first phase (the training phase), after the scene has just been
scanned, the system generates the ontological instances of the objects as far as
they are identified by the image recognition system. If an object was not iden-
tified, or was identified as several types, the system tries to identify the object
by consulting the user. Thus, objects that were classified unambiguously by the
ORCC system are directly instantiated into the domain ontology together with
their spatial relations to surrounding objects. Objects with ambiguous classifi-
cations have to be determined by the user during the training phase.

To be as non-intrusive as possible, the system analyzes the ambiguously clas-
sified objects to see whether they are most likely to be of a specific type by
ontological reasoning. For some concepts, we can assume that objects of the
same kind happen to be close to each other, like books, bottles, or mugs. How-
ever, it is crucial to emphasize that we do not restrict the concepts in this way.
A bottle does not necessarily need to be nearby other bottles. We just note that
they can be usually grouped together. In case of an unclassified object that is
surrounded by three objects of one type, the system asks the user if the unclassi-
fied object (which is marked in the image during this dialog) is also of that type
(or, if not, what else). This technique does not bother the user with many differ-
ent and unlikely suggestions, but only the most probable one. Hence, the domain
ontology already facilitates a simpler, more controlled style of interaction and
it improves the convenience of the system. A similar assumption is that certain
kinds of objects are also often close to each other, like a mouse is usually near
to a computer, a keyboard, or a laptop, and not near other mice, which gives us
a similar reasoning strategy as just described. Such modeled background knowl-
edge is usually related to the functionality of objects. The probability value of
an object type that is calculated by the ORCC system is also a hint for prior-
itizing the list of possible types. But we do not omit types that have very low
priority values as these may still prove to be relevant later. In either case, users
are always free to define object types as they like.

In addition to each request of the system about possible object types, the
referring object is marked in the image. Hence, the user can determine the re-
spective type directly looking at the image. The system will consult the user for
clarification only in case an object was classified ambiguously. After the type
has been determined, an instance of the object is integrated into the domain
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ontology, including spatial relations to surrounding objects, as described in the
previous section. In Fig. 5 an example of a training phase dialog is shown.

In the second phase (the action phase), the user can either request specific
types of objects by referencing spatial relations to other objects, or can request
one or several objects, that have a certain relation to a specifically described
object. Although the latter request is just a “show me”-operation, this can be
easily extended to other, more application-relevant instructions, such as “give
me”, “take”, or “do something with”.

Our system can handle only a few linguistic queries at present, such as “Show
me the object that is to the right of the mug!” or “What is the object behind the
mug?”. After syntactically processing the user’s request, the ontological knowl-
edge about relative positions between different objects takes effect. Depending
on the spatial relations that the user expressed in the request, the system tries
to derive the correct event. Currently linguistic expressions, such as “to the
right/left of”, “on (top of)”, “in front of”, and “behind”, are supported. If the
user, for example, asks for “all objects” that have a certain position relative to
a specific object (the relatum), all possibilities are looked up transitively in the
domain ontology. In case the request is about a specific object with an indication
of its relative position, the ontological instantiation of this type and its spatial
relations are explored. An example of an action phase dialog is shown in Fig. 6.

As we have already mentioned, this human-user interaction should be seen
primarily as a first approach toward one possible application of the combina-
tion between image recognition, linguistic references and ontological modeling
of spatial relations. There are certainly other fields of application which include
functional aspects of objects, like assigning a task to a robot to perform certain
actions depending on the objects’ functionalities, or different interaction scenar-
ios, such as generating a description of the scene. This will be investigated in
future developments. The results of our current experiment serve mainly as a
basis for investigating the representation of spatial relations, formally as well as
linguistically, which are evaluated in the next section.

5 First Results

To show first results of our system’s processing sequence, an example scene is
analyzed in this section.

Fig. 4 shows a 3D scene (4(a)) in which a part of an office with its typical
objects is illustrated7, along with the corresponding 2D pictures (4(b) and 4(c)).
The position of the laser indicates the viewpoint toward the scene. Initially the
system has detected six objects unambiguously and correctly: The floor (ID:
721), a table (ID: 725), two bottles (ID: 741, 742), a book (ID: 747), and a
chair (ID: 752). Hence, the respective objects and their corresponding spatial
relations are integrated into the domain ontology relating to this scene. Six
remaining objects have been detected by the ORCC system, which finally have
to be determined by the user. The resulting dialog is shown in Fig. 5.
7 An ID of each object is inserted for a comprehensible reference in the text.
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(a) 3D

(b) 2D (c) 2D

Fig. 4. Example of a scanned scene (3D and 2D)

5.1 Example of a Training Phase Dialog

In this dialog, the system asks the user about the remaining objects. It suggests
the different types that the visual component has classified for each object. The
results of this classification are shown in Table 1. Additionally to each question
the respective object is marked in the scene. Beginning with the first question
(“Is the marked object (id:740) a/an laptop, or briefcase, or something else?”,
the marking of the object is shown in Fig. 4(a)), the object with ID 740 is
ambiguously classified as a laptop, a bin, or a briefcase (see Table 1). One of the
additional kinds of information about possible spatial constellations of objects,
mentioned above, is that laptops are usually on a table and bins on a floor. This
relation is represented in our domain ontology as an optional attribute: Objects
of type laptop are related to an object of type table by the spatial relation on
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Fig. 5. Dialog during training phase

Table 1. Result of the ORCC analysis of the suggested object types for each object
(the bold types are the correct object types)

ID Classification & Probability

721 floor (0.99)
725 tabletop (0.96)
740 laptop (0.58) bin (0.15) briefcase (<0.01)
741 bottle (<0.01)
742 bottle (0.06)
743 coffeepot (0.61) bottle (<0.01) Segmentation failure
744 mug (0.71) holepuncher (0.50) stapler (0.09)
745 mug (0.33) stapler (0.16) holepuncher (0.09)
746 bottle (0.23) coffeepot (0.02)
747 book (0.61)
752 chair (0.15) bin (<0.01) stapler (<0.01)
766 laptop (0.25) bin (0.18) briefcase (<0.01)

(top of) while objects of type bin are related to an object of type floor. As we
mentioned above, these are not strict conditions for being a laptop or a bin, but
optional ones, and they are considered during the training phase.

For this reason, the system seeks for and detects the Spatial Relation with
ID 740 as referent that has the relation on (top of) and analyzes the object
type of the corresponding relatum. Such “on (top of)” relations are based on
the results from the ORCC system, which calculates the vertical alignment of
objects on the basis of density segmentation (see Section 2.1). If the relatum is
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a table, the system will conclude that the object is more likely a laptop and if
the relatum is a floor, it will conclude that the object is a bin. As a result of this
analysis, the system omits to suggest the less likely object type. In case of ID 740,
the object is located on a table and therefore the system does not ask whether
the object might be a bin. The inverse case is shown in the question about the
bin (ID: 766).

This example demonstrates that additional information about typical office
scenes, which is represented in the domain ontology, can help to simplify the
questions. Although the user finally has to determine the type of the object, the
system avoids suggesting unlikely object types. This behavior does not only aim
for dialog simplification but also for a more sophisticated user interaction, as the
user is not irritated by implausible suggestions. This directly binds, therefore,
ontological domain information, the formal scene representation, and the visual
information in order to improve the overall capabilities of the system as a whole.

After the user has determined the definite type of each particular object, the
system integrates an instance of this type and its relative spatial positions to
surrounding objects into the domain ontology that refers to this scene.

One of the six remaining, unclassified objects (ID 743) does not actually occur
in the original scene (cf. 4(b)). Sometimes the visual component segments fur-
ther, not existing objects because “shadows” of other objects are detected by the
system as being objects themselves. In this case, the system applies its general
object classification (described in section 2.1) to the object. The object with ID
743 is classified as a coffeepot or bottle. As it is surrounded by two definitely
identified bottles, no further ontological information affects the question about
this object (“Is the marked object (id: 743) a/an coffeepot, or bottle, or some-
thing else?”). As the user is aware that this object does not exist, the answer is
“nothing”, which means that the system does not instantiate an object at all (we
can see this in the user request below). This demonstrates that the integration
of the user via a dialog can support clarifying the identification of a scene in
difficult cases.

After all, depending on the answers of the user, the system has instantiated
all objects as well as their spatial relations in the domain ontology referring to
this scene and can make use of this in dialogs during the action phase, which is
described in the following section.

5.2 Example of an Action Phase Dialog

An example of a dialog during the action phase is shown in Fig. 6. The user
can ask questions about the objects in the scene by using spatial relations. For
instance, the request “what are the objects to the right of the stapler?” lists the
corresponding objects with their relative positions. In the system’s answer the
book on the table (compare 4(b)) is mentioned.

The answer to the question about the objects behind the stapler lists
the hole puncher, which also matches with the image in Fig. 4(a). Depend-
ing on the frame of reference and the acceptance areas that we introduced in
section 3, the system specifies that the bin is the only object in front of the chair
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Fig. 6. Dialog during action phase

and the table is to the left of the chair from the user’s viewpoint, which also
seems intuitive in combination with Fig. 4(a). In the case that the system has
to list all objects to the left of the laptop, it only refers to the objects that were
instantiated during the training phase. Thus, it lists three bottles that actually
exist in the image (Fig. 4(b)) without the additional object (Fig. 4(a), ID 743)
that were segmented by the visual component. Again accordings to the 2D image
in Fig. 4(b), the system lists the hole puncher, the book, and the stapler as the
objects that are to the right of the laptop.

Another result from the use of acceptance areas and the relative frame of
reference is that there are no objects behind the book and the stapler is the
object to the left of the book according to the system. It is important in this
case to remember the viewpoint of the user, from which the relative positions
are calculated. It may also be usual for the user to refer to the stapler or the
hole puncher as being behind the book in respect of their alignments on the table.
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The planned integration of additional frames of reference, such as the intrinsic
reference required here, will incorporate such possibilities.

Finally the question about all objects that are on the floor gets the reply from
the system containing the bin, the table, and the chair, which again matches
correctly with Fig. 4(b).

6 Conclusion and Future Work

In this paper, we have argued that visual systems can be supported by linguistic
user dialogs as well as a domain ontology. We have presented a cognitive visual
system that analyzes a real world 3D image. A first approach toward the rep-
resentation of spatial relations between physical objects in an ontological struc-
ture was introduced and we have discussed the resulting human-user interaction
dialogs.

Further research aspects include the incorporation of representations of spa-
tial calculi, for instance, RCC-8 [4] or Doublecross [7]. Also the computation of
responding to user requests during the action phase that ask only for one object
has to be refined as it currently only considers distance and relation but not
proximity to spatial relation axes. The differences in the linguistic expressions
of the resulting spatial relations will be examined and evaluated empirically for
their suitability for differing tasks. The representation of spatial relations in on-
tologies still remains a crucial concern. Further considerations have to be made
with respect to current efforts in ontological engineering. The interrelation be-
tween representing spatial relations depending on spatial calculi in ontologies
and spatial relations depending on linguistic expressions must also be made
clearer. To this end, we believe that the combination described here of function-
ally interpreted perceptual visual input with a formal domain ontology offers an
excellent foundation for subsequent research on the perception, grounding, and
use of spatial descriptions in interactions between artificial agents and humans.

One of our next foci is on including further linguistic frames of reference.
Linguistic terms according to intrinsic references seem to be very promising and
will be integrated into the system, especially in connection with a detection of
objects’ intrinsic orientation within the ORCC system. We will also consider
internal relations, such as “the object in the back corner of the room” — in con-
trast to external relations described in intrinsic, relative, and absolute reference
systems. Such extensions are also essential to clarify user request ambiguities.
The possibility of different viewpoints from the laser will also be important. We
plan to extend this in the long term to multi-robot scenarios.

An extensive evaluation of our system is also to be done. This depends mostly
on the configuration of larger data records that we have to prepare. Moreover, we
are planning to carry out experiments with our system and humans to investigate
the system’s performance and quality. The possibilities of the user interaction
will also be extended in order to support this evaluation as required.



Dialog-Based 3D-Image Recognition Using a Domain Ontology 125

Acknowledgements

The Collaborative Research Center for Spatial Cognition (Sonderforschungs-
bereich Transregio SFB/TR8) of the Universität Bremen and the Universität
Freiburg is funded by the Deutsche Forschungsgemeinschaft (DFG), whose sup-
port we gratefully acknowledge.

This work has been especially supported by the SFB/TR8 subprojects A2-
[ThreeDSpace] and I1-[OntoSpace].

References

1. Anguelov, D., Taskar, B., Chatalbashev, V., Koller, D., Gupta, D., Heitz, G., An-
drew Y. N.: Discriminative learning of markov random fields for segmentation of
3D range data. In: IEEE International Conference on Computer Vision and Pattern
Recognition (CVPR), San Diego, California (June 2005)

2. Bateman, J.A., Farrar, S.: Spatial Ontology Baseline. SFB/TR8 internal report I1-
[OntoSpace] D2, Collaborative Research Center for Spatial Cognition, University
of Bremen, University of Freiburg, Germany (2004)

3. Berners-Lee, T., Hendler, J., Lassila, O.: The Semantic Web. Scientific Ameri-
can 284(5), 34–43 (2001)

4. Anthony, G., Cohn, A.G., Bennett, B., Gooday, J., Gotts, N.M.: Qualitative spa-
tial representation and reasoning with the region connection calculus. GeoInfor-
matica 1(3), 275–316 (1997)

5. Coventry, K.R., Carmichael, R., Garrod, S.C.: Spatial prepositions, object-specific
function and task requirements. Journal of Semantics 11, 289–309 (1994)

6. Auer, P., et al.: A Research Roadmap of Cognitive Vision, ECVision: European
Network for Research in Cognitive Vision Systems (19.04.2005), http://www.
eucognition.org/ecvision/research_planning/ECVisionRoadmapv5.0.pdf

7. Freksa, C.: Using orientation information for qualitative spatial reasoning. In:
Frank, A.U., Campari, I., Formentini, U. (eds.) Spatio-Temporal Reasoning, pp.
162–178 (1992)

8. Gómez-Pérez, A., Fernández-López, M., Corcho, C.: Ontological Engineering with
examples from the areas of Knowledge Management, e-Commerce and the Semantic
Web. Springer, Heidelberg (2004)

9. Gärdenfors, P.: Conceptual Spaces: The Geometry of Thought. A Bradford Book.
MIT Press, Cambridge (2000)

10. Hernández, D.: Qualitative Representation of Spatial Knowledge. In: Hernández, D.
(ed.) Qualitative Representation of Spatial Knowledge. LNCS, vol. 804, Springer,
Heidelberg (1994)

11. Herskovits, A.: Language and Spatial Cognition: an interdisciplinary study of the
prepositions in English. Studies in Natural Language Processing (1986)

12. Hois, J., Schill, K., Bateman, J.A.: Integrating Uncertain Knowledge in a Domain
Ontology for Room Concept Classifications. In: Bramer, M., Coenen, F., Tuson, A.
(eds.) The Twenty-sixth SGAI International Conference on Innovative Techniques
and Applications of Artificial Intelligence. Research and Development in Intelligent
Systems, Springer, Heidelberg (2006)

13. Krebs, B., Burkhardt, M., Wahl, F.M.: Integration of Multiple Feature Detection
by a Bayesian Net for 3D Object Recognition. Mustererkennung, 143–150 (1998)

http://www.eucognition.org/ecvision/research_planning/ECVisionRoadmapv5.0.pdf
http://www.eucognition.org/ecvision/research_planning/ECVisionRoadmapv5.0.pdf


126 J. Hois et al.

14. Levinson, S.C.: Space in Language and Cognition. Cambridge University Press,
Cambridge (2003)

15. Masolo, C., Borgo, S., Gangemi, A., Guarino, N., Oltramari, A.: Ontologies library
(final). WonderWeb Deliverable D18, ISTC-CNR, Padova, Italy (December 2003)

16. Matsakis, P., Keller, J., Wendling, L., Marjamaa, J., Sjahputera, O.: Linguistic
description of relative positions in images. IEEE Transactions on Systems, Man
and Cybernetics, Part B 4(32), 573–588 (2001)

17. Meyer, A.: Merkmals- und formbasierte 3D-Objekterkennung für Büroszenen.
Diplomarbeit, Universität Bremen (2005)

18. Moratz, R., Tenbrink, T.: Spatial reference in linguistic human-robot interaction:
Iterative, empirically supported development of a model of projective relations.
Spatial Cognition and Computation 6(1), 63–106 (2006)

19. Moratz, R., Tenbrink, T., Bateman, J.A., Fischer, K.: Spatial knowledge represen-
tation for human-robot interaction. In: Freksa, C., Brauer, W., Habel, C., Wender,
K.F. (eds.) Spatial Cognition III. LNCS (LNAI), vol. 2685, pp. 263–286. Springer,
Heidelberg (2003)

20. Nagel, H.-H.: Steps toward a Cognitive Vision System. AI Magazine 25(2), 31–50
(2004)

21. Nagel, H.-H.: Cognitive Vision Systems (CogViSys) (31.08.2001), http://
cogvisys.iaks uni-karlsruhe.de/homepage_CogViSys_V3B.html

22. Roy, D., Gorniak, P., Mukherjee, N., Juster, J.: A Trainable Spoken Language
Understanding System For Visual Object Selection. In: International Conference
of Spoken Language Processing (2002)

23. Stamos, I., Allen, P.K.: 3-D Model Construction using Range and Image Data. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition
CVPR 2000, pp. 531–536. IEEE, Los Alamitos (2000)

24. Tenbrink, T.: Semantics and Application of Spatial Dimensional Terms in English
and German. SFB/TR8 internal report I1-[OntoSpace], Collaborative Research
Center for Spatial Cognition, University of Bremen, University of Freiburg, Ger-
many (2005)

25. Wünstel, M., Röfer, T.: A Probabilistic Approach for Object Recognition in a Real
3-D Office Environment. In: WSCG’2006 Posters Proceedings (2006)

http://cogvisys.iaks uni-karlsruhe.de/homepage_CogViSys_V3B.html
http://cogvisys.iaks uni-karlsruhe.de/homepage_CogViSys_V3B.html


Protein Structure Prediction with Visuospatial

Analogy

Jim Davies, Janice Glasgow, and Tony Kuo

School of Computing, Queen’s University,
Kingston, ON, K7L 3N6, Canada

jim@jimdavies.org, janice@cs.queensu.ca, kuo@cs.queensu.ca

Abstract. We show that visuospatial representations and reasoning
techniques can be used as a similarity metric for analogical protein struc-
ture prediction. Our system retrieves pairs of α-helices based on contact
map similarity, then transfers and adapts the structure information to an
unknown helix pair, showing that similar protein contact maps predict
similar 3D protein structure. The success of this method provides sup-
port for the notion that changing representations can enable similarity
metrics in analogy.

1 Introduction

It is well known that the right representation greatly facilitates reasoning [2]
and there is a growing recognition of the need for intelligent architectures to
accommodate a diversity of representations [30].

The guiding theory of our research is that changing representations allows
reasoners to see similarities in one representation type that might be difficult
to detect in another. For example, functional representations of a human face
and the front of a car may have very little semantic overlap. In this research we
focus on visuospatial representations. In our example, representing the headlights
and eyes as circles, and the grill and mouth as a centrally-located hole allows
connections to be drawn between these components.

As people often have visuospatial experiences when solving problems [6,11,31],
an important step in establishing our theory described above is to computation-
ally show that visuospatial representations can be used to solve a variety of
problems. In this paper we provide support for this notion in the domain of pro-
tein structure prediction, an example of a complex problem-solving domain. We
will describe the problem, and then how our system, Triptych, uses visuospatial
reasoning on image representations to solve it.

1.1 Protein Structure Prediction

A primary goal of molecular biology is to understand the biological processes
of macromolecules in terms of their physical properties and chemical structure.
Since knowing the structure of macromolecules is crucial to understanding their
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functions, and all life crucially depends on protein function [24], an important
part of molecular biology is understanding the three-dimensional (3D) structure
of proteins.

Proteins are composed of one or more chains of amino acid residues(so called
because part of the amino acid is released when it forms a chain). The description
of which residues appear and in what order is the protein’s “primary structure”.
According to the laws of chemistry, the chains twist, fold, and bond at different
points, forming a complex 3D shape. Subchains form regular “secondary struc-
tures”, the two main types being α-helices and β-strands. The three-dimensional
structure of a chain is its “tertiary structure”, and the overall protein shape
(which may involve several chains) is known as its “quaternary structure”. A
major unsolved problem for the biological sciences is to be able to reliably pre-
dict the quaternary structure from the primary. This, at the highest level, is our
problem domain.

Approaches to protein structure prediction vary from those that apply physi-
cal principles to those that consider known amino acid sequences and previously
determined protein structures. Many of the latter use what is known as “ho-
mology” as a similarity metric. In this context homology is the similarity of two
amino acid sequences. Our work also falls in the latter category, but rather than
using primary structure directly, we compare contact maps.

Contact maps. A distance map, D, for a protein with n amino acid residues is
an n×n, symmetric array where entry D(ai, aj) is the distance between residue
ai and residue aj, generally calculated at the coordinates of the Cα (carbon-
alpha) atoms for the residues. The order of the amino acids on the axes is the
same as their order on the chain. Given a distance map D, we compute a contact
map C for the protein as a symmetric, n × n array such that:

C(ai, aj) =
{

1, if D(ai, aj) < t;
0, otherwise.

where t is a given threshold value (in our work this theshold is 10Å). There
exists a contact between residues ai and aj if and only if they are within a given
distance t of one another in the protein structure. Figure 1 illustrates image
representations for a distance map and a contact map reconstructed from the
Protein Data Bank (PDB) [3].

Researchers have considered various approaches for the process of predicting
contact maps for a protein from its primary sequence and structural features;
these are primarily based on neural network-based methods [12]. While results
from this work are encouraging, it still results in maps that contain a large degree
of noise. Thus we carry out our initial experiments on idealized maps generated
from the PDB. Future work will include prediction of structure from predicted
contact maps.

A contact map is a translational and rotational invariant, visuospatial rep-
resentation that captures some of the protein’s relevant structural information.
Our general hypothesis is that visual processing on contact maps enables effec-
tive retrieval of similar structures, even if sequence homology is ignored. Contact
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Distance map

Contact map

Fig. 1. Distance map and contact map for the protein Bacterioferritin (Cytochrome
B1). The axes represent the residues of the protein starting from the N terminus (bot-
tom left corner). In the distance map, darker colors correspond to closer distances. For
the contact map, black areas correspond to values of 1, where residues are in contact
(within 10Å of one another). Secondary structures are easily recognizable in a contact
map: α-helices appear as thick bands along the main diagonal; β-sheets appear as thin
bands parallel and perpendicular to the main diagonal.

maps provide a “fingerprint” that can be used to efficiently compare proteins
to find ones with similar substructures. We will refine this hypothesis when we
describe our implementation.

2 Analogy Applied to Protein Structure Prediction

Rather than working with whole proteins, we are working with pairs of α-helices.
At the highest level, each time Triptych runs it takes as input: 1) the contact
map for the unknown (target) helix pair, and 2) a memory of known helix pair
structures and contact maps. The final output consists of a location in space
(x, y, z coordinates) of each amino acid residue in the target helix pair.

Analogical problem solving is founded on the premise that similar problems
have similar solutions. Experiences are retrieved, mapped, and reused during
problem solving. Aaronson et al. [1] suggest that analogical reasoning is partic-
ularly applicable to the biological domain, partly because biological systems are
often homologous (rooted in evolution). As well, biologists often use analogy,
where experiments are designed and performed based on the similarity between
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features of a new system and those of known systems. Analogical and case-based
reasoning has previously been applied to a number of problems in molecular bi-
ology; an overview of these systems can be found in [27].

Our system retrieves and adapts protein data from the PDB in order to con-
struct potential 3D structural models for our target helix pair. These models are
evaluated in terms of domain knowledge and the “best” structures will ultimately
be used as building blocks at the next level of model building.

We retrieve similar α-helix pair contact maps and adapt the known structures
to predict alignments for the unknown structures.

To predict the alignment of helices in 3D space, we consider helix pair contact
maps, Csm,sn , corresponding to pairs of helices (sm, sn) which have greater than
four contacts.1 This map is the subarray of C such that the rows of Csm,sn

correspond to the amino acid residues in secondary structure sm and the columns
correspond to the residues in secondary structure sn. These maps need only be
defined for contacts along and below the diagonal of the helix pair contact map,
as the map for pair (sm, sn) is equivalent to that for (sn, sm). Note, that unlike
the protein contact map the contact maps for pairs of helices are not generally
symmetric. The images in Figure 2 illustrate a contact maps for pairs of α-helices.

The retrieve task returns a list of retrieved helix pairs, ordered according to
similarity. The similarity metric is a visual similarity between source and target
contact maps. The adapt module transfers structure information from the top
retrievals (called the “sources”) and modifies the information according to the
specifics of the target.

3 Implemented Modules: Retrieval and Adaptation

Our focus is on predicting the alignment, or relative location, in 3D space of
α-helix pairs given the contacts between their residues.

Retrieval Module. For each query map Csm,sn we retrieve helix pairs with
contact maps most similar to Csm,sn .

A similarity measure for comparing the query contact map with maps gen-
erated from structures in the PDB was derived using techniques from machine
vision, where we consider the black regions to be the image within the array. We
were less concerned about the dimensions of the map, than what it looked like
in terms of shape and location of black regions (regions which contain contacts).
For example, Figure 2 illustrates three different maps for pairs of helices, where
maps (a) and (c) are considered similar to one another, and (b) is different from
the other two.

First we blur the images using Gaussian smoothing [19]. This is often done
to remove unwanted details and noise. Contacts are treated as black points, and
points surrounding them are turned some shade of gray depending on their dis-
tance from the nearest contacts. The grayscale tone is determined by a Gaussian
1 If there are fewer than five contacts between two secondary structures it is difficult

to determine their orientation from their contacts.
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(a) (b) (c)

Fig. 2. Illustration of similar, (a) and (c), contact maps and a map (b) that is dissimilar
to the other two. (b) shows the sub-contact CHelix−6,Helix−8 map for a pair of helices
in protein Bacterioferritin. Since the diagonal band shows contacts that extend from
the beginning of one and end of another, to the end of one and beginning of another,
we can discern that the helices are oriented anti-parallel to one another.

distribution where the contacts are the means. The maps are then morphed us-
ing a technique called closing, which removes low-valued points but keeps the
rest of the image intact [19].

The retrieval of similar contact maps involves a two-tiered approach. Given
a query contact map, the first tier uses three general content descriptors to cull
the dataset of dissimilar contact maps: quadtrees, color and edge distributions,
and gray-level co-occurrence matrices.

Quadtrees have been successfully applied to image compression, comparison,
and classification. The quadtree [38] is a hierarchical data structure used to rep-
resent images. For an image, a two-dimensional region is recursively decomposed
into quadrants where each quadrant is a node in the quadtree.

Color distribution [37] is a common feature used in image retrieval. Pixel
color values are put into a histogram form: colors are discretized and counted
and placed in bins. Global histogram representation has the drawback of loss of
location, shape, and texture information. As a result images retrieved based on
similar color distributions may not be semantically related.

Edge detection [42], and the features that can be extracted from it, is com-
monly used as a content descriptor of images. In this work we use the Canny
edge detection method [5]. The Gaussian smoothing was necessary for this step
to work, as it uses gradients and cannot be applied to binary images. Our mea-
sure of similarity based on edge detection involves comparing histograms showing
the frequency of edges with angles of 0o, 45o, 90o, and 135o.

A statistical method that considers the spatial relationship of pixels, the gray-
level co-occurrence matrix (GLCM) [21] is a texture analysis method from which
various statistical features can be extracted. Each entry (i, j) in the GLCM cor-
responds to the number of occurrences of the pair of gray levels i and j which
are a distance d apart in the original image. For example, if d is 1, then GLCM
entry (1, 2) will contain the number 4 if there are four instances of gray value 1
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adjacent to gray value 2 in the original image. In analysis, the GLCM are nor-
malized so the histogram or features extracted can be compared.

A committee of these general content descriptors is used in the first tier of
retrieval. Quadtrees vectors were generated from the binary, smoothed, and mor-
phed contact maps. The color and edge distributions and gray level co-occurrence
matrices were obtained from the smoothed contact maps. The committee results
in a set of contact maps which are present in the retrievals of two or more gen-
eral content descriptors. We determined empirically that 100 retrievals for each
descriptor is sufficient. The results of the committee are then used in the second
tier of retrieval.

For the second tier, the Jaccard’s distance [25] was calculated between each
contact map from the first tier and the query map. Because the maps vary in
size, a sliding window approach was used to determine the best matching regions
between the query and the contact maps from the first tier. The best mapping
regions also provide registration of residues for evaluation using RMSD (Root-
Mean-Squared Distance), the standard measure of distance for protein struc-
tures. The best 25 retrievals were then selected from the 100 as the final set of
contact maps to be returned.

Adaptation Module. For each query contact map the retrieval process returns
potential helix pairs from the PDB, ranked in order of estimated similarity. For
each query map, the adaptation phase transfers the structure information from
the highest-ranking structures to the input helix pair.

Transferring locations requires a mapping function – that is, a set of align-
ments that determine which residues in the target structure map to which
residues in the retrieved source structure. This is achieved by first aligning the
contact maps so that the mean cell location of contacting amino acid residues in
the retrieved structure aligns with the mean cell location of contacting residues
in the target. Then all amino acid residues in the target structure that have cor-
responding residues in the source structure are given the coordinate information
from these residues. Since the registration may not feature a great overlap of the
maps, usually there remain some target residues with no coordinates (i.e., no
corresponding residue in the known structure to transfer over). Since α-helices
tend to have a consistent structure, the missing coordinates are filled in using
general domain knowledge. Specifically, each turn of an α-helix is estimated at
5.4 Å along the helix axis and each turn at 5 Å across. Using this information
and the helix axis, calculated from the filled-in locations, our system is able to
infer these unmatched residue locations. This is textbook Biochemistry knowl-
edge. Figure 3 illustrates the portions of the helices that are determined through
our mapping function and those constructed from domain knowledge (grown
area).

Given this implementation and our overall hypothesis, our refined hypothe-
sis is that analogy using contact map similarity can effectively generate accu-
rate protein substructure predictions. We applied the retrieval and adaptation
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Fig. 3. In this figure the lower helix is the target and the upper is the source. The
dotted gray circle represents the mapping area. The locations of the target amino acid
residues for which there are no cooresponding source residues are inferred based on
the known geometry for helices. These “grown” areas are represented with the dotted
black line.

components of Triptych to a set of 61 proteins, mostly all α chains, retrieved
from the PDB.2

4 Results

For each protein, we computed the distance map, contact map and secondary
structure contact map. From the contact maps, we were able to derive 422 maps
that described contacts for pairs of helices.

Table 1. The retrieval results of the committee on 422 unique queries when the top N
out of 100 are returned as the final set of contact maps

N Mean Std MeanBest Rank

100 1.8604 0.8035 0.5259 7.5
50 1.6498 0.6447 0.5303 7
25 1.3944 0.5077 0.5506 5
10 1.1919 0.4166 0.6034 3

The results of the retrieval process for 422 unique test queries are shown in
Table 1. N is the number of helix pairs retrieved; Mean describes the average
RMSD for the queries and Std is the average standard deviation. Mean Best
and Rank describe the average best RMSD and its median rank within the final
set of contact maps. The results suggest the following: 1) as N, the number of
retrieved helix pairs, decreases the average RMSD of the final set of contact maps
improves, 2) the Mean Best represents the best structure match and worsens as

2 The proteins were 1a0aA, 1a1z , 1a28A, 1acp , 1afrA, 1aj8A, 1akhA, 1akhB, 1am9A,
1aoiA, 1aoiB, 1arv , 1auiB, 1auwA, 1bbhA, 1bcfA, 1bgp , 1bh9A, 1bh9B, 1bu7A,
1bvb , 1c52 , 1cc5 , 1cem , 1cktA, 1cll , 1cpq , 1csh , 1cy5A, 1d9cA, 1dceB, 1dpsA,
1ea1A, 1eerA, 1eteA, 1fce , 1fgjA, 1ft1B, 1furA, 1gakA, 1hcrA, 1hnr , 1hryA, 1huuA,
1hyp , 1kx2A, 1lbd , 1lfb , 1lis , 1lmb3, 1mhyD, 1neq , 1pbwA, 1pru , 1rzl , 1tc3C,
1tx4A, 1uxc , 2af8 , 2hddA, and 2ilk .
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Table 2. Experimental results when considering the adaptation of the top N results.
RMSD denotes the mean of the best scores for each of the 422 input helix pairs for the
top N retrievals.

n RMSD

1 3.6668
5 2.2667
10 1.8814
25 1.5286
50 1.3921
100 1.3011
200 1.2507
422(all) 1.2426

N decreases, and 3) as N increases from 25 to 50 to 100, the Mean Best does
not change substantially.

Further examination of the 100 retrievals using the committee determined that
65.40% of the 422 queries have its best RMSD fall within the top 10 retrievals,
83.18% within the top 25 and 96.45% within the top 50. Thus, a final set of
contact maps consisting of the top 25 retrievals from a set of 100 seems to be
the best balance between a low average RMSD over all the retrievals and a low
RMSD for the average best retrieval. This ensures all the retrievals are similar
to the query and contains the best match in ∼ 83% of the helix pairs.

Using the results of the retrievals module, we evaluated the adaptation method
by comparing the predicted locations of the residues to the actual locations, as
given in the Protein Data Bank (PDB) in terms of RSMD. The results when
considering the top N retrievals, for N = 1, 5, 10, 25, 50, 100, 200, and 422 are
presented Table 2. These results suggest that we converge to a good solution
when considering about the top 50 solutions.

The RMSDs presented are acceptably accurate in the biochemistry literature.
See [41] for an empirical study with an RMSD of 1.6.

Note that the retrieval scores for the Mean Best (in terms of RMSD distance
between the correct and predicted structures) are less than the adaptation scores
(which reported the distance between the retrieved structures and the correct
structure). The reason for this is that the retrieval scores are based on the RMSD
of only the regions of the helices in contact with each other. The adaptation
method extends the helices beyond the regions of contact based on biochemical
knowledge, affording more opportunity for error.

5 Related Work

Previous methods for the recovery of 3D structure from distance contact maps
are mostly based on distance geometry and stochastic optimization techniques,
though none look specifically at prediction of helix pair structures. Nilges et al.
[32] applied distance maps and dynamical simulated annealing to determine
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the 3D structure of proteins. More recently Vendruscolo et al. [40] proposed a
dynamic approach that generates a structure that has a contact map similar to
the query contact map.

The issue of visual knowledge in analogy and case-based reasoning has at-
tracted the attention of researchers in several areas. Below we relate our work
to some analogical problem solving systems that use visuospatial knowledge.

Previous visual analogy work in molecular biology domains include visualiz-
ing crystallographic data at different resolutions [16,17,22,28,29], in drug design
[4,15], and in in-vitro fertilization [26]. Perner has applied visual analogy to image
segmentation of CT images [34], HEp-2 cell images [33,35], and the identification
of fungi [36].

Analogy with spatial reasoning has been applied to non-bioinformatics do-
mains as well. FABEL [14] is an example of a system that adapts diagrammatic
cases in the domain of architectural design. In FABEL, the source diagram spec-
ifies the spatial layout of a building or similar structure. FABEL adapts source
diagrams by extracting and transferring specific structural patterns to the tar-
get problem. It uses domain-specific heuristics to guide pattern extraction and
transfer.

REBUILDER [18] is an analogical reasoner that does retrieval, mapping, and
transfer of software design class diagrams. The diagrams are represented struc-
turally, not visuospatially, however. This means that, for example, that the con-
nection is between two nodes is more important than the length and direction
of that connection. That is, REBUILDER works with a different level of visual
abstraction, a level at which only the structural relationships between visual
elements, such as connectedness, are relevant to the task. Determining the right
level of visual abstraction for visual case-based problems requires additional
research. The choices made by REBUILDER depend largely on the specific do-
mains in which they operate. In REBUILDER’s domain of software design class
diagrams, only the structural relations appear to be important.

FAMING [10] makes analogies with physical mechanism parts. FAMING
uses the Structure-Behavior-Function (SBF) ontology to describe the cases. The
structure is described in terms of a metric diagram (a geometric model of ver-
tices and connecting edges), a place vocabulary (a complete model of all possible
qualitative behaviors of the device), and configuration spaces (a compact rep-
resentation of the constraints on the part motions). Shape features can involve
two objects, expressing, for example, one part’s ability to touch another part.
Human designers are necessary for FAMING’s processing. The designer chooses
which cases and functions should be used, which dimensions the system should
attempt to modify, and which shape features should be unified. It uses quali-
tative kinematics to propose design solutions for the desired function following
the designer-suggested idea. Though not described as a visuospatial system, the
important parts of physical mechanisms of the sort FAMING uses inevitably
contain much knowledge that could be construed as spatial or visual.

Visual analogy has been used for cognitive modeling as well. DIVA [7] is an
analogical mapper that uses visuospatial representations, using the Java Visual
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Object System. It does no transfer of problem solutions and uses the ACME
architecture for mapping [23]. MAGI [13] takes visual representations and uses
the Structure-Mapping Engine [9] to find examples of symmetry and repetition
in a single image through analogy.

Non-visual case-based problem-solving systems, such as CHEF [20] and
PRODIGY [39] provide interesting points of comparison regarding the transfer
process. CHEF is a case-based reasoner that transfers and adapts cooking recipes
from a source to a target. The Prodigy case-based reasoning system implements
the theory of Derivational Analogy [39]. It models transfer using memories of the
justifications of each step, allowing for adaptation of the transferred procedure.
Traces, called “derivations”, are scripts of the steps of problem solving, along
with the justifications for why the steps were chosen over others.

The Galatea system [8] uses only visuospatial representations of problem-
solving procedures and transfers a source solution to a target solution. By using
a sufficiently abstract visual language it is able to transfer problem-solving proce-
dures between semantically distant analogs. The work on Galatea also supports
the notion that visuospatial representations are useful for problem-solving.

6 Discussion

Though not based on a cognitive model, Triptych shows how visuospatial reason-
ing can facilitate problem solving in a another complex domain, building the case
for the value of visual and spatial representations and reasoning for intelligent
systems in general.

The theory behind this work is that changing representations can provide
novel similarity insights. In this work we use contact maps and treat them as
binary images, applying image processing techniques to them to retrieve similar
protein substructures. This is in contrast with, for example, Jurisica et al. [28],
who retrieve based on generated attributes. In the adapt module, the information
transferred is purely spatial. The success of this method for α-helix pair struc-
ture prediction provides preliminary support for this theory, in that generated
visuospatial representations can provide a means to find similarity. Future work
will compare the results of contact map retrieval to sequence homology retrieval
to investigate in exactly which conditions contact map similarity (representing
visuospatial representations) is superior to the non-visual homology similarity
metric.

In this paper we also described and demonstrated the applicability of the anal-
ogy methodology to the problem of secondary structure alignment from contact
maps. Our hypothesis was that analogy using contact map similarity can ef-
fectively generate accurate protein substructure predictions. Triptych retrieves
protein substructures based on visual similarity of contact maps. Initial results
suggest that the retrieve and adapt phases are successful in finding similar con-
tact maps in the PDB and modifying these to predict the alignment of pairs of
helices, supporting this hypothesis. The advantage and novelty of our approach
lies in its use of multiple sources of knowledge, including existing structural
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knowledge from the PDB, expert and text book knowledge (as used in the helix
extension), as well as knowledge mined from the database. Once the viability of
the approach is shown to be effective with idealized contact maps, the predicted,
error-prone contact maps can be used as input.
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Abstract. This paper addresses the spatial representation of dynamic
scenes, particularly the question whether recognition performance is
viewpoint dependent or viewpoint invariant. Beginning with the delimi-
tation of static and dynamic scene recognition, the viewpoint dependency
of visual recognition performance and the structure of the underlying
mental representation are discussed. In the following, two parameters
(an easy to identify event model and salient static features) are identified
which appeared to be accountable for viewpoint dependency or viewpoint
invariance of visual recognition performance for dynamic scenes.

1 Representing Dynamic Scenes Spatially

Research addressing the question whether mental representation and therefore
visual recognition performance for real world events is viewpoint dependent or
viewpoint invariant has a long tradition in cognitive psychology. After watching a
real world event from a certain viewpoint, viewpoint dependency is defined when
the recognition performance impairs with increasing angular difference between
the viewpoints in the learning and the test phase. Otherwise, when the recog-
nition performance does not depend on the angular difference between learning
and test phase, viewpoint invariant recognition performance is observed. Sum-
marizing the viewpoint debate of the 1990s in which evidence for both viewpoint
invariant (Biederman, 1987; Biederman & Bar, 1999) and viewpoint dependent
(Tarr, 1995) recognition performance for static objects was found; Hayward (2003)
concluded that both sides acknowledge an influence of viewpoint. “We propose
that human object recognition may be thought of as a continuum in which the
most extreme exemplar specific discriminations require exclusively viewpoint de-
pendent mechanisms, while the most extreme categorizations recruit exclusively
viewpoint invariant mechanisms.” (Tarr, 1995; p. 1503) Results regarding the spa-
tial representation of static scenes were quite similar. In addition to a number of
studies showing that the spatial representation of static scenes was viewpoint de-
pendent (McNamara, 2003; Diwadkar & McNamara, 1997; Simons & Wang, 2002)
yet others found that under certain circumstances static scene recognition can also
be viewpoint independent (e.g. Evans & Pezdek, 1980).

But what about dynamic scenes? Do they rely on mechanisms similar to those
involved in the recognition of static objects and static scenes? In general, dy-
namic scenes consist of multiple objects undergoing certain movement patterns
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within a static frame. Typical examples are scenes containing events like tactical
moves in a soccer or basketball game. We conceive events in a relatively broad
and basic manner when two or more objects show regular movement patterns
(Schwan & Garsoffky, in press). The term event does not necessarily imply com-
plex activities like making a bed (Zacks, Tversky, & Iyer, 2001) or opening a door
(Worboys & Hornsby, 2004). Therefore we use the term similar to scholars of
event perception (Gibson, 1979) and not to scholars of activity theory (Newtson,
1973). Although we were using quite short dynamic scenes as stimulus material
(8 vs. up to 640 seconds as used by Zacks et al., 2001) our definition of event is
not incompatible with the one of Zacks et al. (2001). While watching an event
(in the meaning of Zacks) from a greater distance (as it was the case in the
study with basketball scenes, Garsoffky, Huff, & Schwan, 2007), the movements
of a complex activity were perceived only as moving objects. While, over the
last few years, static scenes have been investigated in many studies, dynamic
scenes and the underlying cognitive processes have only been examined in few
experiments. Why is it so important to differentiate dynamic scene recognition
from static scene recognition? First, a dynamic scene continuously changes its
relational properties (Garsoffky, Schwan, & Hesse, 2002). The spatial relations
between the objects and in relation to the observer are not constant over time.
This implies that, unlike watching a static scene, the observer does not see a
stable object constellation over a certain period of time. A second point is that
dynamic scenes typically are not repeated in the same fashion, whereas static
objects or scenes can be encountered on multiple occasions.

These differences have some implications for expected visual recognition
performance for dynamic scenes on the one hand, and for the underlying cogni-
tive processes and properties of the mental representation on the other.
Garsoffky et al. (2002) posed three theoretical models, each of which makes
different predictions concerning the visual recognition of dynamic scenes: the
static-scene model, the dynamic-event model, and the film-form model. These
models are described in more detail below.

1.1 Static-Scene Model

The static-scene model predicts viewpoint dependent recognition performance.
As research on static scene recognition has shown, visual recognition perfor-
mance is highest if the viewpoint used in the test phase is the same as that used
in the learning phase (Diwadkar & McNamara, 1997). As the difference between
these two viewpoints increases, recognition performance decreases. This is due to
alignment processes which attempt to match the novel viewpoint with the view-
point from the learning phase. According to McNamara (2003) there is therefore
ample evidence indicating that spatial memories of static scenes are orientation-
dependent. Assuming that static and dynamic scenes are processed in similar
ways, recognition performance for dynamic scenes should also be optimal when
learning and test phase viewpoints are identical. Further, recognition perfor-
mance should decrease with increased angle differences between learning and
test phase viewpoints. This model also includes the possibility of multiple-view
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representations given that a scene is shown from different viewpoints in the
learning phase. The viewpoint dependency of recognition performance should
be relative to those viewpoints initially seen.

1.2 Dynamic-Event Model

The second model proposed by Garsoffky et al. (2002) is the dynamic-event
model. This model assumes viewpoint independent visual recognition perfor-
mance. It is based on the assumption that dynamic scenes constitute a special
type of event, and that they are processed accordingly. Research on events has
shown that due to the high informational density of unfolding circumstances,
information about objects, layout, topology, and progression of the event is ex-
tracted (Posner & Keele, 1968) giving way to a more abstract mode of repre-
sentation. This abstraction process should also hold for the spatial properties
of dynamic scenes and ought in turn to result in a more viewpoint independent
representation.

1.3 Film-Form Model

The film-form model proposed by Garsoffky et al. (2002) also predicts a view-
point dependent recognition performance. This model, originally developed by
film makers, assumes that the mental representation of a dynamic event is aligned
with the viewpoint of the establishing shot depicting the scene. The establishing
shot is the first referential section at the beginning of a filmic event. The scene is
first presented as a whole from a considerable distance. Each of the subsequent
viewpoints is integrated into this frame. According to this model the mental
representation of dynamic scenes should therefore be viewpoint dependent. In-
terestingly this model is partly compatible with the spatial reference model pro-
posed by Shelton and McNamara (2001, 2004). They proposed that learning and
remembering the spatial layout of a static scene involves interpreting the given
structure in terms of a spatial reference system. They suggested that this process
is analogous to determining the “top” of a figure; in effect, conceptual “north”
is assigned to the layout, creating privileged directions in the environment (Mou
& McNamara, 2002). The frame of reference for this interpretation is selected
using egocentric and environmental cues, such as viewing orientation and align-
ment processes, respectively. Due to this model the resulting visual recognition
performance is viewpoint dependent relative to the reference vector.

2 Empirical Overview

Over the course of the last three years the authors have conducted eleven labo-
ratory recognition studies addressing the issue of viewpoint dependency in visual
recognition performance with dynamic scenes. The first five studies incorporated
complex, naturalistic types of dynamic scenes; namely short sequences from soc-
cer games (experiment 1 to 3, Garsoffky, Schwan, & Hesse, 2002), short sequences
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Fig. 1. In this figure the used viewpoints in the test phase are illustrated. If the dynamic
scene was presented from 0◦, the viewpoint deviation in the test phase was 0◦, 45◦,
90◦ and 135◦.

from basketball games (experiment 4, Garsoffky, et al., 2007) and traffic scenes
(experiment 5, Huff, Garsoffky, & Schwan, unpublished). In experiment 6 to
11 more artificial material was used (a kind of ball race, Garsoffky, Schwan, &
Hesse, 2004; Huff, unpublished). All experiments were based on the same design
scheme, employing a within-subjects design, and measuring recognition perfor-
mance using a visual recognition paradigm. After twice observing a dynamic
scene in the learning phase, participants in the test phase were shown a number
of pictures recorded from different viewpoints at different points of time (see
figure 1). For each picture the participant had to decide by key press whether
he/she had already seen the depicted scene.

Each experiment contained one control condition, in which the dynamic scene
was presented without modification or intervention (e.g. film-cuts, supplemental
verbal descriptions, etc.). All further conditions were experimental conditions
containing certain variations which were expected to weaken the viewpoint de-
pendency effect. As it turned out, even the control conditions, on account of
different underlying stimulus materials, showed substantial differences with re-
gard to the viewpoint dependency effect. This will be the main focus of the
present paper.

Soccer games. In experiments 1 to 3 we used already existing animations of
regular sport events; namely soccer episodes from the 1998 world championships.
Each episode contained a successful shot at goal from one of the two teams. Since
they were extracted from existing material, there was no possibility of controlling
distractor items. For this reason, only hits (correct answers to target items in a
visual recognition test) could be analyzed.
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Fig. 2. This figure illustrates the experimental recognition paradigm. After twice pre-
senting a dynamic scene, participants were shown several video stills depicting either
the target scene or a distractor scene from varying viewpoints at different points of
time.

Fig. 3. This figure shows an example of a basketball game used as stimulus material



The Spatial Representation of Dynamic Scenes – An Integrative Approach 145

Fig. 4. This figure shows an example of a traffic scene depicting an accident on a
highway

Basketball plays. In experiment 4 we used simulations of typical moves from bas-
ketball games as stimulus material1 (Garsoffky et al., 2007). Each event showed
players from two teams, distinguishable by the colors and patterns of their shirts
(see figure 3) and ended with one team scoring a basket. It was attempted to de-
sign the events in a manner as realistic as possible. In this case it was possible to
control distractor items used in the visual recognition test, because each target
item had a corresponding distractor item. Therefore calculation of sensitivity
and response bias measures in terms of the signal detection theory (Green &
Swets, 1966) was possible, as was the case for each of the following experiments.

Traffic scenes. In study 5 traffic scenes were used (Huff et al., unpublished). The
dynamic scenes, depicting an accident on a highway, consisted of multiple vehi-
cles (cars, trucks, motorcycles) driving on a road with three lanes (see figure 4).
Along the road there were several prominent objects (e.g. huge trees, a building,
etc.). The distractor scenes involved changing the starting position of one of the
cars responsible for causing the accident at the end of the scene.

1 Examples of the stimulus materials mentioned in this paper are available at
http://www.iwm-kmrc.de/cybermedia/sc2006/
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Fig. 5. This figure illustrates the ball races used in the current studies. Four different
colored balls could be seen moving across a quadratic plane on parallel courses towards
the white finishing line.

Ball races. Experiments 6 to 11 used stimulus material of a more artificial nature
(e.g. Huff, Garsoffky, & Schwan, 2006; see figure 5). Four different colored balls
could be seen moving across a quadratic plane on parallel courses towards a
specific target (either a kind of soccer goal or a white finishing line). Each ball had
a different starting position and a distinctive movement characteristic (constant
velocity, accelerating or decelerating).

3 Empirical Results Concerning the Recognition of
Dynamic Scenes

The experiments investigating the viewpoint dependency of visual recognition
performance were analyzed with regard to the dependent measures hits, sensi-
tivity and response bias.

3.1 Recognition Performance Regarding Hits

In all experiments viewpoint dependent recognition performance was observed
regarding the dependent variable hits (see figure 6). Recognition performance
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was highest when the viewpoint in the test phase was the same as that used
in the learning phase. It was therefore assumed that the mental representations
responsible for dynamic scene recognition have similar properties to those mental
representations responsible for static scene recognition (static scene model). That
is, the viewpoint seen in the initial learning phase became part of the mental
representation of the dynamic scene.

However, the hit rate only describes reactions to target items (video stills
depicting the already seen dynamic scene). Reactions to distractor items - rep-
resenting the other half of the reactions - are ignored by this measure. Hence
different causes could account for this effect. For example the effect could im-
ply a conservative response bias; participants respond less often with “yes”
when angular difference between the viewpoints in the learning and the test
phase is greater, independent of the type of recognition item (target or distrac-
tor). Although experiments 1 to 3 (Garsoffky et al., 2002) yielded some sup-
port for a viewpoint dependent mental representation, the experimental setup
of these experiments precluded the calculation of more refined measures e.g.
sensitivity measure and response bias. In the following experiments, this par-
ticular problem was solved by using modeling software to design the stimu-
lus material. From now on it became possible to construct specific distractor
scenes, incorporating all the properties of the original scene excepting a modi-
fication of the movement characteristic of a single object. The matching of target
and distractor items was now possible and consequently the calculation of
sensitivity.

3.2 Recognition Performance Based on Signal Detection Measures

Altogether, eight empirical studies were conducted with stimulus material al-
lowing the calculation of sensitivity and response bias measures according to
the signal detection theory (Green & Swets, 1966). In three studies, using ball
races as stimulus material, viewpoint dependency with regard to the sensitiv-
ity measure was found. In contrast, the sensitivity measure of five experiments
demonstrated viewpoint invariant recognition performance. This was the case
both for realistic and artificial stimulus material. In experiment 4 using bas-
ketball games (Garsoffky et al., 2007), in experiment 5 using traffic scenes
(Huff, et al., unpublished), and in three studies based on the more artificial
ball races, no viewpoint dependency effect with regard to the sensitivity mea-
sure was found; visual recognition performance was independent of the viewpoint
used in the test phase.

Additionally, in all eight empirical studies there was a main effect for view-
point deviation regarding the dependent variable response bias. Explicitly, this
means that the participants’ reactions tended to be more conservative, the
greater the deviation of the viewpoint in the test phase from that in the learning
phase (see also figure 6).
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Fig. 6. This figure illustrates the findings of the reported studies. As typical examples
the basketball scenes (first row; Garsoffky et al., 2007), the ball races with information
about the hidden structure (second row; Huff, et al., 2006), and the ball races without
information about the hidden structure (third row; Huff, unpublished) are diagrammed.
The first diagram in each row shows the viewpoint dependency effect for hits. The
second one displays the sensitivity measure (a viewpoint dependency effect was only
found with artificial material without information of the hidden structure as displayed
in the last row). The third diagram in each row shows the viewpoint dependency for
the response bias measure.
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4 An Integrative Account of the Findings

In summary, the findings of the eleven experiments indicate that viewers do not
necessarily process dynamic scenes in a viewpoint dependent way, and that a
more differentiated theoretical account is therefore required. On the one hand,
viewpoint dependent recognition performance in terms of hits was found in all
studies. On the other hand, the pattern of results concerning sensitivity proved
more complex, with three studies demonstrating an influence of viewpoint on
this specific variable and six others showing none. Furthermore, in all studies an
influence of viewpoint was found for response bias. Therefore, the finding of a
viewpoint dependency of hits must at least partially be attributed to correspond-
ing variations in response bias (see also figure 6). Contrastingly, the influence of
viewpoint on sensitivity appears to be moderated by additional factors. First,
viewpoint dependency of sensitivity was found for artificial material (i.e. ball
races), but not for naturalistic dynamic scenes. Second, even in the context of
ball races, viewpoint dependency diminished when the movement patterns of the
ball races were easily characterized by a sequence of unfolding events.

In relating visual recognition performance to the attributes of the underly-
ing dynamic scenes, it can be conclusively concluded that participants tend to
represent a dynamic scene in a viewpoint independent manner if the scene itself
offers cues which them help to form an abstract mental representation. This can
be explained by the fact that an abstract mental representation of a dynamic
scene is more economic in the usage of memory on the one hand, and easier to
handle on the other. A closer analysis of the findings indicates two parameters
of dynamic scenes which could help to foster the development of a viewpoint
independent representation: an easy to identify event model and salient static
features.

4.1 Event Model

An event model is a parsimonious description of an unfolding event in terms of its
gist. Examples include the concatenation of circumstances finally leading to an
accident in the traffic scenes shown from an exterior point of view, or the strategic
moves of players on the offensive team in the basketball scenes (Garsoffky et al.,
2007). Since event models represent a highly economic characterization of a
dynamic scene, we assume that viewers base their mental representation on such
event models whenever possible. According to the findings of our studies, at least
two options as to how such event models are induced can be identified. First, a
dynamic scene can possess certain inherent movement patterns which are easily
identifiable. Second, even if no such obvious event features exist, an event model
representation can be induced by having a verbal description accompany the
event.

Inherent Event Model. Dynamic scenes containing an evident event struc-
ture offer cues for the construction of an abstract, gist-like mental representation
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of the scene. We assume that such a representation does not include the orig-
inal viewpoint and that viewers are therefore able to recognize the scene from
different viewpoints with equal accuracy.

This is compatible with the assumption of the dynamic event model approach
(see 1.2). For example Jenkins, Wald, & Pittenger (1978) presented participants
a sequence of slides depicting a certain activity. In the subsequent recognition test
containing (1) slides not shown in the learning phase, but depicting the presented
activity and (2) slides portraying a distractor activity. Results showed that the
false alarm rate in response to (1) was highest, suggesting that participants had
developed a mental representation which abstracted from the pictorial details of
the selected slides (see also Hannigan & Reinitz, 2001).

Similar processes seem to be responsible for the corresponding finding of
the present studies. For example, the basketball games (Garsoffky et al., 2007)
contained typical strategic moves often seen on TV; two teams could be seen
playing on a basketball court; the offensive team was in possession of the ball,
the defensive team trying to obtain the ball. Each move ended with the offen-
sive team scoring a basket. Instead of separately encoding each player (up to
six) and his individual movements, it is possible to encode two teams (an of-
fensive and a defensive team) together with their respective moves in time. As
a result the event model could sound like: “The red team possess the ball and
moves toward the basket which is defended by the blue team. As the red team
is entering shooting range, a basked was made.” In this description, irrelevant
details are lost and the representation is not bound to a specific viewpoint.
Thus, the resulting mental representation enables viewpoint independent visual
recognition performance. It is arguable that such an effect only holds for highly
realistic stimulus material with high familiarity – all individuals have at some
point seen a basketball or soccer match on TV. Our empirical results, however,
further showed viewpoint independent recognition performance to occur for ar-
tificial dynamic scenes (ball races) with an evident structure, for example if one
ball dominated the others on account of being the fastest and passing all others
(Huff, unpublished).

Induced Event Model. Even if the stimulus material is less obviously struc-
tured, participants are still able to adapt an event model, if they are explicitly
informed about the existence of hidden structures. This was carried out in two
studies (Huff, unpublished) in which participants were instructed, prior to the
experiment, to focus their attention on possible event structures. As a result no
viewpoint dependent recognition performance with regard to sensitivity was ob-
served, indicating that viewers were able to develop an appropriate event model.

4.2 Static Features

A further attribute of dynamic scenes which appears to be important for view-
point dependent versus viewpoint invariant recognition performance are salient
static features within a dynamic scene. There are two functions which such salient
static features can serve. First, they can indicate the spatial orientation of the
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Fig. 7. According to the theoretical approach in this paper a dynamic scene can contain
an event structure and salient static features. This figure illustrates this approach
and displays the predictions regarding the viewpoint dependency for sensitivity and
response bias measures.

scene (e.g. the basket of a basketball scene) and second, they can structure the
dynamic scene into discreet sub-events (e.g. the lines of the basketball court or
the tree beneath the road in the traffic scene).

The orientational function of salient static features can explain the tendency
of participants to react more conservatively, the larger the deviation of the view-
point between the learning and the test phase. All eleven experiments contained
such static features and accordingly showed a viewpoint dependent response
bias. In particular, such a static feature allows the viewer to readily identify the
spatial orientation of a recognition item without having to take the depicted
event into account. We therefore assume that the abstract event model descrip-
tion of a dynamic scene is supplemented by an additional “tag”, which – based
on the salient static features – indicates the initial orientation of the scene.

Additionally the structuring function of salient static features fosters the de-
velopment of a viewpoint invariant mental representation of dynamic scenes. In
this context, there is evidence from two lines of research. In the first, Easton and
Sholl (1995) and Sholl and Nolin (1997) proposed a model of spatial representa-
tion and retrieval regarding static scenes. This model contains two sub-systems.
The first, the self-reference system, codes self-to-object relations in the form of
body-centered coordinates. That is, the body itself becomes part of the men-
tal representation including terms like left-right, front-back, and up-down. The
encoded mental representation is viewpoint-dependent. A second system, the so-
called object-to-object-system, codes the spatial relations between the enlisted
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objects. These relations are not coded with regard to the surrounding environ-
ment. The resulting representation is therefore viewpoint-independent.

In the second line of research, Gernsbacher (1985) found that abstraction
processes occur at so-called transition points. Such transition points indicate
the beginning and the end of a sub-event, and facilitate abstraction processes.
He varied the left-right orientation of pictures within picture stories and found,
in keeping with the boundary hypothesis of encoding, that shortly after such
transition points, recognition of left-right orientation was generally low. Simi-
larly, static features as defined above can also serve as markers for structuring
a dynamic scene into sub-events. For example, the point at which a car changes
lane can be used to define the beginning of a new sub-event. There is evidence
that at these points, processes of abstraction from visual details take place
(Gernsbacher, 1985). It would therefore seem reasonable to assume that such
points play an important role in the development of event models. Nevertheless,
as mentioned above, (orientational function of salient static features) at least
some surface information concerning the overall spatial orientation of the scene
appears to be retained. In sum, if indeed abstraction processes occur at transition
points, then the orientation of the original scene is also stored in combination
with the abstracted dynamic content.

Taken together, the two functions of salient static features can contribute
to explaining the pattern of results found in the present studies. The orien-
tational function seems to be responsible for the conservative response bias,
and the structuring function appears to aid viewpoint invariant recognition
performance. If a dynamic scene contains salient static features, these can facil-
itate the encoding of a viewpoint invariant mental representation of a dynamic
scene in two ways. First, by enabling the encoding of an object-to-object sys-
tem (McNamara, 2003). Second, by making certain points (so called transition
points) available at which abstraction processes can take place (Gernsbacher,
1985). In contrast, the absence of such salient static features forces the viewer
not only to encode a self-reference system, but also makes it more difficult to
structure the dynamic scene into sub-events.

4.3 Summary

To summarize, several parameters were identified in this integrative approach
which are thought to influence the viewpoint dependency of visual recognition
performance for dynamic scenes (as summarized in figure 7). In particular, the
perceptibility of the event structure of a given dynamic scene determines the de-
velopment of a viewpoint invariant event model. If such an event structure is per-
ceivable to the viewer, either because it is inherently salient or because it is cued
by additional information, an abstract mental representation is developed. Only
if no such structure is evident will viewers tend to develop a viewpoint dependent
representation. This process of developing an event model is further facilitated
by the existence of salient static features within the dynamic scene. Such static
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features also allow the abstract event model description of a dynamic scene to be
supplemented by an additional “tag” which indicates the initial orientation of the
scene and in turn leads to a viewpoint dependent response bias.

5 Discussion

In this paper an attempt was made to integrate the findings of eleven experi-
ments adressing the spatial properties of dynamic scene recognition. Two major
points were identified. The first concerns the issue of measurement. It was shown
that the notion of viewpoint dependent recognition is inherently ambiguous on
account of the fact that it can relate to hits, sensitivity or to response bias. It
is therefore important to analyze all reactions of participants. While hits de-
scribed only one half of the reactions, signal detection measures (sensitivity and
response bias) were able to describe all reactions. In the reported studies it was
also shown that viewpoint dependency of sensitivity and response bias are largely
independent of one another.

The second major point of the current studies relates to the characteristics of
the dynamic scenes. In this paper we identified two determinants which could be
responsible for viewpoint dependent or viewpoint invariant encoding of dynamic
scenes. These characteristics, in particular a perceivable event structure and the
existence of salient static features, are assumed to condition whether a dynamic
scene is encoded in the sense of the static-scene or the dynamic-event model
(Garsoffky et al., 2002). Based upon our empirical results, it is evident that
viewers tend to encode viewpoint invariant mental representations whenever
possible. If a dynamic scene contains elements such as an event model or salient
static features, then a mental representation can be encoded which is abstract
and which facilitates viewpoint invariant recognition performance.
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Abstract. This paper presents a qualitative formal framework to model the  
impact of an event. An event could be a forest fire or a flood, for example, that 
results in a discernable change such as a reduced vegetation height. This 
framework provides a qualitative classification of impacts in order to reason 
about events and their impacts. The underlying conceptual model distinguishes 
between immediate and delayed impacts. Based on this distinction, a set of ba-
sic types of impacts are differentiated, in particular abrupt and gradual impacts. 
We analyze how the temporal relation between an event and an impact can be 
used to capture combinations of impact types, called evolving impacts. To link 
event-impact relations spatially, this work introduces the concept of qualitative 
impact maps that represent the extent of an impact type. The combination of 
qualitative impact maps with event-impact inference rules enables the identifi-
cation of events that are likely to underlie these impacts. The application poten-
tial of this approach is demonstrated via a case study based on vegetation 
change and event data for a nature reserve near Melbourne, Australia. This 
study shows how the model can support decision making for planning and man-
agement in nature reserves. 

1   Introduction 

The representation of change is a central topic in geographic information science 
(GIS), since few domains if any are completely static. Instead, the properties or at-
tributes of geospatial objects can evolve or the location of objects can vary over time. 
A number of approaches have focused on the description of identity changes of geo-
spatial objects [13,14,24,25] or on spatial and non-spatial attribute changes [16,4,9]. 
In many cases, changes are the result of events. A fire event in a nature reserve, for 
example, burns trees and bushes resulting in an abrupt decrease in vegetation height 
in the reserve. The event of a traffic accident on an interstate highway could result in 
an impact, such as a traffic jam, or lane closures, or both. We refer to a change caused 
by an event as an impact. 
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This paper proposes a qualitative classification of impacts that abstracts relevant 
information about attribute change avoiding unnecessary detail. Vegetation changes, 
for example, are usually detected by analyzing an enormous amount of vegetation 
data. Representing the actual changes as qualitative impact types allows us to reason 
about impacts and events from a more cognitive perspective. A categorization of 
impact types assigns a small number of qualitative categories to represent the com-
plex changes that occur to phenomena as a result of an event. The aim is to depict 
spatio-temporal information in a comprehensible way that supports effective decision-
making. The classification of impacts and in particular their temporal relations to 
events is a major focus of this paper. Based on the identification of different impact 
types domain-specific inference tables and impact maps can be used to link event 
types and impact types causally and spatially. The goal of this work is to provide a 
model that supports the identification of likely events based on changes that have 
occurred in a geospatial domain, and also has the potential to help predict changes 
based on events that have happened. 

The rest of the paper is organized as follows: in section 2, related work on event-
based modeling and modeling impacts for dynamic geospatial domains is discussed. 
Section 3 presents a qualitative categorization of impacts based on a set of temporal 
event-impact relations. In order to capture more semantics associated with impacts, 
this typology is extended to consider additional types of impacts including abrupt and 
gradual impacts as well as combinations of these basic impact types. A formalization 
of gradual and abrupt impacts is developed and impact maps are introduced to relate 
the concepts spatially. In section 4, the developed model of impact categorization is 
applied to a case study of events and related vegetation change in a nature reserve 
near Melbourne, Australia. A prototype implemented in ArcMap/ArcObjects shows a 
user interface for querying event-impact relations in the nature reserve based on the 
qualitative impact types. 

2   Modeling Events and Impacts 

Currently, most geographic information systems (GIS) have limited ability to trace 
and analyze changes over time [14,16,18]. Most conventional GISs are snapshot-
based, where only the data corresponding to the time when the data is recorded is 
represented. These snapshot-based approaches typically support analyses based on 
time-slices of data and do not offer the possibility of analyzing changes in the past or 
predicting future outcomes [12]. 

An event-based spatio-temporal system offers new opportunities for analyzing and 
understanding changes in spatial data. Integrating events into information systems 
facilitates a deeper understanding of spatio-temporal relationships by enabling the 
user to relate changes to the events underlying these changes, for example, the  
disappearance of a pond can be related to a drought occurring in that area [3, 25]. 
Where an occurrent, for example, a storm or a forest fire, refers to a happening in the 
real world that unfolds itself through a period of time [11], in this work, an event 
refers to the representation of an occurrent in a spatio-temporal data model. We treat 
occurrents as discrete events that can be clearly distinguished from each other, for 
example the representation of an individual forest fire in a certain area at a certain 
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time. Characteristics of events are their uniqueness and countability [8]. The domain 
focus for this work is modeling events relating to vegetation changes. For example, 
burning, clearing, and flooding are typical occurrents that are experienced in manag-
ing a nature reserve or national park and that result in changes in the vegetation. This 
work is extended to treat the change that occurs subsequently to an event, referred to 
as an impact. The set of event-impact relations that is distinguished provides support 
for identifying events from impacts that have occurred and also provides a basis for 
the converse case, i.e., predicting impacts that are possible based on events that have 
happened. 

2.1   Modeling Events 

Early work on incorporating events in geographic information systems considered, for 
example, a raster-based approach for modeling spatio-temporal changes through time 
[19] as well as approaches to monitor and analyze successive states of spatial entities 
[5] where such state changes are modeled as events. An event-based approach was 
explored for date-stamping data separately instead of assigning a time to each snap-
shot and then organizing the data in chronicles that comprise data about numerous 
specific events relating to different objects [9]. These chronicles are then used to 
make inferences about the state of the world at a given time or to construct at least a 
partial snapshot. A more recent focus on event-based modeling for dynamic geospa-
tial domains gives events the same status as objects in the data model. The corre-
sponding event-based geospatial data model extends typical object-based queries to 
allow querying of dynamic systems by modeling object-event and event-event  
relationships [25] and more recently has been extended to include, for example, 
event-process and process-process relationships [10]. Different kinds of event-based 
semantics, such as significant or noteworthy events, are often associated with a  
dynamic geospatial domain and also require modeling support [6]. 

2.2   Modeling Impacts on Geospatial Objects 

In order to model relationships between occurrents in the real world and the changes 
that result from these occurrents, we distinguish between events and subsequent asso-
ciated impacts in a geospatial domain. An impact involves one or more objects chang-
ing from one state to another where the state of an object refers to its attribute values. 
For example, a land parcel has the attribute vegetation_type and the attribute value 
forest. An event such as a forest fire results in the vegetation type of the land parcel 
changing from forest to heathland. This change in the value of an attribute corre-
sponds to the impact of the forest fire event. In reality, the trees are burnt and the 
vegetation structure and composition is altered. This alteration is mimicked in the 
model such that the state described by the vegetation type of the land parcel is 
changed. Another example corresponds to the building of a dam on a river where 
dam_building is the event and the impact is a change in the value of the attribute, 
water_depth, modeling the accumulating water on one side of the dam. 

An important topic related to the modeling of impacts of events is that of causal  
relations between events and objects in dynamic spatio-temporal systems. A number 
of researchers have examined the topic of causality. One such study focused on  
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modeling causality by considering the spatial overlap and temporal order of events 
[3]. This approach helps to identify events and the relationships among them by 
searching for spatial and temporal patterns using statistical and additional methods of 
data observation and interpretation. However, causal inferences are still left to the 
discretion of the user. Causal relationships are often closely related or implicit in 
temporal relationships and have been investigated by temporal logics to support tem-
poral reasoning. The interval calculus [2] and event calculus [15] are early examples 
of temporal logics that model events as temporal objects and support inferences about 
temporal relationships. Causality has also been examined in models that represent 
spatio-temporal phenomena and relationships. For example, a generic model has been 
proposed for representing causal links within spatio-temporal GIS using an extended 
entity-relationship formalism [1]. Using this model, causal relationships between 
events, objects and agents are modeled and conditions applied. 

A more recent approach investigates causal relations between events and states, 
where state refers to either an object’s state or the state of a process [10]. A process, 
for example the flow of traffic, can have different states such as being slow or fast. 
Possible causal relations between events and states are cause, initiate, terminate, 
enable, perpetuate, allow and prevent. For example, an event causing another event is 
defined as the successor event being the result of the predecessor event. In this work, 
we focus on event-impact relations, in particular where events result in changes to the 
attributes of objects. 

3   Categories of Impacts 

Events can have different kinds of impacts on objects. We present a qualitative catego-
rization of impacts beginning with the case of single events having single impacts. This 
categorization is developed based on a set of temporal event-impact relations where 
events and impacts are first modeled as intervals, and then where events are modeled 
as instants. This typology is extended by considering different types of impacts includ-
ing abrupt and gradual impacts. These types of impacts are analyzed with respect to 
qualitative as well as quantitative attributes. Finally, a model for evolving impacts is 
developed based on combinations of basic impact types that occur successively. 

3.1   Modeling Temporal Event-Impact Relations 

In the vegetation domain, impacts following events like fires or clearings usually 
involve vegetation changes that are durative and only in exceptional cases instantane-
ous. These impacts last for a certain time period and are not finished in a moment of 
time, for example a clearing changes a forest to heathland, which then slowly regrows 
into a forest. For this reason, in this work we focus on modeling impacts using an 
interval-based perspective. Depending on the treatment of events (modeled as either 
durative or punctual), different event-impact relations can be distinguished and in the 
sections that follow different classes of temporal event-impact relations are derived 
systematically. 
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3.1.1   Events and Impacts as Intervals 
When events are assumed to be durative and are modeled as intervals, then any of 
Allen’s [2] thirteen possible temporal interval relations can be applied to describe 
possible event-impact relations. However, event-impact relations are assumed to 
conform to three basic conditions:  

(1) the event starts before the impact starts, or alternatively,  
(2) the event starts at the same time as the impact starts, and  
(3) no event can finish later than the impact. 

The first two conditions mean that an impact that results from an event cannot start 
before the event begins, and is based on causal logic. For the third condition, we as-
sume that no event can last beyond its impact. For example, a fire cannot finish later 
than its impact, vegetation change. On the contrary, the impact of vegetation change 
lasts much longer than the event of the fire. This condition may not be valid for all 
domains, but for the domain of vegetation modeling this is a basic assumption. Given 
these three conditions, only a subset of the temporal interval relations is considered 
plausible and six temporal event-impact relations are defined: d_before, d_meets, 
d_overlaps, d_finished-by, d_starts, or d_coincident (where d indicates a durative 
event, see Figure 1). 

 

 

Fig. 1. When events (continuous line) and impacts (dashed line) are both modeled as intervals, 
possible event-impact relations include (a) delayed impacts: d_before, d_meets, d_overlaps, 
d_finished-by, and (b) immediate impacts: d_starts, and d_coincident 

Four of these relations involve the start of the impact occurring after the start of the 
event. We refer to these four relations more generally as delayed impacts. This corre-
sponds to a case where the event starts and finishes before the impact starts 
(d_before), the event finishes at the same time the impact starts (d_meets), the event 
starts earlier than the impact but finishes after the impact has started (d_overlaps), or 
the event starts earlier than the impact and finishes with the impact (d_finished-by) 
(Figure 1a). 

The remaining two cases, d_starts, where the event and the impact start at the same 
time but the event finishes earlier than the impact, and d_coincident, with the event 
and the impact starting and finishing at the same time, are classified as immediate 
impacts (Figure 1b). The following Table 1 illustrates these event-impact relations 
with examples from the vegetation domain. 

d_before d_meets d_overlaps d_starts d_coincident 

delayed impact immediate impact 

d_finished-by 

(a) (b)
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Table 1. Examples from the vegetation domain for possible event-impact relations 

Relation Event Impact Comment 

d_before 
fertilizing 

grassland 
growth 

Grassland growth starts at a time after 
fertilizing, since the nutrients need some time to 
initiate the growth. 

d_meets fire 
regrowth of 

forest 
The regrowth of a forest area starts immediately 
once the fire is extinguished. 

d_overlaps 
pollution trees dying off 

Trees die off at a time after the soil or air has 
been polluted since the pollutants need some 
time to reach the trees’ systems. The tree dying 
goes on even after the pollution stopped as the 
trees are already weakened. 

d_finished_by 
grazing of 
heathland 

growth of heath 
vegetation 

Sheep grazing is used as a management tool to 
clear young trees overgrowing heathland. The 
regrowth of heath vegetation starts after a 
certain amount of young trees have been grazed. 
As soon as grazing stops, trees regrow and 
suppress the growth of heath vegetation. 

d_starts 
fire 

destruction of 
old growth 

forest 

At the time a fire starts, old trees in a forest die 
off and continue dying even after the fire has 
stopped. 

d_coincident 
storm 

uprooting of 
trees 

Trees start to get uprooted in a forest when a 
storm begins. Once the storm stops, no more 
trees fall over. 

 
The categorization of relations between events and impacts modeled as intervals 

has been examined in the work of [7] where the terms cause and effect are equivalent 
to our use of event and impact. The first two of the conditions described above are 
similarly employed in this earlier work for distinguishing a set of causal temporal 
relations. In [7], depending on the starting time, the effect can be delayed with respect 
to the starting time of the cause or the effect can start simultaneously. A further 
categorization of delayed effects is provided by distinguishing threshold delays, 
where the change can only deliver its effect by reaching a certain level over a certain 
time period, from diffusion delays, where the cause and effect are spatially not co-
located and the cause will need time to reach its effect. Effects that start simultaneous 
to their cause are further subcategorized depending if their duration is shorter, equally 
long or longer to their underlying cause [7]. In this work, we consider a further 
refinement based on the condition that an event has to finish either before or at the 
same time as the impact finishes. 

3.1.2   Events as Instants and Impacts as Intervals 
In this paper, the focus is on modeling punctual events and their relations with im-
pacts that are durative and modeled as intervals. Although events are commonly mod-
eled as intervals, in this work abstracting the event to an instant while treating the 
impact as an interval allows us to highlight additional semantics associated with im-
pacts. Events in a nature reserve or national park, like a forest fire or clearing activity, 
typically take place in a very short amount of time (hours or days) as compared with 
the resulting vegetation changes that often happen or last over long time periods 
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(months or years). Compared to Allen’s thirteen possible interval-interval relations, 
temporal point-interval relations are reduced to only five possibilities: before, starts, 
during, finishes and after [17]. Based on the conditions that the event has to start 
before or at the same time as its impact, only two event-impact relations are possible 
when the event is punctual: p_before or p_starts (with p denoting a punctual event). 

 

Fig. 2. Impact categories based on when the impact occurs relative to punctual events: (a) 
delayed impact: p_before, (b) immediate impact: p_starts, and (c) no impact: p_none. Continu-
ous lines show an impact as the change of an object’s state over time t with respect to an attrib-
ute value v. A point symbol is used for the event. 

As with the case of interval events, p_before is considered a delayed impact  
(Figure 2a) and p_starts is considered an immediate impact (Figure 2b). An example 
of a delayed impact occurs when the event of seeding a forest (modeled as a punctual 
event) is followed by a period of no value change for the attribute vegetation_height. 
After some delay the value will start to increase. An example of an immediate impact 
is when planting trees in a forest area results in the instant change of the value of the 
attribute tree_density. Note that both these examples involve an increase in the attrib-
ute value. Of course, there are other cases such as the event of clearing trees in a for-
est area where the attribute value, in this case tree_density, decreases in response to 
an event. 

Not all events have an impact on objects. There can also be the case p_none  
where an event has no impact implying no change to any attribute value of the object  
(Figure 2c). For example, a particular storm event may have no impact on any of the 
attributes of a meadow.  

3.1.3   Classification of Impacts 
Further refining the classification of impact types, attributes can be distinguished as: 
qualitative attributes for impacts corresponding to qualitative change and quantitative 
attributes for impacts corresponding to quantitative change. The first category in-
cludes nominal and ordinal attributes. Nominal attributes refer to an attribute domain 
that consists of simple labels that cannot be ordered, for example, vegetation types. 
Ordinal data is similarly qualitative in the sense that it reflects a rank order although 
without a measurable variable attached to the ranking, for example low, medium or 
high vitality of the vegetation. Interval and ratio attributes, on the other hand, are 
quantitative attributes that are measured on a scale. Ratio variables are measured with 
and interval variables without respect to a fixed point. Attributes such as vegeta-
tion_height and tree_density are ratio attributes since they are measured on a scale 
and can be related to a fixed point, in this case zero. 

t 

v 

t 

delayed impact 
p_before v 

(a) (b) (c) 

no impact 
p_none 

t 

v 
immediate impact 

p_starts 
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Based on this understanding of attributes, impacts can be distinguished further into 
two basic types: abrupt impacts and gradual impacts. We assume that attribute values 
are measured over a discrete set of time points T. Depending on the sampling rate of 
the application domain, time points could be measured, for example, in days, months 
or years. An impact function IA is a function from T to the set of attribute values  
A, i.e., 

IA: T → A, t   IA(t). 

The first step to analyze the impact of an event is to identify a threshold value ε 
that is used to define discernable impacts. A discernable impact is defined as an at-
tribute value change that is greater than or equal to the threshold value ε. A threshold 
value δ  > ε is introduced to distinguish a discernable impact from an abrupt impact. 
These threshold values ε and δ  are domain specific and can either be given by do-
main experts or be computed via data mining.  

An abrupt impact involves an immediate change (increase or decrease) of an ob-
ject’s attribute value, that is greater than or equal to the threshold value δ . For quanti-
tative attributes values, this would involve a jump, or sudden drop, with one state 
holding over an interval and then another state holding over an immediately following 
interval (cf the definition of discrete change in [8]). This can be formalized as  
follows: 

 

IA|T' is abruptly increasing iff for the finest division of the interval T', i.e., 
T' = [t0, t1,…, tn] there is an l ∈ {1, …, n} such that 

δ≥
−
−

−

−

1

1)()(

ll

lAlA

tt

tItI
 

The finest division of the interval T' depends on the sampling rate that could even 
vary within the same sampling set. For example, if the change of an attribute value is 
sampled every third year, the impact is only abrupt if the yearly average change rate is 
greater or equal to the threshold value δ.  

A gradual impact is reflected in the progressive change of an object from one state 
to another. Progressive change proceeds without significant jumps from one state to 
another. For quantitative variables there will be states of intermediate attribute values 
that follow a trend of increase or decrease. 

 

IA|T' is gradually increasing iff IA|T' is not abrupt and for all t, t' ∈ T' with t < t' holds 

ε≥−<∈∃∧>− )()(:,'0)()'( 122121 tItIttTtttItI AAAA  

For gradually increasing impacts, the attribute value change of all possible inter-
vals has to be positive and the overall change has to be greater than or equal to the 
threshold ε. Gradually decreasing and abruptly decreasing impacts are formalized 
respectively. 

No impact is defined as a stable state of the attribute value, where attribute value 
changes are smaller than the threshold value ε: 
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IA|T' is no impact iff for all t, t' ∈ T': 

ε<− )'()( tItI AA  

In the case of ordinal data, an abrupt impact would involve an immediate change of 
ranking, while a gradual impact involves movement through a series of rankings, for 
example, from very low to low over medium to high and finally very high. For an 
ordered set of non-numerical attribute values C = {c1, c2, …, cm} the formalization is 
as follows: 

 
IA|T' is abruptly increasing iff for the finest division [t0, t1,…, tn] of the interval T', 

there is an l ∈ {1, …, n} and i, j ∈ {1, …, m} such that 

ilA ctI =)(  and  jlA ctI =− )( 1   and  1>− ji  

IA|T' is gradually increasing iff IA|T' is not abruptly increasing and for all t, t' ∈ T' 
with t < t' holds 

ilA ctI =)(  and  jlA ctI =− )( 1   and  1=− ji  

IA|T' is no impact iff for all t ∈ T' there is an index i such that 

iA ctI =)(  

We assume here that a gradual increase for ordinal attributes is characterized by the 
change of an attribute value from one ranking to the next, while an abrupt increase is 
characterized by the change of an attribute value of at least two rankings. However, 
the number of rankings can vary depending on the application domain.  

For nominal attributes an abrupt impact would involve a change to another class 
(e.g., from forest to heathland). A gradual impact for nominal variables cannot be 
smooth or progressive but may involve a set of intermediate classes. For example, a 
progressive change of the vegetation type from heathland to forest is characterized by 
an increasing number and growth of trees and can be described by intermediate forms 
like woody heathland and heathy woodland. 

The formalization of these impact types shows that the mapping of changes to im-
pact types depends crucially on two factors: the determination of the threshold values  
ε and δ and the sampling rate which determines the time points of T and sets the 
granularity. We assume here that the granularity is held constant in each application 
domain as otherwise the distinction between abrupt and gradual impacts can vary, 
e.g., at one granularity an impact may be modeled as abrupt while at a more refined 
granularity the impact may be treated as gradual. 

On this account, we get two basic types of impacts involving nominal attributes: 
abrupt and gradual and four basic types of impacts for attributes that exhibit an in-
crease or decrease in their value (ordinal, interval or ratio): abrupt increase, abrupt 
decrease, gradual increase, and gradual decrease. All of these impacts types can 
happen as either immediate or delayed impacts with respect to the occurrence of an 
event. 

The categorization of impacts into abrupt or gradual (and increase or decrease) can 
be used as evidence for detecting causal relations between impacts and events.  
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Depending on the application domain, these qualitative descriptors of impacts can be 
used to establish rules that are applied to determine relations between the type of 
impact and possible events that might have caused the changes. An example is the 
rule that abrupt decrease in vegetation height followed by a gradual increase can only 
be caused by a clearing or fire event. 

3.1.4   Modeling Evolving Impacts 
The impact types described in the previous section can be considered as primitives, 
which can be further combined to describe the subsequent evolution of objects in a geo-
spatial domain and capture semantics of change. These combinations of changes are 
referred to as evolving impacts. For example, a volcanic eruption can result in a sudden 
impact on the elevation of an area when the stream of lava changes the elevation of a 
surface by several meters causing a long-term and possibly permanent change to the 
value of elevation in the affected area. These changes can be modeled as an abruptly 
increasing impact on the attribute elevation, followed by a time interval where no further 
change to elevation occurs (Figure 3a). An abruptly increasing impact followed by a 
gradually decreasing impact (Figure 3b) has a sudden and immediate increasing change 
on the attribute value of an object that then subsequently decreases over time. For exam-
ple, after a flooding event, the value of the attribute soil_moisture increases suddenly, but 
then decreases slowly with the drying of the soil. A gradually increasing impact where 
there is a progressive upward change of an attribute followed by no further change, oc-
curs, for example, after planting trees. In this case, the attribute value of vegeta-
tion_height increases gradually with the growth of the trees, but once the trees have 
reached their maximum height they do not grow anymore and the value of the attribute 
vegetation_height is maintained (Figure 3c). A gradually increasing impact on an object 
followed by a gradually decreasing impact (Figure 3d), for example, occurs after the 
fertilizing of a meadow where the value of the attribute vegetation_growth increases 
gradually, but then subsequently decreases gradually after the nutrition is exhausted. 
 

 

Fig. 3. Examples of combinations of impact types: (a) abrupt increase < no change, (b) abrupt 
increase < gradual decrease, (c) gradual increase < no change, and (d) gradual increase < 
gradual decrease (< refers to followed_by) 

The following Table 2 shows pictograms of all possible pairwise combinations of 
the four basic impact types for attributes that are measured as ordinal, interval or ratio 
values: abrupt increase, abrupt decrease, gradual increase, and gradual decrease. 
Included are also combinations with no impact, where the attribute value does not 
change from its original value immediately after the event (delayed impact) or does 
not change further after one of the four impact types occurred (lasting impact). 
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Table 2. All possible pairwise combinations of the four basic impact types: abrupt increase 
(abr-inc), abrupt decrease (abr-dec), gradual increase (grad-inc), gradual decrease (grad-dec), 
and no impact (no). Impact types that occur first are listed in the left column and subsequent 
impact types in the upper row. Points represent the event instant. 

   subsequent
first  abr-inc  abr-dec grad-inc  grad-dec no 

abr-inc      

abr-dec      

grad-inc      

grad-dec      

no      

 
Combinations of impact types that are depicted in the diagonal axis include one ba-

sic impact type followed by the same impact type, which is equivalent to just the 
basic impact type. These cells are grayed out in Table 2. For example, gradual in-
crease followed by gradual increase stays gradual increase. If we exclude the basic 
impact types of the diagonal (gray cells in Table 2), we obtain twenty possible combi-
nations of plausible impact types (white cells in Table 2). 

Two of these combinations involve a sudden change of attributes that is reversed 
immediately. For example, an abrupt increase followed at once by an abrupt decrease 
of the attribute value or vice versa would result in a sudden spike or a dip that could lead 
to no net change at the end because this combination reverses the impact immediately. 
The four plausible impact combinations in the bottom row of Table 2 depict delayed 
impacts, where no impact occurs immediately after the event but some time later. The 
right column includes four impact combinations where the attribute value first changes 
but then stays on that changed level without varying any further (lasting impacts). 

The combinations grad-inc/grad-dec and grad-dec/grad-inc refer to a gradual increase 
followed by a gradual decrease and vice versa. These combinations are quite common, 
for example, in the domain of vegetation change where a fire can result in a gradual 
increase in the number_of_species, since the burned ground provides a good basis for 
invading species, followed by a gradual decrease in the value of number_of_species after 
the original vegetation becomes dense again and suppresses other species. 

As a next step, matrices have to be developed for attributes of the respective appli-
cation domain (see an example for the vegetation domain in section 4) relating impact 
types to event types with respect to the change of an attribute value. Attribute changes 
corresponding to the behavior of one of the shown pictograms in Table 2 help to iden-
tify events that could have possibly triggered the change, if the event is unknown. 

3.2   Modeling Event-Impact Relations Spatially 

To model the temporal event-impact relations introduced in section 3.1 spatially, 
impact maps are generated for each attribute that changes over time. From a cognitive 
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point of view impact maps are useful since they abstract relevant information about 
attribute change avoiding unnecessary detail (e.g. long plant lists) and provide a quali-
tative description of change for an area of interest. An impact map is generated for a 
chosen time interval and attribute, for example, to show the change of the attribute 
vegetation_height for the time period from 1980 to 1990 (see Figure 4a). The map 
shows the evolution of impacts over the chosen time period for each area by generat-
ing impact types depending on the temporal characteristics of the attribute change. 

Such an impact map is generated for each attribute that has been measured in the 
chosen area and time frame, in our example vegetation_coverage (Figure 4b) and vege-
tation_type (Figure 4c). Note that the attribute vegetation_type is nominal and the ob-
served nominal changes are displayed in the map, e.g. change from forest to heathland. 
By intersecting all available impact maps in an area over the chosen time frame we 
obtain a composite map of qualitative changes (Figure 4d), i.e., the evolution of impact 
types, linked to a composite table of all attributes for all intersected areas (Figure 4e). 

 

 
location height coverage veg type veg type’  Event  

A   f h  fire 
B   h h  fire 
C   f h  slash 
D   h h  weeds 
E   f f  no 
F   h w  flood 

 

Fig. 4. Impact maps of the attributes vegetation_height (a), vegetation_coverage (b), and vege-
tation_type (c) are intersected to a composite map of impacts (d). A composite table (e) shows 
the evolution of impacts for each attribute in each intersected area and is used to derive the 
event that most likely underlies these impacts. 

(b) veg_coverage

f  f

f  h

h h 

h  w

(c) veg_type(a) veg_height 

A B

C
D

E F

(d) Composite Map 
of Impacts 

IMPACT

f = forest 
h = heathland 
w = wetland 

(e) Composite Table 
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Event-impact rules provided by domain experts that state which events typically 
result in which evolution of impact types are used to derive events that most likely 
have happened in an area according to the observed impact type. These are typical 
examples for such event-impact rules, specified for a forest area: 

 
E = fire ↔ H (       )  Λ  C (       ) Λ T (f,h)  
E = slashing ↔ H (       )  Λ  C (       ) Λ T (f,h)  
E = flood ↔ H (       )  Λ  C (       ) Λ T (f,w) 
 

(E = event, H = vegetation_height, C = vegetation_coverage, T = vegetation_type, 
f = forest, h = heathland, w = wetland) 
 

The first rule of these denotes that if a fire event happens in a forest area then the 
attribute values of vegetation_height and vegetation_coverage both show an abrupt 
decrease followed by a gradual decrease and the attribute vegetation_type changes 
from forest to heathland. The next section shows how the concept of event-impact 
relations, evolving impacts and impact maps is applied to vegetation monitoring data 
in a nature reserve near Melbourne, Australia. 

4   Modeling Vegetation Change Based on Events and Impacts 

Modeling events, such as fires and flooding, and their impacts in the form of vegeta-
tion change is especially helpful with conservation planning and management of na-
ture reserves (e.g. [22]) and national parks (e.g. [23]). Other environmental modeling 
tasks would also benefit from an event-based model of impacts such as forestry [20], 
soil erosion studies [21], land-use changes [16] or wildfire modeling [26,27]. The 
following section shows how the developed conceptual model for events and impacts 
is applied to vegetation and event data for a nature reserve near Melbourne, Australia, 
the Royal Botanic Gardens of Cranbourne. In such nature reserves often events  
happen and their impacts on the vegetation have to be estimated or alternatively, 
vegetation changes occur without knowing the underlying events. We illustrate a 
methodology for deriving events from vegetation changes (impacts) that have hap-
pened. A prototype implemented in ArcMap/ArcObjects allows users to query im-
pacts and events. 

4.1   Inference Rules for Impact-Event Relations  

The Royal Botanic Garden in Cranbourne comprises roughly 360 hectares of native 
heathlands, wetlands and forest. The park management keeps track of events that 
occur in the nature reserve including wild and controlled fires, clearing, slashing (cut-
ting trees to approximately 1m height of the trunk), and sand mining (prior to its  
reserve status). Vegetation changes have been monitored by ecologists through  
field work and additionally derived from aerial photographs over the last decades. 
Attributes used for indicating vegetation changes are vegetation_type, for example, 
heathland or swamp scrub, number_of_species, vegetation_cover and for some areas, 
vegetation_height. The available monitoring data consists mainly of plant lists includ-
ing the coverage of each species. These lists can be sorted into ecological plant 
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groups, for example, forest, heath, pioneer, and weed species. The sampling rate for 
the vegetation monitoring is yearly in most areas. To determine the type of impact 
(abrupt, gradual, no impact) from the observed vegetation change, the two thresholds 
ε and δ are defined for each (quantitative) attribute: 

 number_of_species:  ε = 3 species δ = 10 species 
 vegetation_cover ε = 5 % δ = 20 % 
 vegetation_height ε = 0.1 m δ = 1 m 

The threshold ε specifies if we have a discernable change in the attribute value, for 
example a change of the species_number by two species is not considered a discern-
able change. The thresholds ε and δ are used to define gradual change: an increase or 
decrease of an attribute value that lies between ε and δ is considered gradual, for 
example, an increase of vegetation_cover between 5% and 20%. Changes that meet or 
exceed the threshold δ and occur within one sampling step, in this case, one year, are 
considered to be abrupt, for example, a change of the attribute value vegeta-
tion_height by 1 m or more in one year. 

For attribute values that are measured quantitatively, for example, num-
ber_of_species or vegetation_cover, the typical evolution of impacts as well as the 
impact types associated with events are known by domain experts. Based on ecologi-
cal experience, event-impact rules are then defined that state which impact type is 
typically associated with which kind of event (see section 3.2). A matrix relating the 
response in the vegetation_cover of ecological plant groups to events is used to show, 
for example, the evolution of impacts on actual plant species (Figure 5). 

 
            plant group 
events 

forest species  heath species  pioneer species weed species  

fire     

clearing     

slashing     

mining     

Fig. 5. Event-impact matrix, showing impact types occurring as a result of events with respect 
to the change of the attribute vegetation_cover of ecological plant groups like forest, heath, 
pioneer, and weed species 

Weed species, for example, Lantana and Plantain, exhibit a gradual increase fol-
lowed by a gradual decrease regarding their coverage when faced with a fire event 
since they spread on burnt soil but are not very shade tolerant after being overgrown 
by other species. With a clearing event these species show an abrupt decrease fol-
lowed by a gradual increase since they are first cleared away and then begin to spread 
again gradually. Pioneer species, for example, Birch and Fireweed, are known for 
invading disturbed areas easily including poor quality soils with few nutrients, but are 
then later replaced by other species. This is the reason why a slashing event has no 
impact on these species since cutting trees to 1 m height does not provide disturbed 
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soil for them to invade. However, pioneer species find optimal conditions after a 
mining event when the soil of an area is disturbed profoundly. These species exhibit a 
gradual increase followed by a gradual decrease when they become overgrown by 
other species. 

Such a matrix is generated for each quantitative attribute, in this case another ma-
trix was created for vegetation_height. Moreover, inference rules are generated for 
nominal and ordinal attributes, for example change of vegetation_type: 

 

Vegetation Type Change: Possible Events: 

forest → heathland fire, clearing 

heathland → wetland flooding 

heathland → forest no event 

4.2   A Prototype Impact Analyzer 

A prototype Impact Analyzer is implemented using ESRI’s ArcMapTM9.1 and the 
COM-based development technology ArcObjects to demonstrate the application of 
event-impact modeling in the Royal Botanic Gardens of Cranbourne (see Figure 6). 
The user selects an area from an impact map that is stored as an ArcMap feature 
shapefile for which she intends to analyze impacts and events and opens the window 
of the Impact Analyzer.  

 

 

Fig. 6. Prototype for analyzing impacts and events. The user selects an object (polygon) in an 
impact map and chooses a time frame to display the vegetation changes over the chosen years. 
The evolving impact types relating to vegetation_coverage of forest, heath and weed species 
are shown. Two possible events (fire, clearing) are proposed that underlie these noted impacts. 

The prototype allows the user to choose a time frame (e.g. from 1990 to 1996) and 
displays how the coverage of forest, heath and weed species has varied over the cho-
sen time interval. Attribute changes are shown as graphs that correspond to the quali-
tative classification of evolving impact types. A sudden decrease, for example, of the 
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attribute value coverage for forest species from 80% to 10% over one year between 
1990 and 1991 is classified as an abrupt decrease. This sudden drop is followed by a 
gradual increase of the value by 10% per year for six years until a total of 60% in the 
year 1996. For forest species, we get the evolving impact type of abrupt decrease 
followed by gradual increase. The coverage of heath species and weed species shows 
a different impact evolvement: gradual increase followed by gradual decrease. 

The Impact Analyzer uses the event-impact matrices that have been created for this 
application domain (see, for example, Figure 5) as well as the impact-event rules for 
the nominal attribute vegetation_type, and displays the result of the query by propos-
ing all possible event types that coincide with the results from the matrices and rules. 
This prototype serves as a decision support system to provide users with one or more 
event types as a possible explanation for the detected change in forest, heath and weed 
species coverage. A domain expert may still be required to confirm which event type 
is the most likely explanation. 

5   Conclusion and Future Work 

In this work, a new qualitative classification of impacts on geospatial objects is de-
veloped based on investigating temporal event-impact relations. Six possible event-
impact relations are identified with events and impacts modeled as intervals 
(d_before, d_meets, d_overlaps, d_finished-by, d_starts, and d_coincident). In order 
to model long-term impacts like vegetation changes that result from short-term 
events, such as a fire, these relations are reduced further by focusing on instantaneous 
events having durative impacts. The result is two possible event-impact relations: 
p_before (delayed impact) and p_starts (immediate impact). 

A subsequent classification of impacts reveals two basic impact types based on 
changes to nominal attribute values: abrupt and gradual and four basic impact types 
for changes to attributes that exhibit an increase or decrease in their value (ordinal, 
interval or ratio): abrupt increase, abrupt decrease, gradual increase, and gradual 
decrease. All of these types can happen as either immediate or delayed impacts with 
respect to the occurrence of an event. These basic impact types are formalized using 
an attribute-based impact function to abstract these qualitative impact types from 
quantitative change data. Since impacts may evolve over time, the basic impact types 
were combined pairwise including combinations with no (further) impact to model 
delayed and lasting impacts. The results are 20 possible combinations for evolving 
impacts. These combinations are displayed as pictograms and used in qualitative 
impact maps that show the extent of an impact type. Event-impact rules are given for 
the vegetation domain to show how likely events, such as, fire or slashing, can be 
derived from a given set of evolving impacts regarding different attributes, for exam-
ple, vegetation_height and vegetation_coverage. 

The model of event-impact relations is applied to the vegetation monitoring and 
event data of a nature reserve near Melbourne, Australia. Based on this model, we 
developed the prototype Impact Analyzer using ArcMap/ArcObjects that enables the 
user to query impacts and events on the vegetation data of the Royal Botanic Gardens 
of Cranbourne. With the Impact Analyzer the user is able to derive possible underly-
ing events if only data about the change to vegetation, i.e. impacts, is known and not 
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the actual events that happened. For example, if ecologists discover an abrupt de-
crease followed by a gradual increase in the coverage of forest species but no impact 
on heath and weed species, it can be inferred from the event-impact analysis that the 
likely prior event is slashing. Such results can potentially be used for predicting future 
changes after an event has happened or to model a system’s vulnerability to different 
events and so define spatially distributed risk levels for nature reserves under different 
scenarios. Our approach aims to support users in understanding changes that have 
happened and how these changes are related to events. This knowledge can help users 
in analyzing events and their impacts in their application domain and support deci-
sions for planning and management. 

Future work includes the refinement of event-impact rules and inference matrices 
in order to identify unique events from impacts. The temporal event-impact relations 
will also be extended to model interval-interval rather than point-interval relations to 
allow modeling of durative events that might be important in other application do-
mains. These future extensions of the model will provide more support for event-
based modeling of dynamic domains as well as a better understanding of event-impact 
relations within different domains. 
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Abstract. According to the mental models theory, humans reason by constructing, 
inspecting, and validating mental models of the state of affairs described in the 
premises. We present a formal framework describing all three phases and testing 
new predictions about the construction principle humans normally use and about 
the deduction process itself – the model variation phase. Finally, empirical findings 
in support of these principles are reported.  

1   Introduction 

Everyday spatial reasoning is strongly connected to the extensive use of spatial 
relations which locate one object with respect to others. This covers a whole range of 
situations: from finding where Munich is in relation to Vienna, to deciding which 
shelf goes where when constructing a cabinet from assembly instructions. In the 
present paper we restrict the focus of investigation to relational reasoning problems in 
the spatial domain. However, the results are also applicable to the temporal domain as 
well. A typical example is: 

 
 The hammer is to the right of the pliers. 
 The screwdriver is to the left of the pliers. 
 The wrench is in front of the screwdriver. 
 The saw is in front of the pliers. 
 
 Which relation holds between the wrench and the saw? 
 
The four sentences given in the example above are called premises, each premise 

consists of the terms (tools), and the relation between these tools (i.e. right of). A 
premise like “The hammer is to the right of the pliers” consists of a ‘reference object’ 
(RO), in this case the pliers, and a ‘to be located object’ (LO), the hammer. The 
question refers to a possible conclusion that follows from the premises. The correct 
answer for this question is that the wrench is to the left of the saw. 

There are basically two main cognitive, as well as mathematical, approaches about 
how humans solve these problems: syntactic and semantic theories. For example, Rips 
(1994) suggested that humans solve these problems by applying formal transitivity 
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rules to the premises, whereas the mental model theory (MMT), proposed by Johnson-
Laird and Byrne (1991), suggests that people draw conclusions by constructing and 
inspecting a spatial array that represents the state of affairs described in the premises 
(see also Johnson-Laird, 2001). The latter seems to be the more reasonable theoretical 
account in terms of empirical and neuronal evidence (Goodwin & Johnson-Laird, 
2005; Fangmeier, Knauff, Ruff, & Sloutsky, 2006). 

A limitation of the MMT so far is that this theory does not explain the difficulty 
humans have with complex relations. The MMT explains the complexity of reasoning 
tasks in terms of the number of models which need to be investigated, but neglects the 
complexity of the construction of the models. This is, we believe, where the relational 
complexity theory (RCT) introduced by Halford (1993) comes into play. We believe 
that this approach can help to address the complexity of model generation, and the 
complexity of processing the differences between distinct models. Different models 
representing a spatial description can be measured in terms of cognitive economicity 
(Halford, 1993; Goodwin & Johnson-Laird, 2005). However, a weakness of the RCT 
is that it does not explain how the reasoning process itself works. In other words both 
theories are limited to some extent, and more recent research suggests that a 
combination of these theories is a more fruitful way of explaining how humans reason 
deductively (Goodwin & Johnson-Laird, 2005; Ragni, Fangmeier, Webber, & Knauff, 
2006). In the following we will describe the theory of preferred mental models 
(PMMT) for human spatial reasoning in more detail. PMMT is a combination, and to 
some degree an extension, of MMT and RCT. 

In this paper we summarize the current state of our project in which we try to 
integrate the MMT and RCT to explain human spatial reasoning and why some 
problems are more difficult to solve than others. In section 2 we review some basic 
concepts of the Preferred Mental Model Theory and in section 3 we present a 
generalized computational model for human reasoning with spatial relations based on 
this theory. This generalization implies a cognitive measure, which is introduced in 
section 4. Section 5 presents an analysis of the most important reasoning phase – the 
model variation phase. In section 6, we present empirical data in support of our 
computational model. Finally, section 7 discusses the results presented in the paper 
and gives a short overview of some questions that are left open.  

2   The Theory of Preferred Mental Models 

First of all, we have to define what a (mental) model is. A model is defined in the 
usual logical sense as a structure in which the premises are true. Psychologically, a 
model is an internal representation of objects and relations in spatial working memory 
that matches the state of affairs given in the premises of the reasoning task. From the 
representational view, the model could account for metrical or relational information. 
The former is the more constraining (i.e. stronger) and usually identified with visual 
mental images. The latter is less constraining (i.e. weaker) and typically identified 
with spatial representations (Schlieder & Berendt, 1998). Schlieder has developed a 
computational model for spatial reasoning with intervals with continuous structures. 
However, his linearization principle cannot be applied in our case, since it only 
explains the economic arrangement of intervals in the model construction phase, and 
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not in the other phases. Following the principle of representational parsimony, our 
account is based on relational information alone. Thus, models are spatial 
representations that are more abstract than visual images. They avoid excessive visual 
detail to bring out salient information for inferences (Knauff & Johnson-Laird, 2002).  

2.1   The Deduction Process 

The semantic theory of MMT is based on the mathematical definition of deduction, 
i.e. a propositional statement φ is a consequence of a set of premises ψ, if in each 
model of ψ, φ is true. In other words, there is no counter-example, i.e. a model where 
ψ holds but not φ. In mathematical logic the way models are generated is not of 
importance so in this sense the MMT is more concrete.  

The MMT describes the reasoning process in three distinct phases (Johnson-Laird 
& Byrne, 1991). In the comprehension phase, reasoners construct a mental model that 
reflects the information from the premises. If new information is encountered during 
the reading of the premises it is immediately used in the construction of the model. 
During the description phase, this model is inspected to find new information that is 
not explicitly given in the premises. Finally, in the validation phase alternative 
models are searched that refute this putative conclusion.  

However, some questions remain open with regards to how people deal with multi-
model problems. For example, which model is constructed first, and does this model 
construction adhere to certain principles? Why do reasoners neglect some models? All 
these questions are not answered by the classical mental model theory. 

2.2   Preferred Mental Models 

The preferred mental model theory (Knauff, Rauh, & Schlieder, 1995; Knauff, Rauh, 
Schlieder, & Strube, 1998; Ragni, Knauff, & Nebel, 2005; Ragni, et al., 2006) is 
based on a combination of MMT and RCT, since the MMT is used to explain the 
deduction process while the RCT is used to explain human preferences in 
constructing certain models. The first two phases are identical to the phases identified 
in the MMT (see above), although we talk about the comprehension phase in terms of 
construction and the description phase in terms of model inspection. The main 
difference in the theories is that Knauff et al. (1998) argue that the empirical data does 
not support the notion that people do construct several models. Instead, people only 
construct one model and then vary this model by a process of local transformation. 
This model, which is called the preferred mental model (PMM) is easier to construct 
and to maintain in working memory compared with all other possible models (Knauff, 
et al., 1998; Ragni, et al., 2006). In the model variation phase this PMM is varied to 
find alternative interpretations of the premises (e.g. Rauh, Hagen, Knauff, Kuß, 
Schlieder, & Strube, 2005). 

3   The SRM Model 

In (Ragni et al., 2005), we proposed a computational model for spatial reasoning by 
means of mental models. Our SRM model (Spatial Reasoning by Models) maps 
spatial working memory to a two-dimensional array and uses a spatial focus that 
places objects in the array, manipulates the position of objects, and inspects the array 
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to find spatial relations that are not given in the premises. In the following we 
summarize how the three inference steps work. 

3.1   Model Construction Phase 

We assume that in the construction phase humans follow the principle of economicity 
(Manktelow, 1999), i.e. a model is constructed incrementally from its premises. Such 
a model construction process saves working memory capacities because each bit of 
information is immediately processed and integrated into the model (Johnson-Laird 
& Byrne, 1991). Therefore, the information from the premises does not have to be 
stored. Vandierendonck, Dierckx, and De Vooght (2004), introduce the idea of a 
focus performing this manipulation of the objects and additionally, as in case of 
indeterminacy of the premises, annotations to objects are written. We outline the 
SRM-model using the following example: 
 

A is to the left of B. 
B is to the left of C. 
B is to the left of D. 
D is to the left of E. 

 

The focus inserts in a spatial array the first object A, it then moves to the right of A 
and inserts the object B, then it moves to the right of B and inserts object C. This 
description is so far deterministic, since it leads to one only model.  
 

A B C 
 

Then the SRM processes the third premise “B is to the left of D”. The focus moves 
back to the already inserted object B and moves one step to the right to insert object 
D, it finds the cell occupied (by object C) so it moves to the right of C inserts object 
D, and makes the annotation (rB) on D to indicate indeterminacy. This gives us the 
first model  
 

A B C DrB 

 

and this model is constructed according to the insertion strategy we call first free fit 
(fff). This means that an object is inserted at the first free position. Alternatively, 
object D could be placed into the cell on the right of B. If this cell is occupied by 
another object (object C), this is then shifted to the next cell. This strategy is called 
first fit (ff) principle, and it gives us the second possible model.  
 

A B DrB  C  
 

In other words the ff principle always inserts the object at the next position that fulfills 
the spatial relation specified in the premise. The next premise “D is to the left of E” is 
processed. Since in the model variation phase all possible models must be producible, 
we need to annotate the newly inserted object if this is related to an already annotated 
object (in this case the position of E depends on the position of D, and D itself is 
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dependent on object B). We get now three possible models, which are constructed 
according to the different strategies: 
 

PMM MMM FMM 
A B C DrB ErD A B DrB C ErD A B DrB ErD C 

 
These three models have not been constructed according to the same construction 
principles but the first model (which is called the preferred mental model, PMM) by 
the fff-principle, the second by a combination of the ff and fff-principle (a mixed 
mental model, MMM) and the third by the ff-principle (called FMM). By assuming a 
consequent insertion principle the second model should be ignored in constructing 
models. The fff-principle can be explained using the SRM model (Ragni et al., 2005) 
as the more economic strategy. Such preferences lead to the PMMT which is a 
combination of MMT and RCT (Ragni et al., 2006). The ff-strategy could be 
explained linguistically, i.e. humans tend to interpret a relation like “to the right” as 
“directly to the right”. However empirical findings (which will be presented later) 
show that the PMM is the first constructed model in nearly all cases. For this reason 
we continue our investigations by taking this model: 
 

A B C DrB ErD 

3.2   Model Inspection Phase 

Having given this model we can derive by inspecting it new facts, like C is to the 
right of A, D is to the right of A, E is to the right of C and so on. Following the above 
mentioned deduction principle a conclusion like E is to the right of C is only true if 
and only if it is true in all models. This brings us to the model variation phase. 

What happens if a given conclusion must be verified? Assume that the SRM should 
validate the conclusion “E is to the right of C“. In this case, the focus moves to the C 
(RO) and then scans the array to the left to find the E (LO). Since the conclusion is true 
in the model at hand the SRM generates the output “valid conclusion”.  

3.3   Model Variation Phase 

We come now to the core of the deduction phase – the phase where the putative 
conclusion is checked in all models consistent with the premises. However, we do not 
assume that humans check all models (due to limitations of time and memory 
capacity), so which models are checked? And is there a common principle?  

We definitely assume that there is no iteration of the first two phases in which 
arbitrary alternative models are generated and inspected in turn (Johnson-Laird & 
Byrne, 1991). Instead, the SRM model follows the idea that humans tend to preserve 
an initially built model as much as possible. For these reasons the SRM changes  
the model at hand by changing the positions of two neighbored objects. This principle 
is called the principle of continuous changes. Such changes are precise in a 
generalized neighborhood graph (Ragni & Wölfl, 2005). As a consequence of  
this principle it is possible to explain, why humans sometimes find counter-examples 
and why sometimes they overlook them – if the counter-example is very distant from 
the PMM, then – we assume – the process of variation is terminated before the 
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counter-example is found (due to the amount of variation). The minimal changes 
follow the principle of “conceptual neighborhood” which we have empirically 
determined in recent studies (Rauh et al., 2005). The principle says that alternative 
models are generated by local transformations, i.e. moving one object in the model. 
To find the next alternative model, the SRM model starts from the RO of the 
conclusion and first checks if the next objects have annotations with respect to the 
LO. As already mentioned, this annotation basically stores the relation that must hold 
between RO and LO. If this is the case, then the SRM model starts to change the 
position of the objects as long as the constraint from the annotation is satisfied. This 
takes it stepwise to alternative models but also has the consequence that models which 
are difficult to reach are thus more likely to be neglected than models which are only 
minor revisions of the PMM.  

 
A B C DrB ErD 

 
We present now the model variation phase for the above given model and we want 

to validate or falsify the conclusion E is to the right of C. Obviously, in order to check 
if the relation right of between E and C holds in all models, we have to investigate the 
annotations of E and C, since an annotation on another term does not have an 
influence (in one-dimensional problems) on the position of the terms E and C. The 
essence of the algorithm is that the focus searches for the RO C in the model. Then 
the focus checks if the RO C has an annotation. In our case the LO E has an 
annotation, therefore the model variation starts with this object. To check if E is right 
of C means, we have to move E in the contrary direction as far as possible. Since it 
has an annotation (relating E and D), and since D is the direct left neighbor of E, E 
cannot be moved. So in this case, we move D to the left and get the following model: 
 

A B DrB C ErD 
 
The model inspection shows that E is in this model still to the right of C. In the next 
step, we can move E to the left and get the counter-example: 
 

A B DrB ErD C 

4   Complexity of Spatial Reasoning with Mental Models 

Our aim is to explain human difficulties with relational deduction tasks. We claim 
that complexity in spatial reasoning stems from two different sources, namely the 
relational complexity of the premises or conclusion (description complexity), and the 
complexity to deduce, from a given set of premises, a conclusion (deduction 
complexity). The description complexity is best described via the RCT as it provides 
the best explanation for the difficulty humans have with decomposing complex 
relations, where for deduction complexity the main concept is an abstract “unit” that 
stands for the number of operations in the array and the number of relations that must 
be handled. Therefore, the relational complexity is able to explain the difficulty of 
complex relational terms (in both the construction and inspection phase) or the 
difficulty in understanding and decomposing complex concepts, where the deduction 
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complexity explains the difficulty in representing and reasoning with such problems. 
For instance a ternary relation such as “A is in-between B and C” can be decomposed 
(in the spatial array) into binary relations “B is to the right of A” and “B is to the left 
of C” or vice versa. The reason for the decomposition is due to the tendency of 
individuals to reduce the representational complexity as much as they can (Halford, 
Wilson, & Phillips, 1998).  

The deduction complexity is the complexity to validate or falsify from a given set 
of premises a putative conclusion. Since the deduction process consists mainly of 
model construction, inspection, and variation, and since these processes are done by 
the focus, the difficulty of tasks clearly depends on the operations of the focus. We 
abstract from different costs for different operations of this machine and use a uniform 
complexity measure. Nonetheless, we can show that the empirical differences in 
reasoning difficulty can be captured by this measure (Ragni et al., 2005; Ragni et al., 
2006). We show how this measure works on our example: 

 

A is to the left of B. 
B is to the left of C. 
B is to the left of D. 
D is to the left of E. 

 

The focus inserts in a spatial array the first object A, (cost 1 unit) then moves to the 
right of A (cost 1 unit) and inserts the object B (1 unit), then moves to the right of B 
(1 unit) and inserts object C (1 unit) and so on.  

This complexity measure allows us to state rather precise predictions on the 
processing time of specific spatial reasoning problems (Ragni, et al., 2005). The 
measure can differentiate between problems with different term and premise orders 
(Ragni et al., 2005) and, thus, can also account for the “figural effect” in relational 
reasoning (Johnson-Laird & Bara, 1984; Knauff et al., 1998). This complexity 
measure makes several predictions about the construction of PMMs, the difficulty of 
more complex relations, and the strategies used in model variation to revise the model 
at hand. Obviously the explanation of these effects provides insight into how humans 
reason. By analyzing which models are ignored, we would know why humans err. In 
the next section we present empirical data in support of the SRM. 

5   An Analysis of the Model Variation Phase 

The SRM-model assumes a continuous change of models, and since time and working 
memory is limited, we assume that humans investigate only a small number of 
models. If the counter-example is over a certain distance from the first generated 
mental model, the preferred mental model, than the counter-example is ignored. We 
will conceptualize this continuous change through the generalized neighborhood 
graph (Ragni & Wölfl, 2005). The concept of neighborhood graph was introduced by 
Freksa (1991) for conceptualizing the continuous change of one base relation of 
spatial calculi into another. The generalized neighborhood graph is based on the 
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notion of continuity but generalizes the classical neighborhood graph (Freksa, 1991) 
to conceptualize the similarity of models or in our case neighbored models.  

 
A is to the left of B. 
B is to the left of C. 
B is to the left of D. 
D is to the left of E. 

 
Leads to 3 valid models: (PMM) A B C D E  
  A B D C E 
  A B D E C 

 

 

Fig. 1. The Generalized Neighborhood Graph (GNG) 

The advantage of having a generalized neighborhood graph is that we can determine 
the transformation distance between models by an assumed continuous 
transformation (see Fig. 1). In other words, it takes “longer” to transform the PMM 
into the model on the right (which is constructed according to the ff-principle, FMM) 
than it does to transform it into the model in the middle (which is constructed 
according a mixed strategy, MMM). We call this distance the transformation 
distance. From a formal perspective we cannot identify the transformation distance in 
human reasoning but we will investigate this question empirically in Experiment 3. 
The same question is of interest, if we analyze invalid models. If we change in a valid 
model two neighbored objects in such a way that it contradicts the premise, or two 
very distant objects like the first and the last object – which model is more likely to be 
rejected by humans? 

6   Experimental Investigations with Individuals 

We investigated some important questions about the construction process and the 
variation process with indeterminate relational reasoning problems. First, we 
examined the construction phase and questioned which of the previous introduced 
principles first fit (ff) or free first fit (fff) are more likely to be used when participants 
construct possible models from an indeterminate problem. Second we addressed the 
question of whether the level of the complexity affects the PMM, the corresponding 
accuracy and reaction times during the verification. The third question deals with the 
variation phase during validation. We investigated how and when people vary the 
principles in a verification task when they are offered a non-preferred mental model 
(¬PMM).  



Preferred Mental Models: How and Why They Are So Important in Human Reasoning 183 

Table 1. Different problems [a] – [f]: The left column contains the premise structure of the 
different problems, the middle column contains the possible models and the last column 
contains additional comments for each possible model. For the question dealing with the  
fff-principle we used all depicted problems [a] to [f], for the question dealing with the relational 
complexity we used just problems [a] and [b]. The problems [a] and [b] are indeterminate two-
dimensional with two possible models; the problems [c] and [d] are one-dimensional with three 
or six possible models, and the problems [e] and [f] are determinate one- and two-dimensional 
with only one possible model. The models indicated in bold letters are the hypothesized PMM 
for each problem constructed in line with the fff-principle. The mirrored two-dimensional 
problems [a] and [b] are not shown.  

 Problem Possible models Comment 

(1) E  D 
 A B C 

fff (PMM) 
U shape 

[a] A is to the left of B. 
  C is to the right of A. 
  D is behind C. 
  E is behind A. 

(2) E D 
 A C B 

ff (¬PMM) 
U shape  

(1) E 
 A B C 
   D 

fff (PMM) 
Z shape 

[b] A is to the left of B. 
  C is to the right of A. 
  D is behind C. 
  E is behind A. 

(2) E 
 A C B 
  D 

ff (¬PMM) 
Z shape 

(1) A B C D E fff (PMM) 

(2) A B D C E ff (¬PMM) 

[c] B is to the right of A. 
  C is to the right of B. 
  D is to the right of B. 
  E is to the right of C. (3) A B C E D -- (¬PMM) 

(1) A B C D E fff (PMM) 

(2) A B C E D --- (¬PMM) 

(3) A B D E C --- (¬PMM) 

(4) A B D C E --- (¬PMM) 

(5) A B E C D --- (¬PMM) 

[d] B is to the right of A. 
  C is to the right of B. 
  D is to the right of B. 
  E is to the right of B. 

(6) A B  E D C ff (¬PMM) 

[e] A is to the left of B. 
  C is to the right of B. 
  D is behind C. 
  E is behind A. 

 E  D 
 A B C 

determinate 

[f] B is to the right of A. 
  C is to the right of B. 
  D is to the right of C. 
  E is to the right of D. 

 A B C D E determinate 
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6.1   Does the fff-Principle Reflect How Humans Construct Preferred Mental 
Models? 

The first question we investigated was if participants adopt the fff-principle when 
constructing a PMM. Twenty participants were shown different one- and two- 
dimensional problems with one or more possible models (see Table 1). The five terms 
were randomly replaced with the name of a fruit (lemon, orange, kiwi, peach, mango, 
and apple). The premises were presented to the participants on a computer screen. 
Each premise was presented sequentially (in a self-paced manner), and remained on 
the screen until the presentation of the fourth (and final) premise. After the button 
press all the premises were then removed and the participants were asked to draw the 
model on a sheet of paper. They were free to draw more than one model if they 
noticed that this was possible (but only 10% of the participants did!). However, they 
were neither instructed to draw more than one model, nor told that in some tasks more 
than one model was possible. We found that 78% of participants drew the PMM.  

These results support the assumption that participants prefer to construct models in 
line with the hypothesized fff-principle which leads to the PMM. Even though there are 
more than two models possible, the majority of the participants drew only one: the PMM. 

6.2   Does Relational Complexity Interact with the Construction of PMM? 

The second question examined whether relational complexity affects the PMM. 
Participants were shown two-dimensional problems with two possible models (see Table 
1 problems [a] and [b]). The procedure for the presentation of the premises followed the 
same format as in the prior experiment. After deletion of the premises a conclusion (set 
of relations) was presented on the screen. We asked the participants about the relations 
between the different terms in the model constructed from the four premises.  

The complexity level differs in three steps: binary, ternary, and quaternary (see 
Table 2). In binary relations we asked only if a term is “near to” another term. In 
ternary relations we asked about two relations with three terms and in quaternary 
relations we asked about two relations between four terms. The comparison “near to” 
means that one term is in direct contact with another, regardless of the dimension 
(horizontal, vertical, diagonal). If one imagines a grid with one term in the center then 
this means another term that is “near to” can be in one of eight possible positions. All 
participants were given training before the experiment commenced to ensure that they 
had correctly understood the problems and the relations between the terms.  

Table 2. An example for a two-dimensional problem with two possible models and offered 
relations that vary the complexity: binary, ternary and quaternary 

Possible models Complexity level Offered relations 

Binary 
Is C near to B and 

B near to C? 

Ternary 
Is C as near to B as 

B is near to D? 

PMM 
 E  D 
 A B C 

¬PMM 
 E D 

 A C B Quaternary 
Is A as near to D as 

C is near to E 
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In comparison to the binary relations the errors increased the higher the complexity 
(see Fig. 2), which also resulted in an increase in the corresponding reaction times. 

Participants rejected the offered relations although they are logically correct. These 
results indicate that the processing efforts for higher complexity level (ternary and 
quaternary) led to more errors. But do higher complexity levels affect the PMM, the 
¬PMM or both?  

 

 

Fig. 2. Errors and reaction times for the logically valid offered relations with different 
complexity steps (binary, ternary and quaternary). The asterisks denote that the difference was 
significant α ≤ 0.05. 

To deal with this question we used additional sets of relations (see Table 3). The 
logically valid relations are introduced in Table 2, the other relations hold only for the 
PMM, or hold only for the ¬PMM. We were especially interested in the proportions 
of acceptance and denial of relations that hold only in one of these possible models 
(PMM or ¬PMM). 

Table 3. An example of a two-dimensional problem with two possible models and offered 
relations. However, only the first offered relations [1] are valid in the logically sense, [2] holds 
only in the PMM and [3] holds only in the ¬PMM. All offered relations in the table have a 
ternary complexity. The other complexity levels are also used but not shown. Note that a cell 
that is in contact to another is “near to”. If you imagine a grid with a term in the center than all 
eight possible positions around are “near to”. 

Possible 
models 

Offered relations 
(ternary complexity) 

Logicall
y valid 

Holds in the 
PMM 

Holds in the 
¬PMM 

[1] Is C as near to B as 
B is near to D? 

Yes Yes Yes 

[2] Is E near to B as 
B near to C? 

No Yes No 

PMM 
 E  D 
 A B C 

¬PMM 
 E D 

 A C B 
[3] Is E near to C as 

C near to B? 
No No Yes 
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The most important finding was that we did not find the same rejection rate for the 
two offered relations that hold only in one model. If the participants are able to 
construct both models then they should be able to find the inconsistencies in the 
offered relations that hold only in one of the possible models. The offered relation 
should then be rejected. Interestingly this was not the observed behavior of the 
participants, since it was more difficult to accept relations that only hold in the ¬PMM 
as compared to those that hold only in the PMM. 

The question remains that if the participants react in a consistent manner, is this 
because they have the PMM in mind more often and thus neglect the ¬PMM. If so 
then they should not find inconsistencies for offered relations that hold only in the 
PMM, but should reject offered relations that hold only in the ¬PMM, and vice versa. 
For this reason we analyzed all answer pairs with the same premises but with offered 
relations that hold either only in PMM or only in ¬PMM. If the participants have 
PMM in mind they should say “yes” to the relation which is only correct for the 
preferred model and “no” for the one that was only correct for the ¬PMM. For this 
analysis we excluded all combinations in which each of the offered relation pairs were 
both answered with “yes” or “no”. Overall we found 77% answer pairs for the PMM 
and only 23% answers for the ¬PMM  whereas the reaction times for the preferred 
and non-preferred conclusions did not differ.  

Several outcomes resulted from these findings. Higher complexity in the offered 
relations led to higher processing efforts. Furthermore, it seems to be easier to reject 
an offered relation which holds only in the ¬PMM than to reject one that holds only in 
the PMM. In addition we found again a clear preference for the PMM when we 
analyzed the consistency of answer pairs in which the relation holds only in one 
possible model. 

6.3   How Is the PMM Varied to Find Alternative Models? 

The third question investigated the variation of constructed models during the final 
step of the inference process. We were interested in the accuracy and reaction times 
for different offered possible valid and invalid models. Note that we use the term 
“valid” not in the logical sense but as in a “valid” model is consistent with the 
problem (premises) and an “invalid” model is inconsistent with the problem 
(premises). Participants were shown indeterminate problems (see Table 4).  

Each premise consists of two terms of fruits (apple, pear, peach, kiwi, and mango) 
and a relation (“left of” or “above”). Here we, again, summarize only the main 
findings, for a full report see Ragni, Fangmeier, & Knauff (in prep.) 

For each problem one of six models was offered, three valid and three invalid. The 
valid models can only be constructed using the fff-principle (PMM), the ff-principle, 
or a mixture of both principles. An additional variation was the premise order of the 
first and second premise. The three invalid models were constructed by varying the 
terms in the PMM in one of three ways: a near exchange of the second and third term, 
a middle exchange of the second and fourth term and a far exchange of the first and 
last term.  
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Table 4. Indeterminate 5-term series problems with 4 premises. At half of the problems the first 
and second premise was exchanged (I-II and III-IV). Each premise consists of two terms (fruits 
kiwi, mango, pear, apple, peach [in German: Kiwi, Mango, Birne, Apfel, Pfirsich]) and a 
relation (“left of” or “above”). One of the six models was offered in one problem. The models 
[1] to [3] are possible – valid – models (“valid” means consistent with the problem); they are 
constructed corresponding to [1] the fff-principle (PMM), [2] a mixture of the fff- and the  
ff-principles, and [3] the ff-principle. The models [4] to [6] are invalid models (“invalid” means 
inconsistent with the problem) with an exchange in [4] the second an third term (near 
exchange), [5] in the second and fourth term (middle exchange) and [6] in the first and last term 
(far exchange).  

 Problem Offered model 

[1] A B C D E 

[2] A B D C E 

I 1. A is to the left of B. 
2. B is to the left of C. 
3. B is to the left of D. 
4. D is to the left of E. [3] A B D E C 

[4] A C B D E 

[5] A D C B E 

II 1. B is to the left of C. 
2. A is to the left of B. 
3. B is to the left of D. 
4. D is to the left of E. [6] E B C D A 

III 1. A is above B. 
2. B is above C. 
3. B is above D. 
4. D is above E. 

IV 1. B is above C. 
2. A is above B. 
3. B is above D. 
4. D is above E. 

[1] 
 
A  
B 
C 
D 
E 

[2] 
 
A 
B 
D 
C 
E 

[3] 
 
A 
B 
D 
E 
C 

[4] 
 
A 
C 
B 
D 
E 

[5] 
 
A 
D 
C 
B 
E 

[6] 
 
E 
B 
C 
D 
A 

 
The participants read the four premises self-paced in a sequential order. Each 

premise was displayed in the middle of the screen and disappeared before the next 
was shown. The offered models consisted of either a horizontal or vertical 
enumeration of the terms (written out fruit names). The participants were asked to 
decide whether the offered model is a possible model of the previous premises. 

As in the previous results we found the highest correct answers (92%) if the 
participants validated models which were congruent with the fff-principle and the 
reaction times were the fastest (M = 3797 ms, SD = 1640 ms). In comparison to  
the earlier problems we presented problems with more than two alternative models 
which could be constructed by one of the two principles, but also by a mixture of both 
(mix-principle). From the construction point of view the fff- or the ff-principle makes 
much more sense with regard to simplicity and using a single strategy in comparison 
to the mix-principle. However, we found that the fff-principle was better than the mix-
principle and the mix-principle was in turn better than the ff-principle (see Figure 3). 
The same pattern was obtained in the reaction times. Note, that the participants’ 
verification of the offered models constructed by the ff-principle was at chance level. 
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For the invalid models we found an increase in the error rate from far to near 
exchange and the reaction times were also faster for far and middle. As in the results 
before the accuracy for constructed models in line with the fff-principle were the 
highest and the reaction time the fastest. Once again these indicate that it is much 
more likely that the participants construct a PMM (fff-principle), since the accuracy 
was nearly perfect and they reacted faster if they were asked to validate a PMM.  

Interestingly we found a pattern for the other two offered models that were from 
the construction point of view most improbable. We hypothesized that the mix-
principle needs a strategy change within a single problem. However, from the 
validation point of view it is very comprehensible. If we assume that the participants 
constructed the PMM (following the fff-principle), then it is easier to exchange only 
the fourth term with the third (you get the model that is constructed after the mix-
principle). The variation of the PMM to validate the model which is constructed in 
accordance to the ff-principle needs more effort, since two terms have to be 
exchanged and more relations (and rules) have to taken into account. 

For the invalid models we found patterns that would be expected if the participants 
had the PMM in mind, since we constructed the invalid models starting from the 
PMM. The nearer the exchanged terms were the harder it was to reject the invalid 
model. 

 

 

Fig. 3. Errors and reaction times for possible valid models (fff-, mix- and ff-principle) and 
invalid models (far, middle and near exchange of terms). Bar charts with white surfaces were 
results from possible valid models, whereas bar charts with grey surfaces were invalid models. 
The asterisks denote that the difference was significant α ≤ 0.05. 

7   General Discussion 

We have presented a formal theory and tested new (and hitherto untested) predictions 
made by our formal SRM-model. The predictions we made regarding insertion 
principles, the model variation phase, and the search for counter-examples, and all  
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theoretical predictions have been corroborated by the experiments, and therefore 
indirectly support the formal SRM-model. The purpose of the SRM-model is to have 
a computational theory for relational reasoning. Nonetheless, the implied complexity 
measure of the SRM is powerful enough to be a base for the introduction of a 
cognitive complexity theory. This cognitive complexity theory is built on two 
complexity measures; one the description complexity, the complexity involved in 
decomposing complex relations in smaller and easier relations, which we have shown 
in (Ragni et al., 2006) corresponds to, or is an adoption of, Relational Complexity 
introduced by Halford and colleagues. The other complexity measure is based on the 
deduction core of the SRM, and is called model complexity. 

Using the generalized neighborhood graph (Ragni & Wölfl, 2005) we were not 
only able to explain the concept of continuous transformations (used by humans) in 
the model variation phase, but also to introduce the important parameter that we have 
called transformation distance. This parameter is not only important to explain 
individual performance (one can think about the working memory limitations which 
can have an influence about the number of models inspected), but also to explain, 
why humans make logical flaws, the distance from a PMM to a counter-example is 
too high and therefore the counter-example is never found. However, more empirical 
data is needed in order to define the limits of human transformation distance. 

The main aim of the experimental investigations with individuals was to identify 
the strategies humans use when reasoning about spatial relations. We corroborated the 
fff-principle, for both one- and two-dimensional problems. Participants tended to draw 
the PMM based on this principle. Furthermore, we revealed a number of additional 
results: First, for the model inspection phase, our findings suggest that ternary and 
quaternary relations are more difficult: both resulted in more errors and longer 
latencies. This result extends the findings of Goodwin and Johnson-Laird, (2005) who 
found people had difficulty in constructing a mental model when the premises 
consisted of more complex relations. Their findings can also be modeled in the SRM 
framework. Second, if the participant has the PMM in mind then it is easier to reject a 
putative conclusion which holds only for the ¬PMM, than it is to reject the 
conclusion which was only valid for the PMM.  

Once a model is constructed (usually the PMM) we found that participants employ 
different strategies to verify an offered model (a ¬PMM) during the variation phase. 
If the participants have to vary a model they generally start with the PMM. The 
“shorter” the transformation distance between models the easier it is to reach a 
counter-example. The “greater” the transformation distance the more unlikely it is 
that a counter-example will be found. This is strong support for the PMMT and the 
corresponding computational model. 
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Abstract. It is an ongoing and controversial debate in cognitive science which 
aspects of knowledge humans process visually and which ones they process 
spatially. Similarly, artificial intelligence (AI) and cognitive science research, in 
building computational cognitive systems, tended to use strictly spatial or 
strictly visual representations. The resulting systems, however, were suboptimal 
both with respect to computational efficiency and cognitive plausibility. In this 
paper, we propose that the problems in both research strands stem from a mis-
conception of the visual and the spatial in mental spatial knowledge processing. 
Instead of viewing the visual and the spatial as two clearly separable categories, 
they should be conceptualized as the extremes of a continuous dimension of 
representation. Regarding psychology, a continuous dimension avoids the need 
to exclusively assign processes and representations to either one of the cate-
gories and, thus, facilitates a more unambiguous rating of processes and rep-
resentations. Regarding AI and cognitive science, the concept of a continuous 
spatial / visual dimension provides the possibility of representation structures 
which can vary continuously along the spatial / visual dimension. As a first step 
in exploiting these potential advantages of the proposed conception we (a) in-
troduce criteria allowing for a non-dichotomic judgment of processes and  rep-
resentations and (b) present an approach towards representation structures that 
can flexibly vary along the spatial / visual dimension. 

1   Introduction 

In this contribution we address issues of modeling visual and spatial aspects in mental 
reasoning with spatial information. More specifically, we focus on information on 
how a certain number of objects can be related to one another in space, with regard to 
topology, distance, and directional relations. 

Whether the corresponding mental representations of such information can be more 
adequately described by means of non-modal structures such as propositions (Jahn, 2003) 
or one-, two- and three-dimensional arrays (e.g., Ragni, Knauff, & Nebel, 2005; Glasgow 
& Papadias, 1992), or through diagrams (Chandrasekaran, Kurup, Banerjee, Josephson, & 
Winkler, 2004) or images (Bertel, Barkowsky, Engel, & Freksa, 2006; Kosslyn, 1994) is 
the topic of much ongoing research. While the group of non-modal structures is frequently 
linked to reasoning with spatial mental models (Johnson-Laird, 1983), diagrams and im-
ages are usually employed to capture mental representations evoked in mental imagery 
(Kosslyn, 1994). In terms of working memory processes, spatial mental models are often 
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described as mainly relying on central executive, non-modal functions (Gillhooly, Logie, 
Wetherick, & Wynn, 1993), though not exclusively (De Vooght & Vandierendonck, 
1998), while mental imagery has been suggested to heavily tap visuo-spatial subsystems 
(Kosslyn & Thompson, 2003; Ishai & Sagi, 1997; Kosslyn & Sussman, 1995). 

Consequently, for spatial reasoning, tasks are usually modeled as either employing 
spatial or visual mental representations (i.e., being based on spatial mental models or 
on images), but rarely both. This is somewhat in-line with double dissociations found 
to exist between visual and spatial short-term memory (Klauer & Zhao, 2004). Also, 
existing comparative approaches of image- and model-based reasoning with same or 
comparable tasks are aimed at dissociating the two conditions (e.g. Knauff & 
Johnson-Laird, 2002, for relational reasoning) rather than establishing if, how, and 
when spatial and visual processing co-occurs. 

On a neuropsychological level, evidence has long been collected for a functional 
and anatomical separation of two major pathways in higher-level visual processing 
(Ungerleider & Mishkin, 1982; Haxby et al., 1991). Originating occipitally, a ventral 
pathway runs to the inferior temporal lobe and processes object properties such as 
color and shape (thus labeled “what” pathway), while a dorsal pathway projects to 
posterior parietal areas and processes spatial attributes and movements (“where” 
pathway). 

Inter-individual differences have been reported for the use of spatial and visual rep-
resentations, for example, for abstract problems (Hegarty & Kozhevnikov, 1999) or 
during wayfinding (Aginsky, Harris, Rensink, & Beusmans, 1997). Such differences 
led to the postulation of different individual cognitive styles, such as “verbalizers”, 
“spatializers”, or “visualizers”. More recently, object and spatial subgroups have been 
proposed for the visualizers (Kozhevnikov, Kosslyn, & Shephard, 2005; 
Kozhevnikov, Hegarty, & Mayer, 2002), leading to further differentiations. 

Given all this evidence for different types of mental representations, it hardly 
comes as a surprise that even for spatial reasoning tasks mental representations have 
been often modelled as either visual or spatial and that, frequently, properties of either 
format have been investigated independently of the other format. Consequently, a 
main research focus has been on dissociating between rather than on integrating dif-
ferent representation formats in spatial reasoning. However, while the dissociation be-
tween the visual and the verbal may be adequate for many types of mental reasoning, 
we argue that it led and still leads to misconceptions about the nature of representa-
tions in spatial knowledge processing. Instead of viewing the visual and the spatial as 
two clearly separable categories, for spatial reasoning, they should be conceptualized 
as the extremes of a continuous dimension of representation with various types of rep-
resentations in-between.  

While it has been shown that for simple relational problems “visual” strategies are 
often slower than “spatial” ones (Knauff & Johnson-Laird, 2002), visual representa-
tions (i.e., mental images) can be suspected to have advantages over spatial mental 
models in situations where much spatial information needs to be integrated or high 
degrees of visual detail play role (cf. Kosslyn & Thompson, 2003). Despite strong 
computational advantages of spatial mental models in terms of parsimony, there  
exists no elegant computational approach today for flexibly and dynamically integrat-
ing topological, distance, and directional knowledge into a spatial (but non-visual) 
representation format. In the current contribution, we suggest that a continuum of 
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visual / spatial representations may best serve to model the different aspects of mental 
reasoning with spatial information. 

In the following, we first focus on existing conceptions of describing spatial mental 
knowledge processing and identify two core problems. We then argue for an integra-
tive view of visual / spatial aspects in mental spatial knowledge processing that may 
overcome the strict separation between the two modalities. We propose scalable rep-
resentation structures as a modeling conception for describing mental spatial knowl-
edge processing that comprises both spatial and visual aspects. Finally, we briefly 
discuss a number of open issues to be addressed in future research. 

2   Existing Conceptions and Problems 

Mirroring the above stated distinction between the visual and the spatial, research in 
psychology as well as in AI and cognitive science have mainly treated the spatial and 
the visual as clearly separable aspects of tasks. In doing so, psychological research 
has mainly concentrated on the question of which (properties of) entities are–or even 
must be–represented or processed either visually or spatially (cf. Kosslyn & Thomp-
son, 2003) and the question of which individual traits of a person might indicate her 
capability to represent or process entities visually or spatially (cf. Kozhevnikov, 
Hegarty, & Mayer, 2002). 

A major focus of AI and cognitive science on the other hand has been on the  
conceptualization of different types of representation structures for building artificial 
cognitive systems (cf. Glasgow & Papadias, 1992) or for modeling natural cognitive 
systems like humans (cf. Barkowsky, 2002). In particular, the representation struc-
tures proposed so far were usually aimed at being either visual representations or spa-
tial representations. 

Thus, much research in psychology and AI / cognitive science has–at least  
implicitly–assumed a strict distinction between visual and spatial aspects in mental 
spatial knowledge processing. On closer inspection, however, there are at least two 
problems associated with such a stance, namely (1) that there currently exists no  
consensus as to what the defining characteristics of visual or spatial mental represen-
tations really are, and (2) that current artificial cognitive systems and models of 
mental spatial knowledge processing either employ strictly spatial or strictly visual 
representations. These problems will be briefly outlined in the following two sections. 

2.1   Problem 1 – Spatial and Visual: Where’s the Difference? 

A crucial prerequisite for categorizing entities with respect to their visual or spatial 
nature are clear criteria for judging entities as being visual or spatial. Similarly, to dis-
tinguish people regarding their capability to represent or process entities visually or 
spatially requires tests which selectively tap this capability. To construct such tests, 
again criteria are needed to decide which test items are instrumental in determining 
the relevant ability. Such criteria, however, currently do not seem to exist. 

On the one hand there is lack of clarity regarding what prevalent tests like the men-
tal rotation test (Vandenberg & Kuse, 1978) and the Minnesota Paper Form Board 
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(Likert & Quasha, 1941) actually measure. The former, for instance, was intended to 
measure the ability to visualize and mentally manipulate spatial arrangements such as 
three-dimensional block figures. In accord with this conception, the test has subse-
quently been employed in several studies (e.g., Charlot, Tzourio, Zilbovicius,  
Mazoyer, & Denis, 1992; Mellet, Tzourio, Denis, & Mazoyer, 1995) to identify the 
imagery (i.e., visualization) abilities of study participants. Yet, other researchers (e.g., 
Kosslyn & Thompson, 2003) have claimed that the mental rotation test does only 
measure spatial reasoning abilities, but not visualization capabilities. Remarkably, 
none of these works mentions clear criteria on which grounds the test is thought to 
measure visual or spatial abilities. Rather, both the researchers utilizing the test to 
measure visualization and the researchers utilizing the test to measure spatial abilities 
seem to assume it being obvious that the test measures what they utilize it for. 

In addition, there is a more general disaccord with respect to the question of which 
(properties of) entities are spatial and which ones are visual. Levine, Warach, and 
Farah (1985), for example, assume that an analog clock face is something visual, 
whereas Kosslyn and Thompson (2003) judge clock faces and the position of the cor-
responding clock hands as being spatial. A similar confusion exists with respect to the 
shape of objects. In some work (cf. Kosslyn & Thompson, 2003), shape is assumed to 
be a prime example for a visual property. Other researchers have, however, argued 
that shape can be and is represented and processed spatially (e.g. Leeuwenberg, 
2004). Like with the employment of tests, criteria-based justifications for one or the 
other stance are hard to find in the literature. 

These examples illustrate that unambiguous, objective criteria for judging entities 
as being visual or spatial currently do not seem to exist. Consequently, categorizing 
entities and persons according to the visual / spatial dichotomy has given rise to a 
number of different categorizations and to some confusion regarding the characteris-
tics of the visual and the spatial. Such conceptual disarray poses a serious problem for 
investigating and realizing the processes and representations in spatial knowledge 
processing in natural and artificial cognitive systems. 

2.2   Problem 2 – Integrating Spatial Representations 

Numerous ways of representing and processing spatial knowledge have been devised 
in AI both for explanatory purposes in cognitive models and for technical purposes in 
diagrammatic reasoning systems. The most widely used 2-dimensional structure is the 
regular rectangular raster array (e.g., Glasgow & Papadias, 1992; Khenkhar, 1991; 
Ragni, Knauff, & Nebel, 2005). This type of representation structure supports, for in-
stance, translation operations, neighborhood-based processes like region growing op-
erations, or topological relations. To more adequately model operations like rotation, 
scaling, or symmetry detection, Funt (1980) used a circular representation structure 
consisting of individual processors arranged in the form of concentric rings. Other 
types of representation which have been proposed are, for example, vector images 
(Barkowsky, 2002), bitmap images (Kosslyn, 1980) or less complex qualitative or 
metrical linear ordering structures (e.g., Schlieder & Berendt, 1998; Chang, Shi, & 
Yan, 1987). 

Despite this diversity, two aspects are characteristic for nearly all of the approaches 
in AI and cognitive science. First, the representation structures devised so far often 
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are applicable only to specific types of spatial knowledge. Put differently, such repre-
sentation structures are only appropriate to represent certain types of spatial knowl-
edge, for example just knowledge about orientation or just knowledge about topology. 
As a consequence, most of the existing structures do not allow representing spatial 
situations which require integrating several types of spatial knowledge. Notable ex-
ceptions from this rule are representation structures like bitmap or vector images 
which have been termed diagrammatic representations: by depicting the spatial situa-
tion in a 2D plane all aspects essential to spatial knowledge processing (i.e., distance, 
orientation, topology, shape) can be represented in an integrated way. Consider, for 
example, the following situation: Larissa returns from a holiday and tells her friend 
that she has just been to a beautiful place called San Giovanni a Piro. As Larissa’s 
friend has never been to San Giovanni a Piro, she asks Larissa about the location of 
the place. Larissa’s description could sound as follows: San Giovanni a Piro is a small 
village in the south of Italy on the Tyrrhenian coast, not far from Naples but not as far 
as the tip of the boot of Italy. 

There are several kinds of spatial knowledge involved here and they have to be 
considered in combination to determine the location of San Giovanni a Piro (SGP). 
The topological relations are: in (Italy, SGP) and touches (SGP, Tyr-
rhenian coast). A cardinal direction relation is south (SGP, central 
Italy), distance information includes not far from (SGP, Naples) and 
not as far from as (SGP, Naples, tip of boot of Italy). 
Last, there is shape information involved, such as shape of (tip of boot of 
Italy). 

Second, like in psychological research, AI and cognitive science work does seem 
to underlie–at least implicitly–the assumption that each representation structure is 
necessarily either spatial or visual. Therefore, computational systems are either re-
stricted to the processing of specific types of spatial knowledge (where integration of 
different knowledge types is not required), or they comprise several representation 
structures some of which are spatial and some of which are visual. A common ap-
proach in the latter type of systems is to utilize the (specific) spatial representation 
structures wherever this is sufficient and to employ the visual representations for 
situations with greater complexity or to benefit from their higher specificity (e.g., 
Chandrasekaran et al., 2004). 

However, utilizing distinct spatial and visual representations of the same situation 
concurrently entails to either store all information about a spatial situation redun-
dantly or to newly and fully construct a visual representation from the knowledge al-
ready stored in the spatial representations whenever needed. In both cases the system 
would be suboptimal with respect to computational efficiency. Moreover, it seems 
implausible that such a computational system is a good model of human cognition, 
because this would be in disaccord with the idea that information processing in the 
human mind is organized according to optimize the information processing demands 
(cf. Collins & Quillian, 1969).  

Regarding cognitve plausibility one might argue that both entertaining multiple 
representations and redundantly storing information are fundamental properties of 
cognition in some contexts and, accordingly, the procedure employed in current com-
putational systems is not necessarily cognitively implausible. Such argument, how-
ever, neglects the fact that evidence for multiple representations in spatial cognition 
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usually suggests that these representations differ considerably with respect to their 
content (e.g., Brockmole & Wang, 2002; Carlson, 1999). In other words, if multiple 
representations store information redundantly they do so only partially. On the con-
trary, the usual computational approaches would suggest that the human cognitive 
system would maintain multiple representations such that some representations do not 
hold any information not already contained in some other representation. Such an as-
sumption seems to depart too far from cognitive efficiency too be accepted without 
explicit empirical support. 

Thus, in such “hybrid” approaches the problem of computational inefficiency and–
in the case of cognitive science–also of cognitive implausibility arises. 

2.3   Lessons Learned 

The arguments in the preceding two sections illustrate two crucial problems associ-
ated with the spatial vs. visual distinction: first, there is currently no consensus as to 
what the defining characteristics of visual or spatial mental representations really are. 
As a consequence, psychological research reports ambiguous results with respect to 
(a) which entities are processed visually and which ones are processed spatially, and 
(b) which individual traits indicate an inclination to process information visually or 
spatially. Second, current artificial cognitive systems and models of mental spatial 
knowledge processing either employ strictly spatial or strictly visual representations. 
This seems, on the one hand, computationally inefficient and, on the other hand, cog-
nitively implausible. 

In the following, we propose an approach to tackle both of these problems. The ba-
sis for our approach is the observation that both problems can be traced back to the 
tendency existing in psychology as well as AI and cognitive science of trying to 
strictly separate the spatial from the visual. We claim that such a strict distinction is 
(a) not possible and (b) not reasonable. In our view the spatial and the visual are not 
two separable categories, but should better be viewed as two extremes of a continuous 
dimension. Taking such a position allows addressing the above mentioned issues. 

First of all, assuming a continuous visual / spatial dimension explains why it was 
not possible until now to achieve a clear and unequivocal categorization of (properties 
of) entities and a person’s processing mode as being either spatial or visual: some  
entities, for instance the mental representations of the clock faces and clock hands  
discussed above–which have been claimed to comprise visual as well as spatial as-
pects–, could be assumed to be lying somewhere well in-between the two extremes of 
the visual / spatial dimension and therefore cannot be exclusively assigned to either of 
the two categories. Accordingly, a more appropriate characterization of entities on the 
visual / spatial dimension would be a comparative one which allows identifying 
whether an entity is more spatial or more visual than one or several others. 

Second, regarding AI systems and cognitive models, the concept of a continuous 
dimension suggests to employ not only representation structures which are either spa-
tial or visual; rather, representation structures should be employed which lie in-
between the two extremes. Such “intermediate” structures integrate spatial and visual 
aspects and potentially allow making a smoother transition between strictly spatial 
and strictly visual representation structures. To illustrate this consider the following 
example: A computational system starts working on a spatial reasoning task for which 
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it employs a spatial representation structure RS1 (e.g., containing topological knowl-
edge). Assume further that at some point during reasoning the integration of another 
representation structure RS2 (e.g., containing directional knowledge) becomes neces-
sary to represent the situation. One option would be to now create a strictly visual rep-
resentation RV (i.e., a picture) and to copy all information contained in RS1 and RS2 to 
RV. Format changes would be required for all content copied (e.g., from a specific 
spatial format to a specific visual format). A different option that utilizes the postu-
lated visual / spatial continuum of representations would involve slight changes to RS1 
and RS2 and the association of their respective content; it could lead to the formation 
of an integrated spatial representation RI that also permits to represent the new situa-
tion, however, at lower computational costs than RV would require because only little 
recoding and copying would be needed in its creation. In our view, integrated spatial 
representations potentially provide for lean (i.e., economic) and cognitively plausible 
representation structures. 

Summing up, the problems associated with the spatial / visual distinction in  
psychology, AI, and cognitive science can be avoided by assuming a continuum un-
derlying the spatial / visual dimension. However, such an assumed continuum raises 
several new questions like, for example, as to what the criteria for determining the  
position of an entity on the continuum really are or how one can realize intermediate 
representation structures in a computational system. In the next section, we will give 
first answers to these and related questions thus evolving a new conception of the spa-
tial / visual distinction as well as introducing first ideas towards a new type of repre-
sentation structures for spatial reasoning in computational systems. 

3   Beyond a Strict Separation of Spatial and Visual 

As explained in the previous section a strict separation of spatial and visual which im-
plies two categories with clear cut boundaries entails a number of serious problems. 
One way to avoid these problems is to assume a continuous dimension with spatial 
and visual as extremes. Such bipolar conception is, however, only useful if there are 
clear criteria based on which one can–at least in an ordinal way–place (properties of) 
entities and / or representation structures unambiguously on this dimension. Such cri-
teria will be detailed in the following. 

3.1   Criteria for the Spatial/Visual Dimension 

On the basis of the properties of cases where visual representation structures have 
been employed in computational systems or of situations in which humans have been 
assumed to use visual mental systems we propose four criteria for the placement of 
spatial representations on the spatial / visual dimension. In other words, in most or all 
circumstances (a) which necessitated the use of visual representation structures in 
computational systems or (b) in which psychological studies detected the employment 
of visual processing, the following four criteria were more strongly pronounced than 
when no visual processing took place: 

• a high number of types of spatial relations included in the representation, 
• a high number of different spatial relations included in the representation, 
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• a high degree of specificity of the relationship (i.e. the degree of completeness of 
the set of relations) of each pair of included entities, and  

• a high degree of exemplarity of entities and relations included in the representa-
tions.  

Each of the criteria is proportionally related to the visual side of the continuum, 
that is, for example, the higher the specificity the closer is the corresponding entity or 
representation supposed to be to the visual endpoint of the spatial / visual dimension. 

In the rest of this section the four criteria will be detailed in turn. 
 
Number of Types of Relations. This criterion refers to the types of spatial relations 
involved in the mental processing of a spatial reasoning tasks. As argued above the 
spatial representation structures usually employed in computational systems are 
knowledge type specific, that is, are intended to and only permit to represent one kind 
of spatial knowledge like, for instance, orientation knowledge. As soon as several 
types of knowledge have to be or are represented in an integrated way, normally dia-
grammatic representation structures are used. Accordingly, we assume that processes 
and / or representation structures are the more visual the more types of relations are 
involved. Essentially, this means that more integrated and thus more complex proc-
esses and representations are viewed as being more visual. 
 
Number of Relations. Due to their integrated nature, visual processes and visual rep-
resentations tend to comprise not only more types of relations, but also deal with a 
higher number of relations than spatial processing and spatial representations, respec-
tively. That is, in an integrated, visual representation typically more spatial relations 
are–if only implicitly–specified between the represented entities. Therefore, our sec-
ond criterion to judge an entity’s / a representation’s position along the spatial visual 
dimension is the number of relations involved. 

 

 
 

Fig. 1. Four possible interpretations of the situation X is west of Y and Z is northeast of X 

Specificity. Knowledge about spatial situations may–and often does–allow for several 
interpretations. Consider, for example, the following (spatial) facts a person might 
know about the three entities X, Y, and Z: X is west of Y and Z is northeast of X. Al-
though these two facts may be quite helpful for the task the person tries to accomplish 
the precise position of the three entities to each other is not unambiguously given. 
Knowing just the two above stated facts, the orientation relation between Y and Z 
could be Z is west of Y, Z is northwest of Y, Z is north of Y, or Z is northeast of Y  
(see Fig. 1a, b, c, and d, respectively). In other words the two given facts do not fully 
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specify the spatial situation between the three entities with respect to their mutual ori-
entation. However, depicting the two facts in the two-dimensional plane as in Fig. 1 
ineluctably specifies the relation between Z and Y. Thus, one defining characteristic of 
visual processes and representations is their higher specificity when compared to 
more ambiguous representations (cf. Stenning & Oberlander, 1995). Consequently, 
we chose specificity as a further criterion for locating processes and representations 
on the spatial / visual dimension. 
 
Exemplarity. In psychology, certain aspects of entities like color, shape, or texture 
have been assumed to entail more visual processing (e.g., Knauff & Johnson-Laird, 
2002; Levine, Warach, & Farah, 1985). Likewise, visual representation structures 
used in spatial knowledge processing in AI and cognitive science are usually more 
appropriate for representing such details as specific shapes and relations than spatial 
representation structures are (cf. Barkowsky, 2002). 

At the same time, such details will be so much more likely to be processed or rep-
resented visually the more the reasoning process involves concrete exemplars instead 
of prototypes / categories of objects. If, for example, one needs to reason about the in-
ternal layout of a familiar office building (say, for navigating in it) it is more probable 
that the reasoning process will involve color, shape, and texture information about 
that building than if one reasons only about the internal structure of office buildings in 
general. 

As a result of these two observations, we propose that the extent to which concrete 
exemplars (instead of prototypes / categories) are part of the reasoning process forms 
one criterion for judging processes and representations with respect to their location 
on the spatial / visual dimension (cf. categorical and coordinate pathways, Kosslyn, 
1994). 

To illustrate the criteria and how they might be applied, consider the two represen-
tations given in Fig. 2a and 2b, respectively, of the same spatial situation comprising a 
church, a pond, and a tree. The representation in Fig. 2a just encodes two spatial rela-
tions between the three objects, namely that the tree is left of the church and that the 
pond is in front of the church. In contrast, the representation in Fig. 2b represents a 
number of additional spatial relations between the three objects, for example the in-
formation that the pond is in front of the tree, the distance information that both the 
tree and the pond are close to the church, and the additional directional information 
that the church is right of the tree and behind the pond. Accordingly, the second rep-
resentation does not only encode more spatial relations between the objects, but also 
more types of spatial relations. Furthermore, whereas the first representation does not 
specify the precise position of the three objects (apart from the fact that the tree is left 
of and the pond is in front of the church), the second one does. Finally, the second 
representation can be seen as encoding concrete exemplars of the categories tree, 
church and pond, since the church, for instance, is rather small and warped (which can 
be assumed not to be the properties of a prototypical church). Thus, compared to the 
representation in Fig. 2a the representation in Fig. 2b has more types of spatial rela-
tions, more spatial relations, a higher specificity, and a higher exemplarity and, there-
fore, will be judged to be more visual than the first representation. 

This example shows that the criteria proposed both nicely allow locating represen-
tations on the visual-spatial dimension and lead to judgments which are in accord with 
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previous categorizations in which the representation of Fig. 2b would have been more 
visual than the representation in Fig. 2a. Consequently, the first problem arising in as-
suming a continuous spatial / visual dimension, namely devising consistent criteria 
which allow continuously judging processing / representations, has been satisfactorily 
engaged. Yet, the second problem, that is, what kind of representation structures 
might occupy intermediate position on the spatial / visual dimension has not been dis-
cussed until now. In the following section, aspects pertaining to this second problem 
will be presented. 

 

left-of in-front-of

tree church pond

a) b)

left-of in-front-of

tree church pond

left-of in-front-of

tree church pond

a) b)

 

Fig. 2. Two representations of spatial relations between a church, a pond, and a tree 

3.2   Scalable Representation Structures 

As argued above, assuming a spatial / visual continuum does not only avoid category 
assignment problems, but also potentially permits to realize computationally more ef-
ficient and cognitively more plausible computational systems. A prerequisite to the 
latter, however, is the availability of representation structures which are located be-
tween the extreme end points of the dimension, that is, representation structures 
which are neither exclusively spatial nor exclusively visual. Ideally, these representa-
tion structures should be such that they allow incrementally building a more and more 
complex / visual representation of spatial situations, based on the current task de-
mands. Due to their incremental, demand driven refinability we term such representa-
tion structures scalable representation structures. 

Although existing representation structures for computational cognitive systems 
may vary in the amount of information they represent (i.e., in their complexity), they 
usually do so confined to one type of spatial knowledge, that is, are not scalable 
across knowledge types. In fact, scalable representation structures in the sense just 
mentioned currently do not exist. Due to the advantages scalable representation struc-
tures might yield, this seems to be a serious lack of current research and, as a con-
sequence, we took first steps in devising such structures. 

Before further describing our approach, however, one fundamental issue needs to 
be addressed: are scalable representation structures to be conceived of (a) as one sin-
gle representation structure incrementally being upgraded and growing more and 
more in complexity or (b) as a system of separate distributed specific representation 
structures which are more and more tightly combined on demand? In the next section 
these two possibilities will be discussed. 

Starting from the results of this discussion we will present a more detailed account 
of the requirements for scalable representation structures as well as first ideas towards 
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their realization in the subsequent section before finally discussing open issues with 
respect to our approach and their potential merit for psychological research. 
 
One for All or All for One? The defining characteristics of scalable representation 
structures are that they (a) are incrementally refinable on demand and (b) can occupy 
intermediate locations on the spatial / visual dimension. From these characteristics 
alone, however, it is not clear how scalable representation structures should be  
conceived of regarding their organization. On the one hand, scalable representation 
structures could be viewed as being monolithic, that is, being constituted by a single 
representation structure which is–at least potentially–able to integrate all (types of) 
spatial relations at once. Regarding the aim of building a computational model of hu-
man mental spatial knowledge processing such a stance would, furthermore, posit that 
human cognition relies on such a monolithic representation structure. On the other 
hand, scalable representation structures could also be conceived of as being com-
posed, that is, consisting of several distinct smaller (and more specific) representation 
structures. Since the representation structures to be devised are meant to improve ex-
isting and / or to facilitate the building of new computational cognitive systems, we 
chose to base our decision regarding the two possibilities of conceptualizing scalable 
representation structures on already existing evidence from psychological as well as 
AI /cognitive science research. 

Regarding psychology, it seems to be a common assumption that spatial knowl-
edge about the environment is stored in the form of several “…smaller chunks, each 
of which is encoded by a separate representation.” (Brockmole & Wang, 2002). And 
indeed there are several studies indicating that humans maintain different representa-
tions for spatial reasoning tasks with respect to (a) the content of these representations 
(i.e., different hierarchically representations; see, for instance, Hirtle & Jonides, 1985; 
McNamara, 1986), (b) whether object information (what) or location information 
(where) is represented (e.g., Hegarty & Kozhevnikov, 1999; Klauer & Zhao, 2004), 
and (c) whether relations are represented egocentrically or allocentrically (Easton & 
Sholl, 1995; Rieser, 1989). Thus, there seems to be ample psychological evidence 
supporting composed scalable representation structures. 

This evidence is further corroborated by the AI / cognitive science literature. Nu-
merous different types of representation structures both for diagrammatic reasoning 
systems (e.g., Chandrasekaran, Kurup, Banerjee, Josephson, & Winkler, 2004) and 
cognitive models (e.g., Ragni et al., 2005) have been proposed so far. Notably, it 
turned out that the proposed structures individually only support a certain (small) 
number of representational requirements. Put differently, until now AI / cognitive sci-
ence researchers have not been able to devise a single, monolithic representation 
structure for spatial reasoning. In contrast, it has been claimed (cf. Sloman, 1985) that 
several special purpose representation structures are more sensible than one general 
purpose representation. 

In accord with these converging evidence from the two fields of research we as-
sume that scalable representation structures should be conceptualized a being com-
posed of several specialized representation structures. A more detailed account of 
how scalable representation structures may be constructed from a number of distinct, 
dedicated representation structures will be given in the next section. 
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Integration Approaches. As indicated by the above section there seems to be ample 
evidence and common agreement that spatial information is represented distributed 
across several separate representation structures. There is, however, considerable less 
work regarding the question how these separate representation structures could be 
combined or integrated such that spatial reasoning across the full range of possible 
spatial relations could be realized, since previous research efforts have mainly con-
centrated on specific aspects of spatial reasoning in isolation from each other solely 
considering, for example, cardinal directions (e.g., Frank, 1995) or topological rela-
tions (Egenhofer, 1994). One notable exception to this rule is the work of Sharma 
(1996), who develops a formalism to combine topological and direction relation for 
spatial inferences in Geographic Information Systems (GIS). Similarly, the TPCC 
calculus (Moratz, Nebel, & Freksa, 2003) combines directional and distance knowl-
edge in a formal framework. 

Although these are important approaches regarding the integration of several 
knowledge types in spatial reasoning, there are at least three shortcomings associated 
with these approaches with respect to scalable representation structures: first, though, 
these approaches combine some of the separate types of spatial knowledge they nor-
mally do not encompass all types (e.g., Sharma, 1996, neglects distance information). 
Second, the approaches are meant to be solutions to some technical problem. Conse-
quently, their main focus is on technical aspects and, in particular, they do not try to 
be and are not cognitively plausible. Third, the reasoning formalisms proposed do not 
include a specification of the structures in which the combined knowledge types  
are represented, that is, the approaches do not assume / specify any particular repre-
sentation structures. To build a computational model of mental spatial knowledge 
processing, however, (a) representation structures need to be devised, (b) all types of 
knowledge have to be integrated, and (c) both former points have to be realized in a 
cognitively plausible way. Despite several cognitive models of spatial reasoning such 
a cognitive account of scalable representation structures currently does not seem to 
exist. As with the more technical approaches, previous cognitive models of spatial 
reasoning seem to have concentrated merely on single types of knowledge (see, e.g., 
Ragni et al., 2005; Goodwin & Johnson-Laird, 2005). 

Accordingly, a computational account of integrated mental spatial knowledge 
processing currently does not exist. Since this seems to be a serious lack, we are cur-
rently working on developing such an account. As the first step in that development, 
we chose to concentrate on scalable representation structure, that is, how separate 
knowledge types might be represented and integrated in a cognitively adequate way. 

Like explicated in the previous section, it seems most plausible to conceive scal-
able representation structures as arising from the interplay of distributed, separate rep-
resentation structures which are combined on demand. Yet, such a conception entails 
the problem of coordinating the individual structures, that is, the individual knowl-
edge represented in these structures. Coordination is necessary, because the different 
types of knowledge are dependent on one another. If, for instance, some entity X is 
known to be a proper part of some other entity Y, and Y is known to be north of a third 
entity Z, the direction relation between X and Z can not be arbitrary. Thus, if (the 
combination of) the separate representation structures should form a coherent repre-
sentation of some spatial situation the consistency of the knowledge stored in the in-
dividual representation structure needs to be ensured. Any conception of scalable  
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representation structures therefore needs to include some mechanism(s) which real-
ize(s) this mutual adjustment. Before one can devise such mechanisms the mutual de-
pendencies of the different knowledge types must be known. Accordingly, our first 
step towards developing scalable representation structures was to identify these de-
pendencies by building composition tables across different knowledge types. 

Table 1. Composition table giving the possible topological relations between Y and Z (shown in 
the corresponding table cells) given both a topological relation between Y and X (Y R1 X) and a 
distance relation between X and Z (X R2 Z); TOP is the set of all possible topological relations; 
see text for details 

X R2 Z 
Y R1 X 

cl md fr 

equal TOP disjoint disjoint 
disjoint TOP TOP TOP 
tangent TOP TOP\{equal, in t/nt} TOP\{equal, in t/nt} 
overlaps TOP TOP\{equal, in t/nt} TOP\{equal, in t/nt} 
in/t TOP disjoint disjoint 
in/nt TOP disjoint disjoint 
contains/t TOP TOP\{equal, in t/nt} TOP\{equal, in t/nt} 
contains/nt TOP TOP\{equal, in t/nt} TOP\{equal, in t/nt} 

 
Composition tables in general state all relations between two entities Y and Z 

which are possible in the light of given relations between X and Y as well as X and Z. 
As discussed above and shown in Fig. 1, for example, given X south-west of Z and X 
west of Y possible direction relations1 between Y and Z are Z west of Y, Z north-west 
of Y, Z north of Y, and Z north-east of Y. A complete composition table not only states 
the possible relations for one pair of relations that hold between Y and X and X and 
Z, but for all potential pairs of relations. Furthermore, like in this example, com-
position tables usually are concerned with only one type of knowledge, that is, the 
given relations as well as the determined possible (given one pair) relations belong to 
the same type of spatial knowledge (direction in the presented example). Yet, to iden-
tify the mutual dependencies between different types of knowledge such composition 
tables are not sufficient. Instead, one needs to take into account which relations of a 
certain knowledge type Ka are possible in the light of two relations R1, R2 where R1 is 
of type Ka and R2 is of another knowledge type. Table 1 presents an example of such a 
composition table across knowledge types. Shown in the table cells are those topo-
logical relations which could hold between Y and Z given the topological relation in-
dicated by the relation in the corresponding row of the first column and the distance 
relation given in the corresponding column of the first row. For example, if Y and X 
are equal and X and Z have medium (third column) or far (fourth column) distance to 
each other Y and Z have to be disjoint. 

                                                           
1 Using cardinal directions and assuming an 8-sector model with the directions north, north-

west, west, south-west, south, south-east, east, and north-east. 
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Analogously to the construction of Table 1, we constructed cross composition ta-
bles for all six possible pairings of types of spatial knowledge, that is, distance / direc-
tion, direction / distance, distance / topology, topology / distance, topology / direction, 
and direction / topology. For each of these pairings we distinguished which of the two 
paired knowledge types was inferred (i.e., which knowledge type was inside the table 
cells). Thus, overall, 12 composition tables were created. To allow constructing com-
plete, unique, and correct composition tables without the construction process getting 
out of hand we had to take several additional assumptions. Although these assump-
tions restrict our approach to a subset of all possible spatial situations, such a proce-
dure seemed justified as a very first step towards scalable representation structures. 

The assumptions we took were: 

1. Possible distance relations between entities are close (cl), medium (md), and far 
(fr). 

2. Possible direction relations are north (N), east (E), south (S), and west (W). 
3. Possible topological relations are equal, disjoint, tangent, overlaps, in/tangential 

(in/t), in/not tangential (in/nt), contains/tangential (contains/t), and contains/not 
tangential (contains/nt) which are defined as in the RCC-8 calculus (Cohn et al., 
1997). 

4. If the distance between two entities is medium or far they have to be disjoint. 
5. Two entities can only be close to each other if no other entity lies between them. 
6. Entities are two-dimensional convex regions. 

Building on these assumptions the 12 cross composition tables allowed identifying 
the mutual dependencies of the knowledge types which are shown in Table 2. One de-
pendency, for example, is the fact that the direction relation between two entities X, Y 
is imposed on the entities contained by X / Y (see first line in the direction / topology 
row). 

In developing scalable representation structures the crucial issue is to take these de-
pendencies into account, that is, to devise mechanisms that ensure that the rules stated 
in Table 2 are not violated2. But how can such mechanisms be realized, given the as-
sumption that the overall spatial representation is the combination of several distinct 
partial representations? We assume that the basic cohesion between the distinct sub-
structures arises from links connecting the entities which are part of the individual 
representations. More precisely, those entities in the separate representations that 
stand for the same object of the represented situation are mutually and completely 
linked (i.e., every entity in one substructure links to the corresponding entity in all 
other substructures). Structurally, these links are all that is necessary to realize the 
functionality of scalable representation structures. First, if during mental spatial 
knowledge processing the need for considering an additional type of spatial knowl-
edge arises, an appropriate representation (for that knowledge type) can be created 
and then linked to the already existing representation structures. In this way the over-
all representation structure can be easily extended on demand and, thus, is truly  
                                                           
2 This is not to say that composition tables or processes utilizing them would be part of mental 

spatial knowledge processing. The composition tables are only meant to constitute a list of re-
quirements which results the to be developed cognitively plausible mechanisms of integrated 
mental spatial knowledge processing should tend to yield (see also the Open Issues section 
below). 
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scalable. Furthermore, according to the rules in Table 2, the links allow realizing the 
consistency between the individual representation structures. If some new information 
regarding some entities comes to the knowledge of the cognitive system, that is, this 
knowledge is incorporated in one of the substructures, corresponding entities in the 
other substructures can be identified via the links and possible changes to these other 
structures (due to the dependencies stated above) can be applied. In our current con-
ceptualization of such adjustment procedures we assume sets of representation pair 
specific processes which realize the adjustment. Put differently, for each pair of 
knowledge types like, for instance, topology and direction, there exists a set of pro-
cesses specific to these particular knowledge types which ensure the consistency be-
tween the individual representation structures of these types. 

Table 2. Mutual dependencies between the different knowledge types as identified by the cross 
composition tables. X, Y and Z are distinct entities. 

Knowledge Types Dependencies 
topology / distance If X equal Y 

Then every Z with distance d to X / Y has distance d to Y / X 
 

If X has distance d to Y and Y is inside Z 
Then X’s distance to Z cannot be bigger than d 
 

If X has distance d to Y and Y contains Z 
Then X’s distance to Z cannot be smaller than d 
 

If X has distance md or fr to Y and Y contains Z 
Then X and Z are disjoint 
 

If X has distance md or fr to Y and Y is in, overlaps or touches Z 
Then X cannot contain Z 

direction / distance  

If X is close to Y and Y is dir of Z, where dir is a direction relation 
Then X is dirinv of Z cannot hold, where dirinv is the inverse of dir 
 

direction / topology If X inside Y and Y is dir of Z 
Then X is dir of Z holds 
 

If X equal Y and Y is dir of Z 
Then X equal Z cannot hold. 
 

If X is dir of Y and Y inside Z 
Then X cannot contain Z 

 
Open Issues. As stated above, the current conceptions are but a first step towards 
scalable representation structures, though, in our view, it is a promising one. There are 
several issues which need further clarification. For example, the mutual dependencies 
identified so far are based solely on cross composition tables of the form Ka, Kb => Ka 
/ Kb, where Ka and Kb are different knowledge types. Sharma (1996) has termed this 
type of cross composition heterogeneous, and identified two other forms of cross 
composition which he termed mixed (Kb, Kb => Ka) and integrated (Ka1, Kb1; Ka2, Kb2 
=> Ka3, Kb3). To give a complete account of dependencies between representations of 
different knowledge types, it seems necessary to also respect mixed and integrated 
forms of cross composition.  
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Apart from these more technical concerns working on the development of scalable 
representation structures, we identified additional psychological issues: So far, we 
have described our ideas towards scalable representation structures. To develop a sat-
isfactory cognitive model of spatial reasoning, which is capable of integrating differ-
ent kinds of spatial knowledge, we need to consider the following questions, which 
only empirical research can answer: (A) how well are different kinds of spatial 
knowledge integrated by humans; is the integration symmetric or asymmetric, regard-
ing the ordering of the knowledge fragments to be integrated? (B) Consider, for ex-
ample, a spatial reasoning task which involves two spatial relations of different types. 
Are all dependencies between knowledge types described equally respected by hu-
mans? Does a resulting inference depend on the order of the given premises? Are 
some of the dependencies preferred or omitted during mental reasoning?  (C) If, for 
example, one gets to know an orientation relation between two entities, will mental 
knowledge representation “automatically” entail an inference of distance information 
(e.g., as it would be the case in diagrammatic reasoning)? How tightly are the differ-
ent knowledge types coupled? (D) How fast is an integration of additional spatial 
knowledge with an existing mental representation? What if the knowledge is of a type 
that, so far, was not included? Considering the limitation of the working memory, 
how many different representation structures can be successfully integrated?  (E) In 
case of changes in already instantiated knowledge structures, new information has to 
be updated and communicated among the coupled representation structures. How fast 
is such propagation of additional knowledge? And again, due to the limitations of 
memory, do all of the integrated knowledge structures remain consistent, or how 
many integrated knowledge structures can be kept consistent at a time? 

Our cognitive modeling approach aims at specifying scalable representation struc-
tures capable of integration of different kinds of spatial knowledge. In doing so, the 
spatial relations and inference rules have to be made explicit. However, further 
empirical research is needed to shed light on the visual and the spatial in spatial rea-
soning and to provide important information on concrete properties of the proposed 
scalable representation structures. 

4   Conclusion 

This contribution has proposed that instead of conceptualizing mental representations 
in spatial reasoning as either exclusively spatial or visual in format, different repre-
sentation formats located on a continuum between these two extremes may be more 
adequate. Four criteria have been identified that are suggested to be positively propor-
tional to visual characteristics of a representation: a high number of types of spatial 
relations, a high number of different relations, a high degree of specificity of relation-
ships between entities, and a high degree of exemplarity of entities and relations. We 
have put forward the notion of scalable representation structures whose position on 
the visual / spatial continuum changes with the integration of additional spatial 
knowledge. While a first approach that exploits inherent interdependencies between 
different types of spatial knowledge for mental spatial reasoning is suggested and dis-
cussed, a number of open issues remain for further research before adequate scalable 
spatial representations can be introduced for computational cognitive modeling. It was 
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the aim of our paper to initiate a debate about properties of potential, integrated (i.e., 
cross-type) representation structures in mental spatial reasoning. Attempts to dissoci-
ating between mental faculties often lead to an increase in detailed knowledge; how-
ever, trying to understand the mechanisms behind integrating different faculties in 
reasoning is equally important. 
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Abstract. Hand-engineered definitions of spatial categories are increasingly seen
as brittle and spatial concepts in human interactions may need to learn these in
terms of perceptually grounded “image schemas”. Here, we present a develop-
mental approach for the acquisition of grounded spatial schemas in a perceptual
agent. We assume a capability for dynamic visual attention, and perceptual no-
tions of wholeness and proximity. We first learn perceptual-object to linguistic-
name mappings from simple 2D multi-agent visual streams co-occurring with
word-separated utterances. Mutual information based statistical measures are seen
to be sufficient to identify nominal participants in a simple discourse, based on
a synthetic model of dynamic visual attention. Next, we use this knowledge of
nominals to ground the semantics of spatial relations in language. We show that a
notion of proximity between perceptual objects is sufficient to obtain a pre-verbal
notion of graded spatial poses. Once linguistic data is superimposed on this, sim-
ple associative structures lead to distinctions such as “in” or “out”. Finally we
also show how this can lead to a model of actions, where verbs are learned along
with the associated argument structures.

1 Spatial Learning

Models of spatial categories are rarely discrete. Most of the time they involve grada-
tions, and one assesses the degree to which object A is “on”, “in”, or “in front of” B.
Approaches toward the formalization of space, such as those focusing on topological
or qualitative models [4], or potential fields [21] have either focused on the distinc-
tions between these categories in terms of discrete sets, or used continuum fields with
programmer-selected parameter sets. In any case, such models are difficult to define
in any reliable manner. More importantly, these models are very brittle, and often fail
under contextual variation.

In contrast, the human infant acquires these words from a grounded context, and
forms perceptual schemas which reflect underlying concepts independent of the word
used. These schemas can be simplified into discrete propositional structures, but the
perceptual schema is always available for disambiguating conflicts arising out of the
discrete categorization. Such models, often called Image Schema in Cognitive Linguis-
tics [15] or Perceptual Schema in Experimental Psychology [18], involve abstractions
on low-level features extracted from sensorimotor modalities. It is widely believed in
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cognitive science that the process of category formation operates on these inputs to
define the structure of our conceptual space.

In this work, we propose a technique for the grounded acquisition of perceptual
schemas as a mechanism for defining spatial primitives. We assume a developmen-
tal perspective involving pre-verbal cognition - i.e. the early stages of cognition in an
infant, where categorial abstractions are formed from perceptual inputs [18]. Subse-
quently, combined with the ability to chunk linguistic structures, this leads to the asso-
ciations of words with these prior categories. Here we extend this model to learn simple
spatial prepositions in their most elementary contexts.

1.1 Capabilities of the Learner

The model assumes that the learner has the ability to segment the scene based on coher-
ently moving blobs [27], and that it has a measure of perceptual proximity. In addition,
the learner has the ability to assign degrees of perceptual salience to different objects,
which is simulated in this work by a computational model of dynamic visual attention.
In the first part of this work, we present a mechanism for learning object-label mappings
based on matching a sparse word-separated text with the visual data, to learn nominals
such as “square” or “circle” (Section 3). This follows an emerging consensus that lan-
guage learners can acquire some nominals from language usage based on correlation
alone, ([1]. Unlike other models of noun learning that look at single objects [26], or use
words [28], our visual input involves multiple agents and the text involves unrestrained
user commentary.

Given a knowledge of grounded object labels, we then embark on the attempt to
develop a spatial model for distinguishing the simple prepositions “in” and “out”. We
assume that the learner has a perceptual ability to identify the most proximal object,
which leads to a discretization of the visual space into “voronoi regions”. A number
of continuum features could have been used for learning the spatial primitives, but we
have chosen to use the Stolen voronoi area [7] (section 4). We use a topographical neural
network (kohonen map) to model the resulting spatial relations. Finally, we show how
this model can be used to extend to the learning of spatial actions such as “run”, “hit”,
or “chase”, and to learn their argument structures (section 5).

Given the ambitious nature of this exercise, we limit ourselves to an extremely sim-
ple visual input, but the linguistic commentary obtained on this is unrestricted spoken
(transcribed) text. We use a 2D video derived from the social psychology work of Hei-
der and Simmel [9]. The co-occurring text were collected as part of an experiment on
how users segment events into hierarchical subtasks [19]1 In this task, users were asked
to segment the actions in the scene and also to describe the action in an unconstrained
narrative. Consequently, the linguistic input has the wide variety expected in multiple
articulations for the same scene (see Table 1 below)

1 We are grateful to Bridgette Martin and Barbara Tversky for sharing this video which was
prepared by Bridgette Martin Hard and her colleagues, and also for the transcriptions of the
co-articulated text which was collected by her.
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Fig. 1. Input Videos. Chase sequence (derived from [9] and Hide and Seek sequence - both cre-
ated by Bridgette Martin [19]). The same three agents, “big square”, “small square” and “circle”
participate in two activities in two different spaces.

Start End Subject One Subject Two
Frame Frame

617 635 the little square hit the
big square

they’re hitting each
other

805 848 the big square hit the
little square

and they keep hitting
each other

852 1100 the big square hit
the little square again;
the little circle moves
to the door; the big
square threatens the
little circle

now the circle is
blocking the entrance
for the big square;
now the circle is
inside the square

1145 1202 the big square goes in-
side the box; (and) the
door closes

another square went
inside the big square

1.2 Spatial Features

In the spatial domain, there have been several attempts at defining spatial relations in-
volving continuum measures defined over different geometric features on object pairs.
Many of these measures involve point attributes such as potential fields, but our interest
here is more on area measures since perceptually the objects constitute an area. Among
the methods proposed here we may mention force histograms [20] [24], which define
directional relationships between arbitrary shaped objects. These can be trained (us-
ing an ANN) to learn the semantics of ”right ,above, left and below”. On Functional
properties of objects are the focus of the Lockwood and Forbus model (SpaceCase) [16]
which gives a functional account of prepositions that can account for psychological data
[8] that reflect how in/on judgments are affected by geometry of the ground, animacy of
the ground, animacy of the figure and function of the ground. In this work however, we
are trying to simulate a far more primitive learner, and while prior concepts such as

Table 1. Description of the Events by Subjects. Differing statements by two subjects in the [Chase
video]
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imacy may be available,we are trying to acquire the very basic semantics of space, and
we focus on measures that provide simple shape based measures. Here we find some
measures based on direct area overlap [29], or on voronoi influence zones [7, 6]. The
former requires a rectangular zone model heuristic and is somewhat sensitive to the size
of the object, whereas the latter approach uses Stolen Voronoi Area which depends only
on a notion of proximal object. Here we adopt the latter approach in the following ex-
periments, and our feature set is defined in terms of how much of the zone of influence
is lost by the insertion of the located object. The distinction between closed (bounded)
zones and open (unbounded) ones constitute a key perceptual signature of containment.

Earlier work on preposition grounding includes Regier [25] who uses static and
moving object scenes with single word labels. He uses a complex neural network in-
spired from neuropsychological and cognitive evidence. In the later part of this paper
we try to ground few spatial relationsin, out in simplistic situations from a video and
its narration. In our work, we attempt to look at just two prepositions related to the
containment concept which is among the earliest concepts available to an infant (six
months, [3]). This relation relates to the prepositions “in” and “out”, which are among
the earliest spatial terms learned [2]. However, widespread polysemy in usage of “in”
and “out” make it difficult to pinpoint their meanings.

The learned image schema for relative spatial poses is in the nature of a topograph-
ical neural net, also known as a kohonen map or a Self-Organizing Map (SOM). This
is an unsupervised clustering method and requires no labels or other priors. Once the
clustering is obtained, it can be mapped to linguistic data with very few exemplars.

Two video sequences were used in the experiments. Both show two squares and a
circle moving in a 2D space ”Fig.1”. The first sequence (Chase) shows a room with
a door, and a large square that chases the other two. The second (Hide & Seek) shows a
game of hide & seek.

2 Synthetic odels of Visual Attention

Here, the learner is presented with only the visual stream and is not in the presence of
the speaker, attention is mediated by visual saliency alone, and not by cues received
from the speaker’s gaze, under an assumption which we call the Perceptual Theory of
Mind, following the Theory of Mind model [1].

Computational models of Visual Attention involve bottom-up and top-down pro-
cesses. While top-down processes vary depending on task requirements, bottom-up
aspects are more stable and have been encoded for static images [12] based on par-
allel extraction of intensity, colour and orientation contrast feature maps. Colour and
intensity contrast maps are obtained as feature pyramids (maps at different scales),
along with center-surround maps (multi-scale difference of feature maps). The center-
surround feature processing is similar to the difference of gaussian convolved images
(DOGs), present in the LGN or V1 regions of the mammalian cortex. For orientation
specific processing, gabor filters are used with different frequencies and at different
scales to generate the orientation specific feature map.

The main difficulty of using the Itti/Koch model here is that it does not handle dy-
namic scenes, i.e. the attention processes do not model scene motion. This model is

M
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extended here to model dynamic scenes based on motion saliency. Motion saliency is
computed from the optical flow, and a confidence map is introduced to record the un-
certainty accumulating at scene locations not visited for some time. A small foveal bias
is introduced to mediate in favour of proximal fixations as opposed to large saccadic
motions. The saliency map is the sum of the feature maps and confidence maps, medi-
ated by the foveal bias, and a Winner-Take-All (WTA) isolates the most conspicuous
location for the next fixation. The overall architecture is highlighted in ”Fig.2”.

The Theory of Mind hypothesis [1] holds that the learner has a model for several aspect
of the speaker’s mind, at various levels from a sensitivity to the object being attending
to, to belief structures (e.g. children under three are found to be incapable of entertaining
false beliefs). In this work, we focus at the lowest end of this spectrum, and focus
on what we call the Perceptual Theory of Mind. While much of the Theory of Mind
work has focused on gaze following based on cues from the speaker’s eyes or her gaze
direction, the Perceptual Theory of Mind makes a much weaker claim: in the absence
of direct cues from a speaker, it assumes that the speaker would have attended to those
parts of the scene that the learner also finds salient. This is probably a valid assumption
for children from the age of six months onwards [13], although the mechanisms for
perceptual salience are themselves being developed at this stage. In our work, we do not
specify a particular development status for our learning agent, but assume this model
to infer that the scene objects being attended to by the agent were also salient for the
speaker at the moment of utterance.

Language Acquisition experiments tend to cast doubts on the efficacy of a purely
associationist model of learning words, and it is true that a large percentage of our
vocabulary is not learned using multimodal inputs but from reading. But even here, a
case can be made that a small core of grounded words constitute the key to learning
other words. Indeed, proponents of a semantic approach to language often categorize
concepts in terms of a small set of semantic primes, on which other words must be
built [11]. This work presents some evidence that for some of the earliest words, multi-
modal associations mediated by attentional processes provide strong and reliable cues
for learning nominals and their properties, verbs and their argument and event
structures.

3 Object-Name Learning

Grounded semantics for nominals appearing in the text are associated with the corre-
sponding image object token based on the following steps:

1. Tracking and Recognition. Object recognition is based on shape.
2. Synthetic Gaze Prediction Estimates the entities that are being attended to during a

particular utterance, under the perceptual theory of mind assumption.
3. Associative Learning. The words in the commentary are associated with their per-

ceptual correlates.

2.1    Perceptual Theory of Mind
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Fig. 2. Bottom-Up Dynamic Visual Attention Model. The feature maps for static images (colour,
intensity and orientation) are extended with a motion saliency map (based on optical flow). In
addition a confidence map records which sites have not been visited for a longer time. Winner-
Take-All determines the next fixation.

3.1 Tracking and Shape- ased ecognition

Spelke [27], among others has demonstrated that infants perceive objects as connected
blobs with coherent motion. In our videos, these blobs are rather simple, and these are
extracted and tracked for the duration of the video. A global list of all the objects and
their pose and orientation is used for computation of motion primitives.

Shape recognition is required to obtain shape universals for different object tokens
with the same perceptual signature. This is important in both correlating objects in
the same scene (squares) and also across different perceptual input situations, as in
combining word associations across the two separate videos. Shape matching for 2D
objects is implemented based on a histogram of the tangent direction at each point
along the boundary, a simple scale, rotation and transformation invariant metric that
is cognitively plausible. The normalized (scale invariant) histograms were circularly
shifted and compared using statistical divergence function as in Roy [26] to determine
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the closest transformation between two shapes, which serves as our model of shape
similarity.

dv (X,Y ) =
∑

i
(xi−yi)

2

(xi+yi)

where X =
⋃

i xi and Y =
⋃

i yi are two histograms and xi , yi are the values of a
histogram.

The synthetic model of visual attention for dynamic scenes was used to predict the
gaze for the two videos. The predicted gaze for the two videos are shown in ”Fig.3”.

Fig. 3. Focus of attention on the video. Red circles represent the focus of attention; Oscillating
attention between multiple objects makes multiple participants more likely.

3.2 Association of eanings with ords

The attended objects are now associated with the temporally correlated words using
one of two probability measures. At this point, we also assume that the learner has
been exposed to other linguistic fragments before this, so that words like “the” and “is”
are known to be more general than this discourse context, and are not applied to this
situation. (In the BNC, “the” occurs 1500 times more frequently than “square”, say).
Using perceptual equivalence relations based on shape, we associate the objects with
words from the multiple narratives using the probability measures outlined below.

Two measures for associating the words with the objects are used.

1. Mutual Information Measure.
2. Joint Probability Measure.
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Mutual information Measure After temporally correlating words with objects the
association is defined as the product of mutual information of word wi and object oj

with their joint probability.

A = Pr (wi, oj) log
Pr (wi,oj)

Pr (wi) Pr (oj)

If W and O ( W =
⋃

i wi and O =
⋃

i oi ) are two random variables then their Mutual
Information I(W,O) would be

I(W,O) =
∑

i

∑
j Pr (w, oj) log

Pr (wi,oj)
Pr (wi) Pr (oj)

where Pr (wi, oj) log
Pr (wi,oj)

Pr (wi) Pr (oj)
is the contribution of each word object pair.

Joint-Probability Measure This measure is the product of the conditional probability
of object oj given word wi with their joint probability.

A = Pr (wi, oj) Pr (oj |wi)

The conditional probability will give high values for the words that occurred specifically
for a given object, while joint probability will highlight the number of word object pairs.
Hence this measure should bring out the stronger labels associations.

Both the measures showed object names being highly associated with the corre-
sponding object. Results are shown for the chase video and both videos together ”Fig.4
and Fig.5” respectively.

Fig. 4. Early Learner: Noun Learning using First Encounter. Association using Joint Probability
of words with Big Square, Door, Little Square and Circle in Chase video. Most objects except
“little square” are well characterized.

Fig. 5. Noun Learning using Multiple Encounters. Associating words using Joint Probability -
remembering shapes across two encounters (both videos).

.

.
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4 Spatial Prepositions of Containment: “in” and “out”

Grounded learning of spatial modifiers involves defining concept classes to represent
spatial distinctions. Clearly these would need to be graded (or continuum or fuzzy). As
explained earlier, we choose voronoi model of space [7, 6]as this requires very little of
the learner other than the capacity to identify the most proximal region, and it can also
give a graded measure of membership.

A Voronoi representation of space divides the space into tessellations (voronoi re-
gions) where each region contains a site - traditionally, this is a point, but it may also be
a line or an area; here we use the line segments bounding an area as our sites. All points
in the voronoi region are closer to its site than to any other site. Voronoi diagrams of
points and line segments are shown in fig 6. Voronoi diagram for any arbitrary shape
can be determined by defining it as a voronoi digram of points and line segments. In
our model for line segments, we distinguish (as do most algorithms) the two end points
from the body of the line; this results in two internal boundaries for the voronoi dia-
gram - the separator between this end-point and the interior of the line - and are useful
in discriminating the nature of the intersection between zones, and are retained.

Fig. 6. Voronoi diagrams of points and line segments

The voronoi model of a space changes as agents move in it. This dynamic nature
results in qualitative changes as the boundary between two sites or objects (reflecting
adjacency of those objects) shifts to some other objects. For the empty space, each
part of the boundary has its zone of influence. Some zones may be bounded, reflecting
proximity with other objects, where as some zones may be unbounded, reflecting an
open nature. As an agent enters this space, the areas of these zones are reduced (stolen
voronoi area), and are used as features of spatial movement [7]. This relation is ulti-
mately used to define the containership concept.

4.1 Learning Containment

Containment is one of the earliest concepts in our repertory, yet it offers tremendous
complexity. In adult usage, containment is affected by function which results in a wide
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variety of ramifications [5]. However, to an early learner, the prototypical interpretation
of containment and container emerges based on abstracting on percepts, possibly earlier
than six months [3, 2].

The voronoi model used here as the learning feature captures the influence of one
object over another. We use the ratio of stolen area from bounded and unbounded
voronoi regions as a binary feature. The ratio is calculated between the voronoi area
consumed by the introduction of the new object and the initial voronoi area of the ref-
erence object, and distances between features are determined in terms of an euclidean
metric to construct the kohonen map (Fig. 7).

Fig. 7. (a) Initial object voronoi (b) and (c) Dark area shows the stolen voronoi area

4.2 Self Organising Map

A self organising map is an unsupervised learning method based on associative memory,
also known as the kohonen map [14]. A grid of neurons is defined, each with a k di-
mensional weight vector during the learning process so that proximal regions represent
“proximal” patterns in the input data. From an initial assignment of random weights,
each data point finds its best matching unit/neuron (BMU) and the weights of neurons in
the neighbourhood of BMU are modified towards the weight vector of the input, using
the equation

W (t + 1) = W (t) + θ(t)α(t)(D(t) − W (t))

where W (t) is the weight vector of the neuron, D(t) id the input vector, θ(t) is the
neighbourhood function which constraints the amount of influence on the neighbours,
and α(t) is the learning rate.

We use a simple kohonen map with a gaussian neighbourhood function and a lin-
early decreasing learning rate. The grid size of 30x40 nodes represents the clustering
space. Visualization of the SOM was done using a unified distance matrix(U-matrix),
which shows the distance between neighbouring units weight vectors as a 3-d land-
scape. It is calculated as the sum of the magnitudes of weight vectors of all immediate
neighbours. The 3d landscape is visualised by mapping the U-matrix height into the
RGB space. The uniform patches of color represent zones of uniform height represent-
ing some cluster.

Two maps were trained based on input data of different spatial poses. The first map
shows clear colour (height) gradations for poses inside and outside the space. Among
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Fig. 8. Visualizations of Perceptual Schemata. The Self-Organizing Map acts as our perceptual
schema. Given an input, it can identify what cluster it belongs to and with what confidence.
In the opposite direction, given a conceptual description it can generate a maximum likelihood
prototype pose. (a) map for the complete in-out cluster, and (b) trained only on “in” examples

the regions that may be thought of as “in”, the points at the center are furthest from the
out region, and the points near the door lie close to the boundary, which itself shows
a clear gradation in colour 8(a). Similarly, the out regions are also graded by distance
from the center. In a second experiment, we clustered the zones that correspond mainly
to the “in” region (corresponding to situations where the feature ratio of bounded-area-
stolen is non-zero). Here we find finer distinctions emerging that may be taken to read
“corner” or “at-the-edge” or “center”. 8(b).

4.3 Mapping to Prepositions “in” and “out”

The top level clusters were then matched with words occurring in the the user’s com-
mentaries on the video, using the same mutual information measure as used for nouns.
Initially, we expected this to fail on such sparse data, since many of the uses of “in” or
“out” varied widely owing to the wide-ranging polysemy in the meanings of these very
basic words. Also there were only 41 instances of “in” and 28 of “out”. For example,
there are no instances, among the 28 examples of “out” in the data, of a sentence like
“The circle is out of the box” - there are some instances of “outside” but we treat it as a
separate word. Here are some examples of “out” from the user (spoken) commentaries
on the videos:

1. little block comes out.
2. circle is out in the open.
3. square is moving around the box trying to get out.
4. the big square moved out of the corner.
5. he’s trying to push his way out of the square.
6. and they all spread out again.
7. the door shuts the square out of the box.

Sentence 1, with the verb “come” is a prototypical interpretation of “out” as the motion
goal-specifier. Sentence 2 has a much more specific meaning, but it spatially it is con-
sistent. Sentences 3, 4 and 5 have similar meanings, but the contexts make them poor

.
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exemplars. Sentences 6 would have been similar, but it has enough of the “out” in it
to correlate well. The verb-preposition complex “spread out” (7) reflects a completely
different usage. In each instance, the specific meaning carried by these prepositions are
considerably modified by the regulating verb. Similar instances of polysemy with “in”
are preponderant in the data.

However, we were ourselves surprised to find that for both of these prepositions,
there are enough correlations so that the spatial cluster for the prototypical “in” and
“out”, emerge with the highest mutual correlation in both cases with the corresponding
words in our simple statistical measure. We feel that this may be because even in the
metaphorical and other conventionalized uses of this preposition, it still retains some of
the basic sense, so that the correlations come out. We observe that “out” is in a tie with
“of” which seems to indicate the construct “out of”. The particle “of” occurs almost
twice as frequently as “off” in general text, so it is likely to drop off in the specificity
measure if we were to include other (non-spatial) contexts. Note that since it is assumed
that nouns/object labels are already known, these were removed from the word set, but
then these labels are far less frequent and would are unlikely to constitute an obstacle.
Thus, given that a pre-verbal system (or infant) has a notion of what constitute in /out
(containment) then it is very straightforward for her to learn a rudimentary grounded
schema for “in” or “out” from a handful of examples.

Fig. 9. Preposition Learning. Matches between clusters and words in text a) category in-out; b)
category in.

5 Learning ction abels

The last part of this work demonstrates the learning of action names. Since actions
are pre-linguistically categorized based on the number of participants in the action,
this also results in discovering the valence of the verb. We use different k-ary feature
sets depending on the number of participants, and actions, which require a temporal
component, are learned using a recurrent neural network (SRN) [22]. Owing to paucity
of data for learning actions additional movies were created for training.

5.1 Features for Spatio- emporal Analysis

The feature set determines the dimensionality of the space in which the word meaning
is grounded. The valence of the predicate is a crucial input for this information, it is

A L

t

seen that a monadic feature set is sufficient for actions like run (intransitive), whereas a
dyadic feature set is needed in actions like chase (transitive).
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There is considerable evidence that infants have pre-linguistic perceptual notions
for Path concepts such as source, trajectory etc, and also other notions such as Up-
Down, Containment, Force, Part-Whole and Link [17]. Some of these aspects have also
been implemented in computational systems [23]. In this work, we assume that the
pre-linguistic visual system has the capability to abstract the following:

(a) Shape classes (square vs circle, on a high contrast image)
(b) Motion characteristics for individual agents (monadic features)
(c) Motion characteristics for pairs agents (dyadic features)

Specifically, we define the following abstract features:

– Monadic Features:

1. Velocity- vx and vy in respective direction
2. Acceleration- ax and ay in respective direction
3. θ- Angular displacement of the object
4. dθ- Change in displacement of the object.
5. ω - Angular velocity of the object.
6. α - Angular acceleration of the object.

– Dyadic Features

1. Proximity- It is inverse of the boundary-to-boundary distance between two ob-
jects.

2. Relative Velocity between the two objects
3. Relative Acceleration between the two objects
4. Measure of Parallelism between the direction of motion of the two objects i.e.

cos (v̂a − v̂b)

5. Leader A - Measure of leadership (in motion) of A w.r.t B i.e cos (v̂a − θba)

6. Leader B - Measure of leadership (in motion) of B w.r.t A i.e. cos (v̂b − θab)

7. Chamfer- Measure of chamfering between the two objects i.e. sin (v̂a−θba)+sin (v̂b−θab)
2

For example, an action such as “X chases Y” may associate Proximity (indicative
of spatial clustering between X and Y), Parallelism, high Leader X and low Relative
Velocity. The dyadic parameter Chamfer feature reflects if two objects are moving to-
gether or are moving one ahead of the other this feature, when low, may indicate a
follow or chase action; when close to 90, it is indicative of a move-together action.

5.2 Verb Learning Results

Assuming that each video sequence is of l duration during which a verb is reported for
τ time units and not reported for l − τ units. The Detection Accuracy, or true positives,
is computed as a percentage of positive classifications out of τ . The False Negatives,
again, are computed as a percentage of τ . However, the false positives as well as focus
mismatches are computed as a percentage of l − τ . Results are presented for three
learning scenarios:
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Timescale = 2530 frames (81 seconds)

Fig. 10. Comparing machine and human classifications    verb chase. , for : Each row is a different

pairwise combination of agents.

Timescale = 2530 frames (81 seconds)

Fig. 11. Comparing outputs - trained on synthetic data. One-Verb-One-Network for chase video
on Synthetic Data.

Verb TP FP FN FM
hit 3 3 1 1
chase 6 0 3 4
come Closer 6 20 7 24
move Away 8 3 0 14
spins 22 0 1 9
moves 5 1 2 7

where TP=True Positive,FP=False Positive,FN=False Negative and FM=Focus Mismatch

Table 2. Interval results. One-Verb-One-Network, Unsupervised

.
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Fig. 12. Example of classification of chase event, one for every 1 Second (30 frames), between
the circle and the small square

1. One-Verb-One-Network:Human Subject Tags. Here Different SRNs are trained for
each action cluster; Table 2 presents the results with unsupervised text and image
correlations based on the statements of human subjects. ”Fig.12” shows some of
the video fragments which are classified by the learning system as chase.”

Fig.10, Fig.11 and Fig.13” present results along a time line, each row reflects a
different combination of agents (small square, big square, circle). Dark gray color
indicates false positive classification, while light gray color indicates focus mis-
matches.

Timescale = 2530 frames (81 seconds)

Fig. 13. A comparison of system and human descriptions of come closer verb over a time line.
Note the large extent of focus mismatch (light grey).

2. One-Verb-One-Network: Synthetic Data: To overcome the very severely limited
data in the videos, a synthetic video with only two agents was created, executing
canonical versions of the actions over 2660 frames. These may be thought of as
pre-linguistic categorization of the actions. The system is trained on the synthetic
data, and tested on the original human-annotated video; Table 3 shows the results.

Between the two scenarios - learning from one pair of agents in a human-tagged
data vs learning from elaborately created synthetic data, it is clear that having more
data improves the classification accuracy. However, since the training set has only
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Verb TP FP FN FM
chase 52.59% 0.21% 47.09% 1.24%
come Closer 53.61% 11.29% 45.52% 20.41%
move Away 65.30% 12.07% 33.37% 17.15%

where TP=True Positive,FP=False Positive,FN=False Negative and FM=Focus Mismatch

Table 3. Percentage results for One-Verb-One-Network Synthetic Data

two agents and has no focus mismatch, the extent of this problem is actually higher
when trained on synthetic data.

3. All-Verbs-One-Network: Synthetic Data
Here we train a single recurrent network to distinguish among all the verbs, and use
the synthetic video for training. Only dyadic features are used. There is one input
neuron for each feature, one output neuron for each verb and the hidden layer has
the same number of nodes as the input layer. An additional output neuron indicates
no output.

The accuracy of events detected improves considerably if we constrain the sequence
based on the participating agents as well as the verb. The Interval accuracy is com-
puted as a ratio of correctly classified intervals to the total intervals for each pair of
objects. Table 4 lists the performance of the system in this mode.

Video Total
Frames

Objects
in-
volved

Frames
Classi-
fied

Correct
Classi-
fication

Interval
Accu-
racy %

SS, C 2492 2380 94.07
Hide
&
Seek

2530 SS, BS 2329 2156 85.22

BS, C 2530 2028 80.16
SS, C 2334 2285 90.30

Chase 2530 SS, BS 2329 2156 85.22
BS, C 2384 2207 87.23

SS = Small Square, BS = Big Square, C = Circle. Percentage accuracy computed over total
number of frames and not on number of classified frames.

Table 4. Frame-by-frame Interval Accuracy results for All-Verbs-One-Network

6 Conclusion

We have developed (from an extremely simple visual stimulus) a coherent approach to
acquiring spatial primitives and also action primitives that build on spatial structures.
In particular, we have made no prior assumptions on knowledge about the agents or
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domain of action, the only abilities inherent in the learner is that it has a model of visual
attention, and that it can identify perceptually proximal objects. Based on this, it forms
pre-verbal conceptual schema for frequently occurring clusters. These are subsequently
mapped into labels for objects (nouns), spatial poses (prepositions) and actions (verbs).
In addition, participants in the preposition and verb structures are identified in terms of
the grounded semantics of the relational schema.

The image schema is stored in a topographical neural net, which can then determine
quickly if a given novel input belongs to some class or not. For the action learning, the
image schema must encode temporal data and this is achieved through an Recurrence
Neural Net (SRN).

A crucial aspect of the current work is that the set of features used in the preposition
and verb learning are presumed to be available to the learner, and are not learned per
se. While one may argue that some of these notions (such as size or motion trajectory
information) may be preferred as a part of the innate perceptual apparatus, we strongly
suspect that some of the relative motion parameters may actually be learnable given
enough training data, and we hope to explore this with the additional data.

In terms of spatial language, this work makes no attempt to learn the syntactic struc-
ture of the statements per se, and effects such as tense, case, gender etc are not modeled
at all. An important extension would be to learn more grammatical structures as in the
work of [10]. In our case, once the verbal heads of various phrases are known, and
with some knowledge of closed-class words, it would be possible to identify some of
the roles played by grammatical elements in different constructions appearing in the
narrative.

This work raises several questions that may prove to be important. First, is this
experiment scalable to visual data more complex than toy 2D videos? The answer to
this appears to be yes, as we shall soon be reporting. However, as visual complexity
increases, it requires more and more skill in tracking and object consolidation to keep
track of the motions. A second and possibly more important question would refer to
the conceptual ramifications, even in space, of the simple concepts that one runs. One
can consider for instance, a “road going to Bremen.” How does one tune an action of
go as a motion to the fixed concept carried here, what Talmy has called fictive motion?
Even further afield, one can “go” to an internet site, or my thoughts may “go” to you.
Clearly these transfers define new senses, but they are possibly built up on the primitive
grounded notion that was first captured in our sensorimotor mode. The larger issues
thrown up by these constitute what may be called metaphorical extension, and perhaps
the type of grounded models learned through multimodal interaction is precisely the
kind of in such this may indeed constitute one of the more important challenges for rea
son

-
ing as a whole in the coming years.
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Abstract. This paper presents a study on the integration of spatial cog-
nition into a symbolic theory. The concepts of encoding object-locations
in local allocentric reference systems and noisy representations of loca-
tions have been integrated into the ACT-R architecture of cognition. The
intrinsic reference axis of the local reference systems automatically result
from the sequence of attended locations. The first part of the paper de-
scribes experiments we performed to test hypotheses on the usage of local
allocentric reference systems in the context of object-location memory in
graphical layout structures. The second part describes in more detail the
theory and its integration into ACT-R. Based on the theory a model
has been developed for the task in the experiments. The parameters for
the noise in the representation of locations and the parameters for the
recall of symbolic memory chunks were set to values in the magnitude
quoted in literature. The model satisfyingly reproduces the data from
user studies with 30 subjects.

1 Introduction

Symbolic theories of cognition are appealing for studies in the field of human-
computer interaction. Symbolic theories allow the expression of the cognition
process in relation to the task and the visual elements of the interface. One
main issue for cognitive modeling in this field is the integration of visual informa-
tion. Ehret [5] and Anderson et al. [2] describe symbolic models that reproduce
learning curves for the location of information on a display. In these examples
the underlying mechanism for the learning of locations is the same as for the
learning of facts. After some practice the location of specific objects, such as
menu buttons, can be retrieved without a time consuming random visual search
and encoding of labels. In both studies the locations of visual objects are rep-
resented in absolute screen coordinates, and no noise in the representations of
the scalar values has been assumed. Accordingly, the success of a retrieval only
depends on the number of repetitions of the location of an item. However, the
location of an object can only be identified within a frame of reference. In ex-
perimental psychology it is well accepted to divide the frames of references into
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the following two categories: an egocentric reference system, which specifies the
location of an object with respect to the observer, and an environmental (allo-
centric) reference system, which specifies the location of an object with respect
to elements and features of the environment. A good review of the experimental
evidence on the usage of these different reference systems in human spatial mem-
ory is given by McNamara [9]. This aspect of human spatial memory implicates
that the structure of a graphical layout might affect the performance of object-
location memory. Object-location memory in the context of graphical layout-
structures has already been investigated in the field of information visualization
by Tavanti & Lind [13] and Cockburn [4]. These studies showed that different
kinds of displays influence performance in object-location retrieval from mem-
ory. In both studies the memory task was to associate alphanumerical letters
to object-locations. Cockburn suspected that a horizontal oriented layout fa-
cilitates the formation of effective letter mnemonics, whereas Tavanti & Lind
speculated that a more ’natural’ appearance of a visualization enhances object-
location memory. Both studies did not consider spatial relations of objects to
each other within the structure as a factor. Therefore, we performed our own
experiments in which the structure of the object-configurations was varied. In
the first part this paper reports the design and results of these experiments. A
detailed analysis of the user traces within this experiment suggests that users
choose the last two attended locations as a reference axis to which they encode
the currently attended location. The second part of the paper describes how
we integrated this fact in combination with the concept of noisy location dimen-
sions into the visual module of the symbolic ACT-R [2] architecture of cognition.
Based on this extended visual module a symbolic model for the memorizing-task
has been formulated. The parameters for noise in the location representation
and activation decay of memory chunks have been set to fit the data and are
compared to values quoted in literature.

2 Experiments

The task of our experiments was to memorize a randomly created sequence of
highlighted objects from different structures. The number of correct repeated
sequences is used as a measure of performance. This kind of memory task al-
lows an effective analysis of the errors made by subjects. Two experiments were
performed. The first experiment investigated the factor horizontal vs. vertical
oriented layout structure and the factor of the existence vs. non-existence of
symmetric features in the layout structure. The second experiment focused on
the investigation of noise in the encoding of spatial object-to-object relations.
In the following the procedure of the experiment is only sketched. More details
can be found in [18]. Thirty volunteer subjects (only male, average age 35) were
recruited from the staff of our institute to perform both experiments. All sub-
jects had normal or corrected-to-normal vision. Three sets of different structures
were created. Each structure consisted of red spheres of equal size. The layout
structures were presented against a black background on a 21” VGA monitor
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with a resolution of 1280x1024 pixels. The monitor was in front of the subjects
within 2 feet. Subjects were asked to respond by clicking with a mouse.

2.1 Experiment 1

The first experiment aimed at showing whether the performance of recalling
object-locations is still improved in the horizontal oriented structures, even if no
alphanumerical letters are used as retrieval keys.

Materials. Fig. 1 shows the three structures that were used in the first experi-
ment. Each structure consists of 25 spherical items. The first structure represents
a 2D display of a tree-structure, like it is used in most common graphical user
interfaces. The second structure is horizontal oriented and exhibits some sym-
metrical features. The third structure is equivalent to the first one except that
it is rotated counterclockwise by 90 degrees.

A1 A2 A3

Fig. 1. Set of object configurations used in Experiment 1

Design and Procedure. In each encoding retrieval trial, the subject was pre-
sented with one structure. After an acoustical signal, the computer started to
highlight objects of one randomly created sequence. Only one object of the se-
quence was immediately highlighted. The sequences were five items long. The
highlighted object differed from the unhighlighted objects by color (blue instead
of red), increased size and a cross that appeared within its circle shape. The
end of a sequence was indicated by a second acoustical signal. Subjects were
instructed to repeat the highlighted objects in correct order, by clicking them
with the mouse. After five objects had been clicked, another acoustical signal
rang out. After a short break the next sequence was presented to the subject.
All sequences were created randomly with the property that no object is high-
lighted twice in succession. New random sequences were created for each subject
in order to avoid the event that an easy sequence was created by chance for
any structure (e.g., all objects of a sequence are only in one row). By creating
random sequences for each subject the factor of the sequence itself is balanced
among subjects. In order to examine a specific factor in detail the establishment
of a sequence for all test subjects is of interest. This was done in parts in the
second experiment reported below.



232 C. Winkelholz and C.M. Schlick

Results. The number of correct and erroneous repeated sequences for each
structure is shown in Table 1.

Table 1. Contingency table (2 × 3) of correct and erroneous sequences in set A of
Experiment 1

A1 A2 A3

Correct seqs 46 61 63
Erroneous seqs 74 59 57

The effect of structure approaches significance (2 × 3 contingency table
p = 0.056, χ2 = 5.77). When comparing the numbers of correct repeated se-
quences between each pair of structures with a one-sided analysis of the corre-
sponding 2×2 contingency tables, the exact Fisher test yields that performance
in the horizontal oriented structures is significantly higher (p < 0.05), whereas
the symmetric features in the structure did not show any significant effect.

The most important result of Experiment 1 is that it shows that the horizontal
oriented structures do improve performance, even if no alphanumerical letters
are used as retrieval keys.

2.2 Experiment 2

The second experiment aimed at showing how the usage of local frame of refer-
ences in human spatial memory, as they are discussed by McNamara [9], affects
the performance of object-location encoding/retrieval in dependence on different
graphical layout structures.

Materials. The structures used in the second experiment are shown in Fig. 2.
They are divided into two subsets because the limited pool of subjects did not al-
low the testing of all permutations needed to prevent order effects. The structures

B1 B2 B3

C1 C2

Fig. 2. Set of object configurations used in Experiment 2
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in set B and C were created to test some factors assumed to play an important
role in the process of object-location encoding/retrieval in structures. The moti-
vation to choose these structures is founded in the assumptions and expectations
from before the experiments were performed. Mainly the following factors were
expected to contribute to the overall performance:

1. Hierarchical features,
2. Noise in the allocentric location-representation,
3. Noise in the egocentric location-representation,
4. Higher availability from memory of locations represented in allocentric

frames of references if objects are in spatial vicinity.

The last factor seems plausible because the effort to assess spatial object-to-
object relations is smaller if objects are close together; possibly no eye move-
ment is needed. This last factor would give the narrow matrix B1 an advantage
over the wide matrix B2 in respect to performance of object-location encod-
ing/retrieval. The other factors listed above may also contribute. The noise in
the location-representation is more grievous in the linear structure than in the
matrices since there is only one dimension that contributes information. In the
case of the matrices though, direction also contributes. Table 2 shows which
structure profits by which factor compared to another structure in its set. A +
sign in one cell means that the structure of the row takes an advantage over the
structure in the column in respect to the factor of the table; a – sign indicates
the opposite. The factor of hierarchical features is balanced within each set, so
this factor is not included in the tables. (For this purpose the linear structure
B3 has been separated into three groups with four objects). To estimate the
overall performance, the tendencies shown in the tables must be quantified. Fur-
thermore, not every factor might contribute equally to the overall performance.
Without any computational model as described in Sect. 3 and 4 only speculation
can occur about these questions. However, in the setup used in the experiment,

Table 2. The factors that the structures profit from in the structures of B and C (FOR -
frame of reference)

Less noise in Less noise in Higher availability of
allocentric FOR egocentric FOR allocentric FOR

B1 B2 B3 B1 B2 B3 B1 B2 B3

B1 0 ++ B1 – – – B1 ++ +
B2 0 ++ B2 ++ + B2 – – –
B3 – – – – B3 + – B3 – +

C1 C2 C1 C2 C1 C2

C1 + C1 – C1 +
C2 – C2 + C2 –
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it can be assumed that the differences in the noise of the egocentric location-
representation are nearly negligible because the changes in the average visual
angles between the different objects in the scene are small compared to the hu-
man field of view. This is in contrast to an allocentric location-representation,
where the angles take values on the whole range. The effect of noise in the al-
locentric location-representation in the structure B1 and B2 is expected to have
an equal effect because all relative distances are equal. It was expected that the
effect of decrease in performance in the linear structure would be very distinct.
Structure C1 and C2 differ only by the distances between the six pairs of objects;
the distances between the two objects within a pair are equal. The hypothesis
for this structure is that for transitions within a sequence between objects of
two far distant pairs it will become more difficult for the subject to encode the
location of the object within a pair because the directions do not significantly
differ. One predefined sequence was used to show this effect. User traces can be
used for the parameterization of stochastic models. The regularities found by
the algorithms can be analyzed and interpreted [16].

Design and Procedure. The experimental design was similar to Experiment 1.
This time the sequences were six items long. With one exception all sequences
were created randomly for each subject. One sequence for the structures of set C
was predefined. As mentioned above, this was done so experimental tracing data
could be effectively analyzed. The sequence was predefined for the structures
C1 and C2, respectively. The predefined sequence is shown in Fig. 3 on the left.
Its usage within the experiments was such that the probability that subjects
remembered the sequence from a previous presentation was low. Furthermore,
this effect had been balanced between the structures C1 and C2.

Results – Performance. The numbers of correct repeated sequences are
shown in the contingency Table 3. The performance in the linear structure is
significantly lower than in the structures of the matrices (exact Fisher-test
p < 0.001). Although the number of correct sequences in the narrow struc-
ture is slightly higher than in the wide matrix, this difference is not significant.
For C1 and C2 in Table 3 the number of correct and erroneous sequences from
the randomly created sequences and the predefined sequence are combined. Ac-
cording to this contingency table, performance in C2 is significantly lower than
in C1 (exact Fisher-test p < 0.05).

Table 3. Contingency table (2 × 3) of correct and erroneous repeated sequences in set
B and C

B1 B2 B3 C1 C2

Correct seqs 38 34 16 Correct seqs 35 25
Erroneous seqs 22 26 44 Erroneous seqs 25 35
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Fig. 3. Contexts of erroneous behavior found by the parameterization of a stochastic
model. Left: The structure with symbols assigned to the objects and the predefined
test sequence. Right: Table with contexts and possible interpretation.

Analysis of errors. A look at the errors subjects made in their answers provides
more insight into the underlying cognitive processes. To analyze the answer
sequences for the predefined sequence in set C we used a modified algorithm
for variable length Markov chains (VLMC) [14,3] to parameterize a stochastic
model by the answer sequences. Roughly speaking, this algorithm can be seen as
a filter for subsequences (called contexts) from the data that contain predictive
information. We modified this algorithm in such a way that only contexts that
contain significant predictive information in a more statistical sense are included
into the model [17]. The conventional algorithms do not appropriately consider
that sample sizes for different contexts vary in the data. To apply this algorithm
to the answer sequences the objects in the structure must be assigned to symbols.
The contexts of erroneous behavior found by this method in the answer sequences
of the structures C1 and C2 are shown in Fig. 3. In the first column of the table
the contexts found by the algorithm are shown in parentheses followed by an
arrow and the most probable object occurring next in the answer sequences, if
this context is given. E.g. (7, 10) → 3 means: If subjects had clicked on object 7
followed by object 10, the most probable object they will click next is object 3.
Multiple symbols/numbers listed on the right side of an arrow are ordered by
their probabilities, with the first in the list being the object that is most probable
of being next. On the right of an arrow possible next symbols are listed, as long
as their frequencies for the given context meet one of the two conditions. First,
the frequency is significantly higher than for the symbols with lower frequencies.
Second, the frequency does not differ significantly from the frequency of the
symbol with the next higher probability. On the left side of the arrow, also the
most probable sequence that lead to the context is given, where the symbol
b stands for the beginning of the answer sequence. In structure C2 with the
more distant pairs there are more contexts concerned with the confusion of the
objects within the pairs of the upper left and lower right corners, whereas for
structure C1 there are more contexts concerning the omission of an object. The
most notable context for structure C2 is (7, 10) → 3. The angle between the line
from 7 to 10 and the line from 10 to 3 is similar to the angle between the lines 7
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to 9 and 9 to 4. Therefore, this context indicates that subjects used the relative
change in the direction of two transitions as a reminder.

2.3 Conclusions

The results of these two experiments make the following suggestions with regard
to a computational model: first, as Wang et al. [15] suggested, the model should
encode spatial object-to-object relations between the previously and currently
attended objects as memory chunks. Second, the relation between three objects
should also be encoded. As will be discussed in the next section, this can be
interpreted since the visual system uses the connection line between two objects
as an allocentric reference axis. Third, the results from the comparison of the
horizontal and vertical oriented structures in the first experiment suggest that
noise in the distance dimensions of spatial memory is distorted towards a higher
accuracy in the horizontal direction. Fourth, subjects need not necessarily gaze
at objects they are attending in order to assess their locations. During all ex-
periments eye-movement data was collected. Because of a failure of the tracking
system the recorded data was very noisy. However, the eye-movement data re-
vealed that in structure B2 subjects tended to fixate on the middle of the screen.
Obviously, in B2 it is sufficient to fixate on a location in the middle of the screen
to asses most of the spatial object-to-object relations. According to theories of
visual attention, moving attention is possible without moving fixation. There-
fore, the effort to repeat transitions of the sequences in structure B1 and B2 is
similar, yet different in structure C2; here, subjects needed to move fixation to
resolve which object within a pair had been highlighted.

3 Theory

3.1 Rules for the Cognitive Process

One very popular architecture for cognitive modeling is ACT-R [2]. ACT-R con-
sists of several modules that are controlled by a central production system. These
modules are the visual module, memory module, manual module for controlling
the hands, and the goal module for keeping track of current goals and intentions.
The central production system interacts with these modules by the symbolic con-
tent of their specific buffers. The process is described by a set of rules. In each
step of the cognition process one rule that matches the pattern of information in
the module buffers is selected. The rule is able to make requests to modules, e.g.,
to retrieve some information from memory. The retrieved information is loaded
into the buffer of the memory and in the next step a new rule applies to the
new content of the buffers. The minimal time for one cycle to be completed is 50
ms. The time consumption of a request and the outcome are determined by the
design of the module. The working principles of the modules are determined by
sub-symbolic mechanisms which may incorporate complex formulas. The most
elaborated module of ACT-R is the memory module. The memory is assumed
to be a collection of symbolic entities d(i) called chunks. The probability of a
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successful retrieval and the retrieval time are determined by the activation of
the memory chunks, which is calculated by a formula taking into account the
time spans in which a chunk has already been retrieved, the strength of its asso-
ciation with the current goal and the similarity of the attributes in a request to
the values in the attributes of a memory chunk. This central equation of ACT-R
is given by:

ai(t) = bi(t) +
∑

j

wjsji +
∑

k

ukmki. (1)

The base activation bi(t) decays logarithmically over time and increases each
time the memory chunk is retrieved. The parameters sji reflect the frequency of
how often chunk d(i) has been retrieved if the symbolic value of attribute νjg of
the goal was identical to the current value. The parameter mki is the similarity
parameter, and we think could best be interpreted as the log-probability mki =
ln(P (νkx = νki)) that the value in attribute νkx in the request x is identical
to the value in the attribute νki of the chunk d(i). The parameters wj and uk

are weighting factors reflecting the importance of a single attribute. To decide
during a simulation which chunk will be retrieved from memory, noise is added
to (1), and the random variable

Ai = ai(t) + X + Y (2)

is considered. The random variables X and Y are independent normal distributed
with a mean of zero and a variance σX , σY . The value of the first random variable
X is added when the chunk has been created. And the second one Y is added
when ai(t) is reevaluated. The memory chunk with the highest activation will be
retrieved. If the activation of no memory chunk exceeds a threshold τa a failure
will be retrieved. Because of the decaying of the base activation a memory chunk
will be forgotten unless it is not frequently retrieved. The time needed for a
successful recall also depends on the activation by the relation t ∝ e−A. The
higher the activation, the faster a memory chunk can be recalled.

The visual model has recently been added to the theory. The current design
of the visual module is specialized in reading and finding objects with specific
features on the screen. Visual attention is guided by the commands activated by
the selected rule. An object location is represented by its coordinates in pixels
on the computer screen. In the following, we will present our approach to adding
the concept of noisy spatial relations to the visual module.

3.2 Locations and Reference Systems

As mentioned above, the visual module of ACT-R encodes object-locations in
the reference-system of the screen, which is equivalent to creating all spatial
object relations to one edge of the screen. The recently proposed extension called
ACT-R/S [6] focuses on an egocentric frame of reference. However, according
to Mou & McNamara [10] humans also use reference systems concerning the
intrinsic axis of the object configuration. E.g., two salient objects create an axis
that is used to specify the location of other objects. The most natural way to
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integrate this into the concept of attention of the visual module is to consider
the last two attended objects as an axis of reference. This is an extension to the
proposal of Johnson et al. [8,15] considering only the previously attended object
in creating object-to-object relations. This means that the distance is represented
in a pure environmental reference system, and the direction in respect to the
egocentric perceived up-vector, which is defined by the orientation of the retina
in space. In this sense, we call this reference system “semi-allocentric” because
the encoded information is not independent from the position and orientation
of the observer. However, creating object-location memory chunks in this “semi-
allocentric” reference system is less effort for the visual system because it only
needs to keep track of two objects, whereas in the case of the pure allocentric
reference system, three objects are needed. This point will be discussed in more
detail below in the context of visual indices. We considered all three different
reference systems that are summarized in Fig. 4. The introduction of object-
relations based on three objects is important for three reasons. First, it fits well
with the concept of intrinsic axes in the object configuration as reported by
Mou & McNamara. Second, the concept of angles is essential to most cognitive
operations in geometrical tasks. Third, it is the simplest percept for spatial
memory chunks that allows reconstructing object-locations, even if the whole
configuration is rotated.

3.3 Noise

The variances in pointing errors of recalled object-locations require the dimen-
sions stored in the memory chunks to be noisy. A clear definition of the reference
systems is needed to integrate noise into the stored dimensions. Huttenlocher et al.
[7] showed that the distribution of pointing errors supports the assumption
that subjects imagine object-locations on a plane relative to a center in po-
lar coordinates. We generalized this to use spherical coordinates in respect to an
extension of the visual module in three dimensions. This also has some interest-
ing implications on the representation of locations on a screen though, as will
be discussed in the following. Spherical coordinates are a system of curvilinear
coordinates that are natural for describing positions on a sphere or spheroid.
Generally, θ is defined to be the azimuthal angle in the xy-plane from the
x-axis, φ to be the polar angle from the z-axis and r to be distance (radius)
from a point to the origin. In the case of the allocentric reference system this
means that if the three points v−2, v−1, v0 were attended and v0 has to be rep-
resented in a local allocentric reference system, the point v−1 defines the origin,
the polar axis is given by (v−1,v−2), and the local spherical y-axis points or-
thogonal into the screen. For the semi-allocentric reference system, v−1 is again
the origin, but the polar axis is parallel to the vertical axis of the screen and
the x-axis is parallel to its horizontal axis. The viewpoint of the subject is the
origin in the case of the egocentric reference system. In the typical scenario of
a user interacting with symbols on the screen the differences in the angles and
distances between symbols represented in the egocentric system are very small
compared to the differences if represented in an allocentric or semi-allocentric
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reference system. Therefore, if the same magnitude of noise is assumed in all ref-
erence systems, memory chunks represented in the egocentric reference system
would be far more inaccurate compared to object-locations represented in the
other two reference systems, and as a result, can nearly be neglected. The next
question is, if θ, φ, and r should be considered as single, independent memory
chunks. Because it is impossible to imagine a distance without a direction and an
angle without corresponding lines, it is reasonable to combine distance and angle
as one percept in one memory chunk. This does not mean that the dimensions
cannot be separated later. E.g., it should be possible to extract the r-dimension
as a distance and apply it to a different direction, as originally perceived. This
kind of transformation corresponds to a mental rotation, but these are probably
post processing activities of the cognitive system.

x = r cos( )sin(  )

y = r cos(  )φ
φ

φr r

egocentric semi-allocentric pure-allocentric

-2

-1

0

-1

0

0

spherical
y-axis

spherical
x-axis

φθ

Fig. 4. Three different frames of reference, that can be defined according to how
many attended object locations are considered. The objects are attended in the or-
der (v−2,v−1,v0).

For modeling the noise it is assumed that the dimensions of a location are
buffered in the neural system and the representation is noisy. A spatial location
is represented by d(r, θ, φ, θ′, φ′), where r, θ, φ are the spherical coordinates of
the pure allocentric reference system and θ′, φ′ additionally hold the polar and
azimuth angles in the semi-allocentric reference system. These values are sum-
marized into one symbol representing this relation as one percept. The angles
of the semi-allocentric reference system are integrated into the symbol accord-
ing to the assumption that we are not able to imagine any angle between two
directions without the two directions themselves. In this sense, the symbol of
a location encoded into a general allocentric reference system contains both
the semi-allocentric and the pure-allocentric reference systems. However, we do
distinguish a symbol that encodes only the dimension in the semi-allocentric
reference system to reflect that the visual system may only focus on a single di-
rection. Finally, the values of the dimensions are interpreted as the mean values
of a noisy neural representation.
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P (rx, θx, φx, θ′x, φ′
x|D = d(r, θ, φ, θ′, φ′)) = (3)

f(r, rx)f(θ, θx)f(φ, φx)f(θ′, θ′x)f(φ′, φ′
x)

Where f(a, a0) is a logistic distribution with mean a0 and variance σa, the noise
in the r-dimension is biased. We used the logistic distribution for computational
reasons. The bias depends on the vertical or horizontal orientation of distance to
be estimated. The noise σr is relative to r, which means that it is scale invariant.
As the final noise in the r-dimension we use:

σr(φ′, r) = (fσr + (1 − fσr) cos2(φ′))σrr (4)

If during a simulation the cognitive system requests an object-location based on
a symbolic entity d(r, θ, φ, θ′, φ′), the values of the dimensions are set to random
values d̃ according to the noise given by (3). After the noise has been added to
the location request it is decided if the values are latched on possible features
in the display. Therefore, the object-locations x(i)(r, θ, φ, θ′, φ′) of all features in
question are calculated in the current local reference system corresponding to
the reference system in the request. The probability Px(i) , that visual attention
is caught by feature x(i), and the probability P0 that it is not, are given by:

Px(i) =
P (d̃(x)|x(i))

V −1 +
∑

i P (d̃(x)|x(i))
P0 =

V −1

V −1 +
∑

i P (d̃(x)|x(i))
(5)

These equations express the posterior probability P (x(i)|d(x)) that if a noisy
location d(x) from the neural representation in memory is given the location re-
sults from the feature x(i). The parameter V −1 describes the weight of a noisy
background. The likelihood functions P (d(x)|x(i)) are the truncated logistic dis-
tribution as if the feature x(i) would have been the stimulus and are similar to
(3). The process of the projection of a noisy neural location representation from
memory onto a new percept is illustrated in Fig. 5. The most rational choice
would be the feature with the maximum probability according to (5). However,
we assume this decision to be noisy as well, so the visual system maps the request
on the features with a probability given by (5). A similar mapping scheme can
be applied to map a perception to already existing memory chunks. Whenever
a location has been encoded into the symbolic entity d it will be stored in mem-
ory and the retrieval is determined by the memory module and equation (1).
This noise model has two interesting properties. First, because the truncated
logistic distribution is asymmetric, the expected report of an object-location is
biased away from the reference axis. This is the same effect as reported at cat-
egorical boundaries by Huttenlocher et al. [7]. Second, for object-locations on a
flat screen the values of θ are discrete θ = {π/2, 0, −π/2} and encode whether
the object-location in question is on the left side or the right side, or aligned,
when facing into the direction of the reference axis. This is consistent with the
assumption of interpreting the reference axis as a categorical boundary, where
θ encodes the category. Thus, the categorical boundaries of Huttenlocher et al.
are simply projected egocentric reference axes.



Modeling Human Spatial Memory 241

 

perception re-/construction  ( )ix
P  

representation: ( , , , )x xP r rφ φ  

encoding ( )idP  
recall 

( , )rφ  ( , )rφ  
* *( , )rφ  

mental operation 

Fig. 5. Perception, representation and re-/construction of a location

3.4 Visual Indices

It is evident that humans browsing a graphical structure encode environmental
characteristics of object-locations, say the spatial relations to objects nearby.
The crucial point in encoding such environmental features is that after some
objects in the environment have been attended, attention needs to return to a
specific location previously attended. If this return depends on such noisy op-
erations as those so far described, the cognitive system will hardly return to a
specific reference point. At this point the concept of visual indexing, or FINST -
FINger INSTantiation [11], is needed. According to this theory, the cognitive
system has “access to places in the visual field at which some visual features
are located, without assuming an explicit encoding of the location within some
coordinate system, nor an encoding of the feature type”. Experiments show that
the number of FINSTs in the visual system is limited to four or five. To imple-
ment environmental scan patterns, FINSTs need to enable the visual system to
access previously attended locations without or at least with minimal noise. In
the visual module of ACT-R the concept of FINSTs is currently only used to
determine if a location has already been attended, but it gives no direct access
to such an indexed location. In our simulations we gave the cognitive system
direct access to an indexed location by determining the visual index through the
sequential position in the chain of attended locations. This index can be used
to return (or avoid returning) attention to a particular location in the chain of
attended locations.

3.5 Competitive Chunking

As a human subject learns object-locations in a graphical structure he/she be-
comes familiar with the structure after some time. This means that he/she
recognizes environmental features faster and is able to link environmental fea-
tures more efficiently to object-locations. This implicit learning is similar to the
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effect that subjects are able to learn sequences of letters more efficiently if the
sequences contain well-known words or syllables. Servan-Schreiber & Anderson
[12] discussed this effect in the context of a symbolic theory as a competitive
chunking (CC) mechanism. According to the theory of CC, a memory chunk
for the sequence can be compressed by replacing elements of the sequence by
references to subchunks having a high activation, and therefore can be retrieved
quickly and reliably from memory. Memory chunks need to be declared in ACT-
R in advance. Subsequently, the mechanism of emerging subchunks is not part of
ACT-R. To investigate such a mechanism in the context of object-location mem-
ory we extended the formulae 1 for the activation of chunks in memory by a term
aCC

i , calculating correlations across attributes of chunks in memory, which re-
sults in virtual sub-chunks supporting their container chunks. We derived this
term heuristically and it is given by:

aCC
i = ai + cCC

ns∑

m=1

ns∑

n=1

N∑

k=1

ImniKmnik ln(1 + ecdbk) (6)

The index k runs through the chunks of the same kind; the index m and n
through the slots of the chunk type. The parameter Kmnik compares the simi-
larity of the slot values and is given by:

Kmnik =
{

P (νmk = νmi)P (νnk = νni) , if P (νmk = νmi)P (νnk = νni) > cτ

0 , otherwise
(7)

Hence, Kmnik is the probability that both values are equal. The parameters
P (νab = νcd) = pabcd express the probability that the values νab and νcd both re-
sult from the same source. For scalar values they can be calculated by a Bayesian
approach. To limit the contributions, Kmnik is cut by a threshold cτ . Thus,
roughly speaking, the sum of the Kmnik over the slot pairs is a measure of how
many equal slot values chunks d(i) and d(k) share. If only Kmnik is used as a
factor for the CC, slots also contribute, whose values are equal over all chunks.
This means that they do not carry any information. Therefore, we introduced
the factor Imni that estimates how much normalized information the knowledge
of the value Vm = νmi in attribute m of memory chunk d(i) contains about the
values Vn in attribute n of the other chunks.

Imni = 1 − H(Vn|Vm = νmi)
H(Vn)

(8)

If νmi contains no information about Vn, Imni is zero. If Vm is fully determined
by the knowledge of νmi then Imni is 1. If the slots only contained clearly dis-
tinguishable symbolic values, the entropies in (8) could be calculated by their
frequencies. In the case of spatial memory chunks though, the similarities have to
be taken into account. With the abbreviation P (νab = νcd) = pabcd the entropies
can be estimated by

H(Vn) = − 1
N

N∑

k=1

ln
∑N

k′ pnknk′

N
(9)
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and

H(Vn|Vm = νmi) = − 1
∑N

k′ pmimk′

N∑

k=1

pmimk ln
∑N

k′ pnknk′pmimk′
∑N

k′ pmimk′
(10)

In the limit P (νnk = νnk′) = δ(νnk, νnk′) of clearly distinguishable slot values
the equations (9) and (10) are identical to a formula estimating the probabil-
ities of the entropies for the information by the frequencies of the slot values.
Furthermore, the contribution of each chunk is weighted by a factor according
to its basis activation bk with a lower bound to zero and approximating bk for
large activations. Due to the additional term (6) in the activation equation, vir-
tual subchunks emerge through the clustering of attribute values, which support
their container chunks (Fig. 6).
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Fig. 6. Virtual sub-chunks from correlations in attributes across parent chunks. The
rectangles symbolize the parent chunks with their attributes.

4 Simulation

4.1 The Model

The model we developed is based on the theory sketched in the previous sec-
tion. It is similar to a conventional model of list memory [1] and it describes the
encoding and retrieval stage of the memorizing task. The previously highlighted
objects up to the current location are mentally rehearsed during the encoding
of the sequentially presented object-locations. This rehearsal serves to boost the
activation of the corresponding memory chunks so they can be recalled reli-
ably later on. Different to common models of list memory, the model encodes
environmental-features of the object-locations (say, spatial relations to objects in
the vicinity) during the rehearsal or checks if one of the objects retrieved to the
environmental feature matches the environment of the currently attended object.
If the environment does not match, the reference system is restored through the
visual indices, and a new guess is made excluding the denied object-location.
The environmental features are encoded in competing chunks with a symbolic
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tag to the corresponding object-location and spatial relations to objects in its
neighborhood. To check an environmental feature is time consuming because it
must be retrieved from memory. Therefore, the cognitive system needs to find a
tradeoff between the loss of time in the rehearsal and the reliability of the loca-
tion of a rehearsed object. In ACT-R it is possible to let different rules compete.
Which rule will be selected is determined stochastically proportional to parame-
ters reflecting the probability that the selection of each rule has induced a feeling
of success in the past. These parameters can be learned during the simulation.
In our simulation one rule for skipping and one rule for actually performing
the validation of a location by an environmental feature compete. The answer
stage is equal to the rehearsal stage, except that environmental features are not
encoded anymore and are validated for every location because time pressure is
no longer present. Overall, the model contains 142 rules. This unexpected high
number of rules results from the time pressure set on the task. At any possible
stage the model needs to check if a new object is highlighted, which leads to a
lot of exceptions. The ACT-R parameters for retrieval of memory chunks were
set to the defaults reported in literature [2]. The variance σ(θ,φ) of the noise for
the angular dimension was set to 0.06 radians and to 0.08 for the r-dimension.
The skewing factor fr in (4) of the noise in the r-dimension was chosen to be
0.8. The parameter for the background noise was set to V = 2.e3. The same
parameters and rules were used for all simulations and graphical structures.

4.2 Validation of the Model

We simulated the experiments with 30 subjects ten times and compared the
mean values to the data. The model satisfyingly reproduces the overall per-
formance (Fig. 7) of the subjects (R2 = 0.83), though there is one disturbing
discrepancy: the model exhibits a different performance for structure A2 and A3,
yet a statistical test reports no difference for the data. The structures A2 and
A3 are both horizontally oriented, but A2 is more regular than A3 and contains
some symmetrical features. Therefore, we expected that in A2 subjects become
familiar with the structure earlier by the CC mechanism. On the other hand,
the environmental features are more distinct in the less symmetric structures
and therefore provide more information for the validation of an object in the
sequence. As reported in Sect. 2.1, the analysis of the learning curves of the
subjects demonstrated these effects as a tendency, but could not be significantly
demonstrated. In the overall performance these two effects should have been
balanced to result in the observed error rate. Obviously, this is not the case. We
primarily integrated the encoding and validation of environmental characteris-
tics into the model in order to investigate the effect of becoming familiar with the
structure. The model, however, did not show these effects either (see Fig. 8a). In
the end it seems that the observed data could have been explained better without
considering the validation of objects by their environmental characteristics. To
examine the contribution of the encoding of environmental characteristics and
CC we made simulation runs without CC and without the encoding of environ-
mental features. The results are displayed in Fig. 7 and show that the encoding
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Fig. 7. Performance of different models compared to the data (model: model with
encoding of environmental features and competitive chunking [CC] mechanism enabled,
model-no-cc: model with encoding of environmental features, but without the CC.
model-no-env: model without encoding environmental features).

of environmental features does not have the same effect for all structures. Inter-
estingly, the performance of the model not encoding environmental features is
similar to the complete model for the structures B1, B2, and C1. Performance
is even lower for these structures if environmental features are encoded without
CC. However, for the structures A1, A3, and C2 the model seems to signifi-
cantly benefit from the encoding of environmental features. This effect can be
explained by the observation that during the encoding of environmental features
the model loses a lot of time, especially if activation of memory chunks for en-
vironmental features are low. In this case the sequences cannot be rehearsed so
often to boost activation. If spatial relations of preceding objects in the sequence
are as distinct as in B1, B2, and C1, the advantage of encoding environmental
features clearly does not compensate the disadvantage of time loss. Only if CC
is assumed is the activation of environmental features in memory high enough
to make the encoding of environmental features paying. For structures A1, A3,
and C2 the cognitive model benefits from encoding environmental features, even
if no CC supports their activation. For the unsymmetrical structures A1 and A3
the environmental features are more distinct and therefore more effective for the
validation of object-locations. Altogether, the attempt to fit the model without
encoding of environmental features to the data required lowering the variances in
the angular dimensions to 0.01 radians, which is only approximately 15% of the
variance assumed for the model with encoding of environmental features, and
therefore much lower than reported in literature [7]. Accordingly, the considera-
tion of strategies to validate object-locations are mandatory. Unfortunately, the
model encoding environmental features became very complex, and the new inte-
grated mechanism, such as the CC, should be further evaluated. Regardless, the
complete model reproduces some other effects that may result from encoding and
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Fig. 8. Performance of subjects and model. Left: Overall performance. Right: Depen-
dency of the performance from the position in the sequence.

validating environmental features. This is displayed in Fig. 8b. Here the number
of correct repeated objects is plotted over the position of the object in the se-
quence for two structures. Both curves show a plateau at the beginning up to the
third object. In the model this plateau results from the environmental features.
Because one object of the sequence is mainly learned by the spatial relation to
its predecessor, each correct reconstructed object of the sequence strongly de-
pends on a successful reconstruction of its predecessor. As a result, the cognitive
system focuses on the first objects in the rehearsal to boost the activation of
the corresponding memory chunks for a reliable recall. An analysis of the model
shows that the stronger decline after the second and third object in the curve
of the model results from an unreliable recall of environmental features rather
than a failed recall of the primary spatial relation. The curves of the subjects
show an additional plateau at the end of the sequences. The error rate at the
end of the sequence is lower than for the whole sequence. This means that some
objects of the sequence have been reconstructed based only on the environmental
characteristics here. This hypothesis is supported by the observation that this
plateau is more distinct for structure C2. The model only validates an object by
the environmental features and repeats applying the spatial relation as long as
the validation fails. It contains no rules for a strategy for skipping one object
of the sequence and trying to identify the next object only by its environmen-
tal features. Therefore, the model only reproduces the plateau at the beginning.
Nevertheless, when gathering the measuring points of all curves for all structures
together the model achieves a correlation to the data with R2 = 0.92. Hence, the
performance of the model is generally satisfying. Additionally, the parameters
for the variances in the location representation are in the magnitude reported by
Huttenlocher et al. [7]. Huttenlocher et al. reported σφ = 0.17 (the model: 0.06)
and σr = 0.025 (the model: 0.08). The higher variance in the angular dimension
reported by Huttenlocher et al. may be explained by a missing reference point
in their experimental design. Subjects had to infer the reference point as the
center of a circle which increased uncertainty. Subjects might encode the dis-
tance as a distance to opposite reference points on the border of the circle. This
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might decrease the overall measured variance in the distance of the answers. In
the model, the parameter for the variance refers to one single representation.
If strategies of subjects are assumed using multiple representation, the overall
variance in the answers is decreased as well.

5 Conclusion

This paper described extensions to the visual-module of the ACT-R theory which
enable the development of very detailed models for the visual working memory.
The concepts were derived from well-known effects in experimental psychology.
Overall, the modeling gave us a deeper insight into the mechanisms and bottle-
necks of encoding object-locations. One challenge in modeling the memorizing
task was the limited number of FINSTs. The number of FINSTs limits the com-
plexity of environmental features that can be encoded. This is interesting with
respect to visual working memory in three dimensions. Encoding of an object-
location in a real allocentric local reference system in three dimensions needs at
least three object-locations to define a reference plane. This reduces the number
of free FINSTs in an encoding task. This might explain why spatial reasoning
in three dimensions is more difficult for most people than spatial reasoning in
two dimensions. In future work we will extend the concepts described in this
paper to three dimensions. The future work will elaborate the chosen Bayesian
approach and will try to develop an integrated model of human cognition when
interacting with graph-based structures. Furthermore, we are aiming at addi-
tional validation studies based on very simple geometrical tasks without time
pressure.
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Abstract. This chapter discusses a new model of spatial memory and updating. 
The model includes an egocentric subsystem that computes and represents 
transient self-to-object spatial relations and an environmental subsystem that 
forms enduring representations of environments using intrinsic reference 
systems. Updating occurs in both subsystems, but only the egocentric 
subsystem readily provides object locations relative to any adopted orientation. 
In the absence of visual support, updating in the egocentric subsystem is 
limited, and object locations may have to be retrieved from the orientation 
dependent environmental subsystem. The model is evaluated in light of the 
results of numerous studies from the areas of spatial memory and spatial 
updating and contrasted with two alternative models. Furthermore, results are 
presented that suggest that interobject spatial relations are preferentially 
represented when they are aligned with intrinsic reference directions in the 
environmental subsystem.  

1   Introduction 

Effective navigation abilities are crucial for the survival of almost every living mobile 
species. They are essential, for instance, for finding the way back to a previously 
discovered source of food or water, for safely returning home after a sudden change 
of weather, and for not getting lost in a complex environment like a cave. For most 
modern humans, effective navigation skills have become less critical for daily 
survival, but many common activities are nevertheless still characterized by the need 
to navigate successfully between places. 

Successful navigation relies on two components. First, the organism needs to be 
able to represent the locations of significant objects or landmarks in the environment. 
Second, the organism needs to be able to stay oriented with respect to these 
represented elements. As the organism moves, the spatial relations between the 
organism and the elements in the environment constantly change. In order to stay 
oriented, spatial updating processes need to be invoked to compensate for these 
changes. 

This differentiation into representation and updating can also be found in research 
on human spatial cognition. One prominent line of research focuses on the nature of 
spatial representations (e.g., the reference systems employed). This research typically 
involves paradigms in which participants first learn a layout of objects and then are 
tested on their memories of the layout while at a remote location. Another line of 
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research is primarily concerned with people’s spatial updating abilities, that is, their 
ability to keep track of the locations of objects in their environment as they move 
within that environment under various (cue) conditions. 

This chapter begins by reviewing significant findings in those two research areas. 
Then a model of spatial memory and updating is presented and evaluated in light of 
these findings. Two other existing models of spatial memory and updating are 
discussed in terms of their relationship to our model and in terms of their ability to 
account for the available findings from the research on spatial memory and updating. 
Finally, the results of recent experiments are discussed that provide insights into how 
interobject spatial relations are represented in spatial memories. 

2   Spatial Updating 

A typical study in the area of spatial updating was presented by Rieser, Guth, and Hill 
(1986). Participants studied the locations of five objects on the floor and then pointed 
to individual objects while blindfolded to establish baseline performance. In one 
condition, participants were then guided to a novel position1 and asked to point to the 
objects again. In another condition, participants were presented with a novel position 
and asked to point to the objects after moving to the novel position in imagination. 
When participants had physically moved to the novel position, pointing responses 
were only slightly slower and less accurate than during baseline pointing. In contrast, 
when participants had moved to the novel position in imagination, considerable costs 
in terms of both speed and accuracy were present relative to baseline pointing 
performance. 

Results such as these are commonly interpreted as implying that updating involves 
demanding transformation processes and that these computations are greatly facilitated 
in the presence of physical locomotion (e.g., Farrell & Robertson, 1998). In the absence 
of physical locomotion (i.e., when adopting a novel position merely in imagination), it is 
hypothesized that these computations have to be carried out unfacilitated, which in turn 
produces considerable costs in terms of latency and accuracy. 

A number of studies have been conducted to identify which of the cues that are 
normally associated with physical locomotion are sufficient for efficient spatial 
updating. It has been frequently shown that simulated optic flow by itself is not 
sufficient for efficient spatial updating (e.g., Chance, Gaunet, Beall, & Loomis, 1998; 
Klatzky, Loomis, Beall, Chance, & Golledge, 1998; Péruch, May, & Wartenberg, 
1997; but see also Kearns, Warren, Duchon, & Tarr, 2002). A prerequisite for 
efficient updating seems to be that the person’s physical position changes. Whether 
this position change is accomplished through passive transport, which primarily 
provides vestibular cues, or through active movement, which provides additional 
proprioceptive and efferent cues, does not matter in many circumstances (e.g., Wang 
& Simons, 1999; Wraga, Creem-Regehr, & Proffitt, 2004). There is, however, 
evidence that those additional cues become beneficial when the movement trajectory 
is more complex (e.g., Sholl, 1989; Yardley & Higgins, 1998). 

                                                           
1 For convenience, the term position will be used to refer to the combination of a particular 

location and a particular orientation in space. 
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In principle, any movement can be decomposed into individual rotations (i.e., 
changes in orientation) and translations (i.e., changes in location). Early evidence 
suggested that while updating based on imagined rotations is difficult (with the 
difficulty increasing as a function of rotation angle), updating object locations after 
imagined translations could be done without additional costs (e.g., Presson & 
Montello, 1994; Rieser, 1989). Further investigations suggested that updating after 
imagined translations is not cost-free (e.g., Easton & Sholl, 1995; May & Wartenberg, 
1995) but still considerably easier than updating after imagined rotations, even when 
the two movement types are equated in terms of how much they change the person-to-
object spatial relations (May, 2004). 

That updating is not only benefited in the presence of physical locomotion, but 
takes place automatically, was demonstrated by Farrell and Robertson (1998). 
Participants in their study were required to physically rotate to a novel orientation, but 
point to objects as if they were still facing the initial orientation. Performance was as 
poor in this ignore rotation condition as in the imagined rotation condition, indicating 
that participants were unable to voluntarily refrain from updating. This finding has 
been replicated repeatedly using similar paradigms, providing strong support to the 
notion that updating takes place automatically in the presence of physical locomotion 
(Farrell & Thomson, 1998; May & Klatzky, 2000; Waller, Montello, Richardson, & 
Hegarty, 2002; Wang & Simons, 1999). 

As discussed previously, the advantage of physical updating over imagined 
updating is commonly interpreted as indicating that updating involves complex 
transformations of object coordinates and that these transformations are highly 
facilitated in the presence of physical locomotion (e.g., Farrell & Robertson, 1998). 
An alternate account posits that the difficulty of updating after imagined movements 
does not stem from a lack of such facilitation, but that it instead results from 
interference that is caused by a conflict between the awareness of one’s physical 
position in an environment and the discrepant position one has to adopt in imagination 
(e.g., May, 1996).  

These competing accounts have been tested by May (1996, 2004). May (1996) 
showed that disorientation actually improved performance on pointing to objects 
relative to imagined rotations, suggesting that updating in imagination is impaired by 
interference (see also Waller, Montello, Richardson, & Hegarty, 2002). In a more 
elaborate formulation of the nature of interference, May (2004) proposed that 
interference arises from conflicts between incompatible object location codes at the 
sensorimotor level, which are specified relative to the physical position, and object 
location codes at the cognitive level, which are specified relative to the imagined 
position. This hypothesis is supported by his finding that for both imagined rotations 
and translations, performance degrades monotonically as a function of the amount 
that the direction of the to-be-retrieved object relative to the imagined position differs 
from the direction of the to-be-retrieved object relative to the physical position 
(“object direction disparity”). To account for the finding that imagined rotations are 
more difficult than imagined translations (e.g., Rieser, 1989), even when object 
direction disparity is controlled for (May, 2004), a second source of interference is 
proposed that only applies to imagined rotations. This second source of interference, 
referred to as head-direction disparity, reflects conflicts that arise from having to 
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specify an object direction relative to an imagined orientation that is different from 
one’s physical heading. 

The interference account is further supported by May’s (2004) finding that 
providing participants with additional time between the presentation of the to-be-
imagined position and the presentation of the target object improved overall 
performance, but did not reduce the difficulty differences between different imagined 
rotations or translations. This finding contradicts the notion that moving to a new 
position in imagination is difficult because demanding transformation processes need 
to be carried out without the facilitative effect of physical locomotion. Additional 
time after the presentation of the to-be-imagined position should have allowed 
participants to start, or (for longer delays) even finish, adopting the to-be-imagined 
position, which would have reduced or even eliminated the difficulty differences 
between different imagined rotations or translations. The interference account, 
however, has no problems accounting for this finding because the postulated 
interference does not come into effect until the target object is retrieved. Therefore, 
the additional time could improve general task performance, but it would not affect 
the relative difficulty of different imagined rotations or translations. 

In summary, the observed difficulty of imagined updating does not seem to stem 
from having to carry out demanding transformation processes unfacilitated. Instead, it 
seems to be the consequence of conflicts that are created by the need to imagine a 
position that is different from one’s actual position in the environment. 

3   Spatial Memory 

In attempts to investigate the nature of long-term spatial representations, one property 
that has received much of the attention of researchers is the orientation dependence of 
spatial memories. The question is whether spatial representations can be accessed 
equally well from all possible orientations, or if not, which orientations are preferred 
in the representation. Early evidence suggested that memories of small scale spaces 
are orientation dependent, whereas representations of room-sized or larger spaces are 
not (e.g., Presson, DeLange, & Hazelrigg, 1989; Presson & Hazelrigg, 1984). 
Subsequent attempts to find orientation independent performance for room-sized 
spaces have not been uniformly successful. Using methods that very closely 
mimicked those used by Presson and colleagues, orientation independent performance 
was either not observed (Roskos-Ewoldsen, McNamara, Shelton, & Carr, 1998) or 
observed only under very specific experimental circumstances (Sholl & Nolin, 1997).  

Today, a large body of evidence indicates that spatial memories are orientation 
dependent (e.g., Diwadkar & McNamara, 1997; McNamara, Rump, & Werner, 2003; 
Shelton & McNamara, 1997; Valiquette, McNamara, & Smith, 2003; Waller, 
Montello, Richardson, & Hegarty, 2002; Werner & Schmidt, 1999; Yamamoto & 
Shelton, 2005). Preferred orientations in spatial memory can be used to make 
inferences about the reference system used to represent the information. The 
assumption is that spatial relations can be directly retrieved for those orientations that 
are aligned with the utilized reference system, whereas spatial relations have to be 
inferred for orientations that are not aligned with the employed reference system, 
which is assumed to produce costs in terms of speed and accuracy (Klatzky, 1998). 
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Various ways of classifying spatial reference systems have been proposed (e.g., 
Levinson, 1996), but for the purpose of studying human spatial cognition, a 
distinction between egocentric and allocentric reference systems has proven useful. In 
egocentric reference systems, locations are specified with respect to one's own body 
or part of one's body (e.g., in retina, arm, or trunk coordinates). In allocentric 
reference systems, spatial relations are specified independently of the observer. An 
allocentric reference system can be defined, for instance, by an individual object, by a 
layout of objects, by cardinal directions, or by a geometrical feature of the 
environment (e.g., Hartley, Trinkler, & Burgess, 2004). 

Typically, the orientations that are better accessible are those that were 
egocentrically experienced during learning (e.g., Shelton & McNamara, 1997), which 
suggests that spatial memories are stored in terms of static egocentric representations. 
Several recent studies, however, have shown that preferred orientations can be 
determined by properties of the surrounding environment (e.g., McNamara, Rump, & 
Werner, 2003; Shelton & McNamara, 2001a). Furthermore, orientations that were 
never actually experienced can become preferred if they are made sufficiently salient 
through instructions (e.g., Mou & McNamara, 2002). 

Results such as these are in clear contrast to the hypothesis that spatial memories 
are specified with respect to an egocentric reference system. Instead, they suggest that 
spatial memories are specified with respect to allocentric reference frames and that 
saliency determines which particular reference directions are selected. 

4   A Model of Spatial Memory and Updating 

Mou, McNamara, Valiquette, and Rump (2004) presented a model of spatial memory 
and updating that consists of two subsystems. The environmental subsystem is 
concerned with representing spatial environments in an enduring manner. Interobject 
spatial relations are represented independent of the observer using allocentric 
reference frames. This subsystem is largely influenced by the research described in 
the previous section. The egocentric subsystem represents object locations in the form 
of transient self-to-object relations. The main purpose of this subsystem is to guide 
interaction with the immediate surroundings. This model was inspired in part by 
theories of the relations between visually-guided action and visual perception (e.g., 
Creem & Proffitt, 2001; Milner & Goodale, 1995; Rossetti, 1998; Rossetti, Pisella, & 
Pelisson, 2000) and shares its basic architecture with the recently proposed model by 
Waller and Hodgson (2006). 

The process of forming a representation in the environmental subsystem can be 
described as follows (McNamara, 2003). When a person is learning the layout of a 
novel environment, the spatial structure of the environment must be interpreted in 
terms of a spatial reference system. It is suggested that this process is analogous to 
determining the “top” of a figure, in that a conceptual “north” is assigned to the 
layout, which in turn determines its perceived orientation (e.g., Rock, 1973). The 
layout is interpreted in terms of an intrinsic reference system, that is, an allocentric 
reference system that is defined by the layout of to-be-represented objects (e.g., 
Tversky, 1981). A given collection of objects will have an infinite number of possible 
intrinsic reference axes, but because of the particular arrangement of objects and 
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because of spatial and non-spatial properties of the objects, some axes will be more 
salient than others and will therefore be more likely to be selected as reference axes 
(e.g., Steck, Mochnatzki, & Mallot, 2003; Vorwerg, 2003). Features of the 
surrounding environment, such as the walls of a room, can also make some intrinsic 
axes more salient than others. Typically, egocentric experience is the dominant cue 
for selecting reference axes, but intrinsic axes that do not correspond to the study 
view can be preferred if they are made sufficiently salient (e.g., Mou & McNamara, 
2002). Once a person has represented a spatial layout in terms of a particular intrinsic 
reference system, he or she usually continues to interpret the layout through this 
reference system, even when seeing it from a novel position. If, however, the novel 
perspective is aligned with salient axes in the environment and the layout was 
represented using a reference system that was not aligned with these axes, then the 
layout can be reinterpreted in terms of a new reference system (e.g., Shelton & 
McNamara, 2001a). 

The egocentric subsystem does not form enduring representations. Instead, object 
locations are represented at the sensory-perceptual level in terms of self-to-object 
relations. These self-to-object relations are transient and decay relatively rapidly in 
the absence of perceptual support. Through deliberate rehearsal, they can be 
maintained even in the absence of perceptual support, but it is proposed that such a 
process is limited to a small number of self-to-object relations. The primary role of 
this system is to guide locomotion through and interaction with the immediate 
surroundings when vision is available. The representational format of self-to-object 
relations is well suited for these purposes as it readily provides the endpoints for goal 
directed action without further computations. 

When moving through a familiar environment, updating takes place in both 
subsystems, but in different ways. In the egocentric subsystem, the transient self-to-
object relations are updated as long as perceptual support is available. This updating 
is efficient and requires minimal attentional control. Once perceptual support is 
diminished (e.g., when walking in the dark or with eyes closed), the self-to-object 
relations start to decay and updating becomes more effortful and restricted to a small 
number of objects. Updating in this subsystem allows, for instance, for evading 
obstacles and keeping track of surrounding objects to interact with them, but it does 
not prevent a person from getting lost. In order to stay oriented, a person must know 
his or her position with respect to familiar objects in the environment, and this 
knowledge must be represented over the long term (e.g., Loomis & Beall, 1998). This 
is where updating in the environmental system comes into play. Updating in the 
environmental subsystem consists of keeping track of one's location and orientation 
with respect to the intrinsic reference system that is used to represent the locations of 
the objects in the environment. For this purpose, the body of the observer is treated 
like any other object in the environment. It is important to note that only the position 
of the observer is updated but not the intrinsic reference system itself. Because 
interobject spatial relations are specified with respect to the intrinsic reference system 
and not with respect to the position of the observer and because the reference system 
itself is not updated, spatial relations can only be directly retrieved when the person's 
orientation corresponds to one of the reference directions in the representation. When 
a person's orientation does not correspond to one of the reference directions, relative 
object location must be inferred, even though the person's position is properly updated 
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in the environmental system and the person is therefore oriented with respect to the 
environment. 

Mou et al. (2004) conducted a series of experiments to determine if the reference 
system used to represent the spatial structure of a layout is indeed not updated during 
physical locomotion. In other words, they tested if spatial relations can be retrieved 
more efficiently when the imagined heading equals the learning heading, as studies on 
spatial memory involving remote testing have shown, even when participants are 
tested within the studied environment and allowed to physically adopt the tested 
imagined heading. In addition to manipulating the disparity between the imagined 
heading at the time of test and the learning heading, a second variable was varied: the 
disparity between the actual heading at the time of test and the imagined heading at 
the time of test. As previously described, studies on spatial updating have shown that 
performance is substantially impaired when the imagined heading does not match the 
actual heading (e.g., Presson & Montello, 1994; Rieser, 1989). 

In one experiment (Experiment 2), participants studied the layout depicted in 
Figure 1A from a single viewpoint and then walked to the center of the layout (i.e., 
the shoe) to be tested. The task was to point to objects relative to either the imagined 
heading that corresponded to the learning heading (imagined heading = 0˚) or to an 
imagined heading that was 90˚ or 225˚ disparate (in counter-clockwise direction) from 
the learning heading. The disparity between the actual heading and the imagined 
heading was manipulated between participants. In one group, participants always 
physically adopted the imagined heading on which they were tested (A-I=0˚ group). 
This condition resembled the physical updating conditions of previous experiments 
(e.g., Rieser, 1989). In a second group, participants always turned to a facing  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. (A) Layout of objects used by Mou at al. (2004). (B) Experimental design used by Mou 
et al. (2004). Head-nose icons indicate actual headings; arrows indicate imagined headings. 
Headings and differences between headings are measured counterclockwise.  
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Fig. 2. Angular error in pointing judgments in Mou et al.’s (2004) second experiment as a 
function of actual-imagined (A-I) heading and imagined heading. Error bars are confidence 
intervals corresponding to ± 1 standard error of the mean, as estimated from the ANOVA. 

direction that was 225˚ disparate from the tested imagined heading (A-I=225˚ group). 
Figure 1B depicts the experimental design for a better understanding of the resulting 
actual and imagined headings. 

Participants started each trial facing the 0˚ direction and then turned with eyes open 
to the appropriate facing direction, from which they were allowed to review the layout 
again. Once they had closed their eyes and indicated that they were ready, the actual 
trial was presented to them (e.g., "Imagine you are facing the banana. Point to the 
book."). The delay between the closing of eyes and the presentation of the target 
object was on the order of ten seconds. After responding, participants always turned 
back to the 0˚ facing direction. 

The most important result was that, as depicted in Figure 2, participants in the A-
I=0˚ group were able to report object directions both faster and more accurately from 
the imagined heading of 0˚ than from the imagined heading of 225˚. In other words, 
even though these participants were actually facing the direction they were asked to 
imagine facing and had turned to this direction with open eyes, they were not able to 
recover the spatial structure of the layout as efficiently from the heading of 225˚ as 
from the 0˚ learning heading. Performance was as good on the imagined heading of 
90˚ as on the imagined heading of 0˚, indicating that participants had represented the 
layout in terms of two orthogonal reference axes (e.g., Mou & McNamara, 2002). 
Participants in the A-I=225˚ group responded overall considerably slower and less 
accurately than participants in the A-I=0˚ group, which replicated the previously 
found costs for making spatial judgments from an imagined heading that is different 
from one's actual body orientation. As participants in the A-I=0˚ group, these 
participants also exhibited superior performance on the imagined heading of 0˚ in 
comparison to the imagined heading of 225˚. They, however, did not show an 
advantage for the 90˚ imagined heading for reasons that are not entirely clear. 

The inferior performance for the imagined heading of 225˚ relative to the imagined 
heading of 0˚ in both groups indicates that participants relied on an orientation 
dependent representation for making the spatial judgments and not on efficiently 
updated self-to-object relations. Moreover, the reference system underlying the 
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representation was evidently not updated as participants physically turned. However, 
as evidenced by the poorer performance in the A-I=225˚ group, participants did 
update their own orientation with respect to the environment as they turned and were 
therefore aware that their actual orientation was not the same as the imagined 
heading. In the context of the model, this updating corresponds to the updating of 
the position of the observer with respect to the reference system used to represent the 
structure of the layout in the environmental system. It is important to note that 
the inferior performance for the imagined heading of 225˚ cannot simply be attributed 
to a noisy updating process that accumulates error with increasing turning angle. In 
the A-I=225˚ group, participants did not have to physically turn for the imagined 
heading of 225˚ but they had to turn for the other two imagined headings (see again 
Figure 1B). Yet, performance was worst on this imagined heading. 

In another experiment (Experiment 1) in this series, participants were required to 
make judgments of relative direction (e.g., "Imagine you are standing at the wood, 
facing the jar. Point to the clock.") instead of egocentric pointing judgments (e.g., 
"Imagine you are facing the phone. Point to the brush."). This task therefore required 
imagined translation in addition to imagined rotation. Results of this experiment were 
very similar to those of the just-described one, the main difference being that the 
effect of imagined heading was even larger. Our interpretation of this difference is 
that participants might have been able to rely on residual self-to-object relations in the 
egocentric subsystem for the egocentric pointing judgments in the first experiment but 
not for the judgments of relative direction in the second experiment, as the latter 
require the recovery of object-to-object spatial relations. 

The key finding of these experiments was that participants were not able to update 
efficiently even after physically turning with open eyes, which suggests that spatial 
updating is considerably more limited than previously thought. If reference systems 
underlying long-term representations are typically not updated and updating in the 
proposed egocentric system is quite limited, how can this be reconciled with the 
numerous findings of efficient updating after physical locomotion that were discussed 
in earlier parts of this chapter? Some of those studies used layouts that were 
considerably less complex than the ten object layout that Mou et al. used. Presson and 
Montello (1994), for instance, used only three objects, Wraga et al. (2004) used four 
objects, and Waller et al. (2002) used four-point paths. The number of to-be-updated 
self-to-object relations might have been small enough in these studies to fit within the 
capacity limits of the proposed egocentric subsystem. A similar explanation could 
apply to Rieser's (1989) study. Here, a layout of nine objects was used, but 
participants were presented with the target object as they were turned to the new 
orientation. This could have allowed them to only keep track of that single object as 
they turned and thereby stay within the capacity limitations of the egocentric 
subsystem. In addition, the delay between locomotion and testing was shorter than the 
ten seconds in Mou et al.'s (2004) experiments, so that self-to-object relations would 
have been probed at an earlier stage in the decay process. 

It is also possible that the efficiency of physical updating has been overestimated in 
previous studies because many of them have focused primarily on contrasting 
physical updating with imagined updating (e.g., Rieser, Guth, & Hill, 1986; Wraga, 
Creem-Regehr, & Proffitt, 2004). The evident superiority of physical updating over 
imagined updating could have led authors to conclude that efficient updating occurs 
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after physical locomotion but not after imagined locomotion. As discussed in the 
second section of this chapter, there is evidence that the high costs associated with 
imagined updating can be attributed to a large extent if not completely to conflicts 
that arise from having to adopt a position in imagination that is different from one's 
actual position (e.g., May, 1996). A close inspection of the results of previous 
updating studies that used more complex layouts reveals that performance was indeed 
often worse when participants responded after physical locomotion than when they 
responded relative to the original learning position (e.g., Farrell & Thomson, 1998; 
Rieser, Guth, & Hill, 1986; Wang, 2004; Wraga, Creem-Regehr, & Proffitt, 2004). 

These costs of physical updating were considerably smaller than the large effects 
of imagined locomotion and did not reach significance. In most of these studies, only 
10-15 participants were tested, presumably because of the large size of the effects of 
imagined locomotion. It is likely that the small sample sizes have prevented the 
statistical detection of existing physical updating costs. Significant costs for physical 
updating were found by Wraga (2003) and May (1996) using less restricted sample 
sizes. In May's study, as in Mou et al.’s (2004), updating costs were not determined 
by the amount of physical turning but instead by whether or not a given orientation 
was misaligned with the dominant geometric structure of the environment (e.g., walls 
of the surrounding room, salient axes in the layout). This supports the notion that the 
observed costs were not merely the consequence of a noisy updating process, but 
instead caused by participants relying on an enduring representation that was 
specified with respect to a reference system that was intrinsic to the represented 
environment. 

In light of these considerations, the results of numerous experiments on spatial 
updating are compatible with the proposed model of an egocentric subsystem that is 
capable of providing updated self-to-object relations but is quite limited in terms of its 
capacity and maintenance time, and an environmental subsystem that contains 
enduring representations that are specified using intrinsic reference frames, which are 
typically not updated as a person moves. More systematic research, though, is needed 
to identify the exact limitations of egocentric updating. Particularly, parameters like 
the number of objects and the temporal aspects of testing need to be systematically 
varied within the same experimental methodology. A recent study by Waller and 
Hodgson (2006) suggested that the amount of locomotion can also be a relevant 
factor. Their participants appeared to have relied on egocentric updating for rotation 
angles smaller than 135˚ and on enduring representations for larger angles. 

One aspect of the model that has not been considered so far is how the increased 
difficulty of imagined updating in comparison to physical updating (e.g., Rieser, 
1989) is explained. It is proposed that in order to indicate object locations that are not 
available in the egocentric subsystem, the required spatial relations are retrieved or 
inferred from the environmental subsystem and then mapped onto an egocentric frame 
of reference for the purpose of making the pointing judgments. When the imagined 
position does not equal the actual position, the retrieved spatial relation also needs to 
be aligned with the egocentric reference frame, which is proposed to involve effortful 
processing.  

Conceptually, this explanation in terms of demanding alignment processes is quite 
different from an interference-based explanation like the one proposed by May 
(2004), but it makes very similar predictions for many situations. For instance, under 
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conditions of remote testing or after disorientation, the actual position with respect to 
the retrieved environment is no longer specified, so that effortful alignment processes 
are no longer required. Similarly, it can also explain why additional time after the 
presentation of the to-be-imagined position does not reduce the relative difficulty of 
different imagined movements, because the proposed alignment process could not be 
initiated until the target object is retrieved. Problematic for the alignment notion, 
however, is the finding that the difficulty of imagined translations is determined by 
the disparity of the target object’s direction relative to the imagined and the actual 
position.2 The alignment hypothesis predicts that if performance were affected by 
imagined translations, it should be affected by the amount the spatial relation has to 
be translated in order to become aligned with the egocentric reference frame, but not 
by the object direction disparity of the target object. 

One way to reconcile this finding with the model is by assuming that the retrieved 
and egocentrically aligned spatial relation is interfered with by residual self-to-object 
relations in the egocentric subsystem. This explanation would only involve one source 
of interference. May’s (2004) second source of interference, head-direction disparity, 
would not be necessary because its effects are predicted by the alignment process. 

5   Other Models 

Our model is not the first to attempt to provide a unifying framework for spatial 
memory and spatial updating. Perhaps the most prominent ones are Wang and 
Spelke’s model (Wang & Spelke, 2000, 2002; see also Wang, 1999) and Sholl’s 
model (Easton & Sholl, 1995; Sholl, 2001; Sholl & Nolin, 1997). Our model shares a 
number of general similarities with these models but differs in important details. 

Wang and Spelke’s (2000, 2002) model of spatial memory and updating comprises 
three subsystems. The first subsystem represents the locations of objects in the 
surrounding environment in terms of dynamically updated self-to-object relations. 
This dynamic egocentric subsystem is in principle very similar to our egocentric 
subsystem. However, the self-to-object spatial relations stored in this subsystem, even 
though not enduring, are far less transient than in our model. The subsystem as a 
whole also plays a more important role in that it is considered the primary system for 
guiding human navigation and wayfinding. The other two subsystems are thought to 
complement this primary system. The second subsystem is similar to our 
environmental subsystem in that it holds enduring allocentric representations. In 
contrast to our model, though, this subsystem represents the geometric shape of the 
environment (e.g., walls of a room or other geometrical features of the environment) 
but not the locations of individual objects or landmarks. The primary role of this 
system is to support reorientation in case the dynamic egocentric system breaks down. 
The third subsystem stores the appearance of familiar landmarks and places in the 
form of view-dependent representations and serves primarily for place recognition. 
Like the dynamic egocentric system, this system represents object locations with 
respect to an egocentric reference frame, but the views stored in this system are static 
and enduring, and are therefore not updated. 

                                                           
2 This does not apply to imagined rotations, because for imagined rotations, rotation angle and 

object direction disparity are identical. 
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Wang and Spelke’s model strongly emphasizes the role of dynamically updated 
self-to-object relations. While in our model the egocentric system is primarily 
concerned with guiding locomotion through and interaction with the immediate 
surroundings when vision is available, their dynamic egocentric system plays a 
central role even in large-scale navigation and is overall characterized as more potent. 
Representations in their dynamic egocentric system are maintained in the absence of 
perceptual support as long as the person stays oriented, and even though the need for 
a limit on the number of simultaneously maintained and updated self-to-object 
relations is acknowledged, the system is not characterized as limited to a small 
number of objects. Although more systematic investigations are needed to identify the 
exact limitations, egocentric updating seems to be considerably more limited than 
postulated by Wang and Spelke. 

At present, the model does not contain any specifics about the way in which 
knowledge is accessed from an imagined position that does not correspond to one's 
physical position in the environment. Therefore it does not provide explanations of 
the effects of imagined rotations and translations or why reporting object directions 
relative to an imagined novel position is improved after a person is disoriented. 

Enduring representations of object locations are stored in collections of familiar 
views according to Wang and Spelke. This aspect of the model correctly predicts 
orientation dependent performance for situations in which object locations are not 
available in the dynamic egocentric system (e.g., when retrieving remote 
environments or when pointing to local objects after disorientation), but it also 
predicts that the preferred orientations should be the ones that correspond to familiar 
views. This prediction has been contradicted by the results of several experiments on 
spatial memory that have shown that properties of the environment can determine 
which orientations are preferred (e.g., McNamara, Rump, & Werner, 2003; Shelton & 
McNamara, 2001a) and that preferred orientations can be orientations that were never 
actually seen (e.g., Mou & McNamara, 2002; Shelton & McNamara, 2001b; see also 
Waller, 2006). Equally problematic for the notion of stored views are the findings of 
May (1996) and Mou et al. (2004) that when participants were not able to update 
efficiently, performance was only impaired for orientations that were misaligned with 
the dominant geometric structure of the environment (e.g., walls of the surrounding 
room, salient axes in the layout), but not for other novel orientations. In light of these 
findings, the notion that enduring memories of object locations exist solely in 
collections of familiar views is not tenable. 

Sholl’s model (Easton & Sholl, 1995; Sholl, 2001; Sholl & Nolin, 1997) contains 
an allocentric object-to-object subsystem and an egocentric self-reference subsystem. 
The object-to-object system holds long-term spatial representations, which can be 
conceptualized as networks of nodes representing the individual objects. The spatial 
relations between objects are specified through vectors that connect proximate objects 
with each other. These vectors are only defined locally (i.e., with respect to 
neighboring objects) so that a representation in this subsystem does not possess a 
global reference direction. Because spatial relations are not specified relative to a 
global reference direction, a coordinate system needs to be superposed onto the vector 
space in order to access the stored information. This process will be explained shortly. 

The self-reference system codes object locations in terms of self-to-object spatial 
relations using the front-back, left-right, and up-down body axes (e.g., Franklin & 



 Updating in Models of Spatial Memory 261 

Tversky, 1990). It operates at both the sensorimotor level and at the representational 
level. At the sensorimotor level, it provides a framework against which all spatially 
directed motor activity is organized. The self-to-object relations are maintained even 
in the temporary absence of visual support and are updated automatically as a person 
moves, but they are not maintained over the long term. At the representational level, 
the role of the self-reference system is to mediate the retrieval of spatial information 
from the object-to-object system. By superposing the self-reference system onto a 
vector space in the object-to-object system, object locations can be retrieved as self-
to-object relations through the self-reference system. 

Sholl’s model posits that the representational self-reference system can be 
superposed onto a vector space at any location and in any orientation, so that spatial 
relations can be accessed equally well from all possible imagined positions. This, 
however, is only true for the retrieval of remote environments. When a person is 
oriented within a familiar environment, the position of the representational self-
reference system in the vector space for that environment is fixed to the current 
physical position, because under these circumstances, the representational self-
reference system is attached to the sensorimotor self-reference system, which in turn 
is tightly coupled to the physical body. When moving in a known environment (i.e., 
one that has been represented in the long term object-to-object system) two forms of 
updating occur simultaneously. First, the temporary self-to-object relations that are 
stored in the sensorimotor self-reference system are updated accordingly. Second, the 
engagement of the sensorimotor self-reference system with the surrounding 
environment determines the position of the representational self-reference system in 
the vector space that represents the objects in the current environment. Therefore, as 
the person moves in the environment, the position of the representational self-
reference system is properly updated so that object locations represented in the object-
to-object system are readily available relative to the current physical position of a 
person. 

Sholl’s sensorimotor self-reference system is similar to our egocentric subsystem 
in that its main purpose is to provide a framework for spatially directed motor 
activity. But as in Wang and Spelke’s dynamic egocentric subsystem, representations 
in this subsystem are not transient and updating in the absence of perceptual support 
is not limited to a small number of objects. A major difference between Sholl’s model 
and both Wang and Spelke’s and our model is that in her model, updating with 
respect to the enduring object-to-object system readily provides object locations 
relative to any physical position that a person adopts. However, performance for 
updating after physical locomotion is not always equally good for all considered 
physical orientations (e.g., May, 1996; Mou et al., 2004). Similarly, Sholl’s model 
predicts that when retrieving remote environments, performance should be orientation 
independent, because representations in the object-to-object system are not specified 
with respect to global reference directions. A large number of studies, however,  
have shown orientation dependent performance for remote testing even when 
environments were learned from multiple views (e.g., McNamara, Rump, & Werner, 
2003; Shelton & McNamara, 2001a; Werner & Schmidt, 1999), which makes the 
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claim of orientation independent representation perhaps the most problematic aspect 
of the model.3 

Imagined updating, according to Sholl’s model, requires detaching the representational 
self-reference system from the sensorimotor one and moving it to the appropriate position 
in the object-to-object vector space. It is postulated that the representational self-reference 
system is moved through processes of mental rotation and translation. These 
transformation processes are assumed to be demanding and thereby responsible for the 
difficulty of imagined updating. Disorientation is proposed to result in the disengagement 
of the sensorimotor self-reference system from the environment, which in turn causes the 
representational system to detach from the sensorimotor one. With the position of the 
representational self-reference system no longer fixed in the vector space, demanding 
transformation processes are no longer required and the representational self-reference 
system can be superposed onto the vector space at any desired position. This process 
allows Sholl’s model to account for the finding that reporting object directions relative to 
an imagined position is improved after disorientation (e.g., May, 1996). 

Problematic for the model, however, is the finding that additional time after the 
presentation of the to-be-imagined position does not reduce the relative difficulty of 
different imagined movements (May, 2004). According to the model, the additional time 
could be used to detach the representational self-reference system and move it to the appro-
priate position in the vector space, which would reduce or even eliminate the difficulty 
differences between different imagined movements. Also problematic is the finding that 
the difficulty of imagined translations is affected by the disparity of the target object’s 
direction relative to the imagined and the actual position. According to the model, moving 
the representational self-reference system is an analog process, so the difficulty should be 
determined by the to-be-translated distance and not by the target object direction disparity. 

It may be possible to make Sholl’s model compatible with these findings by 
replacing its explanation of the difficulty of imagined updating with an interference 
based explanation. This modification could, for instance, be conceptualized as 
interference between the sensorimotor and the representational self-reference system 
and between the conflicting object locations within the two systems. 

6   How Are Interobject Spatial Relations Represented in Memory? 

According to our model, the particular reference directions used to specify interobject 
spatial relations is a central property of long-term spatial representations. When 
accessing a representation from an imagined heading that corresponds to an employed 
reference direction, the stored spatial relations can be directly retrieved. For other 
imagined headings, spatial relations need to be inferred, which produces measurable 
performance costs. A question that has remained unanswered is how spatial relations 
are actually represented in memory. Our conjecture is that a spatial representation in 

                                                           
3 More recent versions of the model (e.g., Holmes & Sholl, 2005) suggest that representation in 

the orientation independent object-to-object system might be limited to very familiar 
environments, but orientation dependence has even been observed for environments that 
participants frequently navigated for a period of at least one year (Werner & Schmidt, 1999). 
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the environmental subsystem can be conceived as a network of nodes representing 
individual objects that are interconnected by vectors. Each vector represents the 
distance and direction between two objects, where the direction is specified relative to 
an employed reference direction (e.g., Vorwerg, 2003). Due to combinatorial 
complexity, the spatial relations between all possible pairs of objects are not 
represented equally well. Some are represented with high fidelity and others are 
represented with low fidelity or are simply not represented at all.  

Recent experiments in our lab investigated whether the fidelity with which the 
relation between two objects is represented is affected by whether the two objects fall 
along a reference direction. In other words, the goal was to first assess which 
reference directions were apparently selected by participants, using their performance 
on various imagined headings, and then in a second step, to test whether participants 
were better at pointing to a target object when the direction of the target object 
relative to the imagined position was the same direction as one of the apparent 
reference directions. 

In one experiment, participants studied a configuration of nine objects from one of 
two viewpoints (0º or 180˚) that were aligned with a square mat on which the objects 
were placed and the walls of the surrounding rectangular room. Participants were 
blindfolded before entering the room and were then disoriented and led on a 
convoluted path to the appropriate viewing position. After learning, participants made 
judgments of relative directions in a remote room. The trials were constructed using 
eight equally spaced directions (defined relative to the room) for both imagined 
heading and allocentric pointing direction (the direction of the target object relative to 
the imagined position). 

As illustrated in Figure 3A, performance as a function of imagined heading 
followed a clear sawtooth pattern in both groups. Pointing judgments were more 
accurate for imagined headings that were aligned with the edges of the mat and the 
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walls of the room than for other imagined headings, suggesting that participants in 
both groups had represented the layout using those four “aligned” directions as 
reference directions. The same four aligned directions also showed a benefit for 
allocentric pointing direction, but this effect was not independent of imagined 
heading. As Figure 3B shows, pointing to a target object in an aligned direction only 
improved performance when participants were imagining an aligned heading. For 
misaligned imagined headings, no such effect was present.  

In a second experiment, participants learned the same layout but were neither 
disoriented nor led on a convoluted path to the appropriate study position. These 
variations of study conditions were conducted as part of a series of experiments that 
tried to identify the factors that determine the number of reference directions selected. 
In this second experiment, the reference directions selected, as indicated by 
performance on the various imagined headings, was not uniform across participants. 
Whereas some participants had apparently represented the layout relative to all four 
aligned directions, others had represented the layout only relative to the 0˚ and the 
180˚ directions (see Figure 4A). The former participants showed effects of allocentric 
pointing direction that were comparable to the effects found in the first experiment. 
Their performance was improved for all four aligned allocentric pointing directions, 
but only within aligned imagined headings. The latter participants, in contrast, only 
showed a benefit for the allocentric pointing directions of 0˚ and 180˚, and this effect 
was only present for the imagined headings of 0˚ and 180˚ (see Figure 4B). 

The results of both of these experiments paint a clear picture. Directions that 
showed a benefit in imagined heading, which directions by conjecture were used as 
reference directions, were also benefited in allocentric pointing, but only when 
participants imagined facing one of them at the same time. These results support the 
notion that the spatial relation between two objects is preferentially represented when 
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the two objects fall along an employed reference direction. When making spatial 
judgments from imagined headings that correspond to a reference direction, pointing 
to objects that lie in the direction of a reference direction is easy, because their 
relative location is represented with high fidelity or probability. Pointing from those 
headings to objects that do not lie in the direction of a reference direction is more 
difficult, because these relative object locations are only represented with lower 
fidelity or are not represented at all. The spatial information needed to make such 
pointing judgments must be inferred from relations that are represented. 

For judging spatial relations relative to an imagined heading that does not 
correspond to a reference direction, our model in its current form only states that 
spatial relations need to be inferred, but does not provide specifics on how such an 
inference process would operate. The described effects of allocentric pointing 
direction, however, constrain the possibilities for such a process. One obvious 
possibility, that the required spatial relation is first retrieved relative to a reference 
direction and then rotated to match the imagined heading, can be ruled out. Such a 
process would incorrectly predict a benefit for allocentric pointing directions that 
correspond to reference directions even from imagined headings that do not 
correspond to reference directions, because the first step of this process would be 
sensitive to differences in the fidelity with which interobject spatial relations are 
represented.  

Narrowing down the possibilities for the inference process further will be an 
important goal of future research. This research should allow for a better 
understanding of how relative directions are determined from imagined headings that 
do not correspond to employed reference directions. 

7   Summary and Outlook 

The goal of this chapter was to summarize a new model of spatial memory and 
updating. The model proposes an environmental subsystem that is concerned with 
representing the spatial layout of familiar environments over the long-term, and an 
egocentric subsystem that holds transient self-to-object spatial relations that are 
mainly used for guiding locomotion through and interaction with the local 
environment when vision is available. 

Representations in the environmental subsystem are specified with respect to a 
single or a small number of reference directions that are intrinsic to the represented 
environment. When imagining a heading that is aligned with a reference direction, the 
stored spatial relations can be directly retrieved; for other imagined headings, the 
required spatial relations need to be inferred. The selection of particular reference 
directions also results in the preferential representation of those interobject spatial 
relations that are aligned with one of the employed reference directions. 

Updating in the environmental subsystem consists of updating the position of the 
observer with respect to the intrinsic reference system that underlies the representation 
of the current environment, but it does not involve updating the reference system itself. 
Because the reference system itself is not updated, the stored spatial relations can only 
be directly retrieved when the person’s orientation corresponds to one of the reference 
directions. When a person's orientation does not correspond to one of the reference 
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directions, relative object location must be inferred, even though the person's position is 
properly updated in the environmental subsystem and the person is therefore oriented 
with respect to the environment. 

Updating in the egocentric subsystem, in contrast, readily provides object locations 
relative to the current position, regardless of the person’s orientation. This system, 
however, operates best when vision is available. In the absence of visual support, 
maintaining and updating the self-to-object relations in this subsystem becomes very 
limited. 

This notion of one system that provides updated self-to-object relations but is 
limited in its capacity and maintenance time, and another system that holds enduring 
representations that are orientation dependent, is in good agreement with studies 
showing no updating costs for simpler layouts (e.g., Presson & Montello, 1994; 
Wraga, Creem-Regehr, & Proffitt, 2004) and studies showing updating costs for more 
complex layouts (e.g., May, 1996). Further investigations, however, are required to 
identify the precise limitations of egocentric updating. 

Unclear at this point, is also which factors determine the number of reference 
directions selected. In all of our experiments, in which participants showed improved 
performance on more than one imagined heading, the benefited headings were 
orthogonal or opposite to each other, which suggests that multiple reference directions 
can only be selected when they are orthogonal or opposite to each other. It seems that 
in order for multiple reference directions to actually be selected, the environment 
needs to provide a very salient axis or a pair of very salient orthogonal axes. How 
salient an axis is perceived to be, however, seems to be not only determined by the 
properties of the to-be-represented environment but also heavily influenced by the 
learning experiences. These experiences include, for instance, which directions are 
actually experienced or emphasized through instructional manipulations, and 
apparently even whether a person was guided to a study position while disoriented or 
not, as illustrated by the experiments discussed in the previous section. 

Finally, more work is needed to better understand the processes involved in 
making spatial judgments relative to imagined headings that do not correspond to 
employed reference directions. This research should investigate the processes that 
detect mismatches between imagined headings and represented reference directions, 
as well as the subsequent inferential processes invoked to determine the required 
relative directions. 
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Abstract. The influence of sensorimotor interference was examined in two 
experiments that compared pointing with iconic arrows and verbal responding 
in a task that entailed locating target-objects from imagined perspectives. 
Participants studied text narratives describing objects at locations around them 
in a remote environment and then responded to targets from memory. Results 
revealed only minor differences between the two response modes suggesting 
that bodily cues do not exert severe detrimental interference on spatial 
reasoning from imagined perspective when non-immediate described 
environments are used. The implications of the findings are discussed. 

Keywords: Spatial reasoning, alignment effect, sensorimotor interference.  

1   Introduction 

1.1   Alignment Effects in Memory and Perception 

When confronted with an unfamiliar spatial environment such as when visiting a 
foreign city for the first time, we often rely on cartographic maps to make 
navigational decisions. In order to use such maps effectively we spontaneously rotate 
them into alignment with our perceived viewpoint in the environment (Werner, 2002). 
In cases when we cannot rotate a map – as in the case of  a wall-mounted “You-Are-
Here” map – the efficiency of using the map is severely impaired. This phenomenon 
is well-documented in psychological research and exists even when reasoning about a 
map that is no longer in view (e.g., Levine, Jankovic, & Palij, 1982; Presson & 
Hazelrigg, 1984).  

In the past, researchers (e.g., Presson & Hazelrigg, 1984) have used the term 
aligned trials to refer to those trials of the experimental design in which a participant 
is called to make a spatial judgment (e.g., point to a target-object) from a physical 
perspective that is parallel to the orientation adopted at the time of viewing a map or 
studying a spatial layout. In perception, aligned trials are thus equivalent to deciding 
which way to turn when holding a map aligned with one’s perceived heading in the 
environment (e.g., facing north in the environment and holding a north-up map in 
front of you). Trials in which the participant is physically oriented toward a direction 
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that is not parallel to the initial study viewpoint have been typically referred to as 
misaligned trials. Reasoning for misaligned trials is thus similar to the reasoning 
needed to decide how to turn in the environment when the orientation of the map-
reader differs from the orientation of the map.  

A typical finding from experiments is that people can reason more efficiently when 
doing so under aligned than misaligned conditions. This effect has been referred to in 
the literature as the alignment effect and is defined as the performance difference 
between aligned and misaligned trials (e.g., Presson & Hazelrigg, 1984). Used in the 
context of map reading the term alignment effect refers to the discrepancy between an 
observer’s physical orientation and the initial studied orientation which, as early 
studies of spatial memory argued, was stored in memory.  

However, the term alignment effect, as used by many other researchers (e.g., 
Roskos-Ewoldsen, McNamara, Shelton, & Carr, 1998), has a somewhat different 
meaning. A great number of spatial memory experiments adopt the following 
paradigm.  Participants first study a spatial scene and then make spatial judgments 
from memory about the location of objects in the scene. In many of these experiments 
testing takes place after participants are guided to a remote location (e.g., Mou & 
McNamara, 2002). A vast number of experiments on spatial memory converged on a 
single finding: spatial judgments are faster and/or more accurate when participants 
adopt imagined perspectives that are aligned with the initial study viewpoint. This 
finding has also been called an alignment effect. In this context, however, the effect 
refers to the performance difference between trials in which an imagined perspective, 
and not the physical perspective of the participant, is aligned or misaligned with the 
study viewpoint. Recent research has provided evidence that the two types of 
alignment effects are in fact independent (Mou, McNamara, Valiquette, & Rump, 
2004).  

The theories of spatial memory that have been developed over the years have been 
designed around explanations for the latter type of alignment effect (we will use the 
term memory alignment effect for the sake of simplicity). For example, Shelton & 
McNamara’s (1997) visual-spatial snapshot model proposed that spatial memories are 
defined egocentrically; that is, people maintain memories in the orientations defined 
by the viewpoints they experience. Easton & Sholl’s (1995) model proposes that two 
systems are used in spatial memory. An object-to-object system codes locations in an 
allocentric manner while a self-reference system is used to fix the orientation of the 
object-to-object system. Both these models predict superior performance for trials in 
which the orientation of the imagined perspective matches that of the study view. A 
recent theory by McNamara (2003) suggests that spatial memories are not egocentric. 
Instead, a reference frame intrinsic to the scene is used to encode the layout but this 
reference frame is stored in memory in a preferred orientation. In a series of 
experiments McNamara and his colleagues (e.g., Mou & McNamara, 2002) provide 
convincing evidence that cues, other than egocentric experience (e.g., the internal 
structure of the layout, instructions etc.), can be used to establish the preferred 
direction that is stored in memory. Whether the preferred direction that is used to 
orient a spatial memory is viewing experience or else, theories of spatial memory 
assume that the memory alignment effect represents a performance advantage for 
when an imagined perspective matches the direction used to for storage.   
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If the memory alignment effect is caused by the organizational characteristics of 
spatial memory, it remains to be seen what exactly causes the other alignment effect 
caused by the angular discrepancy between the physical perspective of the observer 
and the study view. More relevant to this effect (we will call this effect sensorimotor 
alignment effect) is the literature on spatial updating. 

1.2   Spatial Updating and Sensorimotor Interference 

Spatial updating refers to the process of automatically computing the egocentric 
locations of objects of our immediate environment as we change our position and/or 
orientation in it. Studies in spatial updating typically require participants to study a 
spatial scene, move – either physically or by imagination – to a novel standpoint or 
orientation in the layout, and then localize target-objects by pointing to them (e.g., 
Presson & Montello, 1994; Rieser, Guth, & Hill, 1986). Often, spatial performance is 
compared to that of a control condition in which participants point to targets from 
their initial standpoint/orientation. 

The typical result from spatial updating studies is that, compared to pointing to 
targets from the learning standpoint, pointing performance from imaginal standpoints 
is inferior. This is especially the case when the imagined perspective adopted at the 
novel standpoint is misaligned with the physical perspective at the learning 
standpoint. For example, Rieser (1989) has shown that latencies for pointing to targets 
increased as a function of the angular disparity of the imaginal standpoint from the 
initial learning standpoint.  

The inferior pointing performance from imaginal standpoints in spatial updating 
studies has been typically attributed to the lack of vestibular and proprioceptive 
information during imagined movement; these types of information are believed to be 
important factors allowing people to automatically update their spatial representations 
during actual physical movement (Klatzky, Loomis, Beall, Chance, & Golledge, 
1998; Rieser, 1989). The finding that performance does not suffer when the novel 
standpoint/orientation is adopted by physical instead of imagined movement 
corroborates the central role of vestibular and proprioceptive information in spatial 
updating. 

Recently, May (2004) has proposed a novel hypothesis, termed the sensorimotor 
interference hypothesis, to provide another account for the inferior spatial 
performance associated with responding from imagined standpoints. According to 
May, in order to point to the location of an object from an imagined standpoint, a 
person has to overcome conflicts that are caused by the discrepant physical 
(sensorimotor) and the imagined egocentric (i.e., relative to the imagined position) 
locations of objects. May argues that sensorimotor codes specifying the objects’ 
locations relative to the actual position and orientation of the person are automatically 
activated. Therefore, an observer needs to suppress this sensorimotor information in 
order to select the appropriate response. Suggestive of these conflicts is May’s finding 
that reaction times for pointing toward targets from imagined standpoints vary as a 
function of object-direction disparity (i.e., the angular difference between the 
sensorimotor and the imaginal response vectors).  

In addition to object-direction disparity, May proposes a second source of 
interference. He argues that even when the appropriate response vector is chosen, in 
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order to be executed by pointing, it needs to be specified from a reference frame 
centered on and oriented with the person’s body. This type of interference, termed 
head-direction disparity, explains why performance from imagined standpoints 
suffers dramatically when adopting the imagined standpoint entails performing mental 
rotations instead of translations only. 

The strong coupling of pointing with the body is evidenced in studies that employ 
disorientation. In one study, May (1996) had people point to target-objects of a spatial 
layout under 3 conditions. In one condition, named embodied repositioning, 
participants were allowed to turn their bodies into the requested facing direction 
before pointing to a target. In another condition, termed cognitive repositioning, 
participants remained at their initial standpoint and simply imagined adopting the 
requested facing direction. Finally, the disoriented repositioning condition was similar 
to cognitive repositioning with the exception that participants were rotated to the left 
and right for 5 seconds after having studied the layout. Results revealed superior 
pointing performance for embodied repositioning. More importantly, however, 
performance was worse in the cognitive repositioning than in the disoriented 
repositioning condition. Similar results are provided by Waller, Montello, Richardson, 
& Hegarty (2002). This experiment showed an alignment effect (i.e., inferior 
performance for trials in which the imagined heading was misaligned with the 
observer’s actual orientation) which was diminished in a disorienting condition. The 
results by May (1996) and Waller et al. (2002) suggest that performance in such 
perspective-taking tasks can be improved, and the alignment effect can be reduced, if 
the influence of discrepant bodily cues is diminished through disorientation. These 
findings seem to indicate that at least part of the alignment effect is due to 
sensorimotor interference (object-direction disparity and head-direction disparity) that 
is present when responding from imagined perspectives.  

1.3   Sensorimotor Interference and Manual Responding 

The majority of studies using perspective-taking tasks either in the context of spatial 
perception/memory or spatial updating have employed manual responses such as 
pointing with the arm or a pointer (e.g., Avraamides, Loomis, Klatzky, & Golledge, 
2004; Rieser, Guth, & Hill, 1986), turning the body toward the direction of the target 
(Avraamides, Klatzky, Loomis, & Golledge, 2004; Klatzky et al., 1998), walking to 
targets (Loomis, Lippa, Klatzky, & Golledge, 2002; Riecke, van Veen, & Bülthoff, 
2002) or selecting iconic arrows (De Vega & Rodrigo, 2001). This raises the 
possibility that processes specific to the response mode itself are in part responsible 
for the alignment effect. Such responses seem so strongly anchored to the reference 
frame of the human body that using them from imagined perspectives might be 
problematic.   

Indeed, a study by Avraamides et al. (2004) revealed that the large systematic 
pointing errors people make when performing a triangle-completion task without 
physically moving are eliminated when pointing is replaced by a verbal response 
(describing angles in degrees). It seems then that language might be a more flexible 
response medium than pointing when it comes to responding from imagined 
perspectives. The fact that in everyday life we typically use pointing from our own 
standpoint and only seldom from imagined standpoints suggests that is possible that 
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pointing has become through practice so strongly coupled with the orientation of our 
body that it is difficult to use from a different orientation.  

A recent study by Avraamides and Ioannidou (2005) has contrasted a pointing-like 
response mode with verbal responding in a perceptual perspective-taking task. The 
task was designed to involve the reasoning required to use maps that are aligned or 
misaligned with the observer’s viewing perspective. Participants, viewed displays of a 
rectangular table portraying 6 people sitting around it in various arrangements. With 
the display perceptually available at all times, they were then instructed to adopt the 
perspective of one of the characters, and locate from that perspective a second 
character (e.g., “imagine you are person x, locate person y”). Two response-mode 
conditions were included in the experiment. In the labeling condition, participants 
responded by selecting the verbal label describing the relative position of the target. 
In the pointing response condition, they responded by selecting an iconic arrow 
pointing toward the desired direction. Results revealed faster and more accurate 
performance with verbal responding than pointing with arrows. More importantly, the 
alignment effect was less pronounced in the labeling condition. Accuracy for pointing 
diminished as misalignment (i.e., as the angular deviation between the imagined 
perspective and the participant’s physical perspective/orientation of the display) 
increased. In contrast, accuracy in the verbal responding condition was equal for all 
levels of imagined perspective. In terms of latency, response times increased with 
greater misalignment of the imagined perspective but the increase was substantially 
steeper in the pointing response mode. 

Avraamides and Ioannidou (2005) explained their findings in terms of 
sensorimotor interference.  They argued that using responses that are strongly 
anchored to the reference frame of the human body poses unnatural demands on 
people. That is, to respond people first need to ignore their physical orientation in 
order to determine the correct response vector but then need to use their body to 
execute the response. This is, in fact, the head-direction disparity account proposed by 
May (2004).  

1.4   Sensorimotor Interference and Reasoning About Remote Environments 

Although there is increasing evidence that sensorimotor interference can explain, at 
least part of, the sensorimotor alignment effect, there is still not enough research on 
how bodily cues affect performance in spatial memory experiments. As already 
mentioned, studies in spatial memory often move participants to a different room for 
testing purposes (e.g., Mou & McNamara, 2002) and sometimes even had each 
participant face a different direction at the time of test (Avraamides & Kelly, 2005). It 
seems that researchers have taken measures against that possibility of confounding 
their results with unwanted sensorimotor effects, nevertheless, it is not yet known 
whether such effects are present when reasoning about remote environments.    

A very recent study by May (in press) attempted to explore this. In this study 
participants first learned a spatial layout in one room and then were tested in 
localizing objects from imagined perspectives either in the same room or a different 
room. The critical question was whether testing at a remote location would spatially 
decontextualize the participant and therefore reduce the conflicts between the actual 
and imagined perspectives and hence attenuate interference costs. The results from 



 Sensorimotor Interference When Reasoning About Described Environments 275 

the two experiments conducted were mixed. In the first experiment which used a 
single-trial design (i.e., participants switched imagined perspective on a trial-by-trial 
basis) there was no significant difference between the two room conditions. Whether 
tested in the same room or at a different one, participants were more accurate and 
faster to respond in aligned than misaligned trials. In fact, performance decreased 
with the angular deviation between imagined perspective and the physical perspective 
of the participant. In the second experiment which used blocked-trial testing (i.e., 
participants adopted a perspective and located from it multiple objects) an attenuation 
of interference costs for the remote location testing was evidenced. Alignment effects 
were present in the remote room testing as well but to a much lesser degree.  

The goal of the present work is to examine whether sensorimotor interference, 
head-direction disparity in particular, is present when reasoning about remote spatial 
environments. Our methodology is, however, very different from that used by May.  
First, because in everyday life we often reason about environments that we encode 
through language (e.g., when comprehending driving instructions), we have chosen to 
focus on spatial scenes that are conveyed through language. Second, we have 
followed the design of Avraamides and Ioannidou (2005) in which the response mode 
was manipulated. The rationale is that if head-direction disparity is an issue when 
reasoning about remote environments, the alignment effect will be greater when 
responding in a body-defined manner. 

The general methodology of our experiments is as follows. Participants first read 
narratives that describe a remote location (e.g., a museum, a hotel lobby etc). Then 
they are requested to respond to statements of the form “face x, find y”, where x and y 
are objects described in the narrative. In one condition, hereafter the pointing 
condition, participants respond by selecting among iconic arrows. In another 
condition, hereafter the labeling condition, they respond by choosing among verbal 
labels. In order to determine the role of head-direction disparity we contrast 
performance in these two conditions. Following the logic of Avraamides and 
Ioannidou (2005) we will attribute any differences in the magnitude of the alignment 
effect between the two response modes to the presence of different levels of head-
direction disparity. 

2   Experiment 1 

The first experiment is designed to examine whether sensorimotor interference is 
present when responding with a pointing-like manner in a task that entails reasoning 
about a remote environment encoded in memory through language. With remote 
environments there are no object-direction disparity conflicts, as no automatic 
activation of sensorimotor codes can take place.  

If heading-direction disparity poses a problem for pointing then similar results that 
those of Avraamides and Ioannidou (2005) should be expected. That is, participants 
should be substantially slower and make more errors in pointing than labeling and this 
should be the case when responding takes place from misaligned perspectives. On the 
other hand, if there is no heading-direction disparity influence when reasoning about 
remote environments, similar alignment effects between the two response modes 
should be expected.  
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Based on the premises of the various spatial memory theories a memory alignment 
effect is predicted with both response modes. This alignment effect would indicate the 
use of a preferred direction for orientating spatial memories upon reading the 
narratives. The critical issue here is whether the alignment effect would be equivalent 
in the two response modes or not. A greater alignment effect for pointing would 
suggest the presence of additional interference costs specific to this particular 
response mode. 

2.1   Method 

Participants 
Twenty-six students attending an introductory Psychology course at the University of 
Cyprus served as participants in the experiment in exchange for course credit or small 
monetary compensation.  

Materials 
Four narratives adopted from Franklin and Tversky (1990) and Bryant and Wright 
(1999) – also used in Avraamides (2003) – were translated in Greek and used in the 
present experiment.  Each narrative described a naturalistic scene in which four 
critical objects were located around the participant occupying the front, back, left, and 
right direction as specified by an egocentric reference fame. For each participant, two 
of the narratives were randomly assigned to the pointing response condition and two 
in the labeling condition. Half of the participants were presented with the pointing 
narratives first while the other half began with the labeling narratives. In both 
response conditions participants responded by pressing keys on the keyboard. In the 
labeling condition the keys used were “y”, “u”, “i”, and “o”. The keys were marked 
with the initials of the greek translations of the terms “front”, “back”, “left”, and 
“right”. For the pointing condition iconic arrows were placed on the arrow keys of the 
numeric keypad in the appropriate egocentric arrangement1.  Each narrative along 
with the response trials that followed were presented on desktop computers running 
the E-Prime software package. 

Design 
A 2 x 3 x 2 within-subjects factorial design, with response mode (pointing vs. 
labeling) and imagined-perspective (0°, 90°, 180°) 2 as the within-subjects factors and 
order of tasks (pointing first vs. labeling first), was adopted.  

2.2   Procedure 

Prior to the experimental trials for each response mode, two types of practice trials 
were administered. First, participants were asked to imagine being at specific 

                                                           
1 A number of studens (whose data are not included in the analyses reported here) participated 

in a condition in which the iconic arrows were placed in a linear arrangement on the same 
keys used in the labeling condition. No different results than those reported here were found.  

2 No differences between left and right were found in any of the analyses. Therefore we have 
combined the two in the 180° imagined perspective.  
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locations on campus or the nearby area and locate familiar landmarks. Before the 
pointing blocks, participants responded by extending their arm to point to the 
landmarks from their imagined position. Before the labeling blocks, they responded 
by describing the relative to their imagined position location of the landmarks. This 
block of trials was completed when the experimenter judged that the participant was 
competent in responding from an imagined position. Then, participants carried out a 
number of practice trials on the computer which aimed at familiarizing them with 
using the keys to select the appropriate response from the set of alternatives. For the 
labeling condition, arrows were presented on the screen as probes and participants had 
to respond as fast as possible by pressing the key with the verbal label describing the 
pointing direction of the arrow. Similarly, prior to the pointing condition, participants 
pressed they key marked with the arrow that pointed the same way as the probe. 
Trials for this familiarization phase were followed by 2 blocks of experimental trials 
in the corresponding response mode. In each block a narrative was presented and 
participants were given unlimited time to study it, visualize themselves in it, and 
remember the objects around them. After two filler sentences were presented, 16 
localization trials followed. For each trial, the sentence “Face x, Find y” (where x and 
y were objects from the narrative) was presented on the screen. At this point, 
participants had to imagine facing object x and locate object y from the imagined 
perspective. The 16 trials for each block were created by presenting all possible 
combinations of the four objects as referents for the imagined heading and as targets. 
Trials were presented randomly for each participant. A total of 64 trials (32 in each 
response mode) were administered to each participant. In the labeling condition 
participants indicated their response by pressing the key marked with the initial of the 
appropriate verbal term. For the pointing-mode blocks, responses were indicated by 
pressing the key marked with the arrow pointing to the appropriate direction. 

2.3   Results 

Familiarization Phase  
The data from the practice trials were analyzed to examine whether differences 
between the two response modes existed before the experimental trials. In both 
response modes participants responded to the orientation of a presented arrow-probe 
using the same 4 keys. The keys were marked with the initial of verbal labels or 
arrows depending on the response mode to be used in the experimental trials that 
followed. Because the familiarization phase involved no misaligned perspectives we 
expected that performance would be either equal or superior for pointing. Pointing 
from one’s actual perspective is a well-practiced task and does not require mapping 
labels to the various regions of space. Accuracy was very high (95%), therefore, 
latencies became the primary focus. A repeated-measures analysis of variance 
(ANOVA) with response mode and order of conditions as factors was performed. The 
only significant result was a main effect for response mode, F(1,22)=22,04, 
MSE=389586, p<.001. Participants were faster in the pointing (1134 ms) than in the 
labeling response mode (1980 ms). 
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Experimental Phase 
Accuracy data and latencies for correct responses were analyzed using a repeated-
measures ANOVA with response mode, imagined perspective, and block as within-
subject factors and order as between-subject factors. Data from two participants were 
discarded from all analyses because of very low accuracy (<30%).  

Accuracy: The average accuracy was 83.8% for pointing and 85.2% for labeling; this 
difference was not statistically significant, p=.12. An alignment effect was, however, 
present. Accuracy was higher for the 0° perspective (89.8%) than for the 180° and the 
90° perspectives (81.5% and 82% respectively), F(2,44)=6.82, MSE=.03, p<.01. More 
importantly though, a significant response mode x imagined perspective interaction was 
obtained, F(2,44)=4.85, MSE=.02, p<.01. Simple main effect analyses revealed a 
significant effect for imagined perspective in the pointing response mode, F(2,46)=8.10, 
MSE=.02, p<.001. As seen in Figure 1, performance for the aligned perspective (0° 
perspective) was more accurate than performance for the 180° and 0° perspective, 
p’s<.01. Performance for the 180° and the 90° perspectives did not differ significantly, 
p=.48. In the labeling condition, although performance was somewhat higher for the 0° 
perspective, the simple main effect analysis showed that the alignment effect was not 
statistically significant, p=.36. To further compare the two response-mode conditions for 
an alignment effect, a new variable was created by subtracting for each subject the 
accuracy for the 90° perspective from that for the 0° perspective3. A paired-samples  
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Fig. 1. Average Accuracy for each imagined heading as a function of response mode, Exp.1 

                                                           
3 Although trials for the 180° perspective can be regarded as misaligned trials, they represent a 

special case as the imagined perspective is the exact opposite of the learning/physical 
perspective. Because it is highly possible that participants use special strategies for this 
imagined perspective (which may be different for the two response modes), we excluded 
those data from this analysis only. 
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t-test revealed that the alignment effect was greater for pointing than labeling, t(23)=2.8, 
p<.01. As seen if Figure 1, this was the case because accuracy for the 90° imagined 
perspective was lower in the pointing than the labeling condition. 

A marginally significant response mode x task order interaction was also obtained, 
F(1,22)=3.45, MSE=.08, p=.07. As seen in Figure 2, participants who performed the 
pointing task first were significantly more accurate in the labeling response mode 
(89.6%) than the pointing-mode (78%). A pair-wise t-test showed that this difference 
was statistically significant, p<.05. In contrast, participants who performed labeling 
first were equally accurate in the two tasks (85.6% and 84.7% respectively for 
pointing and labeling.  

Latency: Data in which latency exceeded the mean latency of the response mode x 
block cell of each participant by 2.5 standard deviations were omitted from the 
analyses. 

Latency was longer for the pointing (4626 ms) than labeling (4435 ms) but the 
difference was not statistically significant, p=.56. As with accuracy, a significant 
response mode x order interaction was obtained in the latency analysis, F(1,22)=7.59, 
p<.05.  
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Fig. 2. Response mode x order interaction for accuracy data 

  
As shown in Figure 3, the pointing response mode was slower when completed 

before than after labeling, t(22)=2.12, p<.05. In contrast, performance in the labeling 
task was not affected by order, p=.81. Furthermore, latency became shorter in the 
second block of each response-mode condition, F(1,22)=19.56, MSE= 4522245. This 
effect did not interact with any other variables. 

Although the effect of imagined perspective was not significant (p=.14), 
participants were faster when responding from the 0° perspective (4204 ms), than the 
180° (4510 ms) and the 90° (4776 ms) perspectives. The interaction between 
imagined perspective and response mode was also non-significant, p=.90. 
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Fig. 3. Response Mode x Order interaction for latency data 

2.4   Discussion 

In line with theories of spatial memory an alignment effect was present when 
responding by pointing. Participants in that condition performed better at locating 
targets from the aligned 0° perspective than both the 90° and the 180° perspectives. 
The alignment effect in the labeling condition was smaller. Although mean accuracy 
varied in the predicted manner, the effect of imagined perspective was not significant. 
Mean latencies for both response conditions were as predicted, even though the effect 
fell a bit short from significance.  

The main difference in the accuracy data for two response modes was that, when the 
imagined perspective was misaligned with the actual perspective of the participants and 
the study viewpoint (i.e., 90° and 180° perspectives) participants made substantially more 
errors when pointing than when labeling. This finding is compatible with the sensorimotor 
interference hypothesis and the previous results from Avraamides and Ioannidou (2005). 
Inferior pointing performance from imagined perspectives can be attributed to the 
presence of head-direction disparity. When having to point, participants had to first 
compute the appropriate response vector from the imagined perspective but then 
transformed it to their actual perspective in order to select and iconic arrow. This 
transformation process might have added an extra cost to responding in this condition.  

Although our accuracy results are compatible with the premises of the 
sensorimotor hypothesis, they were complicated by the presence of a response mode x 
order interaction. Our analyses indicated that pointing was severely affected, both in 
terms of accuracy and latency, by the order in which the two tasks were completed. In 
contrast, labeling was relatively unaffected by order. Although, higher-order 
interactions involving task order were not significant, it is possible that the order 
moderated the effects of other variables. What is particularly striking is the very weak 
alignment effect in the labeling condition whereas other studies have reported 
alignment effects in almost identical settings (Avraamides, 2003).  Therefore, before 
drawing definite conclusions from this experiment, we replicated Experiment 1 using 
a between-subjects design and a greater number of participants. 
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3   Experiment 2 

Experiment 2 followed the logic of experiment 1. In order to avoid the order effect, 
we have modified the experiment so that two separate groups of people would 
participate in each response mode. Each condition included all 4 narratives; with 4 
blocks of trials in each response mode we were also able to examine the effect of 
practice. One possibility regarding practice is that interference costs could be present 
initially but disappear after some task exposure. 

The main objective was again to compare the magnitude of the alignment effect for 
the two response modes. Experiment 1 indicated that the alignment effect was more 
evident for pointing than labeling due to inferior performance from misaligned trials. 

3.1   Method 

3.1.1   Participants 
Sixty-eight students from an introductory Psychology course at the University of 
Cyprus participated in the experiment in exchange of course credit. Thirty-four 
participants were randomly assigned to each of the two response-mode conditions.  

3.1.2   Materials 
Experiment 2 incorporated the same 4 narratives that were used in Experiment 1. 
Each participant was presented with all 4 narratives and responded by selecting iconic 
arrows or verbal labels depending on the response-mode condition assigned to.  

3.1.3   Design 
Experiment 2 followed a  3 x 4 x 2 mixed-factorial design with imagined perspective 
(0°, 90°, and 180°) and practice (1st block, 2nd block, 3rd block, and 4th block) as the 
within-subjects factors and response mode (pointing vs. labeling) as the between-
subjects factor. 

3.2   Procedure 

The procedure was identical to Experiment 1 with the exception that each participant 
completed all 4 narratives (and the preceding practice and familiarization trials) with 
either pointing or labeling.  

3.3   Results 

Familiarization Phase  
An independent-samples t-test on accuracy data for the familiarization phase revealed that 
accuracy was superior for the pointing response mode (95.8%) than the labeling response 
mode (81.6%), t(63)=2.54, p<.05. Furthermore, latency was substantially shorter in the 
pointing (1081 ms) than the labeling condition (2144 ms), t(63)=2.00, p<.01. 

Experimental Phase 
Accuracy data and latencies for correct responses were analyzed using a repeated-
measures ANOVA with imagined perspective, and practice (defined as block number) as 
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within-subject factors and response mode as a between-subjects factor. Data from three 
participants were discarded from all analyses because of very low accuracy (<25%).  

Accuracy: The average accuracy was 84.4% and did not differ between the two 
response modes, p=.92. As in Experiment 1, a significant alignment effect was 
observed. Accuracy was higher for the 0° (89.6%) than the 180° and 90° imagined 
perspectives (81% and 82.5% respectively), F(2,126)=19.73, MSE=.03, p<.001. A 
significant response mode x imagined perspective interaction was also obtained, 
F(6,378)=2.29, MSE=.02, p<.05.  
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Fig. 4. Average Accuracy for each imagined heading as a function of response mode, Exp.1 

Simple main effect analyses revealed a significant effect for imagined perspective 
in the pointing response mode, F(2,60)=28.85, MSE=.005, p<.001. As seen in Figure 
4, performance for the 0° perspective was more accurate than performance for the 
180° perspective which was in turn more accurate than performance for the 90° 
perspective, p’s<.01. A simple main effect for imagined perspective was also present 
in the labeling condition, F(2,66)=3.64, MSE=.009, p<.05. Performance for the 0° 
perspective was more accurate than performance for the 180° and the 90°, p’s<.05. 
However, performance did not differ between the 180° and the 90° perspectives, p=.3.   

As in Experiment 1, a new variable was created by subtracting for each particpant 
the accuracy for the 90° perspective from that for the 0° perspective in order to 
compare the two response-mode conditions for an alignment effect. An independent-
samples t-test revealed that the alignment effect was equal for pointing and labeling, 
t(63)=2.8, p<.52.  

The analyses also revealed that accuracy increased with the practice, 
F(3,189)=13.02, MSE=.045, p<.001. Furthermore, the effect of practice interacted 
with the effect of imagined perspective, F(6,378)=2.29, MSE=.023, p<.05. The 
interaction was due to the fact that the alignment effect was greater in the first block 
of trials and was reduced later. Although the alignment effect in the first block of 
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trials tended to be higher for pointing (15.7%) than labeling (9.6%), the 3-way 
interaction did not approach statistical significance, p=.49. 

Latency: Trials in which latency exceeded the mean latency bor the block x imagined 
perspective cell of each participant by 2.5 standard deviations were omitted from all 
analyses.  
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Fig. 5. Latecny as a function of imagined perspective and response mode 

A repeated-measures analysis revealed that latency decreased with practice, 
F(3,180)=29.57, MSE=90999824, p<.001. Practice did not interact with any other 
variables. Therefore, in order to reduce the number of missing data due to incorrect 
responses and hence the elimination of participants from the analysis, we averaged 
latencies over blocks and carried out a repeated-measures ANOVA with imagined 
perspective as the within-subjects factor and response-mode condition as the between-
subjects factor.  The only significant effect was a main effect for imagined perpective, 
F(1,63)=4.85, MSE=1234492, p<.05. Within-subject contrasts revealed a significantly 
faster performance for the 0° perspective (4635 ms) than for either the 180° (5062 ms) 
or the 90° (5119 ms) perspectives. Figure 5 shows the average latencies for each 
imagined perspective in the two response modes. 

As seen in Figure 5, the alignment effect was greater for labeling than pointing. An 
independent-sample t-test revealed, however, that the 435 ms difference between the 
two response modes was not statistically significant, p=.22. 

3.4   Discussion 

In contrast to Experiment 1, the results of Experiment 2 indicated a clear alignment 
effect for both response modes in accuracy and latency. More importantly, the 
magnitude of the alignment effect was equal in the two response modes.  

The differences between the two response modes were only minor when compared 
to those of Avraamides and Ioannidou (2005). Accuracy for the aligned 0° imagined 
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perspective was higher in pointing than labeling indicating a facilitatory effect for the 
alignment of the physical reference frame or study viewpoint with the imagined 
perspective to be adopted. Also, accuracy for the 90° perspective was more accurate 
in the labeling condition but as indicated by the latency data this could have been a 
speed-accuracy trade off; latency was significantly shorter for that perspective in 
pointing than labeling.  

An additional goal of Experiment 2 was to determine the effect of practice and 
particularly whether practice interacted with other important variables. First, both our 
accuracy and latency analyses confirmed the presence of a practice effect; participants 
were both more accurate and faster as blocks increased. More importantly, however, 
in the accuracy analysis, the effect of practice interacted with the alignment effect. A 
greater alignment effect was present in the first block of trials and there was a 
tendency for a bigger effect in pointing than labeling. Thus, it seems that some 
conflicts were initially present for pointing but soon went away as a result of practice.  

4   General Discussion 

The two experiments presented here were designed to examine the presence of an align-
ment effect in a spatial reasoning task involving remote environments held in memory 
and compare the magnitude of the effect in two different response-mode conditions. 

First, a memory alignment effect was predicted with both response modes. 
According to various theories of spatial memory (e.g., Easton & Sholl, 1995; Shelton & 
McNamara, 1997; McNamara, 2003) performance is expected to be superior when an 
imagined perspective is aligned with the direction used in the organization of memory.   
In the present experiment, participants studied narratives that described spatial scenes 
from a particular viewpoint, which is similar to observing a spatial layout from a single 
stationary standpoint. Based on spatial memory accounts, we therefore predicted a 
performance advantage for when participants imagined adopting the study view at test. 
Results from Experiment 1, at least for pointing, were in line with this prediction. More 
clearly, Experiment 2 supported our expectation for both pointing and labeling. 

An important question sought after in the present study was whether the alignment 
effect would be equal for the two response modes or not. Greater alignment effect for 
pointing would indicate that in addition to the memory alignment effect we expected, 
a sensorimotor alignment effect was present. 

Based on previous research (Avraamides & Ioannidou, 2005; May, in press) we 
expected that performance would be particularly impaired when having to point from   
misaligned perspectives.  Responding with iconic arrows maintains the characteristics 
of real pointing (i.e., the directions are body-defined) and it is believed to rely 
strongly on the human body. Prior research with body-centered response modes has 
indicated that they are more difficult to use from imagined perspectives presumably 
due to their strong attachment to the human body (e.g., May, 2004; Wraga, 2004). 
Nevertheless, our results suggest that the impairment was not as severe as we 
expected. In Experiment 1 there was lower accuracy for pointing than labeling from 
imagined responses but no difference was obtained in the latency data. The effect of 
accuracy suggests that some interference was associated with pointing from imagined 
perspectives. The results of Experiment 2 did not replicate this finding. In Experiment 
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2, pointing was associated with a facilitatory effect for aligned trials. This finding 
replicated the results from the familiarization phase – which included only aligned 
trials – showing superior performance for pointing than labeling. It is unclear why the 
pattern of results differed between the two experiments. One possibility is that the 
effects of order were more complicated than what was captured by the significant task 
order x response mode interaction. As a result of the within-subject design, 
participants, for example, could have carried strategies from one task to the other 
(e.g., performed pointing in a verbally-mediated fashion). 

Despite that some differences were present between pointing and labeling, it seems 
that the differences were rather small when compared to those found in other 
experiments (Avraamides et al., 2004; Avraamides & Ioannidou, 2005). In particular, 
compared to the results of Avraamides and Ioannidou who used similar response 
modes in a perceptual task, even the interference found in the accuracy of Experiment 
1 is rather small in comparison.  

One possibility as to why the interference effects were not severe in the present 
experiments has to do with the fact that the environments used in this study were 
remote. We believe that there is a fundamental difference between reasoning about 
immediate and remote spatial environments.  

In our view, when encoding an immediate spatial layout people do so using a 
sensorimotor framework (see also De Vega & Rodrirgo, 2001); that is, they encode 
the layout either using a body-centric reference frame or an allocentric reference 
frame that interfaces in some way – depending on the spatial memory theory adopted 
– with the orientation of the physical body (Easton & Sholl, 1995; McNamara, 2001). 
Responding by pointing also makes use of the reference frame defined by the physical 
body. In other words, the same reference frame is involved in both the storage and 
response levels. When the orientations of storage and response do not match, as in the 
case of responding from misaligned perspectives, conflicts arise as suggested by May 
(2004). In terms of heading-direction disparity, a response vector has to be computed 
based on the orientation at the storage level but then executed based on the orientation 
of the response level. When pointing from a misaligned perspective, since the same 
sensorimotor framework is used for the both storage and response, but with two 
different orientations, interference seems inevitable. As showed by studies employing 
disorientation (May, 1996; Waller et al., 2002) not knowing about your current 
orientation with respect to the layout reduces these conflicts. 

On the other hand, when people maintain mental representations about remote 
spatial scenes we argue that they do so by using a cognitive/representational 
framework; that is, the encoded scenes our stored in a memorial framework that is 
disengaged from their actual body.  The response level still uses a body-centric 
reference frame but, in the case of remote environments, storage and response are 
governed by different systems. Heading-direction disparity still exists but we suggest 
that the transformation of the response vector from the storage system to that of the 
response can take place more easily as the two systems rely on separate frameworks.  

In support of this account are the preliminary results of an experiment using spatial 
scenes that are learned with direct experience in Virtual Reality (Jonathan Kelly, 
personal communication, April 2006). In this experiment, participants learned a 
spatial layout from a particular viewpoint and were then tested in a series of 
perspective-taking trials in the same or a different room. Results revealed both a 
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memory and a sensorimotor alignment effect for participants tested in the same room 
but only a memory alignment effect for participants tested in a different room.  

Our present findings suggest that if a sensorimotor alignment effect is still present 
for pointing with remote environments, this effect is substantially attenuated. 
Compared with the results from other studies showing clear interference in both 
accuracy and latency (e.g., Avraamides & Ioannidou, 2004), the present findings 
seem to suggest that sensorimotor conflicts are weakened when reasoning takes place 
about a non-immediate environment. Nevertheless, further research is needed to 
determine if that is actually the case.  

The present study contains many limitations than need to be addressed in future 
studies before reaching definitive conclusions. For example, only 4 response 
alternatives that deviated 90 degrees from the orientation of the physical perspective 
were used in this study. It might be the case that pointing toward canonical directions 
is easy and interference effects would show up if objects are placed at other locations. 
The complexity of the pointing response is one of many factors that need to be 
examined by future work in this field. 

Acknowledgments. We are grateful to all the students who participated in these 
experiments. 
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Abstract. Research spanning decades has generated a long list of phenomena 
associated with human spatial information processing. Additionally, a number 
of theories have been proposed about the representation, organization and 
processing of spatial information by humans. This paper presents a broad 
account of human spatial competence, integrated with the ACT-R cognitive 
architecture. Using a cognitive architecture grounds the research in a validated 
theory of human cognition, enhancing the plausibility of the overall account. 
This work posits a close link of aspects of spatial information processing to 
vision and motor planning, and integrates theoretical perspectives that have 
been proposed over the history of research in this area. In addition, the account 
is supported by evidence from neuropsychological investigations of human 
spatial ability. The mechanisms provide a means of accounting for a broad 
range of phenomena described in the experimental literature.  

Keywords: Spatial Cognition, Cognitive Architecture, Computational Model, 
Frame of Reference, Vision, Representation, Mechanism, ACT-R. 

1   Introduction 

In this paper, we present a broad theoretical architecture for understanding human 
spatial competence. Human spatial abilities are brought to bear in a variety of 
contexts, and in a variety of ways. Spatial information processing is utilized for 
navigation and wayfinding [1], [2], map reading and orientation [3], [4], [5], and 
spatial transformations like mental rotation [6], [7]. However, spatial abilities are also 
recruited for syllogistic reasoning tasks [8], problem solving [9], [10], and language 
processing [11], [12]. This flexibility and diversity requires that an account of human 
spatial abilities be able to address a range of specific abilities within the context of 
overall cognitive functioning. 

In addition to breadth, an understanding of human spatial competence requires a grasp 
of the details of the mechanisms involved in encoding, processing, and using spatial 
knowledge. This includes questions concerning how spatial information is represented, as 
well as the mechanisms that are available for manipulating those representations [13], 
[14], [15]. The literature contains many theories that address various aspects of spatial 
information processing, including representations of environmental information [11], 
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[16], [17], visuospatial working memory [18], [19], reasoning with spatial mental models 
[20], [21], mental imagery [14], [22], and navigation [23], [24], [25]. What currently does 
not exist, however, is an integrated theory that provides an account of human 
performance across different domain areas.  

The theory presented in this paper addresses each of these general areas of human 
spatial competence, to provide broad coverage on how humans encode, store, and use 
spatially-based information to perform a variety of tasks in different domains. 
Because of the scope of the challenge, we have tried to strike a balance between 
presenting the breadth of the theory, while describing the components in sufficient 
detail to permit a thorough evaluation. We have grounded the account in the ACT-R 
cognitive architecture [26], which provides a well-validated theory of overall human 
information processing. We do this to connect our work to a more general theory of 
human cognition. This provides us with important constraints on our account and 
allows us to focus more specifically on mechanisms for spatial information 
processing, since the existing ACT-R architecture provides validated mechanisms for 
other critical components of the human cognitive system. Although the mechanisms 
we propose are not implemented yet, they are specified in enough detail to identify 
accounts for various phenomena, some of which are described briefly in the 
remainder of this chapter. To begin, we address several important issues in the realm 
of spatial competence in the next several subsections. Dealing with critical concepts 
from the literature at the outset hopefully will clarify our approach and simplify the 
discussion of other points in the remainder of the paper. 

1.1   The Cognitive Map 

Tolman’s seminal article, “Cognitive Maps in Rats and Men” [27], is generally 
associated with the origin of modern research into spatial information processing. 
Since then, the term cognitive map has played a central role in theorizing about 
human spatial abilities. Many theories have been developed that claim humans 
automatically generate an exocentric cognitive map of the environment based upon 
experience in a space (c.f. [28], [29], [30]). Proponents of these theories have pointed 
to the discovery of place cells in the rat [31] and human [32] hippocampus as key 
evidence for this view. The alternative that is most commonly offered is egocentric 
encoding of spatial information, where the locations of items in the environment are 
encoded with respect to the coordinate system defined by the location and orientation 
of the viewer (e.g., [11], [33]).  

Evidence has accumulated on both sides of this debate (e.g., [34], [35], [36], [37]). 
However, we find the evidence arguing against the exocentric cognitive maps as the 
default representational format for human spatial representations to be compelling. 
This is not to say that humans can not or do not sometimes represent space using 
exocentric reference frames. Rather, our claim is that humans do not automatically 
construct a cognitive map1 of the environment based on visual perception. Instead, we 
believe that spatial information is encoded in a fragmented manner by default, using 

                                                           
1 We use the term ‘cognitive map’ to refer to the notion of an internal, exocentric representation 

of space that is akin to a paper-based map. While the term initially held a much broader 
connotation, this has been largely lost in current usage. 
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multiple coordinate systems to represent spatial locations. Initially, early vision 
utilizes a retinotopic coordinate system, which can be used for guiding and directing 
visual attention [38]. We propose that the perceptual system generates two enduring, 
high-level encodings of spatial location from visual input, one based on the egocentric 
frame of reference (distance & bearing from self), and one based on a frame of 
reference defined by salient features of the environment (e.g., the boundaries of a 
room or a prominent landmark). The evidence for these representations comes from 
functional considerations, described next, and findings from neuropsychological 
research (Section 4). 

Importantly, egocentric and exocentric frames of reference support different 
functions within the system (e.g., [33]). Encoding location with respect to an 
egocentric frame of reference facilitates acting on objects in the world ([17], [39], 
[40]). To interact with an object, it is critical to have knowledge of the relationship 
between oneself and the object. In addition, this representation of location is a 
primitive in visual perception, where perceived distance and bearing of an object can 
be inferred directly from the visual stimulus [33]. In contrast, location information 
based upon an exocentric frame of reference is important for grounding spatial 
information in the environment and for computing spatial relations. For these tasks, it 
is necessary that locational information be represented within a common coordinate 
system. The egocentric reference frame is not appropriate for such tasks, since any 
movement or rotation by the viewer produces a change to the coordinate system [33]. 
Thus, location information based on an exocentric reference frame is needed to link 
locational information for multiple objects for making spatial judgments. Spatial 
processes, in conjunction with imagery, can be applied to generate more complex 
representations for multiple objects from these elements as well (e.g., a cognitive 
map). However, this is an effortful process that inherits the error and bias that is 
associated with human visual perception, not an automatic, unconscious process 
providing an integrated representation of the environment. 

1.2   Hierarchical Encoding 

There is substantial evidence for a hierarchical component to spatial information 
processing (e.g., [41], [42], [43]), and any serious theory of human spatial 
competence needs to account for these findings. In our account, hierarchical 
phenomena arise as a consequence of the frames of reference used for visual 
encoding. A frame of reference is used to encode visual information, based upon the 
contents of the visual experience. To take a famous example from Stevens & Coupe 
[43], when studying a map of the United States, San Diego will tend to be encoded 
with respect to the state of California, and Reno will tend to be encoded with respect 
to the state of Nevada. To compare the relative locations of these two cities, however, 
requires that they be positioned within the same frame of reference. In this case, it is 
necessary to shift to the United States as the frame of reference. The relative spatial 
locations of the two states within the United States will lead to the typical error (i.e., 
believing that Reno is farther east than San Diego, when it is actually farther west). 

We are unable to provide a full discussion of the mechanisms that would support 
these operations in this paper. However, the key point with regard to hierarchical 
encoding is that each item encoded by the system is represented within an exocentric 
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reference frame based upon local, salient features of the environment. Hierarchical 
phenomena arise because that reference frame is then represented as an item in a 
larger reference frame. Thus, San Diego (the item) is positioned at a particular 
location within the state of California (the reference frame). However, California 
occupies a particular location within the United States. Our assumption that spatial 
comparisons must be carried out within the same reference frame provides the 
explanation for why various hierarchical phenomena are found in spatial tasks. 
Mentally re-encoding location relative to a new reference frame takes time and results 
in increased error and bias. 

1.3   The Imagery Debate 

Finally, mental imagery has generated a substantial amount of research and theorizing 
throughout the history of psychology [13], [14], [15], [22], [44], [45]. A major issue 
under debate has been whether visual mental images are depictive. That is, do mental 
images have a spatial extent (in the brain) that preserves the spatial properties of the 
original stimulus? More generally, the question concerns an issue of whether mental 
images are encoded in a format that is distinct from other kinds of information stored 
in the brain. 

To resolve this issue, we look to the representations and mechanisms in the ACT-R 
architecture. ACT-R posits a number of processing modules, which are responsible 
for different aspects of cognition. In the architecture, there is a vision module, which 
is specialized for processing visual perceptual information. We agree with Kosslyn 
and others that mental imagery utilizes many of the same cortical areas and neural 
pathways as vision [22], [46]. Consequently, our theory tightly couples mechanisms 
for mental imagery with existing architectural mechanisms for visual perception. The 
result is that vision and mental imagery operate on the same representations, which 
are different from other information in declarative memory. It is interesting to note, 
however, that this distinction is based largely on content. All declarative knowledge 
in ACT-R, including visual chunks, is represented propositionally. Thus, while visual 
knowledge is distinct, the representation is not necessarily qualitatively different from 
other knowledge in memory. This speaks to the more detailed issue of whether visual 
mental images are depictive in a real sense. One reason for propositional 
representations of visual information in ACT-R is the architecture’s relatively abstract 
and lean representation of visual information. However, it is also the case that 
propositional representations are more in line with the existing architecture. To the 
extent possible, we are working within the overall structure of the architecture, until 
evidence arises that forces us to rethink some of these assumptions. For now, we 
believe that the representation of visual information currently instantiated in ACT-R 
provides an adequate foundation that supports the additional representational 
components and mechanisms we intend to implement. 

2   Unified Theories of Cognition and ACT-R 

Cognitive architectures, like ACT-R, EPIC, and Soar, instantiate a theory of the 
human information processing system in its entirety. These unified theories of 
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cognition [47] contain mechanisms to account for various aspects of human cognitive 
functioning, including problem solving, perception, and motor actions [26], [47], [48]. 
One of the challenges associated with developing a cognitive architecture is 
identifying an appropriate set of mechanisms, which are not only capable of 
producing solutions to a broad range of tasks faced by humans, but which solve those 
tasks in a psychologically plausible manner. Because of the prevalence of spatial 
information processing in human cognition and performance, it is critical to 
incorporate mechanisms for spatial processing in these theories, particularly as 
cognitive architectures are applied to increasingly complex, spatially rich tasks. In 
addition, however, it is vital that theories of spatial competence take seriously the 
constraints imposed by other components of the human cognitive system, many of 
which have been implemented in cognitive architectures. Human perception and 
action is constrained in ways that can significantly influence performance on spatial 
tasks. In addition, human cognitive limitations, like working memory capacity and 
long-term memory decay moderate how spatial information is processed and 
remembered. In short, theories of human cognition cannot ignore spatial information 
processing, just as theories of spatial competence must take into account other 
perceptual, cognitive, and motor mechanisms. 

For the most part, unfortunately, these research communities have remained 
disconnected. Our intent is to incorporate what is known about human spatial 
competence into a cognitive architecture to facilitate developing more precise, and 
psychologically valid, quantitative accounts of human performance on complex, 
spatially-demanding tasks. Researchers in the area of spatial cognition have 
developed a variety of theories to account for human performance in different spatial 
information processing domains (e.g., [19], [20], [22]). These theories capture 
important capacities and limitations of human spatial ability. However, they are  
often not implemented. And, when they are, they are typically not implemented as 
part of a more comprehensive theory of human cognition (e.g., [21], [49], [50]). In  
the remainder of this paper, we describe our proposal for linking the insights of  
this research to a sophisticated, yet general, computational theory of the human 
information processing architecture. 

2.1   ACT-R  

A full description of the ACT-R architecture is beyond the scope of this chapter. 
Thus, only a brief sketch is given here. More detailed descriptions can be found 
elsewhere (e.g., [26], [51]). ACT-R is a cognitive architecture with a set of core 
mechanisms that has been used to provide accounts of human performance across a 
broad range of research domains (see [51] for a review). At the highest level, ACT-R 
is a serial production system where productions (condition-action pairs) are matched 
against the current state of the system. On each cycle, a single production is selected 
and executed (fired), which produces a change in the state of the system, and the cycle 
begins again. The current state in ACT-R is defined by the contents of a set of buffers. 
Each buffer is associated with a specialized processing module, and serves as the 
interface between the module and the production system. We mentioned the vision 
module above, which has a buffer to represent object properties (what), and a second 
buffer to represent location information (where). There is also a declarative memory 
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module with a retrieval buffer, which is specialized for storing and processing 
declarative knowledge (facts and information stored as chunks). Each buffer may hold 
only a single chunk at any given time, and each module can process only a single 
request at a time. Thus, modules and buffers are serial as well. Parallelism exists in 
ACT-R through the simultaneous operation of all of the modules. Subsymbolic 
mechanisms are implemented within the modules and produce a graded quality in 
cognitive processes. The speed and accuracy of operations are impacted by 
continuously varying quantities, like activation for declarative knowledge and utility 
values for productions. 

Production System 
(Thalamus/Basal Ganglia)

Environment

Matching (Striatum)

Selection (Pallidum)

Execution (Thalamus)

Declarative Module     
(Temporal/Hippocampus)

Intentional Module      
(not identified)

Goal Buffer

(DLPFC)

Retrieval Buffer

(VLPFC)

Episodic Buffer

(Hippocampus)

Manual Buffer

(Motor)

Spatial Buffer

(DLPFC)

Spatial Module     
(Parietal)

Manual Module      
(Manual/Cerebellum)

Object Buffer

(Inferior Temporal)

Location Buffer

(Occipital Gyrus)

Environmental Buffer

(Inf. Lat. Occ. Gyrus)

Egocentric Buffer

(Sup. Parietal Lobule)

Vision Module     
(Occipital)

 

Fig. 1. Schematic illustration of the current ACT-R architecture, with proposed additions 
included. Structures identified in white represent existing components of the architecture. Grey 
components represent proposed additions. The environment is indicated in black. 

The modules generally are driven by requests from the production system. For 
instance, a production may request a shift of visual attention. The module processes 
the request and returns the result to the buffer, where it can be accessed by the 
production system. In the case of shifting attention, the vision module plans and 
executes the action, and a chunk representing the item being attended is placed into 
the visual-object buffer. Figure 1 illustrates the major components of the current 
ACT-R architecture, along with the additions that are proposed in this paper. The 
current version of ACT-R (ACT-R 6.0) has been designed and implemented to 
support adding, modifying, or deleting components, out of an appreciation of the 
limitations of the current architecture and interest in having research explore 
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alternative accounts of cognitive phenomena [26]. This makes ACT-R well-suited for 
exploring how to account for human spatial competence in the context of a unified 
theory of cognition. In the next section, we describe our suggested modifications and 
additions, including how they integrate and interact with the existing architecture. 

3   An Architectural View of Spatial Competence 

Our account of spatial competence in ACT-R consists of proposals to add a module 
and several buffers to the architecture, in conjunction with mechanisms to support the 
kinds of processing performed by humans on spatial information. In general, this 
proposal is in line with the existing architecture, and with existing practice within the 
ACT-R community. One exception to this is an explicit proposal for direct 
communication between modules. Although such connections do not exist in the 
architecture currently, there is a recognition that they are likely to exist, based both on 
human performance and neuroanatomy (Anderson, personal communication). We 
propose a close link between the new spatial module and other modules in the 
architecture, particularly the vision and motor modules. Overall, we have taken care 
to ensure that the proposal is consistent, both internally and with ACT-R. Thus, we 
are confident that the emerging account provides a useful conceptualization of how 
humans encode, store, and process spatial information. 

3.1   Enhanced Visual Representation  

The existing representation of visual information in ACT-R is based substantially on 
the EPIC architecture [48]. It represents visual information by splitting object 
information from location information, following the research of Ungerleider & 
Mishkin [52]. However, these representations are impoverished, due to both historical 
and technical reasons. Cognitive architectures certainly have not solved the vision 
problem, nor does our theory. However, we propose to augment the existing 
representation of visual information, specifically location information, to provide a 
more psychologically valid representation that is able to support spatial operations. 

The basic functioning of the vision module in ACT-R is that the contents of the 
screen are processed into the visual icon, which is a transient representation in a 
retinotopic frame of reference (actually, locations are based on screen coordinates out 
of convenience), which is similar to a feature map [53]. Although the ACT-R visual 
icon is not depictive in the sense that Kosslyn’s [22] visual buffer is, we propose that 
the icon serves similar functions with regard to the construction and use of visual 
imagery (Section 3.2). Shifts of attention in ACT-R occur when a production includes 
a request for an attention shift, which specifies constraints on where attention should 
go. These constraints can be based on location (e.g., to the right of where attention is 
currently), and features of the objects displayed (e.g., only blue objects). The 
constraints are compared to the information available in the icon, and the items that 
match those constraints are identified. One of the items matching the request is 
selected (randomly if there are multiple items that match), and attention is shifted to 
the new location. Once attention ”arrives” the visual buffers are populated with 
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chunks representing information about the object. The timing of these operations is 
based on a vast psychophysical literature. 

Egocentric Buffer. The first step in augmenting the representation of location in 
ACT-R consists of adding a buffer to hold a representation of the egocentric location 
of the object (the egocentric buffer in Figure 1). Currently, ACT-R’s visual-location 
buffer holds the location of the object using screen-based coordinates. This buffer 
includes other featural information about the object, including its size, color, and type 
(e.g., text versus button), which corresponds roughly to the information available in 
the visual icon. In practice, this representation is used primarily to support visual 
search, but it also supports processing of 2D displays, as are commonly used in 
psychological experiments. 

What the existing representation does not support is encoding location in 3D space. 
Historically, this has not been problematic, since ACT-R (like other cognitive 
architectures) generally has not been applied to tasks involving complex, 3D 
environments. This kind of task environment, however, is becoming increasingly 
common as the applications of work on computational cognitive modeling continue to 
expand (e.g., [54], [55], [56]). To address this shortcoming, we propose adding an 
egocentric buffer to hold 3D spatial information. Information encoded in this buffer 
includes the distance of an object, as well as its bearing, relative to the location of 
ACT-R in the environment. It also includes an estimate of the absolute size of the 
object (i.e., not retinal size), as well as the orientation of the object and information 
about motion (speed and direction). Like existing buffers in the vision module, this 
information is encoded and updated when visual attention is shifted to a particular 
object. Note that the existing visual-location buffer remains essential. We believe that 
visual information represented at the level of features in a retinotopic frame of 
reference is necessary in the control of visual attention. 

Environmental Frame of Reference Buffer. As important as an egocentric encoding 
of location is for immediate action and processing, it does not provide any 
information about the location of an object relative to other objects in the world. In 
Section 1.1, we indicated that representing location information utilizes multiple 
frames of reference. One of these is based upon the surrounding environment. In 
virtually any space, there are distinct features that provide a frame of reference for 
encoding relative locations of objects. This may be a landmark, like the Eiffel Tower 
in Paris, or geographic feature, like the Pacific Ocean on the California coast in the 
United States. We propose that the human visual system takes advantage of these 
features to provide a stable frame of reference for encoding object location. An 
interesting question exists regarding how a particular reference frame is selected 
within an environment when multiple options are generally available. We believe that 
salience plays a key role in this process. However, we suspect that there are large 
individual differences in this process, which may contribute to performance 
differences in orientation and navigation tasks [57], [58].  

The contents of the environmental buffer provide a basis for calculating spatial 
relationships among objects. Some proposals suggest that these quantities are 
computed automatically when visual attention is shifted from one object to another 
(e.g., [59]). In contrast, we believe that identifying the spatial relationship between 
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two objects is an explicit process of estimation. However, if objects are represented in 
an exocentric frame of reference, such estimates need not be difficult to compute, and 
can be determined using immediate visual perception or from memory using mental 
imagery. So, while you may not have explicitly considered the distance between the 
phone in your office and the door, you can recall the locations of both items (within 
the reference frame of your office) from memory and compute that relationship with 
relative ease when asked. If items are located in different frames of references (e.g., 
the stove in your kitchen and the computer in your office), additional effort is needed 
to establish a common frame of reference, but the process will be similar. Mental 
imagery, described below, supports these operations. 

Episodic Buffer. The final modification we propose to the vision module provides a 
means for consolidating visual experiences into a unitary representation. We 
accomplish this by proposing an episodic buffer, which links the contents of the 
visual buffers, and produces an episodic trace of the experience. Our proposal bears 
significant resemblance to Kosslyn’s conceptualization of the role of the hippocampus 
in representing episodic information [22]. Specifically, we do not propose that all of 
the information related to a visual experience is represented in this buffer. Rather, we 
propose that this buffer holds a chunk that encodes pointers to the contents of the 
other visual buffers (other chunks). 

The resulting vision module should operate as follows. When attention is shifted to 
a new object in the visual field, the vision module updates the visual-object, visual-
location, environmental, and egocentric buffers with chunks that represent the 
information about the object being attended. These processes occur in parallel, 
through distinct mechanisms in ACT-R, and distinct cortical pathways in the brain 
(see Section 4). Identifiers for those chunks are specified as slot values in a chunk in 
the episodic buffer, linking them together in a single episodic representation. All of 
these chunks are deposited into declarative memory, making the information 
accessible at later times. In addition, these chunks also are subject to the same 
activation learning and decay mechanisms as other chunks in memory, meaning that 
perceptual experience can be forgotten much like other information. These 
mechanisms already exist in ACT-R. The chunks stored in memory form the basis for 
mental imagery, which is discussed next. 

3.2   Mental Imagery  

There is a great deal of evidence suggesting that engaging in mental imagery recruits 
many of the same areas of the brain as visual perception (c.f., [22]). Based on this 
literature, we find it appropriate to posit a close link between visual perception and 
imagery. In fact, our claim, in line with Kosslyn, is that mental imagery does not 
reflect a distinct and separable component of human cognition. Rather, in this 
architecture, mental imagery operates through the mechanisms associated with visual 
perception. Note that in Figure 1, there is no imagery module and no imaginal buffer, 
in contrast with Anderson et al. [26]. We achieve the functionality associated with 
mental imagery through the interaction of the vision module with a spatial module 
that incorporates default features of modules within ACT-R. 
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Images are generated in this architecture by retrieving episodic perceptual 
experiences from memory. This process works similarly to retrieving declarative 
knowledge in ACT-R, such that a request is generated by the central production 
system to retrieve an episodic chunk from memory, which is placed in the episodic 
buffer, with pointers to the chunks associated with this memory from the other visual 
buffers. These chunks can be retrieved based on these references and the information 
can be propagated to the visual icon, where it is reinstantiated. This process causes 
attention to be “pulled from” the external environment and focused on this internally-
generated visual representation. The result is, essentially, a copy of the original visual 
experience. However, a variety of errors could occur in this process, including mis-
retrievals, which would affect the characteristics of the mental image. 

As the preceding description suggests, we posit that mental images are represented 
at the level of the visual icon in ACT-R. In the current implementation of ACT-R, this 
is a propositional representation that contains feature-based information about objects, 
including spatial location, color, and size [51]. Because mental images are effortful to 
maintain, we posit that the visual icon has a rapid decay rate. It is only by refreshing 
information that it can be maintained. For items in the visual world, this is effortless, 
since the electromagnetic radiation impinging on the retina provides constant input 
regarding visual information in the environment. In the case of mental images, 
however, attention is required to maintain the image for any significant length of time. 
As we implement this architecture, we will adapt ACT-R’s existing declarative 
memory decay function for use with this component of the system, with an 
appropriately higher decay rate. 

Of course, mental images can be modified and transformed. The mechanisms 
available for performing these transformations are described next. We simply note 
here that the primitive transformations available for manipulating mental images 
relate to slot values in the chunks created during visual perception. Whereas a variety 
of transformations are possible, we focus in the next section on spatial 
transformations, which are generated through changes to slots in the chunk in the 
egocentric buffer. 

3.3   A Specialized Module for Processing Spatial (and Magnitude) Information 

Spatial information processing is a component of many tasks and cognitive activities. 
Thus, an account of these abilities in humans must be both general and powerful. The 
modifications to the vision module described in Section 3.1 are essential to providing 
a robust representation of object locations in the environment. However, there are no 
mechanisms in the vision module that directly support spatial transformations, 
estimations, or calculations. While our discussion centers around processing spatial 
information obtained through visual perception, we accept that the mechanisms may 
generalize to other concepts, like volume in auditory perception, brightness in color 
perception, or intensity in taste, smell, and touch. Since ACT-R has only rudimentary 
auditory and vocal abilities (and no sense of taste, smell, or touch), these issues, in 
large part, cannot be addressed in the current architecture. They do, however, offer an 
interesting direction for future empirical and modeling research. 

We propose that mechanisms for processing spatial information are instantiated 
within a specialized module in ACT-R. There are several key components of this 
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module, which we will examine in turn. The degree to which the different capabilities 
are actually separable from a cognitive or neuropsychological perspective needs to be 
carefully evaluated with additional research. In this section, we will attempt to 
differentiate them while simultaneously providing evidence that they are 
interdependent. These components of spatial ability include spatial transformations, 
magnitude estimations, and magnitude computations. 

Spatial Transformations. Humans have the ability to maintain and manipulate 
mental images to perform a number of tasks and activities, from mental rotation [7], 
to image composition [60], to mental simulation [61], [62]. The ability to transform 
images and inspect the results is an essential component of spatial reasoning [49]. 
However, humans are capable of many different kinds of complex spatial image 
transformations, some of which depend heavily on knowledge and experience and/or 
are specific to particular object classes (e.g., compressing an accordion-like or spring-
like object). Rather than address this broader class of complex transformations, we 
will initially model a small number of basic, but very frequently used transformations.  

Perhaps the best-studied transformation to discuss is mental rotation. Although 
early research suggested that whole objects might be mentally rotated through 
intermediate states in a depictive representation [7], subsequent research argues for a 
more flexible process that can involve focusing on individual object parts, increasing 
their imagined size if necessary to make a fine discrimination, and changing their 
visualized position and orientation [6], [22]. Therefore we do not plan to model basic 
transformations such as size, position and orientation by directly moving the 
constituent points of an object across the visual icon. Rather, production rules will 
select a relevant object or object part as the focus of attention, resulting in its position 
being represented in the egocentric buffer. The production system will also select 
goal-relevant image transformation processes to alter the relevant slot values of the 
selected object/part. These transformations include translations, zooming, and mental 
rotation, which can be achieved by manipulating an image’s distance and/or bearing, 
size, and orientation in the egocentric buffer, respectively. The vision module, using 
direct module-to-module links, recruits the spatial module to perform the operations. 

The role of the spatial module in this case is to perform the requested 
transformations, producing alterations to the representation of the object in the visual 
icon. In many cases, this will be a complex, iterative process involving several objects 
or parts at different scales and in different locations. Often the next transformation 
subgoal will be determined only after the system inspects the results of the previous 
transformation, so image inspection processes will go hand-in-hand with spatial 
transformations. In addition, the decay properties of mental images, and perceptual 
refresh rates of visual stimuli will impact the size of the subgoals and other aspects of 
these transformation mechanisms. ACT-R already contains processes which control 
the inspection of simple visual information via the allocation of attention to locations 
and features represented in the icon. 

Although the number of simple transformations that we will model is small, they 
can be combined using the process just described to create complex manipulations of 
mental images in the service of spatial cognition. An example of the usefulness of 
such transformations can be found in an analysis of the performance of expert 
meteorologists (e.g., [62], [63]). The comments of meteorologists upon viewing a 



 Mechanisms for Human Spatial Competence 299 

static display of weather patterns give evidence that they are generating weather 
predictions by imagining a complex series of transformations to the size, location, and 
orientation of regions affected by various meteorological events. 

Magnitude Estimations. Just as the transformation component of the spatial module 
is closely linked with manipulating mental images, magnitude estimations are 
associated with encoding information using vision or mental imagery. According to 
Klatzky [33], estimates of egocentric distance and bearing are primitive values in 
egocentric frames of reference. In addition, however, humans are able to estimate 
these relations between arbitrary pairs of objects in the environment, which can be 
useful for many purposes, including navigation [64]. Of course, there is bias and error 
associated with these operations, but people are still able to achieve a relatively high 
degree of accuracy. These processes also appear to be involved in planning and 
executing motor movements, like reaching to grab a coffee cup on the desk in front of 
you (e.g., [65]). Estimating magnitudes is a basic function of the spatial module, and 
is another point at which we posit significant module-to-module communication. In 
reaching to pick up a coffee cup, for example, detailed spatial information is 
necessary to plan and execute the appropriate motor actions to grasp the cup. 
Moreover, people perform these actions precisely, without conscious awareness of the 
spatial information that is influencing their motor movements [66]. Thus, we believe 
that these interactions occur through cortical pathways outside the main production 
cycle in ACT-R. 

Under this perspective, the production system of ACT-R is responsible for 
formulating the high-level action, like “pick up the coffee cup.” The motor module is 
then responsible for determining how to perform that action, which involves 
interaction with the spatial module to plan the details of the motor movements. 
Research by Brooks [67] suggests that spatial information processing is required to 
plan motor movements. It also suggests that there is an overlap between these 
mechanisms and the mechanisms required to generate, maintain, and inspect mental 
images, which were described above. 

We believe that magnitude estimation is utilized by the vision module as well, 
when a new item is attended in the environment. When a shift of attention occurs, 
information about the distance and bearing of the object with respect to ACT-R’s 
location in the environment must be computed. We propose that these operations 
recruit the spatial module as well. It also may be the case that this component of the 
spatial module is involved in planning and executing eye movements to bring new 
items into the focus of attention (e.g., [68]). As noted above, these mechanisms may 
be applicable more broadly for computing magnitudes other than spatial quantities. 
However, consideration of those possibilities is beyond the scope of this proposal. 

Lastly, the mechanisms of estimation can be engaged by the production system, 
through the spatial buffer. An explicit attempt to estimate a distance or bearing from 
one object to another in the environment would be an example of how central 
cognition may utilize these mechanisms. Such a request would result in a chunk, 
returned into the spatial buffer, which identifies the objects and the relationship 
between them. Such explicit requests form the basis of generating a cognitive map 
within this architecture. This set of mechanisms can also compute qualitative 
estimates of magnitudes, like close, above, small, and far. Some research has 
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suggested that qualitative (categorical) operations like this are localized in the left 
hemisphere, while quantitative (continuous) operations (e.g., distance/bearing 
estimates) are performed in the right hemisphere [69], [70]. 

Magnitude Computations. In some circumstances, like planning an attention shift or 
a motor movement, estimates of magnitudes can be useful in isolation. However, 
some of the most important functions of spatial cognition involve performing 
computations involving multiple magnitudes. There are a variety of computations that 
may be performed on magnitude information, including qualitative comparisons (e.g., 
<, >, =) and quantitative operations (e.g., +, -, /, *). Again, these different types of 
operations may be performed in different hemispheres in humans (c.f. [69], [70]). 
This is a sophisticated, and potentially extensive, set of operations to be performed on 
quantitative information. 

We propose that these functions are computed using another set of mechanisms 
within the spatial module. There is also evidence that these operations are conducted 
on abstract representations of magnitude, rather than using information embedded in 
vision (e.g., distance and bearing) or other modality. Neuropsychological research has 
shown that the angular gyrus, in the posterior inferior parietal lobule, is implicated in 
the processing of spatial and numerical information (e.g., [71], [72]). We take these 
findings to suggest that quantitative information of this sort is represented in a 
common format for performing computations like those mentioned above. Thus, we 
propose that the outputs of estimation processes are in an abstract, propositional form. 
Comparisons and computations, then, are performed on this abstract representation. 
These requests are generated through central cognition, utilizing the spatial buffer 
mentioned above. 

4   Spatial Competence in the Brain 

Thus far, the discussion of the architecture for spatial competence has centered around 
the structure and mechanisms required to support spatial information processing 
within ACT-R. In this section, we present some information regarding the mapping of 
those structures and mechanisms to particular brain areas. Neuropsychological 
evidence concerning spatial abilities in humans is extensive. It has been shown that 
the parietal lobe is critical in processing spatial information, and a very large number 
of studies have attributed particular aspects of spatial cognition to particular portions 
of the parietal lobe and other portions of the cortex (c.f., [73]). 

A comprehensive review of the neuropsychological evidence concerning spatial 
cognition is not presented here. What we do provide is an overview of the mapping of 
the spatial competence architecture to brain regions without considering the mapping 
of other components of ACT-R to the brain, which has been addressed elsewhere 
(e.g., [26]). Along the way, we cite important research that supports our position, but 
generally do not take time to examine all the perspectives. In addition, area 
delineations and hypothesized locations should be considered as approximate. There 
is a great deal of complexity in the human cortex, and we do not wish to suggest that 
cognitive functions are exclusively localized in the regions we suggest, nor do we 
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believe necessarily that these are the only functions performed by the various 
locations. 

Figure 1 above contains our hypothesized assignment of components of our 
proposal to brain regions. We have placed the egocentric buffer in the posterior 
parietal lobe, within the superior parietal lobule. This follows research that has 
identified a distinction between a ventral where or action stream and a dorsal what 
stream [52], [66]. We view the egocentric buffer as representing the output of the 
ventral stream. Next, the environmental buffer, which encodes object location with 
respect to an exocentric frame of reference, is in the inferior portion of the lateral 
occipital gyrus. This area and nearby areas (including the parahippocampal cortex) 
have been associated, variously, with acquiring exocentric spatial information [74], 
representing the local visible environment [75], perceiving and encoding landmarks 
[76], [29], encoding ‘building stimuli’ [74], and encoding of ‘large objects’ [77]. All 
of these things can be seen to relate to identifying the location of an object with 
respect to an exocentric frame of reference based on what is visible in the surrounding 
environment. 

We attribute to the hippocampus the role of encoding episodic information about 
visual experience (although it is plausible, even likely, that this incorporates other 
sensory modalities as well). This lines up closely with the description of the function 
of the hippocampus given by Kosslyn [22]. He states, “…the hippocampus may set up 
the neural equivalent of ‘pointers’, linking representations that are stored in different 
loci…” (p. 223). As noted earlier, others have posited other roles for the hippocampus 
in spatial cognition, particularly with regard to place cells and the cognitive map. 
Space limitations here prevent us from reviewing and commenting on the evidence 
relevant to this issue. 

Spatial operations take place across the parietal lobe, as noted in Figure 1. 
However, we posit that the different functions we have identified for the spatial 
module can be localized to different parts of the parietal lobe. Still, even these more 
specific references represent substantial abstractions. For instance, the superior 
parietal lobule has been associated with visuospatial working memory operations 
[78], [79], [80], and we relate this region to the component of the spatial module that 
performs spatial transformations. The angular gyrus is active in spatial tasks generally 
[69], [71] and in tasks requiring calculations, particularly mathematics, more 
specifically [72], [81]. Thus, we associate the angular gyrus with performing 
magnitude computations. This conceptualization of the function of this area actually 
provides a unification across some of the different notions of the role of this portion 
of the cortex. Finally, proposals for the role of the supramarginal gyrus include 
directing spatial attention (e.g., [68]), mental imagery (e.g., [82]), and motor 
preparation [65]. All of these functions fit well with the role attributed to this area in 
our account, which is performing magnitude estimations. Additionally, these 
operations all rely on a representation of location (following [52]) to support action 
(as suggested by [66]). So once again, our theory provides a potential unification for 
seemingly disparate results. 

Mental imagery is captured in Figure 1 in the connections between components of 
the vision module and the spatial module, which indicate processing links between 
brain regions. We have not yet associated all of these links with particular pathways 
in the brain, but there is evidence for at least some of them (c.f., [22]). This proposal 
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for the generation and manipulation of visual mental images lines up well with work 
by Kosslyn. Certainly, many of the details are missing in the current mapping of 
components of this account onto the brain, but the emerging view is consistent with 
what we know about mental imagery and neuropsychology. 

Finally, the buffer for the spatial module resides in the frontal cortex. The frontal 
cortex is associated with high-level planning and goal maintenance activities. 
Additionally, dorso-lateral prefrontal cortex (DLPFC) shows enhanced activity in 
performing spatial tasks [83], [84]. We view this activity as stemming from the 
processing requirements of managing requests for spatial operations and harvesting 
the results of that processing. This anatomical relationship is similar to the proposed 
mapping of declarative memory to the brain in ACT-R, where the buffer is in ventro-
lateral prefrontal cortex (VLPFC) and the actual storage of declarative information 
occurs in the temporal lobe and hippocampus [26]. 

In summary, we have accomplished a tentative mapping of spatial information 
processing structures and mechanisms to brain areas. The selective review we have 
presented illustrates that empirical and neuropsychological evidence generally 
supports the mapping we have developed. There is, as mentioned, a vast 
psychological literature relating to this topic, and there are many neuropsychological 
phenomena for which this mapping does not provide an account. As we implement 
the mechanisms, and validate the performance of the entire system against human 
empirical and neuropsychological data, we will use key findings in this literature to 
refine the mechanisms that are implemented to account for the processes that are 
occurring in the brain when humans perform spatial tasks. 

5   Conclusion 

We have described a set of mechanisms for human spatial competence. The 
architecture proposed is consonant with existing empirical and theoretical evidence 
regarding the capabilities and limitations of human spatial information processing, 
and is also consistent with current knowledge about the functional neuroanatomy of 
the brain. In addition, our account is integrated with the ACT-R cognitive 
architecture, which is a well-validated, quantitative theory of human cognition. As the 
scope of cognitive architectures expand, and as processing limitations of computer 
technology are overcome, it is critical that psychologically valid accounts of human 
spatial competence be implemented in cognitive architectures. Incorporating 
mechanisms for spatial competence will allow cognitive architectures, like ACT-R, to 
provide quantitative accounts of human performance in a wider range of task 
environments. This will be critical for achieving the goals of unified theories of 
cognition [47]. 

On the other hand, it is also vital that theories of human spatial competence 
incorporate mechanisms that account for capacities and limitations in human 
perceptual, cognitive, and motor performance. In any task, it is the interplay of the 
entire system that produces the behavior that can be observed. By linking our account 
to ACT-R, we can leverage the mechanisms of a well-validated theory of the human 
cognitive architecture. Mechanisms for spatial competence fill in a significant gap in 
ACT-R’s capabilities, just as ACT-R provides detailed mechanisms for memory and 
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performance that link spatial competence to human cognition more broadly. Of 
course, the proposal we have described in this paper does not address every 
phenomenon in the literature on human spatial information processing, but it does 
provide an integrated framework that can be applied widely for understanding the 
capacities and limitations of human cognition in this area. As the structures and 
mechanisms are implemented, we will focus on the empirical, theoretical, and 
neuropsychological details, to ensure that our account is psychologically valid. For 
example, perhaps the processing mechanisms currently grouped within a single 
“spatial” module are better conceived as a set of 2, or even 3, separate modules that 
interact in spatial information processing. This has implications for capacities and 
processes, and these details will matter when the architecture is utilized to provide 
quantitative accounts of human performance. This and other issues will be addressed 
as we move forward. A critical point, however, is that a computational model, 
implemented within a cognitive architecture, is vital for tackling these issues at this 
level of detail. Thus, we are enthusiastic and optimistic about the potential for 
generating a unified, comprehensive account of how humans encode, store, and 
process spatial information.  
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Abstract. Wayfinding research has inspired several algorithms that compute the
shortest, fastest, or even simplest paths between two locations. Current naviga-
tion systems, however, do not take into account the navigational complexity of
certain intersections. A short route might involve a number of intersections that
are difficult to navigate, because they offer more than one alternative to turn left
or right. The navigational complexity of such an intersection may require modi-
fied instructions such as veer right. This paper, therefore, presents a reliable path
algorithm that minimizes the number of complex intersections with turn ambigu-
ities between two locations along a route. Our algorithm computes the (shortest)
most reliable path, i.e., the one with the least turn ambiguities. Furthermore, we
develop a variation of this algorithm that balances travel distance and navigational
complexity. Simulation results show that traversing a reliable path leads to less
navigational errors, which in turn reduces the average travel distance. A further
advantage is that reliable paths require simpler instructions.

1 Introduction

Turn right at the next intersection. Most speakers of the English language are not only
able to understand this simple instruction, but will also picture a prototypical inter-
section at which the above mentioned right turn has to be performed [8,25,12]. This
prototypical instantiation of a situation model [27] will work for many intersections,
especially in grid-like street networks typical for cities in North America. For historic
city centers, as they are often found in European cities such as Paris or Rome, this
instruction can easily be ambiguous and we might run into a spatial decision problem.

Knowing of the difficulties of natural language descriptions of complex spatial situ-
ations, an up-to-date navigation assistance system would not rely on a simple linguistic
description alone but provide additional information about how to proceed. Real world
examples can easily be found at Internet route planners providing instructions such as:
After 273 m turn right into Weinberg Strasse.

The ambiguity of this instruction, however, becomes apparent if a traveler encounters
an intersection where two streets equally qualify as ‘right’. If a linguistic label such as
‘right’ applies to more than one turn, we call such a turn instruction equivalent. We
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summarize some important issues why the ambiguity of instruction equivalent turns is
hard to resolve even if an instruction supplies a street name:

– Not every street bears a street sign indicating its name.
– Traveling by car leaves the unfamiliar driver often with too little time to find and

read the respective street sign.
– Driving by night makes the identification of street signs a futile endeavor.
– The street signs of large intersections with many branches are often too far away

making them impossible to read.

One solution is to refine the set of instructions. Instead of using only the set {left,
right, straight} in combination with a {street name}, a refinement could, for example,
include the modifiers bear and sharp leading to the instruction set {sharp left, left, bear
left, straight, bear right, right, sharp right}.Yet, we have found three further indications
in the communicative behavior of route direction givers that show the scrutinies that
still persist at intersections with instruction equivalent branches.

1. Direction concepts between the main axes (left, right, straight) are not easily as-
sociated with a single linguistic term. While direction changes close to 90 degree left
and right are referred to as left and right with little variation, a plethora of composite
linguistic expressions is used in between (i.e. around the diagonals) with often subtle
differences in the meaning of the hedge terms [26,2,11,16]. We find expressions such
as: turn slightly right, go right 45 degrees, veer right, sharp right bend and so forth1.

2. The conceptualization of directions different from the main axes is not straight
forward and the sizes and boundaries of sectors, or more generally, the semantics of
corresponding spatial prepositions, are ongoing research questions [9,4].

3. People show conceptual and linguistic difficulties with intersection that deviate
from prototypical ones. A comparison of intersections with different navigational com-
plexities revealed the following associated linguistic behaviors (see Figure 1, [14]). The
more (structurally and navigationally) complex an intersection is:

– the more verbose are verbal route directions,
– the more varied are the verbalizations,
– the more references are made to the structure,
– the more alternative instructions are offered (redundant information),
– the more modifications are applied to reduce ambiguity.

The approach we therefore present in this article to solve this problem is to calculate
the route differently: instead of relying on shortest or fastest algorithm, the navigational
complexity of an intersection is taken into account. This complexity is based on how
many alternatives are available within the same sector in which the branch to take is
located. In other words, the complexity depends on how many instruction equivalent
choices are available at an intersection. The unreliability of a turn is a measure of the
probability of a navigator making a mistake while taking that turn which is directly
related to the navigational complexity and ambiguity of the decision point/intersection.
This means that if, for example, the navigator is told to turn left and more than one turn

1 The verbalizations are taken from a data set collected at the University of Santa Barbara,
California. They are all instructions for the same turning angle of 140.625 degrees.
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Fig. 1. Increasing navigational complexity of intersections. While the leftmost navigational situ-
ation is described as go all the way down to k-mart and make another RIGHT, the rightmost nav-
igational situation yields descriptions such as aand..h.. continue down straight until you co..come
to a ..eh .. SIX-intersection.. ROAD.. and youll take thee.. you won.. you will NOT go STRAIGHT,
you will go..you will go LEFT on the THIRD (ping).. the third ehm.. intersection. and travel
down.. THAT and reach... the destination.

is present at that intersection that could qualify as a left turn, then the unreliability of
that turn increases (depending on the number of similar options available). Accordingly,
the unreliability of a route (origin to destination) depends on the unreliability of each
turn that the navigator encounters. It has been shown in [23] that drivers are prepared
to take suboptimal routes in terms of travel time, if these routes are potentially easier to
describe and to follow. Additionally, it is confirmed that successful vehicle navigation
systems rely as much on clarity of route instructions as on the length of routes [19].

The remainder of this paper is structured as follows. In Section 2 we introduce our
basic algorithm called the shortest most reliable path algorithm. Section 3 gives an
overview of the simulation environment we used to test the algorithms and to explore
the error behavior of a simulated agent. Section 4 details experimental results compar-
ing the classic shortest path algorithm and the shortest most reliable path algorithm.
Cognizant of the trade-off between distance and reliability, we introduce a modification
of our algorithm to allow for the best balance between travel distance and navigational
complexity in Section 5. The new algorithm is compared to the other two in section 6.

2 Shortest Most Reliable Path Algorithm

Our goal is to compute the most reliable route between two locations. Graphs are a
standard data structure for representing road and transportation networks. A graph G
consists of a set of vertices V and edges E ⊂ V × V connecting the vertices. In case
of a road network each vertex v represents an intersection and each edge e represents
a road. Since the number of roads entering or leaving an intersection is bounded by a
small number, we can consider G as a sparse graph which implies that |E| = O(|V |),
where |E| is the number of edges and |V | is the number of vertices in the graph. In a
weighted graph a function w : E → R

+ assigns a weight to each edge e ∈ E. Finding
the shortest paths, the paths of least cost between vertices in a weighted graph, is a
fundamental network analysis function and a classic problem in computation [6,3].

The following algorithm is based on the simplest path algorithm [7]. The simplest
path algorithm aims to minimize the instruction complexity of a route description, i.e.,
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it favors intersections that are easy to describe. It is based on a classification of inter-
sections that assigns a weight to each intersection type [18]. The weight used in the
simplest path algorithm represents the instruction complexity to negotiate an intersec-
tion. The landmark spider algorithm given in [1] uses the same algorithm as in [7] with
the only difference in the weighting function for an intersection, which depends on the
distance, saliency, and orientation of a traveler with respect to any landmark present
near the intersection. The aim is to generate a clearest [1] path in terms of spatial refer-
ences and landmarks used to describe the route.

The key difference between the shortest and the (most) reliable path algorithm is
that a weight w is not only assigned to each edge but also to each pair of connected
edges in the graph. This approach is inspired by the simplest path algorithm in [7]. The
difference, however, is that the weight in [7] reflects the instruction complexity of a
decision point, whereas in our approach the weight represents the ambiguity of each
turn at an intersection point. The weight r measures how many alternative edges can
be considered as instruction equivalent. Since a turn involves two edges, the weight is a
function for a pair of connected edges: r : ε → R

+, where ε = {((vi, vj), (vj , vk)) ∈
E × E}. The weight function r used in the reliable path algorithm characterizes the
unreliability measure for a turn represented by an edge pair, i.e., turning from the edge
(vi, vj) into the edge (vj , vk). In addition, the reliable path algorithm takes into account
the weight assigned to each edge to compute the shortest most reliable path between the
origin and the destination vertex, because there could be many equally reliable paths
between the two vertices.

2.1 Computing the Most Reliable Path

The actual shortest most reliable path algorithm, as presented in Algorithm 1, is an
adapted version of Dijkstra’s shortest path algorithm [6,3]. The input of the algorithm
is a graph G that is connected (there is a path from any vertex to any other vertex),
simple (there are no edges from a vertex to itself and at most one edge between two
different vertices) and directed (each edge is an ordered pair of vertices). The algorithm
first initializes all edges connected to the source vertex with an unreliability of zero and
distance equal to their respective distance from the source vertex. It also sets the pre-
vious connected edge of these edges as NIL. Then, the algorithm iterates through each
edge minimizing the cumulative unreliability measure, as well as the cumulative dis-
tance from the source (as a second priority). This is achieved in line 8 of Algorithm 1:
competing edges are all edges that have the same minimum unreliability from the source
vertex. Amongst the competing edges the edge which has the minimum distance from
the source vertex is selected. The cumulative unreliability as well as cumulative dis-
tance from the selected edge to all connected edges is recalculated. The algorithm as-
signs at each iteration to each edge its previous edge as a predecessor, which is the
edge that provides the minimum unreliability and in case of ties the edge that has the
shortest distance from the source (see line 15 of Algorithm 1). The predecessor assign-
ment facilitates the reconstruction of the final path. The algorithm iterates until an edge
is selected which has the destination vertex d as its terminating vertex. Reconstructing
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Algorithm 1. Shortest Most Reliable Path Algorithm
Input : Graph G = (V, E) is a connected, simple and directed graph;

s ∈ V is the origin vertex; d ∈ V is the destination vertex;
ε is the set of pairs of (directed) edges that share their “middle” vertex;
w : E → R

+ is the graph edge weighting function;
r : ε → R

+ is the graph turn weighting function;
ws : E → R

+ stores the edge weight of the reliable path from s;
rs : E → R

+ stores the turn weight of the reliable path from s;
S = {} is a set of visited edges; P = {} is an ordered set of vertices

Output: The shortest most reliable path P = 〈s, v1, . . . , vN , d〉
ws(e) ← ∞; rs(e) ← ∞; for all e ∈ E1

for (s, vj) ∈ E do2

rs(s, vj) ← 03

ws(s, vj) ← w(s, vj)4

previousEdge(s, vj) ← NIL5

end6

while |E\S| > 0 do7

Find e ∈ E\S so that amongst competing edges where rs is minimum, ws(e) is8

minimum
if e = (vj , d) then9

terminate the loop10

end11

Add e to S12

for e′ ∈ E do13

if (e, e′) ∈ ε then14

if (rs(e
′) > rs(e) + r(e, e′)) ∨

(
(rs(e

′) = rs(e) + r(e, e′))15

∧ (ws(e
′) > (ws(e) + w(e′)))

)
then

rs(e
′) ← rs(e) + r(e, e′)16

ws(e
′) ← ws(e) + w(e′)17

previousEdge(e′) ← e18

end19

end20

end21

end22

Add d to P23

while e 
= NIL do24

Prepend starting vertex of e to P25

e ← previousEdge(e)26

end27

the shortest most reliable path is then a matter of iterating through the previous edges
of d until the previous edge is undefined (NIL), see lines 23–27 of Algorithm 1. As
represented in Algorithm 1, the shortest most reliable path algorithm is a single pair
algorithm. If we exclude lines 9–11 from the algorithm, it iterates until all edges are
visited and returns the shortest most reliable paths from the source to all other vertices,
i.e., it operates like a single source algorithm.
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2.2 Computational Complexity

In this section we determine the computational time complexity of the shortest most
reliable path algorithm (Algorithm 1). Consider line 8 of Algorithm 1 (which corre-
sponds to the extract minimum operation of Dijkstra’s algorithm [6,3]): this operation
takes 2|E| steps as it has to check all the edges of the graph once, to get the value of min-
imum unreliability, and again to select the edge with minimum distance amongst those
having the same least unreliability. Similarly, in the worst case of a fully connected
graph where every pair of vertices is connected by an edge, the FOR loop starting at
line 13 would have to compute the unreliability of every edge connected to the selected
edge (this operation corresponds to the relax operation in Dijkstra’s algorithm [6,3]). In
order to compute the unreliability of an edge the algorithm needs to know the orienta-
tion of all other edges connected to the selected edge which leads to 2|E| steps. Both
operations happen |E| times, which leads to a total number of |E|(2|E| + 2|E|) steps.
However, since geographical networks are sparse graphs with a small limited number
of roads at an intersection, the number of steps reduces to approximately |E|(2|E|),
which leads to a time complexity of O(|E|2).

The shortest path algorithm has a complexity of O(|V |2), whereas as the shortest
most reliable path algorithm has a complexity of O(|V |4) in the case of a fully con-
nected graph because of |E| = |V |(|V | − 1). Since most of geographical networks can
be considered to be planar graphs, which have a maximum number of |E| = 3(|V |−2)
edges, the complexity of the shortest most reliable path algorithm is O(|V |2).

The operation of the most reliable simplest path algorithm can be seen as a mapping
from the original graph G to a graph G′ = (Ẽ, ε), where Ẽ is the set of edges E
ignoring their direction (for details see [7]). The graph G′ might not be planar leading to
a slower performance by Algorithm 1 as compared to Dijkstra’s shortest path algorithm.
As compared to the simplest path algorithm, for which the time complexity has been
shown to be O(|V |2) in [7], the shortest most reliable path algorithm can be slightly
slower as it needs to consider the distance as well, whereas the algorithms in [7,1]
return the first simplest or clearest paths, respectively.

One way of improving the performance of shortest most reliable path algorithm is
to use a binary heap for the operation in line 8, which would lead to O(log |E|) steps
instead of O(|E|) leading to an overall time complexity of O(|E| log |E|).

3 Simulation and Evaluation of Wayfinding Algorithms

As mentioned above, wayfinding research has lead to a variety of algorithms, each fo-
cusing on providing improved navigation assistance for a traveler in its own way. In
order to analyze and evaluate these algorithms simulations are necessary. In our case,
we were interested in carrying out two classes of simulations: (1) after loading a street
network (via a coordinate and adjacency list), execute a particular algorithm for every
path present (between two vertices not directly connected) and then analyze the result-
ing navigational instructions on the basis of distance and unreliability; (2) simulate a
human navigator traversing a route (between the same origin and destination), on the
basis of instructions provided by different algorithms.
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To achieve the above objectives, we developed a simulation environment using Java
2D API. As shown in Figure 2, using this simulation environment we could load a
street network graph and select different algorithms to calculate routes. The type of a
turn a potential navigator would perceive was based on angles2 (in degrees) set in the
simulation environment. The request for a path could be entered both interactively as
well as in batch mode from a file.

Fig. 2. Wayfinding Algorithms Simulation Environment

The simulated navigator was based on the following assumptions:

– It was error free, in the sense that if it was told to go left it would only choose one
of the left turns available (and would not go straight or turn right).

– Depending on the simulation environment user settings it should be able to perceive
a turn type based on the angle of the direction change with respect to the current
direction of travel.

– The simulated navigator does not make a mistake while executing the first instruc-
tion which does not involve a turn.

– In case the simulated navigator made a wrong choice when executing an instruction
(correctly) and subsequently was given an instruction which it could not execute,

2 We allowed three types of turns: veer, left/right and sharp depending on angles set for these
turns. All turns between 0 ◦ and the straight angle were regarded as straight, between the
straight angle and the veer angle as veer, between the veer angle and the sharp angle as
left/right and between the sharp angle and 180 ◦ as sharp turns by the navigator.
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it would realize that it has made a mistake and requery a path to its destination.
Similarly, after choosing a wrong turn (while correctly following an instruction) if
it ended up at a wrong destination and ran out of instructions, it requeries the path
to its destination. A count of requeries reflects the number of times the navigator
got ‘consciously’ lost during the travel.

3.1 Turn Unreliability Weighting Function

The unreliability measure of a turn from edge e into edge e′ (both connected by a middle
vertex) is given by

r(e, e′) = count of turns that are instruction equivalent to e′ − 1

The type of a turn refers to the linguistic variable used to identify the turn. The unre-
liability of the entire path R from origin s to destination d is the sum of unreliability
measures encountered along the path, given by

R(s, d) =
N−1∑

i=0

r(ei, ei+1)

where N is the total number of turns present on the path, e0 = (s, v1) and eN =
(vN , d).

3.2 Comparison of Shortest and Shortest Most Reliable Path Algorithms

Since most of the current automated navigation systems are based on computing the
shortest path given a source and destination vertex, we chose to compare the perfor-
mance of the shortest most reliable path algorithm with that of the shortest path algo-
rithm. This performance evaluation was carried out using the following metrics:

– Distance traveled: The distance traveled by the simulated navigator following the
path provided by the algorithm.

– Number of requeries: This is the number of times the simulated navigator rec-
ognized that it is on the wrong path and did a requery from its current location to
the destination. This is a measure of the cost that might be incurred by a human
navigator sending messages via a mobile device. For our experiment we allowed
the navigator up to five requeries per run after which it would finally stop.

– Stopping distance from destination: The shortest distance to the destination
where the simulated navigator finally stops (after 5 requeries). If the destination
was reached successfully this distance would be zero.

– Total distance: This is the sum of the distance traveled plus, in case the agent did
not reach its destination, the stopping distance from the destination.

– Missed target travels: For multiple runs of the simulated navigator, this gives the
number of times it failed to reach its destination (after 5 requeries).

– Actual Unreliability: This gives the average actual unreliability faced by the sim-
ulated navigator while traversing a path (for multiple runs it would give the average
value per run per path).
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Note that the requery limit and shortest stopping distance to destination metrics actu-
ally favor the shortest path algorithm, otherwise considering the unreliability involved
on long routes, the simulated navigator could have traveled much more if there were no
limit.

4 Experimental Results

Based on the method of path unreliability calculation (see Section 3.1) and using a
simple instruction set comprising just ‘straight’, ‘left’, and ‘right’, we evaluated the
two algorithms: shortest path and shortest most reliable path. We tested the algorithms
on the street network dataset for the part of the city of Paris comprising more than
120,000 paths (making use of the simulation environment mentioned in Section 3). The
results are presented in Figure 3. The bar graphs show for the shortest most reliable path
algorithm that most paths had an unreliability of 0 and that the worst unreliability of a
path was 4 (for 9 cases). For the shortest path algorithm, most paths had an unreliability
between 1 and 10 and the worst unreliability was 15 (10 cases that are barely visible).

Figure 4 details for the same simulation, the ratios of the distances that a navigator
would face for individual routes comparing the two algorithms directly. The results
show that for more than half of the number of paths the shortest most reliable path
algorithm returns a distance 1∼1.4 times (represented as a category distance ratio of 1
in the figure) the distance given by the shortest path algorithm. For around 40000 paths
this ratio was between 1.5∼2.4 (represented by a rounded distance ratio of 2 in the
figure) and for some rare cases this ratio was significantly higher reaching up to 22.

If the instruction set is more refined, i.e., has more than just ‘left’, ‘right’ and
‘straight’ turns such as ‘bear left’ or ‘turn sharp left’, then the calculation of unreliability
measure would reflect this finer granularity, i.e., now fewer turns would be ambiguous.
This is supported in the current implementation as it only implies specifying more turn
types. However, this would come at the cost of higher instruction complexity.

In order to carry out an in depth comparative analysis, using the above mentioned
simulation environment, navigator characteristics, and performance metrics, we chose
50 randomly selected paths (origin and destination separated by at least 3 vertices)
from the dataset of the part of Paris. We made use of the simple instruction set compris-
ing ‘straight’, ‘left’ and ‘right’ instructions. We ran the simulated navigator 50 times
per path with 2 additional conditions for the instruction ‘straight’, as there is debate
whether this direction concept is an axis of a sector [16,12]. It can be assumed, how-
ever, that in the absence of competing objects a linguistic expression can be applied
more flexible [24] and that in general it can be distinguished between giving an instruc-
tion and understanding an instruction. We therefore looked at a second condition for the
instruction ‘straight’ allowing for 12 degrees per side resulting in a 24 degrees sector.
The aggregated results for the total 2500 runs are detailed in Table 1. They show the
behavior of the simulated agent when it follows the instructions.

As seen from these results, there is a clear advantage for the shortest most reliable
path algorithm in terms of missed target travels. Likewise, the stopping distance was
closer to the actual destination than in case of the shortest path algorithm. Additionally,
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Fig. 3. Comparison of unreliability measures rendered by the two algorithms for the same street
network

the number of requeries for the shortest path algorithm was greater by a factor of more
than 5. In terms of distance, we see that the total distances traversed by the simulated
navigator for the two algorithms are comparable (the distance traversed following the
shortest most reliable when the straight angle was set to 0 ◦ was only 4.3% greater than
the distance of the shortest path;and in case of straight angle set to 12 ◦ it was only
6% lesser than the distance of the shortest path). The analysis of individual path runs
revealed that for around half the paths (27 for straight angle = 0 ◦ and 20 for straight
angle = 12 ◦), the distance traversed by the simulated navigator on the reliable path was
greater than that traveled while following the shortest route. Amongst these we find for
17 paths in case of the straight angle = 0 ◦ and for 13 paths in case of the straight angle
= 12 ◦ that the reliable distance was more than 10% longer than the shortest distance.
A few sample cases are listed in Table 2.
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Fig. 4. Number of paths vs rounded ratio of distances

Table 1. Simulation based results for various performance metrics comparing shortest and short-
est most reliable path algorithms

Algorithm Shortest Path Shortest Most
Reliable Path

Shortest Path Shortest Most
Reliable Path

Straight Angle 0 ◦ 12 ◦

Distance Travelled 125719.5 137118.5 106959.5 103114.5
Stopping Distance 6134.1 374.6 2888.5 104.9
Total Distance 131853.6 137493.1 109848 103219.4
Requeries 6773 1291 5209 406
Missed target travel 566 36 319 24
Actual Unreliability 8.3 1.3 5.8 0.5

5 Path Optimization

As seen from the charts in Figures 3 and 4 as well as the simulation results described
in Section 4, there are trade-offs meeting the objectives of providing the shortest route
and providing a most reliable route to the navigator. The most reliable route has a lower
chance of making a mistake due to less ambiguities and reduces the cost associated with
requerying the navigation system but it also leads to a greater distance between two
locations; computing the shortest route can increase the chance of making mistakes sig-
nificantly. A ranking of the criteria for human route selection is given in [10]. Amongst
those criteria, the overall distance and least time of travel are ranked most highly. There-
fore, it is desirable to find a route which optimizes both objectives of shortest distance
as well as least unreliability, which in case of an error can result in considerably longer
paths.
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Table 2. Sample simulation results for four paths comparing Shortest and Shortest Most Reliable
Path Algorithm

Algorithm Unreliability Requeries Total distance Relative distance
increase

Shortest
Shortest Most Reliable

10
0

226
0

4246.8
4870.5

14.7%

Shortest
Shortest Most Reliable

6
1

143
25

2265.78
3321

46.6%

Shortest
Shortest Most Reliable

6
0

134
0

2237.9
3558.5

59.0%

Shortest
Shortest Most Reliable

1
0

66
0

1480.6
2710.6

83.1%

A naı̈ve approach to find a more optimal route would be to consider all paths con-
necting an origin and a destination and amongst them choose the one which is the most
optimal for both criteria. However, considering the worst case of a fully connected
graph shows that this strategy is too costly: using the Binomial coefficient

(
k
i

)
, which

gives the number of generating i unordered outcomes from k possibilities, shows that
the maximum number of paths that can exist between an origin and a destination vertex
in a connected graph is

k!(1 +
k∑

i=1

1/i!),

where k = |V | − 2; |V | is number of vertices present in the graph. The computation of
O(|V |k) paths is infeasible for practical purposes.

A significantly less costly way of finding an optimal trade-off between the shortest
and the most reliable path is to assign an optimum weight to each turn, which depends
on both the distance and unreliability involved in taking that turn. This optimum turn
weight is given by

op(e, e′) = λdw(e′) + λur(e, e′),

where λd determines the weight of the impact for the distance of the edge e′ and λu

determines the weight of the unreliability measure when turning from edge e to edge e′.
The optimum weight of the entire optimal path OP from the origin s to the destination
d is the sum of the optimum weights of the turns encountered on the entire path, i.e.,

OP (s, d) =
N−1∑

i=0

op(ei, ei+1),

where N is the total number of turns present on the path, e0 = (s, v1) and eN =
(vN , d). A path P is a ordered series of vertices given as P = 〈v0, v1, . . . , vN , vN+1〉
with origin s = v0 and destination d = vN+1. The optimal values of λd and λu depend
on the characteristics of the street network and have to be calibrated for each network.
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5.1 Optimum Reliable Path Algorithm

The optimum reliable path algorithm, as presented in Algorithm 2, is again a modified
form of Dijkstra’s shortest path algorithm [6,3]. Note that the initial conditions at the
onset of the algorithm are the same as those for the shortest most reliable path algorithm
mentioned in Algorithm 1. The only addition is the graph optimum turn weighting
function op : ε → R

+ and ops : E → R
+, which stores the optimum weight of the

optimal path from s.
The algorithm first initializes all edges connected to the source vertex with zero unre-

liability and distance equal to their respective distance from the source vertex. Based on
these values, it calculates the optimum weight of these edges. It also sets the connected
edge of these edges as NIL. Next, the algorithm iterates through each edge minimizing
the cumulative optimum weight from the source and selecting the edge with minimum
value of ops. The cumulative optimum weight from the selected edge to all connected
edges is recalculated. The algorithm assigns to each edge its predecessor edge at each
iteration to facilitate reconstruction of the final path. The algorithm iterates until an edge
is selected, which has the destination vertex d as its terminating vertex. Reconstructing
the optimum reliable path is then a matter of iterating through the previous edges of d
until the previous edge is undefined (NIL).

5.2 Computational Complexity

The computational complexity of the optimum reliable path algorithm is the same as
that for the shortest most reliable path algorithm as discussed in Section 2.2. However,
it is slightly faster than Algorithm 1, since it does not have to check all edges twice for
extracting the edge with the minimum optimum weight from the source s.

6 Performance Evaluation of the Optimum Reliable Path
Algorithm

6.1 Calibration of λd and λu

In order to calibrate the values of λd and λu for the street dataset of this specific part of
Paris, we ran the optimum path algorithm for various values for λd and λu, each time
for the entire dataset with over 122,000 paths. We compared the results for the different
λd and λu values with those obtained from the shortest path and shortest most reliable
path algorithm. This comparison was done on the basis of the ratio of the distances
for the optimum path and the shortest path (given by shortest path algorithm) and the
difference of unreliability given by the optimum path algorithm and the shortest most
reliable path algorithm. The goal of this procedure was to find values that best approx-
imate both, reliability and distance. While favoring distance by high λd values (i.e. up
to 6) resulted in unreliability measures of up to 14 with the mean value around 4, favor-
ing reliability by high λu values created outliers with respect to the distance to travel.
For our set of simulations we settled on values of λd = 1 and λu = 6 (see Figure 5).
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Algorithm 2. Optimum Reliable Path Algorithm
Input : Graph G = (V, E) is a connected, simple and directed graph;

s ∈ V is the origin vertex; d ∈ V is the destination vertex;
ε is the set of pairs of (directed) edges that share their “middle” vertex;
w : E → R

+ is the graph edge weighting function;
r : ε → R

+ is the graph turn weighting function;
ws : E → R

+ stores the edge weight of the reliable path from s;
rs : E → R

+ stores the turn weight of the reliable path from s;
op : ε → R

+ is the graph optimum turn weighting function;
ops : E → R

+ stores the optimum weight of the optimal path from s;
S = {} is a set of visited edges; P = {} is an ordered set of vertices

Output: The optimum reliable path P = 〈s, v1, . . . , vN , d〉
ws(e) ← ∞; rs(e) ← ∞; ops(e) ← ∞; for all e ∈ E1

for (s, vj) ∈ E do2

rs(s, vj) ← 03

ws(s, vj) ← w(s, vj)4

ops(s, vj) ← λd × w(s, vj)5

previousEdge(s, vj) ← NIL6

end7

while |E\S| > 0 do8

Find e ∈ E\S so that ops(e) is minimized9

if e = (vj , d) then10

terminate the loop11

end12

Add e to S13

for e′ ∈ E do14

if (e, e′) ∈ ε then15

if ops(e
′) > ops(e) + op(e, e′) then16

rs(e
′) ← rs(e) + r(e, e′)17

ws(e
′) ← ws(e) + w(e′)18

ops(e
′) ← ops(e) + op(e, e′)19

previousEdge(e′) ← e20

end21

end22

end23

end24

Add d to P25

while e 
= NIL do26

Prepend starting vertex of e to P27

e ← previousEdge(e)28

end29

This combination offered advantages for both aspects: most paths have a length close to
the shortest distance; additionally, most paths do not encounter unreliable intersections.
The maximum difference of unreliability compared to the most reliable path was 4 for
very few cases.
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Fig. 5. (top) Number of paths vs difference between optimum path unreliability and most reliable
path unreliability. (bottom) Number of paths vs rounded ratio of optimum path distance and
shortest path distance. Displayed are the values for λd = 1 and λu = 6.

6.2 Experimental Results

For a comparative in depth analysis of the optimum reliable path algorithm with both,
shortest path and shortest most reliable path algorithms, we used the same simula-
tion environment, navigator characteristics, and performance metrics as discussed in
Section 3. As parameters for the optimum path we chose the values determined in the
study discussed in the previous section, λd = 1 and λu = 6. The aggregated results for
50 runs per route on the same set of 50 routes are presented in Tables 3 and 4.

The data shows that the distance traveled by the simulated navigator when traversing
the optimum reliable path was 13.6% and 14.6% shorter than the distance it traversed
following the shortest path, for straight angle 0◦ and straight angle 12◦, respectively.
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The analysis of the individual path runs revealed the following: for only 10 paths in the
case that the straight angle was set to 0 ◦ and 12 paths in case of the straight angle was
set to 12 ◦ was the distance traveled by the simulated navigator on the optimum reliable
path greater compared to following the shortest path. Amongst these for only 4 paths in
case the straight angle was set to 0 ◦ and 3 paths in the case the straight angle was set to
12 ◦ the distance was greater than 10% (the worst one being 20% greater in case of the
straight angle being set to 12 ◦). This, overall, can be regarded as a considerable saving
of travel distance. However, the number of requeries done on optimum reliable path
was greater than the number of requeries done while traversing the most reliable path
(but still far less than those done on shortest path). The missed target travels, stopping
distance from destination and actual unreliability were only slightly greater than those
for most reliable path, indicating an overall better optimal performance.

Table 3. Aggregate results for various performance metrics (with no angle specified for straight)

Algorithm Shortest Path Shortest Most Reliable
Path

Optimum Path
λd = 1, λu = 6

Distance Travelled 125719.5 137118.5 113158.9
Stopping Distance 6134.1 374.6 696.1
Total Distance 131853.6 137493.1 113855
Requeries 6773 1291 2799
Missed target travel 566 36 63
Actual Unreliability 8.3 1.3 3.4

Table 4. Aggregate results for various performance metrics (with a straight angle of 12◦)

Algorithm Shortest Path Shortest Most Reliable
Path

Optimum Path
λd = 1, λu = 6

Distance Travelled 106959.5 103114.5 93641.7
Stopping Distance 2888.5 104.9 123
Total Distance 109848 103219.4 93764.7
Requeries 5209 406 1076
Missed target travel 319 24 26
Actual Unreliability 5.8 0.5 1.1

7 Conclusion and Future Work

In this work, we developed wayfinding algorithms that favor reliable paths with lesser
navigational complexity. Our expectation was that it would lead to fewer mistakes a
wayfinder potentially could make during route following. The simulation results sup-
port our expectation. When traversing a reliable path, the simulated navigator was found
to be getting at (or closer to) the actual destination more often than when traversing the
shortest path. The simulation also showed an advantage in terms of the number of times
the simulated navigator got lost and needed to re-contact the automated navigation sys-
tem, as well as the overall distance traveled. The data set used for the simulations was a
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complex street network. More simulation based analyses need to be done, making use
of a variety of street networks. Cognitive studies with human navigators would provide
additional proof of our hypothesis.

Our method of unreliability measure calculation took into account the instruction
equivalent choices encountered at complex intersections. This approach can be further
refined by the following aspects:

Including Landmarks. Calculating the unreliability of a route is based on the ambi-
guity at intersections introduced by instruction equivalent branches. Salient features
(landmarks) in the environment reduce this ambiguity [22]. The specific placement of a
landmark at an intersection can be integrated into its measure of salience [15] and there
are approaches which base—in more general terms—the calculation of routes on the
availability of landmarks [1].

Incorporating User Preferences. Next generation route directions will be adapted to
several characteristics of a user. Hotly debated is the familiarity of a user with her envi-
ronment. Tracking user movements by GPS devices will allow for establishing patterns
of frequently visited places which can be assumed to be known [17,20]. Knowledge
about one’s environment influences the amount of information provided in route direc-
tions. Further factors are the modality of travel and specific user characteristics.

Navigational Complexity. An additional refinement of the navigational complexity could
take into account whether a turn is made to the left or to the right. Depending on the
general side one is traveling on it would be taken into account if a street has to be
crossed. Likewise, the error-free criterion (see Section 3) could be changed to allow
errors right from the start.

Cognitive Load. A different perspective on route directions is offered by taking the spa-
tial context of a route into account to reduce the number of instructions that has to be
given for a specific route [21,13,5]. While these approaches aim to reduce the number
of instructions by, for example, using complex intersection as landmarks a combina-
tion with the presented optimal algorithm would be feasible to calibrate the trade-off
between the overall amount of information required to communicate a route and the
unreliability associated with navigationally complex intersections.

A last point concerns the computational time complexity of the reliable path algo-
rithms, which is worse than the one for the shortest path (quadratic in the worst case).
This could be improved by using a binary heap as mentioned in Section 2.2. The opti-
mum reliable path algorithm provides a configurable way of tuning the system towards
either shortest or most reliable paths. However, calibrating the values of λd and λu for
an entire street network as done in Section 6.1 might not always produce the best re-
sults for each and every path and sometimes these values might need to be calibrated
for individual paths.

The very last point would take into consideration the modality that is chosen to com-
municate the action that has to be performed at an intersection depending on the navi-
gational complexity of an intersection.
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Abstract. In this paper we motivate the use of qualitative spatial ac-
tions as the fundamental unit in processing user route instructions. The
spatial action model has been motivated by an analysis of empirical
studies in human-robot interaction on the navigation task, and can be
interpreted as a conceptual representation of the spatial action to be per-
formed by the agent in their navigation space. Furthermore, we sketch
out two distinct models of interpretation for these actions in cognitive
robotics. In the first, the actions are related to a formalized conceptual
user modeling of navigation space, while in the second the actions are in-
terpreted as fuzzy operations on a voronoi graph. Moreover, we show how
this action model allows us to better capture the points at which user
route instructions become out of alignment with a robot’s knowledge of
the environment through a number of examples.

1 Introduction

Route navigation instructions allow one agent to instruct another to a particular
location within their shared environment. While robotic agents in the near future
may have access to extremely detailed environmental descriptions through tech-
nological application, e.g., GPS, a-priori mappings etc, the need for an artificial
agent to be capable of processing route instructions remains an interesting re-
search question for a number of reasons. Firstly, and arguably most importantly,
cooperation with naive users in natural rather than technical interactions places
onus on the agent to handle natural spatial instructions, e.g., route instructions,
rather than forced goal selection through other means, e.g., hierarchical list se-
lection. Furthermore, disparities between the robot’s spatial representation and
the ever-changing world are always a possibility, thus opening up the possibil-
ity of adding route instructions to goals which were not already known to the
robotic agent.

The modeling and interpretation of route instructions has been addressed from
a number of different research perspectives. In the spatial cognition and cognitive
modeling communities, a great deal of effort has been applied to the analysis of
route instructions as a reflection of a speaker’s cognitive map (e.g., [26,8,28,10]).
While such approaches are certainly interesting in terms of providing insight into
the nature of the spatial models that motivate route instructions as verbalised
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by users, they are often somewhat abstracted from the detail required for on-
line computational analysis. On the other hand, some in the robotics community
have attempted to process route instructions as procedural information without
reference to any explicit spatial representation [13]. In practice however, concrete
robotic systems use very detailed spatial representations and reasoning processes
that operate at a finer level of granularity than those models proposed by the
cognitive modeling community [19,3,24], but yet little work has been done to
date on unifying such approaches with the cognitive spatial representation and
language processing efforts.

In this paper we propose an abstraction model for the interpretation of route
instructions so as to unify a number of approaches to route instruction modeling
and reasoning that have already been considered in the literature. We begin in
Section 2 by reviewing a number of empirical studies involving the presentation
of route instructions to artificial communicating partners. Such studies, showing
that route instructions are most frequently, but certainly not always, presented
by a human partner as a series of actions to be performed by an agent in a
navigation space, lead us to propose a Qualitative Spatial Actions (QSA) as the
fundamental modeling unit of verbal route instructions as intended by users. We
introduce the elements of this QSA model in Section 3, detailing its coverage
and relationship to linguistic and conceptual knowledge within an interpreta-
tion model. While the categories and coverage of the QSA model are driven
by empirical analysis, computational systems must provide suitable interpreta-
tions of qualitative spatial actions in context. In Section 4 and 5 we present
two distinct models for the interpretation of qualitative spatial actions. In the
first, in Section 4, QSAs are interpreted as constructive operators within a for-
malized Conceptual User Model based on a Route Graph [27,9] augmented with
spatial relations drawn from the Double Cross Calculus [7,8]. In the second, in
Section 5, QSAs are interpreted using fuzzy functions applied against a voronoi
graph representation as already applied in a concrete robotics application. We
compare and contrast the two interpretation models in Section 6 by identify-
ing a number of areas where we see interpretation disparities between the two
interpretation models discussed. Before concluding in Section 8, we relate the
approaches proposed in this paper to other work on the interpretation of route
instructions in Section 7.

2 Empirical Results of Route Description Studies

As indicated above, the proposed QSA model is based on an analysis of concrete
route instruction examples as given by users to mobile robots. We have built
upon the results of two separate corpora of empirical results for this analysis.
The first of these corpora was that due to the Instruction Based Learning (IBL)
project [13], while the second was collected from our own project investigations
of interaction between users and a semi-autonomous wheelchair [18].
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2.1 Corpus 1: Instruction Based Learning

The Instruction Based Learning (IBL) project [13,2] attempted to construct
robotic systems in which verbal commands including route instructions were in-
terpreted into internal program code for execution by mobile robots. In designing
the system, empirical studies were conducted to allow: (a) the construction of a
program primitive set; and (b) the derivation of a domain model to allow con-
struction of a language analysis grammar and the training of speech recognition
software. Those studies, detailed by Bugmann in [2], are summarized here to
elucidate the contents of the corpus.

1 okay take your first right
2 and continue down the street
3 past Derry’s
4 past Safeway
5 and your parking lot will be on your right

Fig. 1. Short Route Instruction from the IBL Corpus

In the studies, 24 subjects were instructed to give route instructions which
were to be processed by a small remote-controlled robot situated within a toy
town. The subjects were divided into three equi-sized groups. The first two of
these groups were informed that their route instructions would actually be post-
processed by a remote human operator who observes the environment through
a camera situated on the head of the robot. Subjects, who were also told to
use previously defined routes where possible, had to describe six distinct routes
consisting of three short and three long routes. Whereas the first two groups of
subjects produced unconstrained monologic speech, the third group was forced
into simplified dialogues with an operator to produce smaller chunked route
instructions – albeit to describe the same underlying route instructions as the
first group.

The resulting corpus contains a total of 144 routes instructions. Figure 1 shows
one of the short monologue style route description segmented by hand into major
or minor clauses.

2.2 Corpus 2: Shared-Control Wheelchair Studies

The second corpus which we base our analysis on was obtained in a series of
experiments which were conducted to investigate the nature of language used
by humans in communicating with robots about spatial concepts, such as route
navigation, spatial relations between objects [22,6,21,18]. As with the IBL ex-
periments, the reader is directed to the above sources for a detailed descrip-
tion of the experimental setup and results – here we simply identify the salient
points of those studies for illustrative purposes. In particular it should be noted
that while the experiments did involve a number of different robotic platforms,
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1 dann äh , muss ich mich jetzt umdrehen
I must turn around

2 aus der Tür fahren
drive out the door

3 äh , dann nach rechts mich drehen
then turn to the right

4 dann , - ziemlich lange geradeaus
straight ahead for a relatively long way

5 äh , rechts vorbei an den Fahrstühlen
pass by the lifts

6 vorbei an den Haupttreppen
pass by the stairs

7 ähm, und dann, – sind wir eigentlich schon am Stugaraum
and then we should be at the student-union room

Fig. 2. Example Route Instruction from the Rolland Corpus

e.g., Sony Aibo dogs, pioneer robots, wheelchair, and interaction scenarios, e.g.,
scene descriptions, route instructions, map annotations, we focus here on the
results concerning the presentation of route instruction and directed movement
commands to the semi-autonomous wheelchair.

The route navigation studies were performed using Rolland, a semi-autono-
mous wheelchair, which was situated in an office environment within a uni-
versity. Over 40 subjects (a mix of native English and German speakers) par-
ticipated in the two-phase experiments. In the first phase, users were situated
in the wheelchair and asked to move around the partially known environment,
telling the wheelchair about the locations of particular rooms within the envi-
ronment. Having become more familiar with the environment and landmarks
present in the environment, the second phase of the experiment then begins. In
the second phase, users are asked to navigate Rolland to a destination through
a verbal route description which makes use of some of the previously identified
landmarks in the shared environment. Subsequent route instructions were then
recorded by a recorder positioned on Rolland, and were later transcribed for
analysis.

Figure 2 shows one sample route description given by a native German speaker
to Rolland (with a descriptive rather than literal translation).

2.3 Discussion

From a quick scan of both route instruction examples we see that the route
description is, to the most part, conveyed as a set of actions to be performed
by the agent to achieve the goal of moving them from a start location to the
goal. Thus, unsurprisingly, the route instructions are construed as something
more akin to a plan rather than a static spatial description such as a scene
description.
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That said, the route instructions found in the corpus do of course move beyond
well-behaved sequences of qualitatively or goal directed actions. In particular,
we find the predictable occurrences of finer grained functional instructions, as
well as a range of corrections, sanity checks, and other constraints, e.g.:

(1) a. turn about ninety degrees right – IBL: U20 GB EH 19
b. oh sorry erm from the hospital – IBL: U9 GC HG 3
c. if you go to the grand hotel you have gone too far – IBL: U17 GB MD 5

Despite the presence of such utterances which may not at first seem applica-
ble within an action driven modeling, it is our hypothesis that route instruc-
tions remain best modeled as actions with constraints which manipulate the
location and movement of an agent within a navigation space. Furthermore,
if this is the case we argue that a suitable and consistent approach to the
modeling of route instructions as such actions should naturally lend itself to
interpretations against distinct spatial representations. Working from these as-
sumptions, we will sketch out the Qualitative Spatial Action model in the next
section.

3 The Qualitative Spatial Actions Model

In the last section we noted that in empirical studies route descriptions manifest
themselves in language as sequences of conditionals and declarative instructions
where the primary processes present seem to map quite neatly to spatial move-
ments and manipulations. In this section we propose the Qualitative Spatial
Action Model as one means of capturing such route instructions.

3.1 Model Details

Informally we can define the Qualitative Spatial Action Model as a sequence of
abstract spatial actions. To formally define the model, we must first introduce
the sets of elementary types which model spatial orientations and places:

– O defines the set of orientation relations. There are different levels of qualita-
tive direction granularity [17]. In this work we combine the front/back and
the left/right dichotomy and distinguish 8 meaningful disjoint orientation
relations: front, rightFront, right, rightBack, back, leftBack, left, leftFront. o,
o′, o1, etc. are used for orientations.

– M consists of all landmarks in the spatial environment considered. Generally,
a landmark is some view a human can perceive in the environment. m, m′,
m1, etc. are used for landmarks.

A Qualitative Spatial Action Model instance is then a sequence of spatial ac-
tions drawn from the set, which can be extended for modelling new applications.

– turn(o): reorient to o of O with respect to the agent’s ego-centric frame of
reference.

– travel(c): move forward until condition c holds.
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– stop: stop any movement.
– annotate(m, c): relate landmark m according to condition c.

where condition c consists of a set of ego-centric relations defined by

ego ori :M × O the orientation between a landmark and the current position
via : M a landmark is on a travel path
passBy :M a landmark is on the left or on the right hand side of a

travel path
passOn :M × O a specific case of the passBy relation, where the orientation

of the landmark to the travel path is given.
until : M a landmark is at the end of a travel path.

Applying the model, the route description from the Rolland Corpus depicted
in Figure 2 can be modeled as the series of actions in Figure 3. Some important
features to note here: (a) utterance 4 is not captured by our model since we do
not yet have an approach to capturing extremely subjective features such as “a
long way”, “not far”, and so forth; (b) it is possible to extend the set of spatial
relations with new ones, such as “along”, but in this paper we restrict the QSAM
model to the above introduced relations in order to discuss its interpretations.

1 turn(back)
2 travel({via(door})
3 turn(right)
4
5 travel({passBy(lifts)})
6 travel({passBy(mainStairway)})
7 annotate(stugaRaum, {ego ori(stugaRaum, front)})

Fig. 3. The representations of the route description

4 Interpreting QSAM: Conceptual User Navigation
Space

Knowledge that mental construals of space are schematized (cf. [25]) along with
a systematic simplification of metric information, has led to the description of
cognitively inspired mental space models, such as the mental space of naviga-
tion consisting of objects such as landmarks and paths (e.g., [20,5]). Such mod-
els in turn have given rise to cognitively inspired formalized models of space
which often attempt to make use of qualitative descriptions of navigation space
[1,4,28,11,27]. Such models are interesting since they are expressive enough to
represent most knowledge humans used to carry out specific navigation tasks,
while, on the other hand, supporting an efficient way to predicate and explain
navigation and spatial behaviors.

In the following we review one such model of users conceptual navigation
space and show how the QSAM actions can be directly constructed into such a
model for reasoning purposes.



Interpreting Route Instructions as Qualitative Spatial Actions 333

4.1 The Double-Cross Calculus and the Route Grpah

This conceptual model combines the Double-Cross Calculus [7,8,28], with the
Route Graph [27,9] to provide an abstract topological representation of naviga-
tion with well defined spatial relations. The Double-Cross Calculus, put forward
by Freksa, uses orientation information for qualitative spatial representation and
reasoning. In this calculus, the concept orientation grid is introduced to repre-
sent qualitative orientation information. The grid is aligned to the orientation
determined by two points in 2-dimensional space, the start point and the end
point of a movement. Combining the front/back and the left/right dichotomy the
Double-Cross Calculus can distinguish 15 meaningful disjoint orientation rela-
tions, see Fig. 4. There are six areas, seven on the lines, and two points. Moreover,
the concepts with respect to route segments, i.e., entry, exit and course, are used
to represent some positions, like atEntry, onCourse, rightAtEntry, etc. Note that
we name all these positions, while in the original Double-Cross Calculus each
position is associated with a pair of numbers between 0 and 7.

b

a

rightFront

rightBack

back

front

leftBack

leftFront

rightAtExit

right

rightAtEntry

leftAtExit

left

leftAtEntry

atExit

atCourse

atEntry

Fig. 4. Double-Cross orientation grids with 15 different positions

Route Graphs [27,9] have been introduced as a general concept for navigation
by various agents in a variety of scenarios. They can be used as metrical maps
with sensory input and additional metrical computation models to control the
navigation of robotic agents in the environment, or be used at the cognitive
level to model abstractly humans’ topological knowledge while they act in the
space. The most important character of Route Graphs is that different routes can
be integrated into a graph-like structure, in which the information concerning
these routes are composed. The most important concepts of Route Graphs are
route and route segment. A route is a sequence of route segments, while a route
segment consists of an entry, an exit and a course. For example, an entry or an
exit in a route graph at the metrical level can be an angle in degree with respect
to a global 2-D geometric system, the course is just characterized by metrical
data for length and width; while an entry/exit at the cognitive level may contain
qualitative orientation information (e.g., to the left/right), the course is then the
path between two reorientations.
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One major advantage to combining the Double-Cross Calculus and the Route
Graph is the possibility to integrate different routes into a graph like structure, to
apply spatial relations between routes, or to construct new routes from existing
ones. Fig. 5 shows an example, after identifying the common place p and q where
the entries and the exits of one route can be recomputed according to the other
one, using the operations provided by the Conceptual Model [10].

p

(a) (b)

p

q

1
1

p

p2

q

q2

Fig. 5. Integration of two separate routes (a) into one route graph (b)

4.2 The Conceptual User Model

Topological maps like Route Graphs are suitable for human navigation using
landmarks and passages, but the representation of orientations (e.g, turn left
or right) and spatial relations (e.g., on the left or right) remain unspecified.
On the other hand, most approaches to representing qualitative spatial knowl-
edge consider the relationship between spatially extended objects, without the
supplement of the topological information (e.g., the best route, the same loca-
tion). Thus, our solution has been to combine the Double-Cross Calculus and
the Route Graph into a conceptual model of navigation space. The foundation
of the model can be found in [10].

Formally then, the Conceptual User Model is represented as a triple of types,
functions and relations. The set of types consists of:

– O defines the set of orientation relations. In this model we use 15 disjoint
orientations defined by the Double-Cross Calculus (see Fig. 4).

– M consists of all landmarks in the spatial environment considered, the same
as defined in the Qualitative Spatial Action Model.

– P consists of all places in the spatial environment considered. A place can
be marked with a landmark, such as a room. a door. p, p′, p1, etc. are used
for places.

– V defines the set of all directed connections between different places, denoted
as vectors. We will use ab for the vector between a and b. A vector can be a
corridor or a street (or part there of). A subset of V is specified as S route
segments, and will be denoted using s, s′, s1, etc.

The most important functions are oEntry, oExit and oCourse which takes a
route segment and returns the entry, the exit (as an orientation) and the course
(as a vector) of the route segment.
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The two elementary relations are at and ori. The relation at : M × P marks
a place with a landmark. The relation ori : V × P × Odefines the orientation of
a place with respect to a vector, such as ori(bc, p, rightFront) means p is on the
right front of bc. Based on these two relations a set of auxiliary relations can be
defined, for example,

on : V × P a place is on a vector
left of : V × P a place is on the left of a vector
right of :V × P a place is on the right of a vector
begin of :V × P a place is the start place of a vector
end of : V × P a place is the end place of a vector

The following axioms define these relations according to the elementary relation
ori.

on(ab, p) ⇔ ori(ab, p, atCourse) (1)

left of(ab, p) ⇔ ori(ab, p, left) (2)

right of(ab, p) ⇔ ori(ab, p, right) (3)

begin of(ab, p) ⇔ ori(ab, p, atEntry) (4)

end of(ab, p) ⇔ ori(ab, p, atExit) (5)

4.3 Building Qualitative Route Representations

Given the above modeling of user navigation space, QSAM actions can be inter-
preted as constructive operators in building such Qualitative Route Represena-
tions. Specifically, we interpret each travel action as a new route segment with
appropriate relations as condition. Furthermore, each turn action then defines
the entry of a route segment, while an annotate action is simply interpreted as
defining a set of spatial relations on some route segment.

To illustrate, let us consider again the example route description which was
presented as natural language in Figure 2, before being re-modeled in the QSAM
in Figure 3. Figure 6 shows the resultant qualitative route representation follow-
ing the interpretation of QSAM primitives as constructive operators.

As defined, a route is a sequence of route segments. Suppose 〈s0, s1, · · · , sn〉
is a route, then it should satisfy the following constrains, where 0 ≤ i ≤ n and
0 ≤ j ≤ n − 1:

– oEntry(si), oExit(si) ∈ O
– ∃pq ∈ V .oCourse(si) = pq
– oCourse(sj) = p1p2 ∧ oCourse(sj+1) = p3p4 → p2 = p3
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1 oEntry(s0) = back
2 at(door, x), on(oCourse(s0), x)
3 oEntry(s1) = right
4
5 at(lifts, y), left of(oCourse(s1), y) ∨ right of(oCourse(s1), y)
6 oEntry(s2) = front

at(mainStairs, z), left of(oCourse(s2), z) ∨ right of(oCourse(s2), z)
7 at(stugaRaum, u), ori(oCourse(s2), u, front)

Fig. 6. The representation of the sample route description

4.4 Reasoning on Spatial Relations

Qualitative route descriptions composed of QSAM actions may be reasoned on
against an already existing construal of the users mental image of the environ-
ment where the navigation takes place. Suppose such an environment can be
represented, in the Conceptual User Model, by a set of places possibly associ-
ated with landmarks, a set of routes, and a set of orientation relations, which
are supposed to be known by the intelligent robot. Before a new route repre-
sentation in the Conceptual User Model can be added to the environment, its
consistence with respect to the environment is going to be proved, which means
that the spatial relations in the route representation should be consistent with
those hold in the environment. Furthermore, the new introduced conditions will
be simplified according to the environment, if it is possible.

To illustrate this procedure, let us return again to the sample route descrip-
tion in Figure 6. Suppose that the stored environment contains the relation
right of(pp1, p2), where p is the start place of the route description, at p1 is the
door, and at p2 the lifts, i.e. the lifts on the right hand side of the vector between
the start place and the door. Suppose oCourse(s0) = pb and oCourse(s1) = bc,
from oEntry(s1) = right we know ori(pb,bc, right). Now, according to the com-
position table of the Double-Cross Calculus, we can conclude that

ori(bc, p2, rightFront) ∨ ori(bc, p2, right) ∨ ori(bc, p2, rightBack)

Thus, the lifts (at the place p2) can only be passed on the right hand side. The
alternation of “on the left” (i.e., left of(oCourse(s1), p2)) is inconsistent.

5 Interpreting QSAM: Fuzzy Operations

In this section we introduce a second interpretation approach which enables a
mobile robot to directly interpret and execute a given route description modeled
as a sequence of qualitative spatial actions. The interpretation model proposed
is tailored for the spatial representations commonly used in cognitive robotics
and can be used to effectively interpret spatial actions given by a naive user to a
real-time robotic system without requiring the use of sometimes computationally
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expensive logical reasoning engines. In order to make such an interpretation
against a global environment map, we develop and apply a number of fuzzy
functions which provide interpretations of spatial relations against a voronoi
graph based structure. These functions then allow us to evaluate interpretation
hypotheses for individual sub-goals.

5.1 Spatial Relations as Fuzzy Functions

We begin by establishing a set of fuzzy functions in order to make the spatial
relations established earlier algorithmicly useful. We do so by treating the task
of evaluating spatial relations as a judgment of how well at least two given points
out of the global workspace description (cf. Route Graphs in section 4.1) can be
correlated via the spatial relation to be analyzed. In the following, we define a
selection of the ego-centric relations used in the definition of Qualitative Spatial
Actions (See Section 3), i.e., ego ori, via and until. While this does not cover all
possible relations, we believe that those definitions below can provide a basis for
a number of other relations.

Ego-centric orientation. When humans use directional prepositions in natural
language, they often use them from their current point of view. In this example
we describe the binary relation ego ori, in which the agent references a relatum
(a landmark in our case) from their current pose ego. We now address the binary
direction rightFront and start by computing the angle α between (a) the straight
line that connects ego with relatum and (b) the vector that is based in the
position of ego and aligned to the current heading of ego. Taking the most
compatible angle β for the given direction rightFront, which is −π/4 w.r.t. the
eight-valued level of granularity, and the normalizing constant c, we now compute
the fuzzy rating of the spatial relation rightFront as can be seen in equation (6).
Note that the given rating function is freely chosen out of a set of possible rating
functions that map to the domain [0..1] and converge against 1 for |α − β| → 0
and against 0 for |α − β| → π, respectively.

FRego ori(ego, relatum) = e−
1
2 ( |α−β|

c )2
(6)

Passing Via Given Landmarks. The fuzzy function corresponding to the
spatial relation via takes as its first argument the current pose of the agent, i.e.
the ego. The second argument is given by the two landmarks m1 and m2, both
labeled as relatum. The third argument referent is the global place we wish to
reach by passing from ego via relatum. Starting from ego we choose an arbitrary
relatum that is to be evaluated by the spatial relation, in the neighborhood of
ego. In a first step we apply a standard graph search algorithm to compute the
route ρ from the closest place nearby the ego to relatum. If ρ does not exist, we
judge that relatum with the lowest possible value 0. Otherwise we continue with
the computation of a circular region χ with diameter dχ = ‖m2 − m1‖ such
that the centers of the landmarks lie on χ’s circumference. The mentioned circle
χ now segments ρ into the parts before, inside and after χ. Taking the length λ
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of ρ after χ, and the normalizing constant c, we now compute the fuzzy rating
of the spatial relation via as can be seen in equation (7).

FRvia(ego, referent, relatum) = e−
λ
c (7)

The fact that fuzzy ratings decrease for places that are farther away from χ, cap-
tures the intuitive nature of human route descriptions in that elements typically
apply to the direct neighborhood of referenced landmarks.

Going Until Indexed Junction. In order to interpret the spatial relation
until two parameters are necessary: (a) the current pose of the agent, and (b)
a relatum given by the place which we wish to travel to from the ego, e.g.,
the fourth junction to the left. In order to look for an indexed place with a
given attribute, we first have to define the fuzzy rating for the existence of that
attribute in a given place ø. Therefore we model a junction to a given direction
in analogy to the binary direction relation as described above, however with a
different computation of the angle α. In this case the angle α is computed as
the angle between two route segments sharing the common place ø. We now
start with the computation of the route ρ from the closest place nearby ego to
relatum. Interpreting ρ as an ordered set of places {p0, p1, ..., pn}, we compute
the ordered set of fuzzy ratings FR(ρ) = {fr1, fr2, ..., frn}, which represent the
judgments that there exists a junction to the left in the corresponding places pi.
Considering the j =

(
n
i

)
possible combinations to find in pn the ith place with a

junction to the left, we can now compute {A1, A2, ..., Aj} as the
(
n
i

)
-subsets of

FR(ρ) (cf. [15]), yielding the overall fuzzy rating for the spatial relation “until”
as can be seen in (8).

FRuntil(ego, relatum) =
j∑

k=1

n∏

l=1

{
frl:frl ∈ Ak

1 − frl:frl /∈ Ak
(8)

5.2 Interpretation of Qualitative Spatial Actions

After introducing fuzzy functions as the necessary primitives for interpreting spa-
tial relations, we now present an algorithm that pushes us toward goal-oriented
robot movement by calculating the most likely target pose given the current pose
of the agent and the sequence of actions that represents the user’s route descrip-
tion. We therefore utilize a search tree S, the nodes of which represent fuzzy
rated places that result from the evaluation of the involved spatial relations.
Considering a single node of S as a compound of a pose and its fuzzy rating or
score, the root p1 is given by the initial pose of the agent along with the highest
possible score 1. Taking the first spatial action SA1 that appears in the action
sequence, one chooses the first candidate pose p2 that acts as the relatum for
the fuzzy function associated with SA1. After calculating p2’s own score, it is
multiplied by the score of the parent node p1. This mechanism propagates the
uncertainty of former fuzzy ratings down to lower levels of the search tree. The
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Fig. 7. Formalized and executed route according to the following route description:
“...go to the elevators area and continue until the first junction to the left...turn left
there and pass through the cabinet and the patch cabinet...then continue until the
second door to the left...turn left, go through the door and stop...”. Note that the spatial
relations used in the above coarse route description are interpreted w.r.t. different
layers of the global route graph. While “until the first junction to the left” and “until
the second door to the left” are interpreted against the depicted nodes and edges, “to
the elevators area” and “through the cabinet and the patch cabinet” are judged against
region-nodes that abstract the area in front of the elevators and in-between the two
cabinets.

algorithm now recursively continues in a depth-first branch-and-bound manner
with the evaluation of the following spatial relations.

In order to keep the size of the search tree small, we apply two distinct bound-
criteria. First, we do not construct nodes from the evaluation of a single spatial
relation if the resulting score is lower than a given threshold c1. In our imple-
mentation we chose c1 = 0.25. Second, we stop the evaluation at a given node
if its cumulative score is already lower than the highest score of a leaf resulting
from the evaluation of the final spatial relation. In addition to these rules, we
only address candidates for the relatum of the spatial relation to be analyzed
that are closer to the current ego than a given distance c2. In our implementa-
tion we chose c2 = 15m. Experiments showed that the selection of relata within
a given radius c2 around the referent is the computational most expensive op-
eration during the construction of the search tree. We therefore implemented a
quad-tree representation of the global route graph search-space in order to make
fast spatial queries.

The example in Figure 7 shows the executed path of our automated wheelchair
according to the proceeding interpretation of an action sequence that matches
the given coarse route description.

5.3 Keynotes of Approach

By applying fuzzy functions that map places to the co-domain of [0..1] we take
account for the coarse qualitative nature of spatial relations that reside in natural
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language route descriptions. In contrast to the qualitative conceptual approach,
the search for a solution of a given navigation task explicitly allows for ambigu-
ous situations by the assignment of equal probability values for similar configu-
rations. Taking the passBy example from above, we interpret the spatial relation
passBy occurring in the action travel({passBy(lifts)}) by using the appropriate
fuzzy function, where places at both the left and right hand side should be judged
with respect to the relatum “lifts”. According to the resultant probabilities, we
might conclude that the “lifts” can only be passed on the right hand side. Thus,
the two interpretations produce the same result in this example, although the
processes applied to achieve the result are totally different.

One of the main benefits of interpreting QSAM via the evaluation of fuzzy
functions leads directly to its main disadvantage. Because situations with small
probabilities may be taken into account as part of the solution (as long as they
are judged to be more probable than a given threshold, cf. section 5.2), the search
through the whole search space is a computationally expensive operation. An-
other shortcoming is the need to provide an implemented fuzzy function for each
spatial relation that may appear in the corpus of the selected domain. While the
logic-oriented reasoning on QSAM gets by with the definition of a normal form
of spatial relations e.g. on, left of, right of, begin of and end of, fuzzy functions
come along as very specialized implementations of the corresponding spatial re-
lation, e.g. through. Up to now it remains unclear how to translate specific spatial
relations to the set of relations from the normal form in an automatic way.

6 Interpretation Disparities

In this section, we discuss situations in which both interpretations deliver differ-
ent results, i.e., interpretation disparities.

6.1 Different Levels of Abstractions

The Voronoi Graph describes a network of places and connections between those
places with maximal clearance to surrounding obstacles. At the conceptual level
on the other hand, the main interest is in qualitative spatial information and
abstract places. For example, a room in the Voronoi Graph is represented by a set
of places, whereas connections between places at the conceptual level are vectors
containing no metric information. Thus, an environment in the Conceptual User
Model is in fact an abstract view of the Voronoi Graph.

Since the action model can be interpreted w.r.t. two different models within
different abstractions, disparities may occur in interpreting the same action.
Consider for example an area including a group of lifts and the region before
them (a situation in our office building scenario). Within the Voronoi Graph
the region and each lift are represented by a set of places, that are connected by
edges. While at the conceptual level it may be abstracted into two places, one for
the region and one for the group of lifts, which are connected with two vectors
with opposite directions. in order to interpret a “turn” action occurring in this
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area that intends to take a lift, there is at most one possible interpretation at the
conceptual level. The fuzzy interpretation may result several possible solutions,
since more than one lift can be taken.

6.2 Errors in Route Descriptions

Navigation tasks belong to high-level cognitive processes that involve the judg-
ment of environment information, the localization of spatial objects, and the
analysis of spatial relations between these objects. Describing a route to a robot
is a special case of navigation, and may be subject to knowledge-based mistakes
([16]) by users.

Unsolvable spatial information. Among the corpus examples we collected,
a considerable number of utterances contained references to landmarks, such as
doors, rooms, etc. An example is: “Drive past the copier room and the mailbox
room.”. Here, the robot’s knowledge of the intended entities, e.g., the “copier
room” and the “mailbox room”, is presupposed. Suppose that the robot has
no knowledge about them. In this case the fuzzy function based approach will
search for all possible places before eventually detecting missing information. The
conceptual approach will first add new places with related landmarks into the
environment, and then use the place identification function to find out whether
the place with the given landmark already exists in the environment or not.

Spatial relation mismatches. In case where a user relates spatial objects
incorrectly, taking the example “Drive past the copier room and the mailbox
room.” again, and now we suppose that the mailbox room should be passed
first, with the copier room after that. The Conceptual User Model might detect
this mismatch, if there exist relations in the conceptual environment, such that
the correct spatial relation between the copier room and the mailbox room can
be inferred. During integration of the new route description, an inconsistent
situation will be detected using logical reasoning. While, to interpret this action
the search algorithm in the fuzzy function based approach might first reach
the place for mailbox room without memorising the landmark, and then find
the place for the copier room. After finding the place marked with the “copier
room”, it continues to search for a place marked with the “mailbox room”. A
zigzag route would be found in such a case.

Orientation mismatches. Moreover, mistakes can also be caused by using
incorrect orientation, a special case of deciding upon spatial relations. Now con-
sider again the scenario described in Section 4 where the lifts may only be passed
on the right given the intended route from the user. On the other hand, sup-
pose the utterance “pass by the lifts on your left” is given by the user. At the
conceptual level this inconsistency can easily be detected using logical reasoning
on spatial relations. While, the search algorithm of the fuzzy interpretation will
search all possible places on the left without any success.
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Localization mismatches. Now we consider a situation where a user believes
themselves to be at a location, which is different from the one localized by
the robot’s sensor system, thus the route description may contain landmarks or
directional orientations which do not match the robot’s internal spatial represen-
tation. If this situation occurs, both the conceptual and the fuzzy interpretations
will detect the irresolvable landmark or the impossible orientation. While, some-
times a route description can be “correctly” interpreted, though the locations
do not match with each other. In this case, the mismatch remains undetected.

7 Relation to Other Work

Over the past ten years there has been considerable interest in verbal HRI within
the spatial domain. For reasons of space, we limit ourselves to those efforts
specifically concerning the processing and modeling of route instructions.

In particular, there have been a number of proposed models which attempt to
capture route instructions as spatial models [28,11,14]. The Route Graph, refer-
enced in Section 4 and detailed in [27,9], is one prominent example. The route
graph is essentially a graph-based abstract representation of space which can be
instantiated to a number of different kinds including voronoi-like low-level rep-
resentations to more abstract representations such as the conceptual user model
descried in Section 4. While Route Graphs are very interesting as a method for
representing complete navigation spaces, little work has been performed to date
on showing how individual route graphs can be composed from verbal descrip-
tions, or on how individual route descriptions can be used against complete route
graphs in computational systems. We would hope that this paper meets, at least
in part, such questions.

Another approach to the interpretation of route instructions has come more
directly from the robotics community [12,23]. In the IBL project [13,2] a number
of functional primitives were extracted from the IBL corpus to be implemented
as behaviors directly upon a robot which had a local-only rather than a global
conceptualization of space. The IBL functional primitives are in some ways quite
similar to the actions defined within the QSAM model. However, we have at-
tempted to give them a grounding as actions which may be applied in a range
of navigation spaces, thus allowing us to concretely relate them to the forms of
spatial representation actually used in hybrid rather then only behavior based
robots. Godot on the other hand [23] made use of an internal map and used
landmark locations within that map to aid the route interpretation process.

8 Summary, Conclusion, and Future Work

In this paper we have attempted to re-affirm actions as the fundamental unit of
verbal route descriptions given by a user to an artificial agent. We have based
our approach on existing route-instruction corpora, and proposed Qualitative
Spatial Action Model for representating humans’ route instructions. Moreover,
we have concretely linked qualitative spatial actions to two existing approaches
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to the representation of navigation space, thus facilitating the interpretation
of route instructions by artificial agents to carry out them efficiently. Since the
Conceptual User Model and the Fuzzy Operation Model represent the navigation
space at different abstraction levels, they can serve to analyse and identify various
disparity problems, which enables efficient human-robot interaction.

We feel that linking these different approaches to the modelling and interpre-
tation of routes is valuable since it allows a more widespread understanding of
the practical issues involved in interpreting and reasoning on route descriptions
in robotic systems. Furthermore, we also believe that the introduction of an in-
termediate model, the Qualitative Spatial Action Model in this paper, is useful
beyond the understanding of full route instructions, since they can also serve
as a basis of the conceptual or metric spatial interpretation into a selected spa-
tial representation model, which should be implemented by a robot supporting
natural verbal interaction with humans. The primitive set chosen for the model
was based on a subset of the situations encountered in the empirical studies
described above, and is extensible and modifiable to capture the requirements
of different applications.

In future work we would like to extend the QSAM model to cover more of both
the IBL and Rolland corpa. In particular this would involve the accommodation
of quantitative or at least pseudo-quantitative movement instructions, and region
related spatial relations. Having established the QSAM model, we also wish to
apply the abstractions as an interface to on-line route instructions, e.g., users
issuing instructions to the wheelchair as they move down the corridor.
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Abstract. It is common for a wayfinding task to involve travel across a familiar 
and an unfamiliar region that encompass different parts of the same route. 
Routes of this kind would entail schematized descriptions and the schematiza-
tion would directly depend on the familiarity of the region being described. This 
paper presents a new formalization that identifies key conceptual elements of 
such routes and introduces a principle of “knowledge chunking” that enables 
their schematization. This is followed by empirical evidence that supports this 
schematization of route directions for wayfinder’s who may perform such a 
task. The evidence suggests the need for future wayfinding systems to produce 
schematized route descriptions based on the user’s prior knowledge of a route. 
The formal approach presented is useful in implementing such a system and 
possible methods for its implementation are discussed. 

1   Introduction 

A common problem in spatial domains is that of giving and following route direction 
to get from one place to another. Over the past several decades, there has been a con-
siderable amount of research conducted on the nature and quality of route directions. 
While some of the initial research was done by psycholinguists (e.g. [1], [2], [3], [4]), 
more recent research on various facets of route directions have since been studied by 
geographers, psychologists and computer scientists (e.g. [5], [6], [7], [8], [9], [10], 
[11], [12], [13], [14], [15]). Some of these studies required participants to navigate an 
unfamiliar environment using route directions prepared and presented by the re-
searchers ([6], [9], [10], [11]). Other studies required participants to produce route di-
rections for familiar environments, which were collected and later analyzed by the re-
searchers using various measures ([7], [8], [15]). Some work involved the 
combination of two kinds of environments. For instance, Fontaine and Denis required 
participants to describe routes in a part urban and part underground (Paris subway) 
environment [15], and Lovelace, Hegarty and Montello, were some of the earlier re-
searchers who considered the relationship between quality of route directions and the 
overall familiarity of an environment [12]. In particular, they investigated the correla-
tion between the levels of spatial knowledge and the quality of route descriptions  
provided by participants. More recently, Tomko and Winter addressed the issue of 
representing elements of a city from a hierarchical city structure by using what they 
term “granular route directions” [16]. 

While there are many instances where wayfinding tasks take place in a region that 
is completely familiar or unfamiliar, it is also interesting to consider situations where 
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wayfinding tasks take place in an environment that is composed of a familiar part and 
an unfamiliar part along the same route. It is a common occurrence that wayfinder’s 
sometimes travel from a region of familiarity to a region of unfamiliarity, or vice 
versa, from an unfamiliar region to a familiar region. An example would be a way-
finder’s first time visit to a neighboring town (the unfamiliar region) from her residen-
tial neighborhood (the familiar region), or returning home (the familiar region) having 
been driven by colleagues to a restaurant in an unfamiliar neighborhood (the unfamil-
iar region).  

In this paper, we consider the case of a partially familiar route. We hypothesize 
that routes of this kind would entail schematized descriptions and the schematiza-
tion of these descriptions would directly depend on the familiarity of the region 
being described. We believe that in order to be cognitively adequate, route descrip-
tions would have to be schematized on the basis of the individual wayfinder’s prior 
knowledge. While schematization of maps has been the focus of earlier studies 
([17], [18]), we introduce the concept of schematization of routes descriptions based 
on prior knowledge of a wayfinder. Our work begins by describing a formalization 
that models routes of this nature. We then present a small empirical study that aims 
to determine whether humans indeed prefer schematized route directions for par-
tially familiar routes. In the empirical section, we consider two cases of route 
directions, walking directions for a medium scale space (college campus) and driv-
ing directions for a large scale space (city). The paper concludes with several ob-
servations about the usefulness of the formal approach for future implementation in 
a wayfinding system. 

2   The Model—Knowledge Based Schematization of Route 
Directions 

2.1   Basic Concepts 

In this section we present a conceptualization of the problem introduced above. While 
there may be various approaches proposed for modeling routes, we use a graph theo-
retic approach. The terminology we use to represent routes is derived from work on 
Wayfinding Choremes by Klippel et al., [19], [20], [21]. This approach is based on 
the RouteGraph theory, initially  presented by Werner et al., as a common conceptual 
framework to represent spatial navigation in general [22]. Klippel, refines this model 
in order to represent the concepts related to a humans movement through an environ-
ment. He presents the following terminology that is used to represent wayfinding and 
route directions : route, route segment, decision point, origin and destination [19]. For 
the representation of a route in our model, we use some of the terminology introduced 
by Klippel in [19] and further introduce a few key elements.  

Klippel [19] defined a basic route (<route>) as one which is composed of an origin 
(<O>), destination (<D>) and route segment (<seg>) (Figure 1).1  

 

                                                           
1 While the terminology remains conceptually consistent with Klippel [19], we introduce our 

own naming conventions.  
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<route> ::= <O> <seg> <D> 
 

 

Fig. 1. A basic route with origin (<O>), destination (<D>) and route segment (<seg>) 

From the generic structure, Klippel [19] adds the concept of decision points. A de-
cision point (<DP>) is a point along a route where the traveler has to make a choice 
between at least two possible directions (Figure 2). Addition of a decision point along 
a route would necessitate the addition of a second route segment. A combination of 
the two concepts constitutes a route part (<RP>). The square brackets indicate the op-
tional nature of this element.  

 
<route> ::= <O> <seg> [<RP>] <D> 

<RP> ::= <DP> <seg> 
 

 

Fig. 2. A route with a decision point, two route segments, origin and destination. The five basic 
concepts necessary for the characterization of routes as listed by Klippel in [19]. 

Klippel defined two kinds of decision points, decision points with direction change 
(DP+), and decision points without direction change (DP-) [19], [20], [21]. This dis-
tinction, while interesting, will not be part of our characterization but the difference 
will become relevant again when generating natural language descriptions. This con-
cept is based on previous studies in the field where similar approaches were pre-
sented. For example, Lovelace et al., presented a similar concept in terms of ‘potential 
choice point’ landmarks and ‘choice point’ landmarks [12].  

2.2   Concepts for Coding Route Familiarity 

It must be noted that the elements presented so far are the basic elements necessary 
for the characterization of routes. While Klippel and colleagues extend these basic 
elements as part of their work, we provide our own extensions that will help us in the 
characterization of partially familiar routes. In the following section, we present our 
extensions to the basic concepts we have just reviewed, then we use these concepts in 
presenting the various models for knowledge based schematization of routes. 

To Klippel’s original framework, we introduce the concept of a partially familiar 
route, or knowledge route (<kroute>). A partially familiar route is one which incorpo-
rates a familiar route segment (<K>) within a known region and an unfamiliar route 
segment (<N>) within an unknown region along the same route (Figure 3). This gives 
the most basic form of a partially familiar route. The braces indicate that the order of 
<K> and <N> can be interchanged. 

 

O D
seg DP seg

O D
seg
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<kroute> ::= <O> {<K> <N>} <D> 
 

 

Fig. 3. The most basic form of a partially familiar route 

Points along the familiar portion of the route will consist of one or more points called 
known locations (KLs). A KL can be one of three types of points: (1) a well-established 
landmark within a neighborhood, (2) a familiar building that is often frequented, even if 
it does not rise to ‘landmark’ status, and (3) the intersection of two segments along on a 
route that the user is able to locate during navigation. Thus, a KL is a point along a route 
that a person is confident of being able to navigate to while in the K section of the route. 
We will use the concept of KLs in producing schematized route directions. We list three 
broad categories of KLs, one is a local landmark (e.g. “The Capitol”), the second is a 
building or address that an individual may frequent (e.g. “Hillman Library”), and the 
third is a decision point (e.g. “Bates Street entrance ramp to I-376 ”). While decision 
points and landmarks have been studied extensively (e.g., [10], [12], [13], [14], [19], 
[23], [24]), concepts relating to the second category of KLs have been the focus of rela-
tively fewer studies in the past (e.g. [25], [26], [27]). 

The third concept we introduce is a special case of a KL which is the KL that is 
closest to or at the intersection of a K and N segment of a route, called a known deci-
sion point and is denoted as (DPk) (Figure 4). DPk’s are the transition points between 
a known region and an unknown region. Upon inclusion of this concept, the basic 
form of a <kroute> can be further represented as. 

 

<kroutef:u> ::= <O> <K> <N> <D> 
<K> ::= <seg> <DPk> 

<N> ::= <seg> 
 

In this representation, the braces have been removed since interchanging the order 
of <K> and <N> will change the order of <seg> <DPk> within <K>. Here, we repre-
sent the alternative case.2 

 
<krouteu:f> ::= <O> <N> <K> <D> 

<N> ::= <seg> 
<K> ::= <DPk> <seg> 

 
 

 

Fig. 4. The basic partially familiar route with the ‘n’ KLs including the DPk 

                                                           
2 We use a subscript here to distinguish knowledge route ordered fam:unf from a knowledge 

route ordered unf:fam. However, in the future the subscripts will be left off as the ordering 
will be clear from the context. 

O D

K N

DPk   KL1 KL2 KLn-1 ...seg1 seg2 segn 

O D
K N 
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The final concept we introduce is the concept of a ‘knowledge chunk’. The concept 
of knowledge chunking is similar to the concept of landmark chunking, presented by 
Klippel in [19]. Klippel’s conceptual view of a chunk is that it is “made up from indi-
vidual entities that are grouped together under a given perspective or according to 
grouping principles” [19]. In our model, knowledge chunking is carried out after the 
DPk has been determined. Knowledge chunking involves grouping all the segments in 
the section of K into one ‘knowledge chunk’ that we term as the ‘proceed to 
(<argument>)’ statement or <PS(arg)>. In the case of the basic <kroute> presented in 
Figure 4, directions describing the route along the ‘n’ segments in the section of K 
can be chunked into one ‘proceed to DPk’ statement or <PSd> (figure 5). 

 

 

Fig. 5. The <PSd> statement used to represent the DPk and the n segments preceding it 

For example, consider a DPk-Hillman Library. By definition of a DPk, the way-
finder would know the directions to Hillman Library, hence the <PSd> statement in 
this case would be “Proceed to Hillman Library”. All directions up to Hillman Library 
can therefore be avoided, effectively reducing the cognitive load on the wayfinder. 
This would include references to intermediate known locations. Thus, in Figure 4, one 
only needs to explicitly mention KLn, the DPk, and not KL1 to KLn-1. We will present 
specialized cases of the concepts introduced above in the following sections. This 
analysis will result in suggested guidelines for determining the appropriate DPk for a 
given situation. 

3   Models of Partially Familiar Routes 

Having introduced the key elements in our approach, we now proceed with the char-
acterization of partially familiar routes (<kroute>). The methodology presented aims 
at addressing the issue of producing cognitively adequate route descriptions for routes 
of type <kroute>. We present three distinct cases and in each case we present a set of 
primitives which serve in their characterization.  

3.1   Case 1: The KN-NK Models 

Case 1 includes routes with exactly one K and N section. There are two possible 
models, the KN model, wherein the K section immediately follows the origin O 
(Figure 6a) and the NK model, wherein the N section immediately follows the origin 
O (Figure 6b).  

 

O D

K N

PSd 

<PSd> ::= <seg1> ... <segn> <DPk> 
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Fig. 6. (a) The KN model and (b) The NK model 

KN Model. A key factor when producing route directions is the inclusion of 
sufficient information at a decision point. It may be recalled that the general definition 
of DPk given in Section 2.2 is the KL which is nearest to or at the intersection of a K 
and an N section of a route. In the case of the KN model, the DPk is the outermost KL 
(moving toward the destination) (Figure 7). 
 

 

Fig. 7. A KN route with the DPk (outermost KL) 

If the DPk is a point, the elements necessary for the characterization of a route are 
the point, the succeeding segment along with the orientation. In Figure 8, we present 
the example of the DPk-Hillman Library located on Schenley Drive, where upon arri-
val at Hillman Library (point), the wayfinder must proceed East (orientation) on 
Schenley Drive (succeeding segment). 

 

 
Fig. 8. The elements included in the description of a route in the KN point model 

With regards to knowledge chunking in the KN model with DPk as a point, the 
<PS(arg)> directive will be a “proceed to DPk” or <PSd>. Hence the elements to be 
included in the description of a <kroute> in the KN point model are, the proceed to 
DPk statement (<PSd>), the succeeding segment with orientation (<Sseg + o>), the 
unknown segment(s) of the route (<N>) and the destination (<D>). It follows that a 
<kroute> of type  

DPk: Hillman Library 

Succeeding Segment: Schenley Drive 

Orientation: Head East 

O D
K N

O D
N K

(a)

(b) 

O

K 

DPkKL1 KL2 KL3 KLn-1 ...
Outermost KL (moving 
towards destination) 

D 

N
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<kroute> ::= <O> <K> <N> <D> 
<K> ::= <seg1> <seg2> … <segn>   <DPk> 

<N> ::= <segn+1> <segn+2> … <segn+m> 
 

Can be represented as 
 

<kroute> ::= <PSd> <Sseg + o> <N> <D> 
<N> ::= <segn+1> <segn+2> … <segn+m> 

 
If DPk is an intersection of two segments, elements necessary for the characteriza-

tion of a route are both the segments with the orientation of direction of travel for the 
succeeding segment. In Figure 9, we present the example of Bates Street (preceding 
segment1) meeting I-376 E (succeeding segment2). Upon arrival at Bates Street, the 
wayfinder heads South on Bates (orientation1), takes a Left onto I-376 and heads East 
(orientation2) (Figure 9).  

It is important to note that knowledge of orientation1 is implicit to the wayfinder, 
since the segment itself (preceding segment1) and the segment following it (succeed-
ing segment2), are both part of a familiar route segment (<K>). By the definition of a 
familiar route segment (<K>), it follows that orientation1 is not a necessary element 
in the characterization. However, we include it’s representation in instances where we 
believe it plays a key role in the explication of the navigation process. We make the 
distinction by representing such elements in italics. Orientation2 on the other hand is 
a necessary element, since it involves the travel to a segment in an N section.  

 

 
Fig. 9. The elements included in the description of a route in the two segment KN model 

With regards to knowledge chunking in the KN model with DPk as an intersection 
of two segments, the <PS(arg)> directive will be a “proceed to DPk” or <PSd> Hence 
the elements to be included in the description of a <kroute> in the KN two segment 
model are the proceed to DPk statement (<PSd>), the succeeding segment2 with ori-
entation (<Sseg2 + o>), the unknown segment(s) of the route <N> and the destination 
<D>. It follows that a <kroute> of type  

 
<kroute> ::= <O> <K> <N> <D> 

<K> ::= <seg1> <seg2> … <segn> <DPk> 
<N> ::= <segn+1> <segn+2> … <segn+m> 

DPk: ‘Intersection of Bates St on I-376’ 

Preceding Segment1: ‘Bates St’ 

Orientation1: Head South 
Succeeding Segment2: ‘I-376E’ 

Orientation2: Head East 
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Can be represented as 
 

<kroute> ::= <PSd> <Sseg2 + o> <N> <D> 
<N> ::=  <segn+1> <segn+2> … <segn+m> 

 
NK Model. One can imagine reverse directions from an unfamiliar location to one’s 
home as a typical real life example of the NK model. In general, the NK model char-
acterizes a wayfinder moving from an unfamiliar section of the route to a familiar sec-
tion of a route. Thus the wayfinder is returning to a point of familiarity. In the case of 
the NK model, the DPk is the outermost KL (moving toward the origin) (Figure 10). 

 

 

Fig. 10. A NK route with the DPk (outermost KL) 

With regards to knowledge chunking in the NK model with DPk as a point, the 
<PS(arg)> directive will be a “proceed to destination” or <PSdest> and will appear at 
the end of the route direction. The elements necessary for the characterization of a 
route are the preceding segment along with a ‘proceed to destination’ directive 
(<PSdest>). We present the example of the Hillman Library located on Schenley 
Drive. Upon arrival at Schenley Drive (preceding segment) the wayfinder must pro-
ceed West (orientation) to arrive at Hillman Library (point) and then proceed to the 
destination (<PSdest>) (Figure 11). 

 

 
Fig. 11. The elements included in the description of a route in the NK point model 

Hence the elements to be included in the description of a <kroute> in the NK point 
model are, the origin (<O>), the unknown segment(s) of the route (<N>), the preced-
ing segment with orientation (<Pseg + o>), followed by the proceed to destination 
statement (<PSdest>), It follows that a <kroute> of type  

 
<kroute> ::= <O> <N> <K> <D> 
<N> ::= <seg1> <seg2> … <segn> 

<K> ::= <DPk> <segn+1> <segn+2> … <segn+m>    

DPk: Hillman Library 

Preceding Segment: Schenley Drive 

Orientation: Head West 

D
<PSdest>

O

N 

DPk KL1 KL2 KL3 KLn-1 ....
Outermost KL (moving 
towards origin) 

D

K
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Can be represented as 
 

<kroute> ::= <O> <N> <Pseg + o> <PSdest>  
<N> ::= <segn+1> <segn+2> … <segn+m> 

 
If the DPk is an intersection of two segments in the NK model, the problem is 

geometrically similar to the two segment KN model depicted in Figure 9. However 
the description of a <kroute> in the NK two segment model differs from the KN 
model, the fundamental difference being the <PS(arg)> statement. In the case of the 
two segment NK model, the <PS(arg)> statement will be a “proceed to destination” or 
<PSdest>. The other conceptual difference is that the <Sseg2 + o> element (succeed-
ing segment along with its orientation) can be eliminated (since the segment follow-
ing it also lies in a K section). And so it follows that a <kroute> in the NK two 
segment model, of type 

 
<kroute> ::= <O> <N> <K> <D> 
<N> ::= <seg1> <seg2> … <segn> 

<K> ::= <DPk> <segn+1> <segn+2> … <segn+m>    
 

Can be represented as 
 

<kroute> ::= <O> <N> <Pseg1 + o> <PSdest> 
<N> ::=  <seg1> <seg2> … <segn> 

3.2   Case 2: The KNK-NKN Models 

Case 2 includes routes with exactly one K and two N sections or vice versa. There are 
two possible models, the KNK model, wherein the K section immediately follows the 
origin O followed consequently by another K section (Figure 12a) and the NKN 
model, wherein the N section immediately follows the origin O followed conse-
quently by another N section (Figure 12b). 

 

 

Fig. 12. (a) The KNK model and (b) The NKN model 

KNK Model. The model builds on the KN and NK models presented earlier and we 
represent the KNK problem conceptually in Figure 13, we refer to two DPks a 
(KN)DPk and an (NK)DPk. The (KN)DPk is present at a transition from a K to an N 
section and an (NK)DPk is present at a transition from an N section to a K section. 
 

O D
K1 N

(a)

(b) 

K2

O D
N1 K N2
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Fig. 13. The KNK problem with the two DPks 

 

If the DPk is a point, the kroute of type  
 

<kroute> ::= <O> <K1> <N> <K2> <D> 
<N> ::= <seg1> <seg2> … <segn> 

<K1> ::= <seg11> <seg12> … <seg1n> <(KN)DPk> 
<K2> ::= <(NK)DPk> <seg21> <seg22> … <seg2n>  

 
Can be represented as 

 

<kroute> ::= <PSknd> < K1Sseg + o>  <N> < K2Pseg + o> <PSdest> 
<N> ::= <seg1> <seg2> … <segn> 

 
And similarly, in the KNK two segment model, a <kroute> of type 
 

<kroute> ::= <O> < K1> <N> < K2> <D> 
<K1> ::= <seg11> <seg12> … <seg1n> <(KN)DPk> 
<K2> ::= <(NK)DPk> <seg21> <seg22> … <seg2n> 

<N> ::=  <seg1> <seg2> … <segn> 
 

Can be represented as 
 

<kroute> ::= <PSknd> < K1Sseg2 + o> <N> < K2Pseg1 + o> <PSdest> 
<N> ::= <seg1> <seg2> … <segn> 

 

It must be noted that a combination of a point model and a two segment model is 
also possible. In this case the appropriate DPk (point or two segment) can be com-
bined within the same route. 

NKN Model. The model again builds on the previous KN and NK models. The 
transition from N to K in this case cannot be followed by a “proceed to destination” 
(<PSdest>) statement as in the KNK model. This is because in the KNK model, the 
NK transition took place to a K section that composed of the destination. This is not 
the case here, in this model, the K is sandwiched between two N sections. Hence the 
<PS(arg)> statement in this model will be a “Proceed to (KN)DPk)” or (<PSknd>). 
Since there is only one K section in this model, we number the segments of each DPk 
in order, giving <KPseg1> as the preceding segment of the (NK)DPk and the 
<KSseg4> as the succeeding segment of the (KN)DPk. Hence it follows that in the 
NKN point model, the <kroute> of type 
 

O D
K1 N K2

(KN)DPk (NK)DPk 
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<kroute> ::= <O> <N1> <K> <N2> <D> 
<K> ::= <(NK)DPk> <seg1> <seg2> … <segn> <(KN)DPk> 

<N1> ::= <seg11> <seg12> … <seg1n> 
<N2> ::= <seg21> <seg22> … <seg2n> 

 
Can be represented as 
 

<kroute> ::= <O> <N1> <PSknd> <KSseg4+ o> <N2> <D> 
<N1> ::= <seg11> <seg12> … <seg1n> 
<N2> ::= <seg21> <seg22> … <seg2n> 

 
And the NKN two segment model can be represented as 

 
<kroute> ::= <O> <N1> <PSknd> <KSseg4 + o> <N2> <D> 

<N1> ::= <seg11> <seg12> … <seg1n> 
<N2> ::= <seg21> <seg22> … <seg2n> 

 

3.3   Case 3: KNKN+-NKNK+ Models 

We present this case in the interest of completeness. The components of this model 
can be formed by combining individual concepts from the KN, NK and the KNK 
models. No new concepts or concept extensions are required as a sequence of 
NKNKNK… or KNKNKN… can be solved by using the NK and KN transitions from 
the previous models discussed and the appropriate <PS(arg)> statements from the 
NK, KN and KNK models. Also, there is no theoretical possibility of a <kroute> con-
taining the subsequence NN or KK, since the two consecutive N’s can be considered a 
single N and the two consecutive K’s can be considered a  single K. 

4   Experimental Support 

Our aim is to establish whether schematized directions are preferred over complete di-
rections given that the subject has prior knowledge of the area. This study examines 
two different scales. The first experiment looks at walking directions in a college 
campus and surrounding area and is denoted a medium scale space [28]. The second 
experiment looks at driving directions for locations within a 30 minute driving time of 
campus and is denoted a large scale space.  

4.1   Experiment 1: Schematized Walking Directions for Medium Scale Spaces 

The first experiment deals with walking directions. We use the University of Pitts-
burgh campus and the neighboring area for our experiment, as the campus reflects a 
suitable space for which walking directions will be useful. The directions we created 
directed a subject from the origin (location where the experiment was conducted) to a 
destination. Six destinations, presumed to be unknown to the participants, were cho-
sen. All destinations were chosen such that there was at least one ‘Known Decision 
Point’ (DPk) between the origin and the destination. Each destination had one of four 
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specified DPks. The DPks were used to produce schematized routes and the subject’s 
preference for schematized or complete routes was recorded. The schematization car-
ried out was consistent with the model presented in Section 2. We investigated the 
following hypothesis: There are significantly more schematized route directions cho-
sen by subjects. 

Method 
Participants. Twenty paid participants (11 Females, 9 Males) were recruited through 
flyers posted around the University of Pittsburgh’s Oakland campus. The only 
requirement was that subjects were above the age of 18. The mean age of participants 
was 24 years. The average number of years that participants were students at the 
University of Pittsburgh was 2.08 years. Subjects were paid for their participation at 
the fixed rate of US$15 for a one-hour study, which consisted of both Experiment 1 
and Experiment 2. 

Materials and Procedure. Subjects were first shown a map of the university campus 
and asked if they knew how to locate four familiar campus buildings that were to 
serve as DPks in the study. In case the subjects were not sure of the locations, they 
were briefed; very few subjects needed briefing as popular buildings on the campus 
were chosen as DPks. Subjects average rating of confidence across all the four DPks 
was 6.7 on a seven point scale where seven denoted that the subject was ‘extremely 
confident’ in the location of the DPk. Once knowledge of the DPks was established, 
subjects were allowed to proceed with the experiment. 

They were presented with a system which was accessible online. The subject’s task 
was to use the system to view and possibly print out directions to each of six destina-
tions near campus which they would take with them. For each destination, a screen 
was presented to the subjects with the option of schematized directions or complete 
directions. An example is shown below: 

 
The directions to 125 Pier Street are listed below in two parts, 
Since the Hillman Library is a popular building that falls directly 
along the route from the IS building to 125 Pier Street, we have 
listed the directions from Hillman Library to the 125 Pier Street 
below,  

We have also listed the directions from the IS building to Hill-
man Library. You can make your choice as to what directions you 
would like to print out in order to help you navigate to your desti-
nation.  

IS building to Hillman Library 
Hillman Library to 125 Pier Street 

 
In the example above, Information Science (IS) building (location of the experi-

ment) is the origin of the route. The text in italics are hyperlinks that link to the re-
spective directions. Clicking on either link produces directions for that section of the 
route. The user can choose to make a printout of that section of the route. The user 
also has the option of selecting the alternative section of the route for viewing, and 
can make a printout of that section as well or return to the welcome page. Once 
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subjects were familiar with the system, they were allowed to continue with the ex-
periment. The subjects were asked to print whichever section(s) of the route they 
would like to have if they were to navigate to the destination. Hence the subjects had 
a choice of printing directions from the DPk to the destination alone, from the origin 
to the DPk alone, or both. Subjects were told that they must be prepared to navigate to 
any one of the six destinations. Their choice of printouts was recorded. 

Results and Discussion. Overall, for all six destinations, there were significantly more 
schematized route directions (t = 3.76, p < 0.001) chosen. The choices were also sig-
nificant for each of the six destinations, where there were significantly higher propor-
tions of schematized directions chosen (p’s < 0.05). Subjects were asked to rate (on a 
seven point scale) their preference for schematized directions, where four denoted that 
the subject found the approach ‘somewhat preferable’ and seven denoted ‘extremely 
preferable;’ The average rating of the subjects was 5.25. Comments about the ap-
proach indicated that subjects preferred this approach but there was emphasis that 
their prior knowledge was an important aspect that determined their preference for 
this approach. 

The results strongly support the hypothesis formulated at the beginning: There are 
significantly more schematized route directions chosen by subjects. These results 
suggest the need to consider the familiarity of a person’s environment, while produc-
ing walking route directions that may include areas of familiarity and unfamiliarity 
within the same route traversed. 

4.2   Experiment 2: Schematized Driving Directions for Large Scale Spaces 

The second experiment dealt with driving directions. The aim was to establish whether 
subjects preferred schematized driving directions if they are familiar with a section of 
the route. The boundary of the large scale space represented in this experiment was re-
stricted to the city of Pittsburgh. The DPk in this experiment was the intersection of two 
segments, namely, ‘Bates Street’ and ‘I-376’. Subjects were presented with a learning 
task and their confidence of locating ‘I-376’ was verified. The subjects were then pre-
sented with two sets of driving directions to six unknown destinations; the two sets in-
cluded the schematized route directions and complete route directions. The origin was 
the IS building (location of the experiment) and was the same for all six directions. The 
subject’s choice of route direction type was recorded. 

Hypothesis We investigate the following hypothesis: The proportion of schematized 
directions for the routes that include ‘I-376’ is significantly greater than the propor-
tion of schematized directions for the other routes. 

Method 
Participants. The same group of participants from Experiment 1 was used for this ex-
periment. 

Materials and Procedure. We wanted to provide subjects with a learning task in order 
to reinforce the location of the DPk—‘Bates Street to I-376’. We provided the subjects 
with eight route directions, which were divided into two groups. Four of the directions 
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involved traveling through the DPk and the other four directions involved travel 
through other parts of the city. The origin for all eight routes was the IS building (the 
location of the experiment). The subjects were asked to draw the routes on a map, al-
ternating between one set of route directions from each of the two groups. Each direc-
tion was to be marked on a new map—both for the sake of clarity and so as to not 
make the object of the learning task too obvious. We also wanted to measure the rate 
at which the subjects learnt the directions to the DPk. In order to do so, we asked the 
subjects to use two different colors to mark sections of the route that they were famil-
iar with and unfamiliar with. The subjects were informed that a segment or point 
along the route was considered familiar to them if they could effectively navigate to 
the location. 

Once the learning task was completed, subjects were tested on their knowledge of 
the DPk. The subjects average rating of confidence of locating the DPk was 5.9 on a 
seven point scale where seven indicated that the subject was ‘extremely confident’ in 
locating the DPk. All subjects answered ‘yes’ when queried about whether they would 
be able to locate the DPk given the starting location was the IS building. Once confi-
dence in locating the DPk was established, subjects were allowed to proceed with the 
experiment. 

Subjects were provided with two sets of route directions to six destinations around 
the city of Pittsburgh. The origin was fixed as the IS building. All six route directions 
had one set of directions that were complete and another set of route directions that 
were schematized. Two of these directions included the DPk.  The two routes that in-
cluded the DPk were schematized with the DPk as the starting point of the route di-
rection.  For example, under the schematized instruction, the first step might read: 

 

1. Head East on I-376 taking the Bates St entrance ramp (Ext 7) to 
Monroeville - go 11 mi. 

 

even though there are approximately four segments required to get from the IS build-
ing to the entrance ramp. The full directions had these four segments explicitly listed. 

The rest of the routes were schematized over points that were potentially unfamil-
iar to the subjects. The average rating for familiarity of all four of these unfamiliar 
points was 3.58, on a seven-point scale where seven indicated that the subjects were 
‘extremely confident’ in traveling to the destination. The directions were presented 
online and the subjects were asked to make a choice of route directions that they 
would prefer if they were to travel to each of the six destinations. The route direction 
choice of the subjects was recorded. 

Results and Discussion. The proportion of schematized directions for routes schema-
tized over the DPk was found to be significantly greater than the proportion of sche-
matized directions for the other routes which were schematized over unfamiliar points 
(t = 3.84, p = 0.0001). Subjects were asked to rate their preference for this approach 
(on a seven-point scale), the average rating of the subjects was five, where four de-
noted that they found this approach ‘somewhat preferable’, and seven denoted that 
they found this approach ‘extremely preferable’. 
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The results strongly support the hypothesis formulated at the beginning: The pro-
portion of schematized directions for the routes that include ‘I-376’ is significantly 
greater than the proportion of schematized directions for the other routes. These re-
sults suggest the need to consider the familiarity of a person’s environment, while 
producing driving route directions that may include sections of familiarity and unfa-
miliarity within the same route traversed.  

In general, the results suggest the need to consider the subjects prior knowledge in 
producing route directions to a user. The section to follow explores various practical 
implementation possibilities, followed by the conclusion in Section 6. 

5   Open Issues 

5.1   Generating Known Locations 

How should one go about picking the known decision points? One reasonable as-
sumption would be to pick well-known landmarks. In fact, it has been well estab-
lished that landmarks play a key role in the production of good route descriptions 
([10], [12]). As a result, landmarks have subsequently been the subject of much re-
search and various studies have focused on incorporating landmarks in route de-
scriptions ([13], [19]). However, comprehensive surveys conducted as part of work 
in spatial knowledge, reveals that often times, locations that are considered “best 
known” or “landmarks”, are locations that are tied to an individuals activity pattern, 
that is best known locations could be buildings that the individual may frequent 
([25], [26]). 

To address this question in part, a survey was conducted as part of our experi-
ments. Before beginning the data collection, we asked participants to list four or five 
locations that they considered as “landmarks” in and around the University of Pitts-
burgh’s Oakland campus and at the same time asked participants to list four or five 
buildings that they frequent. The scatter plot, shown in Figure 14, displays the re-
sponses of subjects to these two questions. Each point in the plot indicates the number 
of times that a building was judged to be a landmark and was also regularly fre-
quented. There was one location, the Cathedral of Learning, which is a tall and domi-
nant academic building on campus, which was judged to be landmark and regularly 
frequented building by over half the subjects. The remaining buildings show no strong 
relationships. The presence of a strong conditional relationship would have all the 
points on one side of the diagonal.  In fact, there are buildings visited on a regular ba-
sis that are not considered landmarks and buildings considered landmarks that are not 
regularly visited. 

Hence based on the results of this study and the earlier studies conducted on spatial 
knowledge, we make a distinction between the concepts of “landmarks” and “known 
buildings.” In choosing known decision points, an ideal system would be personalized 
to include regularly visited locations of the traveler, rather than just established land-
marks in the overall space.  
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Fig. 14. The responses of subjects with the y-axis displaying the subjects who responded that a 
building was a landmark and the x-axis represents the buildings that were regularly frequented 

5.2   Implementation in Wayfinding Systems—The Learning Factor 

A practical implementation of the model presented will have to access an individual’s 
knowledge of individual segments or points of a route. In order to do so, we introduce 
the concept of a “learning factor.” A learning factor is the number of times a point 
along a route has to be traversed in order to be considered learnt or familiar to a user. 
In the case of a KL which is a building or a landmark, it will be a measure of the 
number of times a person visits a particular location in order for the location to be 
considered learnt. In case of segments along a route, it will be a measure of the num-
ber of times a route is traversed in order for it to be considered learnt. While there are 
various studies of route and survey knowledge present in the literature (e.g. [29], 
[30]), we look at this issue from a system perspective and present a methodology that 
might enable a system to infer this knowledge. 

In Figure 15, three routes are depicted; the first three segments of all these three 
routes are common. If the learning factor has been determined as three, then the next 
time a route is requested, the system can verify if the requested route includes any of 
the three segments and model them as a K section in the models presented earlier. The 
system can then treat the route as a <kroute> and apply the knowledge chunking rules 
to the route directions, before presenting the schematized route to the user. As the 
reader may recall as explained in Experiment 2, we made an attempt to determine a 
rough estimate of what the learning factor might be by asking participants to change 
the color of the marker they used while marking the routes (use a different color for 
sections they were familiar or unfamiliar with). We determined that on average  
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(excluding those who knew the DPk from the beginning) it took 2.4 instances of 
sketching a route that passes through a DPk before subjects felt they were confident 
of locating it. In other words, in less than three attempts of sketching a route that 
passed through the DPk, subjects felt they knew how to locate it. It must also be noted 
that they were made to alternate between the two types of routes (i.e. the ones that in-
cluded the DPk and the ones that did not). This may be considered as a preliminary 
study, because the effectiveness of route and survey knowledge is a complex issue 
(see [30]). However, it is possible to imagine an automated wayfinding system that 
implements the principle discussed, tracks a user’s movement, and subsequently, over 
time, be able to determine with certain confidence that a section of a route is familiar 
to a user.  

 
Fig. 15. The Figure depicts three routes, with the same origin and three different destinations. 
The first three segments of each route being common across the three routes. 

Another possible implementation is the combination of these principles with the 
use of Map Gestures [31]. A map gesture can be used to direct a user from a DPk to 
the destination in the NK model, or from the origin to the DPk in the KN model.  

6   Concluding Remarks 

The formalization presented in our work concerns route descriptions but some of the 
concepts identified can be naturally extended and applied to the knowledge based 
schematization of maps. Empirical evidence confirmed a wayfinder’s preference for 
schematized route directions based on her knowledge. Earlier studies suggest that 
schematization of maps is possible, and important [17], [18], knowledge based sche-
matization of maps seems to be a natural extension of this work, albeit a challenging 
issue. For instance, in route descriptions, the conceptual element that promotes sche-
matization of the route is the knowledge chunk; one can imagine the concept of 
knowledge chunking being applied to maps.  

This relates to other recent work by Tomko and Winter where they use granular 
route directions to represent the elements of a city from a hierarchical city structure 
[16]. However, an important issue that does arise is the manner in which this may be 
carried out. We also believe that map gestures [31] might play an important role in 
presenting maps that represent such environments however this issue will have to be 
confirmed with empirical studies. While we focused on the relationship between the 
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level of detail of route directions that a wayfinder prefers and her familiarity of a sec-
tion, a key extension to this work is an investigation of the appropriate modalities for 
various levels of knowledge. Hirtle and Sorrows address the issue of different modali-
ties by designing a multimodal tool for locating buildings on a college campus [32]. 
The tool that was built is an online system that incorporates three modes of informa-
tion, maps, verbal directions and images. The main purpose of the multimodal tool 
developed as part of their work was to build on existing knowledge of the wayfinder. 
An interesting issue that calls for investigation is to determine the best modalities for 
various levels of user’s knowledge.  
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Abstract. This experiment investigated the role of familiarity, map usage and 
instruction on wayfinding strategies and performance. 32 participants had to 
find eight goals in a multilevel building ensemble consisting of two distinctive 
vertical segments. Generally users who were familiar with the building 
ensemble outperformed first-time visitors of the setting. We tested if the 
standard wall-mounted floor maps found in the majority of public buildings can 
help navigation in a complex unknown environment. Unfamiliar users tried to 
make use of these plans more frequently, but were not able to compensate for 
spatial knowledge deficits through them. Two strategies of across-level 
wayfinding are compared with respect to a region-based hierarchical planning 
approach. Strategy selection relied largely on task and instruction 
characteristics. Overall, the strategy of moving horizontally into the target 
section of the building prior to vertical travel was shown to be more effective in 
this multi-building setting. 

1   Introduction 

Finding one’s way around public buildings such as airports, hospitals, offices, or 
university buildings often proves to be a tedious and frustrating task. Wayfinding in a 
complex setting with less than perfect knowledge requires decision making under 
uncertainty and we aim to identify the behaviours and strategies that people employ to 
navigate in such environments.  

Several researchers [e.g. 5, 12] stressed the role of familiarity with a building, and 
illustrated how training of sequential routes or survey knowledge can boost orientation 
performance in complex buildings like hospitals. Most studies on wayfinding performance 
and building complexity have limited themselves to investigations in the horizontal plane 
of isolated floor levels. Soeda et al. [16] were able to show that wayfinding performance in 
tasks involving floor level changes is largely hindered by disorientation during vertical 
travel on stairs or elevators, extending earlier observations [13].  
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Hölscher et al. [7] report findings about wayfinding difficulties observed in a complex 
multi-level conference centre: identifying incongruent floor layouts, disorienting 
staircases and lack of visual access to important level-related building features as main 
causes of difficulty [cf. 18].  

The current study extends this research to a setting which introduces an additional 
dimension of complexity: It comprises of both multiple levels, and multiple building 
parts that differ in their vertical and horizontal configuration. Hölscher et al. [7] have 
pointed both to the importance of familiarity with a building and the use of specific 
strategies to support route choice decisions in multi-level wayfinding. The building 
setting in the current paper provides the opportunity to shed further light on the 
relationship between these aspects, and how the configuration of the building and task 
characteristics contribute to it. 

1.1   Wayfinding Strategies in Complex Buildings 

When people have only an incomplete or uncertain representation about a spatial 
setting, they need to rely on navigation strategies to fill in the gaps. Hölscher et al. [7] 
identified three wayfinding strategies that are used to support route choice decisions 
in three-dimensional multi-level buildings: The central point strategy of sticking as 
much as possible to main corridors and main places in the building – predominantly 
used by first-time visitors – and the direction strategy of choosing routes that head 
towards the horizontal position of the goal as directly as possible, irrespective of 
level-changes (cf. least-angle strategies [2, 6]). Both proved to be inferior to a third 
strategy based on forming a hierarchically organized navigation plan. Such a strategy 
seems to be based on cognitively segmenting the setting into regions which guide 
navigation decisions (the approach was introduced by Wiener et al. [19], albeit for 
two-dimensional outdoor settings). This later strategy reduces the complexity of 
planning and navigation by first entering the target region before starting fine-tuned 
search. In the Hölscher et al. study [7], this strategy of first moving to the correct floor 
in the building was characterized as a floor strategy, since in that building floor levels 
were the predominant hierarchical aspect of the building.  

Research questions & predictions. For the building complex in the present study, it is 
not immediately obvious how a route choice preference would look if a hierarchy-
based, region-oriented strategy is employed: The building consists of at least two 
identifiable building parts which could be interpreted as regions by a navigator. At the 
same time, however, the building has a multi-level structure, which may also foster a 
level-based mental regionalization of the building complex. Thus it is not clear how 
the participants will segment the building when applying a hierarchy-based strategy. 
Also, it is not clear if individuals idiosyncratically prefer a certain strategy or if they 
adapt it according to external constraints such as the task, the instruction or 
familiarity.  

Based on the results in Hölscher et al. [7] we will test the hypothesis that a floor-
based strategy will be a) more successful than a direction-based strategy and that b) 
users familiar with the building will rely on it to a greater extent. 

Besides the characteristics of the building, wayfinding tasks can differ especially 
regarding the amount and type of goal directed information they provide and thus 
influence wayfinding strategy choices. Rooms in public buildings are generally 
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identified by a room number, a propositional descriptive scheme that implies 
information about the general region of a goal location, i.e., in a task like “go to room 
no. 1215” the participant knows on which floor he will find the target room. The room 
numbering scheme in this setting also provides information about the building part in 
which the room is located. In contrast to this, a task instruction that only provides 
directional information (and no propositional) may not foster a hierarchical planning 
process to a similar extent. In this case people may try to minimize the angular 
deviation from the linear distance and follow a direction-based least angle strategy 
[2, 6]. Thus, the kind of information that is provided in the task instruction may elicit 
route choice and performance differences. We expect the number-based task 
instruction to foster a floor-based strategy rather than a direction-based strategy. 

1.2   The Role of Maps 

Thorndyke & Hayes-Roth [17] found evidence that the information learned from a 
map is quite distinct from information learned while navigating in an environment, 
since the map provides survey knowledge rather than accurate, direct route 
knowledge. Gärling et al. [5] presented evidence that showing a floor map to 
participants immediately prior to testing reduced the effects of familiarity with the 
building and improved wayfinding performance. Learning from a map can be equally 
effective as having actually visited a building [14] or even lead to better performance 
compared to long-term users of a building [12].  

Yet it is not unequivocally clear that access to floor maps does indeed have a 
positive impact on real-life wayfinding performance. Butler et al. [1] present evidence 
that you-are-here maps in a similarly complex setting had no positive effect at all, in 
fact, wayfinders attending to such wall-mounted maps lost time without gaining any 
navigational advantage. It is also well-documented that using a map that is misaligned 
with one’s current orientation can be detrimental [11], a feature of many standard 
floor maps in office buildings.  

Independent from map alignment all maps have to be transferred from survey 
perspective into route perspective. This transfer is associated with switching costs 
[10, 15]. Learning an environment from direct experience or an oblique perspective 
drawing, therefore, can lead to better performance than learning from a floor plan, or 
from a floor plan and a cross-section [4].  

We have chosen a specific type of map for our study: In all public buildings in 
Germany – as well as most of the Western world – fire regulations specify exactly 
how the floor plans on display must be designed. These plans are defined by law and 
are omnipresent. One would naturally hope that these maps adequately support 
wayfinding tasks in the building especially in case of an emergency.  

Research questions & predictions. We have several expectations towards the outcome 
of the experiment. In general familiar participants should perform better than 
unfamiliar ones due to their enhanced knowledge about the environment. Also, 
participants using a map should perform better than those not using a map. Map users 
receive additional information about the environment which participants not using a 
map don’t have available. In order to built up a spatial representation of the 
environment they have to rely on the knowledge they have acquired by navigating 
through it. However, the study by Butler et al. [1] would suggest no effect of map use. 
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Concerning the interaction of familiarity and map use the studies of Richardson et al. 
[14] and Moeser [12] led us to the expectation that the availability of maps will allow 
unfamiliar users to - at least partially - compensate for their spatial knowledge deficit 
compared to familiar users. Thus, unfamiliar participants in the map condition should 
use maps more frequently than familiar participants but with respect to their 
performance they should be as successful as familiar participants. 

2   Method 

In the experiment, navigational performance and verbalisation of visitors with prior 
experience with the adjacent university buildings was compared to the behaviour of 
novices visiting for the first time. Map usage was controlled by either, allowing or 
disallowing the participants to use the frequently displayed fire plans of the building. 
   Generally, the task consisted of finding a goal specified by room number. In two of 
the tasks this instruction was systematically compared to giving exact location 
information by showing the room from the outside, without mentioning the room 
number. 

 

 

Fig. 1. Plan view of the building ensemble. The left and the central part belong to the original 
building from 1911, the right part was added later. 

2.1   Participants 

16 women and 16 men, aged between 18 and 34 (M = 23, SD = 3.0), participated in 
the experiment. The 16 participants familiar with the building had visited it on a 
weekly basis for at least two semesters. The 16 unfamiliar participants, by contrast, 
had never been to the building at all. Participants were randomly assigned to the map 
and instruction condition, yielding experimental groups of equal size.  
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2.2   Material 

The design of Freiburg University’s main building (see Fig. 1) is composed of two 
distinct building sections, built in 1911 (KG I) and 1961 (KG III). The KG I section 
consists of a squarish main section with a linear outbuilding (mezzanine, half-height 
level change), that at its end meets the open-space design of the KG III section.  

 

 
 

Fig. 2. Configuration of floors with circulation areas1 

 

The floors of the building parts are connected by various passages and stairways 
(except 2nd floor, KG III). Due to different heights between the floors, and different 
numbers of floors (four at KG I compared to five at KG III) the user has to change the 
floors in an irregular and often unexpected way (see Fig. 2). The numbering system in 
the building consists of 4-digit room numbers. The first digit codes whether a room is 
                                                           
1 Starting points and goals of the navigation tasks are marked by numbers (example: “s1” is the 

starting point of the first task, “1” its goal location. As tasks are linked, “1” marks the starting 
point for task 2 and “2” marks its goal.). The figure also documents the mismatching floor 
numbering scheme across buildings parts. 
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located in the KG I or KG III part (e.g. 1019 vs. 3047), treating the main part of KG I 
and its mezzanine floors as one. The second digit corresponds to the floor level, 
counted separately for KG I and KG III, leading to a mismatch on upper levels (see 
Fig. 2).  

The wall-mounted maps in our experiment are standard fire plans that, by law, are 
required to be posted at specified points in all public buildings. Each plan depicts the 
layout of the current floor, but is limited to either KG I or KG III. Plans are located 
next to main staircases and elevators on each level. 11 out of these 20 wall-mounted 
fire maps were misaligned by 90° or 180°, the rest were properly aligned with a 
viewer’s facing direction.  

 

 

Fig. 3. Example fire plan, located in the KG I main section, 3rd floor 

2.3   Procedure 

The experiment lasted about 90 minutes, including the instruction and debriefing as 
well as post-experimental written tests (to be reported in a later publication, as they 
are beyond the scope of this paper). Participants were instructed to think aloud and 
thus verbalize their thoughts and considerations [3, 13]; performance was video-
taped. Half of the participants were allowed to use the floor maps of the building, 
whereas the other half were not. Due to the size of the fire plans it was not possible to 
read the maps without standing close to it, so in the no map condition it was 
impossible for the participants to look at the maps without the experimenter taking 
notice. The participants’ main task was to subsequently find eight locations in the 
building. All participants received the tasks in the same order, and the tasks were 
linked such that one task’s goal location was the next task’s starting point (see Fig. 2). 

Tasks were selected in a way that their difficulty increased (with respect to the 
number of floor changes and the requirement to change the buildings). This was done 
in order to accommodate for the participant’s increasing knowledge about the 
building while she performs the tasks.  In order to provide a fairly realistic situation, 



 Map Use and Wayfinding Strategies in a Multi-building Ensemble 371 

the wayfinding tasks were instructed by verbally providing the room number such as 
“Find room number 1019”.2 This type of instruction provides the same information as 
a student might have when he gains the room number from his timetable.  

While tasks 1-3 were designed to foster only one wayfinding strategy each, the 
remaining tasks were planned to equally allow for both a floor-based and a direction-
based strategy, i.e., changing first to the floor of the assumed goal location (floor 
strategy) or walking first horizontally into the direction where the goal is assumed to 
be located (direction strategy). In order to investigate the effect of instruction we 
varied the type of instruction (propositional vs. directional) in two tasks: For one half 
of the participants it was changed in task 6, for the other in task 7. This was done in 
order to balance between the directions of movement: The two tasks were matched 
with respect to complexity of the path, level changes and length. Instead of a number-
based instruction, the target room was shown visually to the participant in such a way 
that the experimenter pointed to the target room, while the participant was standing in 
the door leading to the courtyard. In addition the target room was marked by a black 
“X” in the window. This type of instruction provided both vertical and horizontal 
direction information non-verbally. It explicitly avoided any reference to room-
numbering or level information (as an instruction like “it is the third window from the 
bottom” might have done). The order of instruction, i.e., whether participants received 
the X instruction on task 6 or on task 7, was randomly assigned. 

2.4   Measures 

Performance. For each task, the shortest route as well as a list of reasonable route 
alternatives was determined beforehand. Navigation performance was measured with 
a number of variables: 
 

• Duration: time to complete the task 
• Stops: number of stops other than stops at maps 
• Complete stop time: sum of the time of all stops 
• Detour distance: the length of detours, where detour is defined as “leaving 

the path and returning to it at the same point”. 
• Distance ratio: the ratio of the walked distance to the shortest distance 

possible 
 

Specific behaviors and verbalization measures. The second group of measures 
classified the participants’ verbal comments. The traversed route of each task was first 
drawn into the plans of the building. This was also used to determine route distances 
and superfluous way after getting lost (see above). The verbal codes and stops were 
written beside this drawn trajectory at the location where they were mentioned. The 
coding scheme for classifying the verbal comments was fine-tuned until all categories 
could be reliably recognized with a sufficient inter-rater reliability (kappa value of 
.70; for a detailed description of verbal data handling, see [7]). 
                                                           
2 The target locations were: Room 1019 (task 1), r. 1192 (task 2), r. 3120 (task 3), r. 1486 (task 4), 

courtyard (task 5), r. 1234 (task 6), r. 3301 (task 7), r. 3220 (task 8). 
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The following measures were collected based on verbal comments: 
 

• Looked at room no.: frequency of looking at room numbers in order to 
orientate oneself. 

• Orient on outside: frequency of looking to the outside in order to orientate 
oneself. 

• Forgot room number: frequency of forgetting the target room number and 
asking the experimenter for it. 

3   Results 

The wayfinding tasks were analyzed with respect to both performance measures and 
corresponding verbalization. First, we present results regarding the influence of 
familiarity with the building and map usage on wayfinding performance. Second, we 
report strategy-related results. A multivariate ANOVA was performed with the 
within-factor task and the between factors familiarity (familiar, unfamiliar) and map usage 
(map used, no map used). The MANOVA yielded a significant main effect of familiarity, 
F(12, 17) = 2.37, p = .05 and a trend for map usage F(12, 17) = 2.02, p = .09. The 
interaction was not significant, F(12, 17) = 0.85, p = .60. 

Table 1. Selected means of performance and behavior measures in the analysis of familiarity 
and map usage effects 

 Familiarity Map usage 

 Measures Unfamiliar Familiar  No map used Map used 
Duration [s] 214 160 182 194  

Stops [n] 3.29 1.66 * 2.51 2.42  
Complete stop time [s] 41 20 * 23 39 * 

Detour distance[m] 39 21 * 33 26  
Distance ratio 1.90 1.52 * 1.75 1.66  

Looked at room no. 1.07 0.81  1.19 0.63 * 
Orient on outside 0.20 0.06 * 0.11 0.15  

Forgot room number 0.60 0.36 * 0.51 0.45  
Failure of a plan 0.09 0.09  0.10 0.07  

Stops at maps [n] 1.09 0.59 *    
Time/stop at maps [s] 20 9 * (* p<.05 )  

 

3.1   Familiarity  

Participants familiar with the building were expected to perform better than those who 
were not. They completed the task faster, the paths they chose were shorter, they 
stopped less often, and detours were shorter and less frequent. The total distance they 
walked was shorter and their ratio of walked distance and shortest distance possible 
was smaller. In addition they oriented on the outside less often. Familiar participants 
forgot the number of the target room less often than unfamiliar participants (all  
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F(1, 28) > 5.83, p < .025, η²partial  > .17; for means see Table 1). The result, that 
familiar participants performed better than unfamiliar participants, was expected and 
probably due to their deeper spatial knowledge about the test environment. 

According to our hypothesis, participants who were familiar with the building 
should be able to rely on their knowledge about the building and not be dependent on 
information from maps. We did a separate analysis of the number of stops and the 
time spent at maps including only participants from the map condition since only they 
were allowed to use maps3. Here, the overall effect of familiarity, F(2, 11) = 6.13, 
p = .016, was significant. The main effect was significant for both the number of 
stops at maps, F(1, 12) = 10.36, p = .007, η²partial = .46 and the time spent at maps F(1, 
12) = 11.33, p = .006, η²partial = .49. Thus, unfamiliar participants used maps more 
often and for a longer time, probably trying to compensate for their lacking 
knowledge about the building. For familiar participants it was not necessary to use 
maps very often due to their elaborate knowledge about the setting. However, even 
familiar participants who visit the setting regularly performed far from perfect.  

3.2   Maps 

Unfamiliar participants used maps more often, but map use did not lead to any 
performance advantages: No significant difference could be found in any of the 
performance measures except for total stop time, F(1, 28) = 7.10, p = .013, η²partial = .20 
(for means see Table 1). This particular result is caused by the map users spending 
extra time reading the map while non-map users did not. Participants with map access 
used room numbers less often than participants who didn’t use a map, F(1, 28) = 9.57, 
p = .004, η²partial = .26. 

No interaction between familiarity and map usage was observed in any of the 
measures. So contrary to our hypothesis, map usage did not enable unfamiliar 
participants to compensate for the lack of knowledge that they were facing. 

Yet, not all maps were aligned with their surrounding. Could the lack of 
performance advantages in maps be due to improper map alignment, generally known 
to hamper performance? To answer this, we separately analyzed task 3 & 7 in which 
only correctly aligned maps were encountered by the participants: again neither a 
significant main effect of map use, nor an interaction with familiarity was established. 
Thus, the lack of advantage for map users cannot be ascribed to misaligned maps. 

3.3   Strategies 

The analysis of strategies in this study was twofold: On the one hand we investigated 
strategy choice as a function of different factors like task instruction and familiarity. 
On the other hand we investigated the success (in terms of wayfinding performance) 
of a chosen strategy.  

                                                           
3 For this and the following analyses, two participants (one familiar, one unfamiliar) were 

moved from the map condition to the no-map condition, as they never used a map in any of 
the tasks. They did not gain any information from external representations and thus may be 
treated in the same way as participants who were not allowed to use a map. 
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Our hypothesis stated that strategic choice would vary as a function of task, 
instruction and familiarity, not by intrinsic preferences of individuals. This could be 
clearly established (cf. Table 2).  

Table 2. Task properties (left panel) and frequencies of strategy choice (right panel) 

Task properties Frequencies 

Task Instruction 

Floor 
change 
required 
(No. of 
floors) 

Building 
change 
required 

Floor 
strategy 

Direction 
strategy 

Sum 

1  no  (0) no - - 16 
2  yes (1) no 25 5 30 
3  no  (0) yes 2 24 26 
4  yes (3) yes 18 10 28 
5  yes (4) optional 20 8 28 
6 X yes (3) yes 5 10 15 
 Room No. yes (3) yes 10 7 17 
7 X yes (3) yes 5 11 16 
 Room No. yes (3) yes 7 6 13 
8  yes (2) yes 7 25 32 

 
In the tasks where both strategies were applicable (4-8) only two participants chose 

the same strategy throughout all tasks. In general, in different tasks different strategies 
were applied (χ2(7, N = 221) = 68.8, p < .001)4.  

Also, the variation of instruction type in task 6 and 7 led to the choice of different 
strategies (Fig. 4): If participants had to reach the room marked with an ‘X’ they more 
often changed the building first, whereas if they had to reach the same room identified 
by its number they more often changed the floor first (task 6 & 7 added together, χ2(1, 
N = 61) = 3.68, p < .028, one-tailed).  

Across all eight tasks, familiar and unfamiliar participants acted very similarly: 
No general difference in their choice of strategy across all tasks was revealed (χ2(1, 
N = 221) = 1.15, p = .283). Similar to familiar and unfamiliar participants, map 
users and participants not using a map also did not differ in their general strategy 
preference (χ2 (1, N = 221) = 0.03, p = .956), nor did women and men (χ2 (1, N = 
221) = 0.17, p = .392). So the two main factors determining the choice of a strategy 
are task and instruction. Familiarity, gender and individual preferences play a minor 
role.  

                                                           
4 Not all subjects could be clearly assigned to one strategy in every task. For comparing the 

influence of task, both instructions in task 6 & 7 were added together. 
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Fig. 4. Choice of strategy (frequency) as a function of instruction. The figure shows the data 
from tasks 6 & 7 combined. 

But which strategy was more useful? In order to answer this question, we 
performed a MANOVA on the above mentioned measures with factors strategy, 
instruction and task. The latter two factors were included in order to statistically 
control the influence of task and instruction. As it was not possible to reasonably 
apply both strategies in task 1, 2 or 3, these tasks were excluded from this analysis. 

Table 3. Selected means of performance and behavior measures in the analysis of the post-hoc 
identified strategy choices 

 Strategy 
 Measures Floor Direction   

Duration [s] 212 153 * 
Stops [n] 2.76 1.82  

Complete stop time [s] 31 24  
Detour distance[m] 29 16 * 

Distance ratio 1.86 1.33 * 
Looked at room no. 1.11 0.65  

Orient on outside 0.17 0.08 * 
Forgot room number 0.56 0.39  

Failure of a plan 0.15 0.02 * 
 (* p<.05 ) 

 
For the remaining five tasks, participants who changed the floor before changing 

the building performed worse: There was a main effect of strategy F(12, 191) = 4.05, 
p < .001 in the way that people who changed the floor first performed worse than 
those who changed the building first. They had to detour more, their detours were 
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longer, they walked longer distances, and took longer to reach their goal. Their ratio 
of the walked distance and shortest possible distance was higher, they oriented on the 
outside more often and their plans failed more often (all F(1, 202) > 5.42, all p < .025, 
all η²partial > .03, for means refer to Table 3). 

4   Discussion 

We have identified major wayfinding performance differences between participants 
who were familiar with the building and those who were not. This finding was 
expected as it confirms the finding of familiarity effects by other researchers. It 
demonstrates how difficult indoor wayfinding in a realistically complex setting is for 
untrained users, the target audience of most public buildings. Even the familiar 
participants performed far from perfect in this setting, pointing to usability challenges 
in the multi-level multi-building ensemble. The observation that participants 
frequently forgot target room numbers suggests a severe memory load imposed by the 
complex building structure. This stresses a practical need to better understand 
wayfinding challenges in architecture.  

4.1   Maps 

When given the opportunity, unfamiliar participants tried to compensate for their lack 
of prior knowledge longer and more often than familiar users by making use of the 
wall-mounted maps. However, surprisingly it turned out that the floor maps did not 
have any positive impact on wayfinding performance, neither for first-time nor for 
regular visitors.  

In fact, reading the maps required additional time and did not receive any payback 
in performance enhancement [1]. One might suspect that the map deficits relate to a 
lack of alignment, but we were able to show that this is not a decisive factor here. 
Why did the floor maps not help in wayfinding? Despite violating several design 
principles [8], the fire plans provide detailed survey information about single floors. 
However, the wayfinding tasks require across-level navigation. Participants may have 
had trouble to integrate information from single floor maps into a coherent multi-level 
representation of the whole building or even parts of it. In this particular building 
ensemble, the floor numbering is inconsistent between the main parts of the building 
(KG I vs. KG III) and the floor numbering is not transparent with respect to the 
mezzanine levels. Nonetheless, the main deficit of the fire plans clearly generalizes to 
other multi-level multi-building environments: In most real-world cases the fire plans 
of complex buildings do not cover the area beyond a single building section or floor 
and thus fail to supply the necessary information for route planning across floors or 
sections.  

The fire plans were not only designed to help fire fighters entering the building to 
quickly assess its topography in case of a fire but also to help visitors to quickly find a 
way out in case of an emergency. In our study participants were instructed to find the 
target room as quickly as possible. At the same time they were instructed to solve the 
task in a calm manner without any hurry, so they actually had as much time as they 
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wanted to study the map and orient themselves in the building. This would clearly not 
be the case in an emergency where people are under stress and tend to panic. If the 
maps didn’t help the participants in a common wayfinding task, how can they ever be 
useful in an emergency situation? This as well as other research [8] shows that the 
deployment and design of emergency maps have to be re-considered and be subject to 
empirical testing. 

4.2   Strategies 

When people have incomplete knowledge about a path network, they rely on 
strategies to guide their path choices. We found that strategy choice is largely 
influenced by characteristics of the building, task features and the instruction rather 
than being an idiosyncratic preference of the individual participant.  

The strategies tended to follow a pattern of regionalization: The building can be 
mentally divided into a dual hierarchy of building parts and floor levels. When only 
one hierarchical aspect is involved (the floor change in task 2 or the building change 
in task 3), people relied very strictly on it. Thus, they changed either the floor or the 
building before searching for the room’s horizontal position.  

When participants had to change building and floors within a single task, the 
picture was more ambiguous. If the participants knew that the goal was further away 
horizontally than vertically, they first walked horizontally – changing the building – 
and then went for the correct floor. This was the case with the visual instruction (X in 
the window) in task 6 and 7 as well as in task 8 where the participants first had to 
cross the whole building KG I. If the participants otherwise had to assume that the 
horizontal distance was – at least potentially – shorter, compared to the vertical one, 
they first changed the floor and only then the building section. That was the case in 
task 4 and 5 and in the room number instruction in task 6 and 7. We must assume that 
participants did not know where exactly in a floor the room they were looking for was 
located and that they therefore first tried to reach the closest part of the floor in the 
correct part of the building (KG I vs. KG III), to start their search. This sub-goal was 
considered the relevant reference for strategy selection, especially since this heuristic 
avoids unnecessary backtracking in many cases. In other words, if two options for a 
hierarchical strategy were equally available in a task, the vertical and horizontal 
direction information was used to disambiguate the path choice. 

Strategy choice also seems to be strongly influenced by the type of information 
provided with the task (tasks 6 & 7): At least in our setting, providing a room number 
provoked a floor-first strategy choice, while a non-propositional instruction in the 
identical task, providing direction information initiated a change-building-first choice. 

In the latter case, the behavior we observed is in line with an attempt of the 
participant to minimize the angular deviation from the linear distance, since the target 
location is further away horizontally than vertically. This pattern can be interpreted as 
a variant of what for the strictly horizontal case has been termed a least-angle-
strategy [6].  

It is an open issue for further studies to identify whether the information provided 
in the task description or the dual hierarchy account discussed above has greater 
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impact, as we have not systematically juxtaposed these aspects in the present study. It 
will be especially relevant to see how regionalisation and a least-angle heuristic might 
interact, e.g., whether people initially regionalise the building (initial strategy) and 
then apply the least-angle heuristic at decision points further on the way.  

Finally, which strategy was more successful? In the case of this multi-level multi-
building setting, the strategy of first moving into the correct part of the building 
before changing to the proper level was much more effective across a number of 
performance measures. On first sight, this observation is at odds with the performance 
boost found in Hölscher et al. [7] for exerting a floor-first strategy in a multi-level 
building. But in fact, in both studies the effective strategy relies on hierarchical 
planning to overcome difficulties in the building. The present study extends the 
complexity of the multi-level building in Hölscher et al. (2005) to a multi-building 
setting. This multi-building setting has a mismatching number of floors, so that, e.g., 
for the second and third floor, changing between the buildings was not easily possible 
and the 4th floor of KG III had the same elevation as the 3rd floor of KG I. Across all 
tasks the change-building-first strategy is best suited to overcome the additional 
burden of the present setting, namely the inconsistencies in floor numbering and 
relative floor elevations between parts of the building. 

Also in contrast to our previous findings on strategy choice, no general differences 
between strategy choices of participants who were familiar with the building and 
novices was found, a fact that is likely attributable to the strong influence of task- and 
instruction-related effects. Yet, for the one task where familiarity differences were 
clearly identified, the familiar participants definitely preferred the more successful 
strategy. This is a direct replication of the earlier finding, the experts’ preference for a 
strategy corresponding with the strategy’s success rate. 

4.3   Future Research 

We will continue our efforts to extend the indoor wayfinding research to further types 
of public buildings with different spatial layouts and properties. Both the settings in 
Hölscher et al. [7] and in the present study owe their complexity mostly to vertical 
structure, while within a single level the path choices were relatively limited. It 
remains to be investigated how the hierarchically-based wayfinding strategies that we 
have identified extend to layouts that provide greater within-floor horizontal extend 
and complexity. Hospital or airport terminal buildings would be prime examples of 
such settings to validate the scope of applicability as well as the adaptive value of 
human wayfinding strategies. 

A follow-up study has been conducted in the same building in which we have re-
designed maps and installed a signage system considering cognitive factors in 
navigation. The study involved the same tasks in order to compare results. The data is 
currently analyzed, but first results indicate that even large, salient maps which were 
designed particularly for the purpose of easy navigation may not allow first-time 
visitors to reliably compensate for their lack of knowledge in such a complex real-life 
building setting. Instead, signs appear to be the main attractors of attention and people 
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tended to follow them instead of intensively studying the maps. The reasons for these 
results and its theoretical implications will need to be carefully investigated. 
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Abstract. The paper is concerned with the empirical investigation of different 
types of schematised maps. In two experiments a standard floor plan was 
compared to three strongly schematised maps providing only route knowledge. 
With the help of one of the maps, the participants had to localise themselves in 
two tasks and performed two wayfinding tasks in a multi-level building they 
didn’t know before. We recorded map usage time and a range of task 
performance measures. Although the map provided much less information, 
participants performed better in wayfinding with an unambiguous schematic 
map than with a floor plan. In the self localisation tasks, participants performed 
equally well with the detailed floor plan and with the schematised map versions. 
Like the users of a schematic map, users of a floor map presumably oriented on 
the network structure rather than on local geometric features. This allows them 
to limit the otherwise potentially very large search space in map-based self 
localisation. In both types of tasks participants looked at the schematised maps 
for a shorter time. Providing less than standard information like in a highly 
schematised map can lead to better performance. We conclude that providing 
unambiguous turning information (route knowledge) rather than survey 
knowledge is most crucial for wayfinding in unknown environments. 

Keywords: Schematisation, map, wayfinding, self localization, route knowledge, 
survey knowledge, multilevel building. 

1   Introduction 

Maps are a common tool for orienting ourselves in our environment, may they come 
in paper form or be displayed on our mobile device. Comparing a paper hiking map 
with one displayed on a mobile device or a subway map the amount of information 
provided in those maps can vary tremendously. In the paper map you might see 
individual houses whereas in the mobile or subway map only the coarse direction of 
routes is displayed. The question of this study is how much information in a map is 
necessary, how much is superfluous? Is a highly schematised map sufficient for 
orientation or do we need further details? Does this depend on the goal we want to 
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achieve with our map: Is a schematic map sufficient for finding our goal, but not for 
locating our current location after getting lost? 

To address these questions we, first, review several theoretic approaches to 
schematisation. We, second, try to classify these approaches by the distinction of 
route and survey knowledge and identify the relevance of this knowledge from 
empirical studies. Third, we propose cognitive processes underlying wayfinding and 
self orientation with maps. From these assumptions we derive hypotheses predicting 
performance in wayfinding and self orientation for normal and highly schematised 
maps. Last, we test these predictions in two experiments and discuss the results with 
respect to the literature.  

1.1   Theories of Schematisation 

The question of what information is necessary for locating ourselves and finding our 
goals has found different answers. In cognitive science, this is often referred to as 
schematisation; the abstraction from unnecessary detail to concentrate on the essential 
information [e.g. 8]. For maps this involves omitting details e.g. the corner of a house 
or omitting dimensions e.g. colour information. We will introduce several approaches 
of schematisation. The reference point for all these approaches is the topographic 
map. In our terms a topographic map is a map which displays correct distances and 
angles between locations. Common hiking maps and also most city maps are 
topographic. It is important to notice that all maps, also topographic maps, do not 
display all spatial information available in our environment and therefore are 
schematic [27]. However, as metric relations are kept constant, a topographic map can 
be seen as a reference point to (more) schematised maps. 

In a topological map only information about the network structure can be obtained. 
As a consequence a user located at B (see Table 1) can only determine to go into 
direction C, but not whether this implies turning right or left, as this information 
might not be displayed correctly in a map. Not knowing whether your path turns right 
or left is all right when taking the subway as your destination is written on a sign on 
the train, but it is beyond the pale for walking to your goal: Standing at an intersection 
the information of having to navigate to the city hall does not help at all, if you don’t 
know in which direction to walk in order to do so. Consequently, mere topology can 
be sufficient for using a subway, but not for walking to our goal.  

One approach to schematise maps comes from discrete curve evolution [2]. The 
shape of routes is simplified. Curvature between two locations is straightened (see 
Table 1). Local arrangements are to be kept constant. E.g. there is a house adjacent on 
the right side of the street. When the street is straightened the new position of the 
house should not be far away from the street, not on the street nor to the left of the 
street, but again on the right side adjacent to the street.  

Another approach to schematisation is to categorise the environment [12]. 
Categorisation doesn’t include the whole continuum of a route, but is focused on only 
e.g. the intersections. These intersections can be categorised again by reducing the 
possible angles of two intersecting streets to, say, only 90° or 90° and 45° (see 
Table 1). Especially for route maps which provide information about how to get from 
the start to the goal this is a feasible approach. In a second step it is also possible to  
. 
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Table 1. Schematisation principles and pictorial examples for these principles. From a 
topographic, i.e., a metrically correct map (left of the arrow) a schematised map (right of the 
arrow) is derived. The amount of survey and route information preserved in the schematised 
map is roughly described in the columns on the right side.  

Schematisation principle  Survey 
information 

Route 
information 

Topologic map    

 

 

incorrect incorrect 

Straighten     

 

 

 

rather 
correct 

correct 

Categorise junctions     

 
 

 
rather 

incorrect 
correct 

Enhance relevant information   
 

 

 start & go-
al correct 

correct 

Route knowledge map    

 

 

 
incorrect correct 

 
cluster intersections [20]. E.g. if you have to turn right at a T-intersection you could 
omit all intersections before the T-intersection where you have to walk straight, like 
we often do in verbal directions like “at the T-intersection turn right”. 

Another route map approach for cars is based on the principle to enhance relevant 
information and reduce or remove irrelevant information [1]. Most often when driving 
a car we have to cruise around several streets to reach a highway. Then we cover most 
of the distance on this highway before cruising again small streets in order to reach 
our goal. In a topographic map most parts will be occupied by the long highway. This 
approach enlarges the important parts of the map at the start and at the end of the 
route and shrinks the long distances on a highway (see Table 1). In doing so, the 
relative location of the goal with respect to the start is kept constant.  

There is no general theory of schematisation yet [cf. 13]. All approaches omit 
certain information from the environment. This involves the curvature of a segment 
(straighten & enhance information), the length of a segment (enhance information), 
exact angles at branching points or even streets not necessary on a specific route 
(categorise junctions). As a consequence the exact metric locations displayed on a 
map, which provide so called survey knowledge, are distorted to a smaller (straighten) 
or stronger extent (categorise junctions) or do not provide meaningful information at 

B 

C 

D 
B 

D C 

A 
A 
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all, as in the case of a topological map (see Table 1). We will review the importance 
of survey knowledge and its counterpart route knowledge in the next section. 

1.2   Route and Survey Knowledge in Schematised Maps 

The distinction between route and survey knowledge is fundamental in spatial 
orientation research [e.g. 24]. Route knowledge includes knowledge about a series of 
actions that have to be taken in order to reach the goal independent from knowing the 
exact position of the goal, e.g. turn right at the church, then the second street to the 
left. Survey knowledge on the other hand includes knowledge about the direction and 
distance between locations independent from knowing a path that leads there, e.g. the 
train station is about 300 Meters east from here.  

Previous research strongly suggests that route knowledge is the crucial factor in 
finding your goal: In our daily life we recall route knowledge rather than survey 
knowledge. About 80% of all mentioned descriptions in verbal directions are 
concerned with actions and landmarks [6]. People very familiar with an environment 
have been shown to express only little survey knowledge of this environment [e.g. 
16]. For reaching a goal in cities and buildings, survey knowledge was shown to play 
only a minor role [11, 15]. Orienting on survey relations could even be detrimental for 
performance [15]. Topographic maps displaying route and survey information have 
been found to provide no additional help in wayfinding compared to signs which only 
display route information [3, 10] or to verbal directions not providing survey 
information [15, 22]. So at least for wayfinding route knowledge seems fundamental, 
whereas survey knowledge can be omitted.  

Transferring these results to schematic maps, one could think of a map only 
concentrating on providing correct route knowledge while omitting all survey 
knowledge. For our experiment we constructed such a schematic route knowledge 
map and compared it to a topographic map additionally providing survey knowledge. 
In constructing such a map (see bottom row of Table 1), we applied two principles: 
(1) Each junction in the map was connected to the closest junction by a straight line of 
normalised length, no matter whether the real distance was 5 or 50 meters. Mere turns 
between intersections were not considered. When walking between two junctions 
multiple changes in direction could occur. (2) All angles at junctions were changed to 
90° or 180° angles. A turn to the right remained a turn to the right, but the turning 
angle in the map was always 90°. Local orientation of junctions in the map was 
correct. A T-intersection in the map always corresponded to a T-intersection in 
reality, a turnoff in the map always to a real turnoff, although the exact angles 
between streets might have differed. Despite the topologic network structure, only the 
local orientation of intersections was represented in such a map. The map was 
metrically incorrect. Route information was preserved: at any point the participant 
was able infer from the map whether to turn left, right or walk straight on in order to 
reach the next junction. Contrary to that survey information was omitted: no correct 
inference regarding distances and overall orientation could be drawn. 

1.3   Wayfinding and Self Localisation with Schematised Maps 

Starting from empirical findings we described two principles for constructing a 
strongly schematised map, which we compared to a standard topographic map. The 
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basic idea is that the schematised map is sufficient for orientation, despite providing 
much less information compared to the topographic map. Does this hold true for all 
spatial orientation tasks? In the following we differentiate between finding a goal and 
localising oneself e.g. after getting lost. We propose that for wayfinding a 
schematised map is sufficient, whereas for self localisation participants lack important 
information and therefore should perform worse. 

Wayfinding. When we want to reach a goal using a map, we usually know our 
current location and the location of our goal. Following Passini [19] we assume three 
steps in solving the wayfinding problem. The steps can be iterated several times: 

Planning: The first step is planning a route from the start to the goal (or the general 
area of the goal) in the map. We could encode or learn the whole map, throw it away 
and plan the route based on our representation of the map. It has been shown, 
however, that planning is much easier using external representations like a map than 
using our own internal representations – possibly one reason why maps exist [21].  

Transformation and encoding: When we have settled for one route, we have to 
encode, i.e., memorise the route. Only very few people walk around looking 
constantly at the map. Even if they do so, they have to transform the information from 
the map in order to use it for moving around. This transformation involves aligning 
the map mentally or physically with the environment so that “up” in the map 
corresponds to “forward” in the environment [e.g. 14]. For a transportable map, this 
could be accomplished by rotating the map. The transformation, however, also 
involves a perspective switch from the top down perspective of the map to the 
ground-level (egocentric) perspective in which we encounter the environment [e.g. 
23]. As our memory capacities are limited we probably won’t encode the whole route, 
but only a part of it and start with this.1  

Walking and monitoring progress: After transforming and encoding the map, we use 
our internal representation to guide our locomotion. E.g. we walk straight on to the 
next intersection and turn left there. In doing so we have to monitor our progress, i.e., 
to mach our internal representation e.g. of an intersection with our environment, 
before executing a behaviour e.g. turning left and then access the information of what 
to do next and where. Matching locations of the environment with corresponding 
internal representations helps us with monitoring our progress, identifying our goal 
and keeping us oriented. When we reach the end of the memorised (sub-)path and/or 
feel unsure, we look into the map again and go back to the planning stage or to 
encoding and transforming the upcoming part of our already planned route. When 
making a mistake (or using an erroneous map) we can get lost, i.e., our actual location 
does not correspond to our assumed location in the map or in the representation 
formed from it. After that, we have to localise ourselves again, before being able to 
plan, encode and execute a new route. Self localisation will be described in the next 
section.  

 

                                                           
1 The transformation process can also happen online during walking the route. For this, the map 

would need to be encoded beforehand. Again as argued for planning we assume that the 
transformation is much easier, when having access to the external representation of the map, 
than when having to rely on an internal representation of the map. 
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We described our assumptions regarding the process of wayfinding using a map. 
Within this model alternative strategies can be imagined. Our examples described a 
route strategy which includes a one dimensional string of actions at decision points. 
However, also a survey or least angle strategy is possible [9, 11]. This strategy 
includes identifying the direction and distance to a (sub-)goal (planning), encoding 
and transforming this into a horizontal perspective and trying to walk directly to this 
spot (walking and monitoring progress). The survey strategy is only applicable using 
a topographic map as the route knowledge map does not provide correct survey 
information. 

Taking this model of wayfinding we assume that the schematised map provides 
sufficient information for all stages of the wayfinding process applying a route 
strategy. As lots of detail information is missing we predict that the planning, 
encoding and transformation process could be performed faster and less error prone 
than with a topographic map. Participants therefore should be quicker in consulting 
the map. For wayfinding itself we assume that participants with a schematised map 
perform at least as good as participants with a topographic map although the 
topographic map provides much more information. 

Self localisation. When we are disoriented, i.e., when we do not know where in 
relation to our memory or a map we are, we try to localise ourselves. To regain our 
orientation in an unknown environment we have to compare features of our 
surrounding with features of a map [e.g. 26]. For example, when standing at a 
T-intersection we can search for all T-intersections in the map. Based on the 
individual geometry of our T-intersection we might distinguish this T-intersection 
from other T-intersections. In doing so, we localise ourselves using local cues which 
are visible from our current location. These cues could be the geometry, or landmarks 
displayed in a map e.g. churches, street sizes or doors in the map of a building. The 
literature on self localisation is very much focused on such local cues and emphasises 
the importance of geometric features [e.g. 7]. In contrast we can also orient on the 
network structure of our surrounding, i.e., only taking decision points into account, 
e.g. “if I am here in the map, then there should be a T-intersection straight ahead and 
a crossroads to the left”. Localising on local cues or on the network structure is 
probably best described as a hypothesis testing procedure, i.e., we generate a 
hypothesis about our current location and try to confirm or reject this hypothesis by 
collecting more information.   

Our experiments took place in a multi-level building. Compared to single layer 
spaces like cities, the relation and representation of multiple layers poses difficulties. 
Humans have trouble correctly aligning vertical spaces in pointing tasks [18]. Soeda 
et al. [25] observed wayfinding performance in tasks involving vertical level changes. 
They found people losing their orientation due to vertical travel, supporting more 
informal results of Passini [19].  

Our schematised map only preserves the network structure of the environment and 
the raw layout of intersections e.g. T-intersections, but lacks exact local geometry. As 
geometry is considered an important cue for self localisation [7], we assume 
participants to localise better if using a topographic map which preserves geometry.  
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1.4   Hypotheses  

We proposed a map schematisation approach providing route knowledge and omitting 
survey knowledge. Such a highly schematised map was compared to a standard 
topographic map additionally providing information about survey relations as well as 
local geometry. Due to local geometry which was shown to be important in self 
localisation, we predicted that participants with a topographic map would perform 
better in localising themselves. Due to the central importance of route knowledge for 
wayfinding, we predicted that participants with a schematised map would perform at 
least as good as participants with a topographic map. This would be despite the fact 
that the topographic map provides much more information. Due to the sparser 
information in the schematic map, we predicted that participants would be faster in 
encoding information from the schematic map than from the topographic map. This 
was expected in both types of tasks, wayfinding and self localisation.  

In Experiment 1 we compared a topographic map, i.e. a floor plan of a multilevel 
building with our highly schematised map. In Experiment 2 we investigated the 
relevance of ambiguity, an issue which occurred in Experiment 1, with a set of two 
new schematized maps. Conducting both experiments with the same tasks and in the 
same setting allowed us to compare results between the experiments. 

2   Experiment I 

2.1   Methods 

Participants were asked to participate in two self localisation tasks. They had to locate 
the position in a map corresponding to their actual position in a building unknown to 
them. They also performed two wayfinding tasks in the same building. For this they 
were shown their actual position in the map and had to find a goal also shown to them 
on the map. All tasks were either conducted with a topographic floor plan or with a 
highly schematised map.  

Participants. Participants were attendees of an annual summer school for human and 
machine intelligence which takes place at a conference centre in Günne, near 
Düsseldorf, Germany. They were recruited from the list of participants of the summer 
school via e-mail, before the event started. 5 women and 13 men agreed to participate 
in the experiment. The participants were at the end of their twenties (M = 28.6; SD = 
5.7), all were native German speakers. 

Material. The conference centre was built in 1970 (see Figure 1). It consists of four 
floors connected with five staircases. Its complexity causes many visitors to get lost. 
For further discussion of the building see [11].   

The participants either got a floor plan or a schematised map for the task. In the 
floor plan each level of the building was seen from birds eye view (see Figure 2 left 
side). Symbols for staircases were added and connected with dashed green lines. The 
metric distances in the floor plan were correct. Doors were not displayed. Participants 
were not allowed to enter rooms. The display of rooms enabled participants to judge 
the outlines of the building. 
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The schematic or simple map (Figure 2 right side) was derived from the floor plan 
following the principles described in 1.2. Each junction and staircase (node) in the 
map was connected to the closest staircase or junction (node) by a straight line of 
normalised length. Turns between nodes were ignored, except for one turn in the 
square in the middle of the basement, where this was not possible. All angles at 
junctions were changed to 90° or 180° angles. In comparison to the floor plan, the 
simple map provided route knowledge and omitted survey knowledge. Turning 
information was correct, but distance and global orientation information were not to 
be relied on. Despite the topologic network structure of nodes, only the local 
orientation of intersections was represented in the simple schematised map.  

Both floor plan and simple map were presented on an A4 paper (29.7 cm x 21 cm) 
in an opaque folder which had to be opened in order to see the plan or map. 

Procedure. The participants performed two self localisation tasks. They were taken 
to the starting points blindfolded (number 1 and 4 in Figure 1). In order to reach the 
start of the first task they entered the building from outside. They were able to guess 
that they were on the ground floor or in the basement. For the second task they were           . 

 

Fig. 1. The conference centre where the experiment took place. Starting points for the self 
localisation tasks (number 1 and 4) are shown. In the wayfinding tasks the participants had to 
walk from number 2 to 3 and from number 4 to 5. The numbers correspond to the order in 
which all tasks were performed.  .  
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Fig. 2. The floor plan on the left and the schematised “simple” map on the right. Corresponding 
staircases on different floors are connected with green dashed lines.  

also disoriented and brought to the correct floor via corridors only accessible to staff 
and by an elevator starting from the basement. They could, therefore, infer not being 
in the basement any more. The participants’ task was to locate themselves in the map, 
i.e. to show their actual position on the map. For this they were allowed use the map 
and walk around, but not both at the same time. The experimenter instructed them to 
only answer when they were certain and not simply to guess where they were.  

For the two wayfinding tasks the experimenter brought the participants to the 
starting point without blindfold (number 2 and 4 in Figure 1). He showed them their 
current position in the map and their goal. In the building the goals were marked with 
a red square on the floor (number 3 and 5). The participants had to find the goal as 
quickly as possible while moving with normal walking speed.  

The participants started with the first self localisation task (number 1) followed by 
the first wayfinding task (from number 2 to 3). These tasks took place in the large 
area: For the self localisation task it was necessary to more or less consider the whole 
building as their possible actual location. In the wayfinding task they covered about ⅔ 
of the building. After the tasks in the large area they performed a self localisation and 
a wayfinding task in the small area. In the self localisation task (number 4) the 
participants could exclude the parts of the building already known to them reducing 
the number of available alternatives. The adjacent wayfinding task (from number 4 to 
5) covered only about ⅓ of the building and was therefore much shorter than the first 
wayfinding task.  
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The participants were videotaped. From the video we derived the following 
dependant measures: 

− Time to complete the task, taken from the video. Extra time, e.g., stops with 
explanations because of experimental issues was subtracted 

− Distance covered 
− Detours to locations visited before (only in wayfinding tasks) 
− Average detour distance per detour (only in wayfinding tasks) 
− Map usage: Number of stops to use map (participants were asked only to use the 

map while standing)  
− Average map time per map usage, i.e., average time between opening the folder 

containing the map and closing it again.  
 

Two experimenters conducted the tasks in parallel. During the experiment the 
participants were asked to verbalise their thoughts. They also accomplished two 
pointing tasks before and after the second wayfinding task (at number 4 and 5 in 
Figure 1). Pointing and verbalisations are beyond the scope of this paper and therefore 
reported in a later publication. One participant in the floor plan condition had to be 
excluded due to not being able to complete the tasks. The assignment of participants 
to experimental conditions was controlled with respect to gender and experimenter. 
Parameter values deviating more then three standard deviations from the overall mean 
were replaced by the most extreme value observed inside three standard deviations. 
We computed independent t-test to compare between maps, gender and experimenter. 
Since nonparametric U-tests revealed very similar results only the more common 
parametric t-tests are reported.     

2.2   Results 

The results did not differ due to experimenter (all 20 t(16) < 2.1, p >.096, d < 0.87). 
The data was therefore collapsed for further analysis. 

Table 2. Average performance in self localisation for Experiment 1 and 2. Means and (standard 
deviations) are shown. Means displayed in italics differ in direct comparison at p < .05. 

 Experiment 1  Experiment 2 

 Floor plan Simple map  Comb map Square map 

Large area      

 Time [s]  352 (240) 330 (218) 246 (82) 236 (99) 

 Distance [m]  87 (112) 116 (59) 80 (31) 66 (23) 

 Map usage [n] 4.7 (4.7) 6.0 (4.0) 4.6 (0.7) 4.1 (1.5) 

 Av. map time [s] 65 (36) 32 (16) 36 (17) 40 (15) 

Small area     

 Time [s]  106 (63) 100 (49) 165 (90) 141 (55) 

 Distance [m]  10 (10) 18 (15) 31 (13) 22 (17) 

 Map usage [n] 2.3 (1.0) 2.1 (0.8) 3.1 (1.4) 2.8 (1.3) 

 Av. map time [s] 31 (16) 39 (41) 37 (22) 35 (9) 
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Table 3. Wayfinding performance in Experiment 1 and 2. Means and (standard deviations) are 
shown. Means displayed in italics differ in direct comparison at p < .05. 

 Experiment 1  Experiment 2 

 Floor plan Simple map  Comb map Square map 

Large area     

 Time [s]  305 (144) 264 (128) 286 (65) 266 (85) 

 Distance [m]  183 (62) 159 (28) 153 (17) 139 (23) 

 Detours [n] 1.8 (1.5) 1.2 (0.8) 1.0 (0.7) 0.3 (0.7) 

 Av. detour dist. [m]  25 (18) 20 (21) 21 (10) 22 (2) 

 Map usage [n] 5.3 (3.9) 5.4 (2.2) 6.6 (2.1) 4.9 (1.5) 

 Av. map time [s] 28 (7) 24 (21) 21 (10) 25 (11) 

Small area     

 Time [s]  143 (76) 165 (52) 191 (164) 199 (125) 

 Distance [m]  66 (18) 94 (35) 81 (25) 86 (31) 

 Detours [n] 0.9 (1.4) 1.6 (1.1) 1.0 (0.5) 1.4 (1.5) 

 Av. detour dist. [m]  10 (4) 24 (9) 18 (13) 14 (7) 

 Map usage [n] 3.1 (1.8) 4.4 (1.3) 4.9 (2.0) 4.9 (1.7) 

 Av. map time [s] 26 (12) 14 (8) 16 (10) 19 (10) 

Self localisation. In the large area participants with a floor plan looked per stop twice 
as long at their plan than participants with the simple map (see Table 2 left side, 
t(11.0)2 = 2.57, p = .026, d = 1.21). We did not find any further significant differences 
regarding self localisation neither in the large nor the small area (all seven t(16) < 
1.22, p > .243, d < 0.61). No gender differences in self localisation performance were 
found (all eight t(16) < 1.15, p > .270, d < 0.62). 

Wayfinding. In the small area participants with a floor plan performed better than 
participants with a simple map (see Table 3 left side). Their average distance of 
detours was smaller (t(10) = 2.67, p = .024, d = 1.86). There was also a trend to stop 
less often (t(16) = 1.77, p = .097, d = 0.83) and cover less distance (t(16) = 2.07, p = 
.055, d = 0.98). When using the floor plan they, however, stopped for longer times 
than participants with a simple map (t(16) = 2.64, p = .018, d = 1.24). The groups did 
not differ significantly with respect to time or number of detours (t(16) < 1.13, p > 
.276, d < 0.54). In the large area participants with a simple map performed 
numerically better. These differences, however, never reached the level statistical 
significance (six t(16) < 1.08, p > .300, d < 0.51). Wayfinding performance did not 
differ due to gender (all twelve t(16) < 1.84, p > .078, d < 1.33).3 

                                                           
2 Both experimental groups differed in their variance. The degrees of freedom were therefore 

adjusted from 16 to 11.0). 
3 Due to unequal group sizes and adjustment of the degrees of freedom to account for unequal 

variances, some rather large effect sizes in favour of men did not become significant. 
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2.3   Discussion 

When using their maps, participants with the floor plan looked longer in the map than 
participants with the simple map – both in wayfinding and in self localisation. 
Consistent with our predictions they encoded more information from the floor plan or 
they needed more time to extract the relevant information from the floor plan.  

For self localisation we predicted a better performance in participants with a floor 
plan. Only the floor plan not the schematic map provided local geometry which was 
considered an important cue in self localisation. Contrary to our prediction both 
groups performed equally well in localising themselves. The performance measures 
did not even show a consistent numerical advantage for the floor plan, excluding a 
lack of statistical power as an explanation. We conclude that both groups mainly used 
the network structure available in both maps for localising themselves. Why was that? 
Using local geometric features might offer too many opportunities to look for in the 
floor plan. E.g. there were a lot of bends in a corridor to check for in the map. 
Focusing on nodes in the network structure instead reduced the possible search space 
to a reasonable size. Fewer hypotheses had to be tested and kept in memory. 

For wayfinding we expected participants with the simple schematic map to perform 
at least as good as participants with the floor plan. Despite containing much less 
information, the schematic map should provide the relevant information for 
wayfinding. While participants using the simple map performed numerically better in 
the large area, participants using a floor plan performed better in the small area. Why 
did they perform better in one task? We assume that the simple schematic map 
provided ambiguous turning information after floor changes. After walking down the 
stairs, participants with the simple map could not know whether they should turn left 
or right next. Participants with a floor plan could disentangle this ambiguity by local 
geometric features e.g. the form of a corridor. Indeed in the small area task almost all 
detours using the simple map had their origin after exiting stairs. In the large area task 
no ambiguity occurred, as all stairs were located at the end or very close to the end of 
a corridor. Here, no advantage of the floor plan was observed. In order to address this 
problem we conducted a second experiment in which we varied the ambiguity of two 
schematic maps.  

3   Experiments II 

3.1   Methods 

The goal of this experiment was to determine the influence of ambiguity in schematic 
maps. In the simple schematic map of Experiment 1 we identified an ambiguity for 
participants after floor changes. Especially in the small area participants could not 
know from the map which direction they had to go when exiting stairs. To disentangle 
this ambiguity we placed the symbols for staircases to the side of a corridor and 
oriented them facing the direction towards the corridor (see Figure 3 right side). Also 
the lines connecting floors via the staircases were changed and entered the stair from 
the back additionally indicating ones orientation when exiting a staircase. For the            . 
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Fig. 3. The maps used in Experiment 2. On the left side the ambiguous “comb map”, on the 
right side the unambiguous “square map”.  

ambiguous map the staircases and connections between the floors were the same as in 
the simple map of Experiment 1 (see Figure 3 left side). Additionally the structure of 
intersections was changed from 90° angles to 120° angles in order to provide two path 
alternatives branching off at the same angles. At an intersection the map always 
provided a left and a right alternative, no matter whether in the building this was a 
T-intersection or a corridor branching off to the left. In the later case the main straight 
corridor was indicated in the map not with a straight corridor, but with a turn to the 
right. Due to its honeycomb structure we called this map “comb map”. In contrast to 
that we called the unambiguous map “square map”. 

The experiment took place at the same annual summer school as Experiment 1 one 
year later. Nine women and nine men agreed to participate in the experiment. Again, 
the participants were around the end of their twenties (M = 27.4; SD = 12.6) and 
spoke German fluently. One participant in the square map condition not reported here 
had to be excluded due to not being able to complete the tasks. The selection and 
assignment of participants, the tasks, procedure, instruction and data analysis were 
identical to Experiment 1.  
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3.2   Results 

Except for detours in wayfinding in the small area (t(16) = 2.39, p = .029, d = 1.13), 
the results did not differ with respect to experimenter (all 19 t(16) < 1.51, p > .150, d 
< 0.60). No different results were obtained when including the experimenter in the 
analysis of this parameter. Therefore, only the collapsed data are reported. 

Self localisation. The participants performed equally well in localising themselves, 
no matter whether they used the comb map or the square map (see Table 2 right side, 
all eight t(16) < 1.24, p > .236, d < 0.59).  

In the small area women outperformed men. They were faster (109s vs. 197s, 
t(16) = 3.12, p = .007, d = 1.47), covered less distance (15m vs.. 37m, t(16) = 4.17, 
p = .001, d = 1.96) and used the map less often (2.2 vs. 3.7, t(16) = 2.78, p = .014, 
d = 1.31) before correctly localising their position. Women and men did not differ in 
time per stop or in the in the large area (all five t(16) < 1.27, p > .224, d < 0.60). 

Wayfinding. Participants with the comb map and the square map did not differ in 
their general wayfinding performance (see Table 3 right side). In the large area there 
was a trend for participants with the square map to make less detours (t(16) = 2.0, p = 
0.63, d = 0.94) and use the map less often (t(16) = 1.94, p = .070, d = 0.91; all ten 
other measures t(16) < 1.42, p > .176, d < 0.68). Wayfinding performance did not 
differ with respect to gender (all twelve t(16) < 1.84, p > .302, d < 0.51). 

3.3   Discussion 

Participants with the ambiguous comb map and participants with the unambiguous 
square map did not differ in localising themselves. As in Experiment 1 this findings 
indicate that the network structure was the main source of information used for self 
localisation. Unambiguous local intersections and staircases only provided in the 
square map did not lead to a significantly better performance. Local unambiguousness 
did not play a crucial role in these tasks.  

We do not have an explanation for the better performance of women in self 
localisation. This did not occur in Experiment 1 where there were no significant 
differences, men even performed numerically better. Generally, men are known to 
perform slightly better than women in spatial orientation tasks (for a recent review see 
[5]). For the wayfinding tasks used in Experiment 1 and 2 which were the same as 
tasks used in another experiment [11] no advantage for women was observed.  

We did not observe any significant differences in wayfinding performance with 
respect to the maps. There was a trend for participants in the large area to perform 
better with the unambiguous square map. With nine participants per group this 
difference, however, did not reach the level of significance. Ambiguity could 
therefore not be a crucial factor for wayfinding with schematic maps. A minor 
importance of ambiguity could, however, not be ruled out. To see how participants 
with ambiguous and unambiguous schematic maps perform in relation to a floor plan 
we compared the results of Experiment 1 and 2. 
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4   Comparison of Experiment I and II 

4.1   Methods 

In order to compare a floor plan with ambiguous and unambiguous schematic maps 
over both experiments we used three groups: a) The floor plan, b) the unambiguous 
square map and c) the two ambiguous schematic maps, consisting of the simple map 
from Experiment 1 and the comb map from Experiment 2. We compared these three 
groups using a one-way ANOVA with pair-wise planned contrasts between the 
groups when an overall difference was observed. Especially the contrast between the 
floor plan and the unambiguous square map was of interest as the other two contrasts 
were partially contained in the data already presented in section 2 and 3. 

4.2   Results 

Self localisation. In the large area the time participants looked at the map per stop 
differed as a function of the kind of map (see Figure 4 left side F(2, 33) = 6.07, 
p = .006; η2 = .27). Participants with a floor plan looked longer at the map compared 
to participants with schematic maps (floor plan vs. ambiguous maps: t(33) = 3.45, 
p = .002, d = 1.14; floor plan vs. unambiguous square map see also Table 2 outer 
columns: t(33) = 2.41, p = .022, d = 0.93). In the small area there was a trend for the 
participants to differ in the distance covered before locating oneself (F(2, 32) = 2.62, 
p = .088; η2 = .14). Here participants with a floor plan covered less distance compared 
to participants with ambiguous maps (t(32) = 2.26, p = .031, d = 1.11; two other 
contrasts: t(32) < 1.67, p > .106, d < 0.86). We did not reveal any further reliable 
differences in other parameters (six F(2, 33) < 1.0, p > .380, η2 < .06). 
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Fig. 4. Mean time of map usage in participants with the floor plan, ambiguous maps and the 
unambiguous square map in both experiments. Means and standard deviations are displayed for 
self localisation in the large area (left side) and for wayfinding in the small area (right side). 

Wayfinding. In the large area task participants differed in the number of detours 
(F(2, 33) = 5.0, p = .013, η2 = .23) and the distance covered (F(2, 33) = 3.31, p = .049, 
η2 = .17) as a function of the kind of map they used (see Figure 5). Participants with 
the unambiguous square map performed better than participants with the floor plan 
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(detours: t(33) = 3.14, p = .003, d = 1.24; distance t(33) = 2.54, p = .016, d = 0.93, 
four other contrasts: t(33) < 1.96, p > .059, d < 1.06). We observed no further 
differences in the four other parameters (all F(2,33) < 0.61, p > .553, η2 < .04).  

In the small area task the participants differed in the time of their average map 
usage (see Figure 4 right side, F(2, 33) = 3.87, p = .031, η2 = .19). Participants with 
ambiguous schematic maps looked shorter at their maps than participants with the 
floor plan (t(33) = 2.78, p = .009, d = 1.08; two other contrasts t(33) < 1.59, p > .122; 
d < 0.70). There was a tendency for floor plan users to stop less often compared to 
participants with schematic maps (F(2, 33) = 3.14, p = .056, η2 = .16). We observed 
no differences in the other four parameters (all F(2, 23/33) < 2.44, p > .109, η2 < .18). 
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Fig. 5. Wayfinding performance in participants with the floor plan, ambiguous maps and the 
unambiguous square map in the large area compared over both experiments 

4.3   Discussion 

Participants with an unambiguous schematic map performed better in wayfinding than 
participants with a floor plan. In the large area task they made less detours and 
covered shorter distances. Despite its lower information content, using an 
unambiguous schematic map can lead to better performance than using a floor plan. 
This result is consistent with our prediction.  

Why can it be better to use a schematic map? Time for planning and encoding 
alone could not be the reason. Participants looked at the schematic maps for shorter 
times, but this could only influence the overall wayfinding time and could not explain 
the fewer errors, i.e., fewer detours and the less distance covered. We assume that 
participants either encoded better information in concentrating on route knowledge or 
that they applied a better strategy, i.e., a route strategy. The schematic maps were 
constructed to provide only correct route knowledge which was shown to be central to 
wayfinding (see section 1.2). From such a map a user could learn where to turn at an 
intersection, but a user could not learn survey knowledge as distances and directions 
between locations on the schematic map did not correspond to the real distances and 
directions in the building. This fact was known to the participants. They were thus 
forced to encode and use only route knowledge. In contrast, participants with a floor 
plan could also encode survey knowledge or even local geometry. This information 
was less useful for the task (see section 1.2). Considering that memory capacity is 
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limited, concentrating on relevant information should lead to fewer errors and 
therefore less detours and less distance covered.  

The survey information from the floor plan might, however, not just distract from 
the more relevant route knowledge, it also enables the application of a survey strategy 
[9, 11]. Within a floor a participant could encode only the direction and distance of a 
(sub-)goal and try to walk there directly. In doing so, a route not leading to the     
(sub-)goal could be chosen resulting in more detours and distance covered. Although 
the survey strategy needs very little information to be transformed and encoded from 
the map, the encoded vector pointing to the (sub)goal has to be updated constantly. 
Consequently, the survey strategy implies a higher memory load during walking 
through the building which also could lead to more errors. With the route strategy the 
turning information at decision points had to be transformed and encoded from the 
map and maintained until it was used, but nothing had to be updated. So the memory 
load for the route strategy was high only during transforming and encoding when 
participants could use the map as an external representation to ease their tasks [21]. 
Further research has to clarify whether the advantage of a schematic route-knowledge 
map stems from applying a different strategy or rather from a memory effect, e.g., not 
encoding irrelevant survey information or additionally relying on verbal memory to 
encode route knowledge. In the comparison of route and survey knowledge it might 
also be interesting to produce a map only providing survey knowledge and no route 
knowledge. Such a map would include the correct topographical location of decision 
points, but connecting paths would not be visualised. But very likely such a map 
would be practically useful only for navigation tasks in open terrain, not for indoor 
environments. 

One factor in route knowledge is ambiguity. Route knowledge should be 
unambiguous. We did not find any significant differences when varying ambiguity in 
the second experiment. Maybe our variation was not strong enough. If we had used a 
topological and therefore a completely ambiguous map for comparison, we probably 
would have found stronger effects. However, when comparing the floor plan to the 
schematic maps only the contrasts to the unambiguous square map became 
significant. Ambiguity, therefore, has to be relevant in some way, although other 
factors might be more central.  

Consistent with our prediction, participants needed less time for encoding 
information from a schematic map than from a floor plan. This holds true for both self 
localisation and for wayfinding. With less information provided in the schematic 
maps, participants are limited in the amount of information to encode. Additionally, 
they do not have to search for the relevant information within irrelevant information. 

In self localisation no general advantage of the floor plan compared to schematic 
maps could be revealed. There was a trend for participants with the floor plan to cover 
less distance. This, however, only holds true for comparing floor plans with 
ambiguous schematic maps. No reliable difference or even trends between floor plan 
and the unambiguous square map could be revealed. We conclude that most 
participants relied on the network structure rather than the geometric layout. 
Searching the floor plan for locations with a specific geometric layout probably 
offered too many possible alternatives. Limiting the search space to easily identifiable 
configurations of nodes like intersections and staircases reduced the number of 
possible alternatives to a reasonable amount that can be handled by humans. The 



398 T. Meilinger et al. 

higher importance of network structure over geometry stands in contrast to results 
from self localisation studies which emphasise the importance of geometric features 
[e.g. 7]. There are, however, substantial differences between these studies and our 
experiment: Our participants had to localise themselves in an unknown environment 
using a map providing an external representation. In research on self localisation 
participants most often had seen the environment before and judged their current 
location based on their memories of this environment which are internal 
representations. A further difference besides internal vs. external representations is 
the kind of space the experiments took place in. In most self localisation experiments 
only room sized environments were used. According to Montello [17] these spaces 
can be called vista spaces as all the space is visible from one point of view which also 
holds true for open places or even small valleys. Contrary to that, to understand 
environmental spaces we have to move around and take several views of the space 
into account which is the case for towns or buildings like in our experiment. So at 
least the kind of space (vista vs. environmental space) and the representation system 
on which the self localisation task was based (internal vs. external) differ between our 
experiment and most self localisation studies. Identifying, which factor or 
combination of factors do in fact cause participants to localise on the network 
structure rather than on geometry is subject to future research.  

When comparing gender over both experiments (not shown) we did not observe 
significant differences like in Experiment 2. Reliable differences of any kind should 
be even stronger when comparing more participants. We, therefore, do not think that 
the gender differences observed in Experiment 2 should be emphasised too much. 

5   General Discussion 

Despite containing much less information, using a highly schematic map can lead to 
better wayfinding performance than using a topographic floor plan. Providing 
unambiguous route knowledge is central for this performance benefit. Self 
localisation with such a map is generally at least not worse than with a floor plan. 
Like the users of a schematic map, the users of floor map orient on the network 
structure rather than on local geometric features which would imply a very large 
search space. Both in wayfinding and self orientation participants are faster to encode 
information from the schematised map.  

How do these results generalise to other situations and maps? All significant results 
in this study are based on large effect sizes with respect to Cohen [4]. In this field 
experiments we are not dealing with a highly artificial laboratory effect only observed 
under very specific conditions. The practical application for the results in self 
localisation will, however, be limited. In many maps today our current location is 
already marked, e.g. when using a wall-mounted you-are-here-map or a GPS-based 
system. For an old fashioned city map we often localise using street names or 
landmarks rather than comparing the network structure of our surrounding with the 
one in our map. Also the wayfinding results are not transferable to all situations: Our 
highly schematic maps can only be constructed for non-circular street layouts, as can 
be seen in the schematic maps of the basement. For the common route maps which 
only display one route this is not a problem. For other maps, the rather strict 
construction constraints have to be relaxed and e.g. turns have to be allowed, too. 
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From a navigational point of view, the floor plan might also be improved e.g. by 
marking corridors in a different colour, probably leading to faster encoding times and 
maybe also less errors. Our results might therefore depend on the kind of maps we 
used. The point we wanted to make, however, was how little information is sufficient 
for good performance. In any case, this information about where to turn at a decision 
point should never be omitted! More information could be helpful, but less 
information will probably be detrimental. This point also applies to generalising to 
other settings than multi-level buildings, e.g. cities. The building used was rather 
complex. For more simple environments, other results might be expected, but at the 
same time any map might be obsolete in a simple setting. The complexity of our 
building, however, shows the importance of unambiguous turning information for 
non-trivial wayfinding tasks. Unlike in a building, in a city there is only one “floor”, 
but this floor extends much further horizontally. Both are rather complex and they 
both are environmental spaces according to Montello’s [17] definition, therefore the 
results probably can be generalised.  

Our results as well as wayfinding literature regarding maps in comparison to signs 
[3, 10] and verbal directions [15, 22] suggest: When trying to reach a goal in an 
unknown environment unambiguous turning information at decision points is more 
important than survey knowledge. May your route knowledge be communicated by 
signs, verbal directions or maps – this is the type knowledge you need! 
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Abstract. We present an interdisciplinary approach to the investigation of strate-
gies and heuristics reflecting the cognitive processes underlying human
wayfinding. To achieve this, we symmetrically investigate navigation behavior
and associated language. This novel approach combines two completely different
and independent directions of research that complement each other naturally and
necessarily, but which have seldom been directly combined so far. The current fo-
cus on wayfinding strategies and heuristics is a fairly new scientific goal both in
behavioral and linguistic research areas; also, the methods of discourse analysis
have rarely been directly adopted to systematically investigate parallels between
natural discourse and navigation behavior. In this paper, we outline and motivate
our approach and present first results gained in combined empirical investigation.

1 Introduction

Research on wayfinding deals with the cognitive processes involved in decision mak-
ing and planning that allow to reach destinations beyond the current sensory horizon.
Wayfinding includes tasks such as cognitive mapping, orienting towards nonvisible lo-
cations, route planning, or deciding on the sequence of destinations to visit. Within this
field, both linguistic and behavioral aspects of wayfinding have been investigated. How-
ever, this is typically done separately; research methods and experimental paradigms are
seldom aligned in order to investigate just how language relates to behavior, pointing to
shared underlying cognitive processes. Although psychological approaches sometimes
involve thinking-aloud protocols along with behavioral data, these are not analyzed
using discourse-analytic methods, and further language data are typically not elicited.
Within the field of wayfinding, the only area in which both aspects have been com-
bined systematically, yielding highly interesting results, concerns route knowledge and
its verbal description. However, the investigation of route directions constitutes only
a subpart of human wayfinding knowledge. Our joint research expands these findings
in that we aim at systematically studying a wider variety of wayfinding tasks, such as
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search and exploration, route learning and optimization, and route following and route
planning, both on behavioral and linguistic levels. In this paper, we motivate and sketch
our general approach and present first qualitative results of symmetric experimental
work, pointing at the identification of systematic parallels between wayfinding behav-
ior and language.

1.1 Strategies, Mechanisms, and Heuristics Underlying Wayfinding

A crucial aspect involved in the process of wayfinding is that humans employ strategies
and heuristics to approach their tasks, either because the required spatial knowledge is
imprecise or incomplete, or the effort of actually calculating correct solutions is too high
or requires too much time. For example, when navigating unfamiliar environments, it
is impossible to decide about future actions based on spatial knowledge alone. Never-
theless, humans proceed in systematic ways in solving their current task. For instance,
if the target direction is known but the environment is unknown, navigators have been
shown to apply the least angle heuristic: at intersections, they simply select the street
which has the least deviation from the target direction (e.g., Hochmair & Frank, 2002).
Christenfeld (1995) showed that human subjects, choosing from a set of alternative
routes that were identical with respect to metric length, target point, and number of
turns, reliably preferred the route that allowed to delay the turning decision as long as
possible, conceivably due to a tendency to minimize mental effort. This strategy also
offers a possible explanation for the fact that people’s route choices are often asymmet-
ric: that is, subjects often choose different routes from A to B than from B to A (e.g.,
Stern & Leiser, 1988). Gärling & Gärling (1988) investigated wayfinding strategies by
monitoring pedestrian shopping behavior with respect to distance minimization. Most
shoppers first chose the location farthest away, probably to diminish the effort to carry
bought goods, and then minimized distances locally between shopping locations (see
also Gärling et al., 1986). This minimization heuristics is often referred to as the nearest
neighbor (NN) heuristic.

Wiener & Mallot (2003) investigated the role of environmental regions for human
route planning and wayfinding behavior in a series of navigation experiments using
virtual reality technology (VR), showing that regions influenced route planning and
navigation behavior: subjects preferred paths that minimized the number of region
boundaries crossed during a navigation. They also preferred paths that allowed for
fastest access to the region containing the target place. These results demonstrate that
environmental regions are explicitly represented in spatial memory and are used during
route planning. Results of this study were used to develop a cognitive model of region-
based route planning, referred to as the ‘fine-to-coarse planning strategy’. Planning a
route using a focal representation results in a detailed plan for the close surrounding,
i.e., a plan that allows for immediate movement decisions. For distant locations only
coarse information at the region level is given.

In addition to the fine-to-coarse planning strategy, Wiener et al. (2004) identified two
further wayfinding strategies, the cluster strategy and the least-decision-load strategy.
Essentially, the cluster strategy states that route planning takes into account the distribu-
tion of target locations within an environment, predicting that subjects preferred to visit
as many targets as fast as possible. The least-decision-load strategy states that subjects
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given the choice between alternative paths choose the path that minimizes the number
of possible movement decisions. The latter strategy could be employed because the risk
of getting lost is smaller on less complex routes. In an additional experiment, Wiener
et al. (2004) studied the formation and use of regional knowledge during the learning of
an environment. They could show that regional information is encoded in spatial mem-
ory very early, most probably (i.) because by creating regions space becomes structured,
thus facilitating the learning of an environment, and (ii.) because regional knowledge
(coarse spatial information) allows to partly compensate for missing or imprecise fine-
grained spatial knowledge, for example, by limiting the search for a specific object to
the corresponding region.

To develop a deeper understanding of the strategies and heuristics underlying
wayfinding it appears inevitable to also study which environmental features influence
navigation behavior. According to O’Neill (1992), for example, wayfinding perfor-
mance decreases with increasing floor plan complexity. Werner& Long (2003) demon-
strate that the misalignment of local reference systems impairs the participants’ ability
to integrate spatial information across multiple places. Janzen et al. (2000) investigated
the influence of oblique angled path intersections within an environment on wayfind-
ing performance. Subjects’ error rate depended on which branch they used to enter
such an intersection. Furthermore, interrelations between visuo-spatial properties of ar-
chitectural environments and experience of space as well as navigation behavior were
investigated by Wiener & Franz (2005) and Wiener & Franz (submitted). They demon-
strated that certain geometrical features of indoor spaces allow do predict both, experi-
ence of the spaces and navigation behavior. Recent experiments in complex buildings
(Hölscher et al., 2005) involving the ‘thinking aloud’ method led to the identification
of specific strategies for navigation such as the (efficient) floor strategy (first walking
to the assumed floor of the goal) and the (less efficient) central point strategy (walk-
ing back to a central point and trying to find the goal from there). These experiments
already point to the usefulness of language to investigate participants’ strategies. We
believe, however, that deeper insights can be gained by a more systematic linguistic
investigation of the language associated with wayfinding tasks, going beyond thinking-
aloud data and employing discourse-analytic methodology. In the following, we briefly
discuss linguistic approaches to spatial cognition.

1.2 Spatial Language and Cognition

The idea that language may be viewed as a ‘window’ to cognition, in the sense that
linguistic phenomena reflect underlying concepts, has been around ever since the be-
ginnings of interdisciplinary research in cognitive science. Most research investigat-
ing this relationship has focused on knowledge and performance, on the inventory of
language and the semantics of interesting (e.g., spatiotemporal) linguistic expressions
(Herskovits, 1986), and on cross-cultural parallels and differences between linguis-
tic and non-linguistic spatial representations (Levinson, 2003), often aiming at iden-
tifying the direction of causality between language and cognition (are differences in
language responsible for differences in non-linguistic task solving or vice versa; e.g.,
Li & Gleitman, 2002; Levinson et al., 2002). Central contributions highlighting the
relationship between linguistic and non-linguistic spatial encoding were provided, for
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example, by Landau & Jackendoff (1993), Hayward & Tarr (1995), Munnich et al.
(2001), and in collections by Bloom et al. (1996), van der Zee & Slack (2003), and
Carlson & van der Zee (2005). Some studies furthermore address the impact of linguis-
tic abilities on spatial performance (Hermer-Vazquez et al., 1999), and the processes of
building mental models from linguistic representations (Johnson-Laird, 1983; Taylor &
Tversky, 1992; Tversky et al., 1994; Avraamides et al., 2004).

With respect to wayfinding in large-scale space, the relationship between spatial lan-
guage and cognition has been investigated intensively only in tasks addressing route
knowledge. Here, speakers’ linguistic representations are analyzed as to the extent to
which they reflect central cognitive wayfinding elements such as landmarks, spatial
chunking and segmentation, decision points, perspective choice, basic and deviating
spatial axes, ordering phenomena, and the like, all of which have been identified for
cognition and language alike (e.g., Habel, 1988; Tversky, 1996; Couclelis, 1996; Denis,
1997; Allen, 2000; Klippel, 2003). Taylor & Tversky (1996) (for English) and Tappe
(2000) (for German) investigated speakers’ descriptions of sketch maps in terms of dif-
ferent kinds of perspectives (route vs. survey vs. gaze perspective) taken on the scene.
These are distinguished, for instance, by lexical and conceptual choices such as using
an observer as relatum.

A number of studies furthermore deal with the efficiency and adequacy of verbal
route descriptions (e.g., Daniel & Denis, 1998; Denis et al., 1999; Lovelace et al., 1999).
Here, besides varying degrees of correctness and consistency, central questions involve
strategies of information conveyance, e.g., the amount of knowledge and ability that is
presupposed on the part of the listener, the level of granularity chosen for description,
memory load, and repair strategies in case of misunderstanding. Important variability
arises with respect to discourse tasks and settings, i.e., monological or dialogical, in-
advance or online, written or spoken, degrees of familiarity, etc. The impact of each of
these factors has not been differentiated in much detail so far (but see Schober, 1993;
Filipi & Wales, 2004), though a number of authors point out their importance (Daniel
& Denis, 1998; Habel, 2003; Visser& Wolff, 2003); further evidence for the role of this
variability comes from more general research in the wider field of discourse analysis
(Clark, 1996; Schober & Brennan, 2003; Pickering & Garrod, 2004).

1.3 Comparing Spatial Behavior and Language

Although investigations directly comparing wayfinding behavior and language in tasks
other than route navigation are rare, a number of studies address speakers’ strategies in de-
scribing spatial environments (see Tenbrink et al., 2002; Tenbrink, 2007, for overviews).
An early study (Linde & Labov, 1975) highlighted ways of describing the interior of
buildings; the authors differentiate between static and dynamic spatial reference and
show that speakers tend to adopt a strategy of mentally following a continuous route
through the building (see also Ehrich, 1985; Herrmann & Grabowski, 1994). Later studies
differentiate between local and global strategies of description (e.g., Carroll & von Stut-
terheim, 1993; Rieser, 1997), investigate the ways in which speakers choose strategies
and switch between them throughout a discourse, for example, with respect to perspec-
tive (Tversky, 1996; Mainwaring et al., 2003), and identify various levels of description
(Fischer & Moratz, 2001).
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For a systematic investigation of parallels between spatial behavior and language, the
methods of discourse analysis can be adopted usefully by drawing on knowledge about
cognitive processes as a motivation and background. For example, a finding which is
currently receiving increasing attention mainly aroused by Pickering & Garrod (2004)
is the idea that speakers in spatial dialogue not only interactively align their language
to each other but also jointly develop ‘situation models’ which are constructed for the
specific purposes of the present discourse, similar to the notion reviewed by Zwaan &
Radvansky (1998). The basic idea is that the conceptualization of a scene plays a role in
referring to it. Thus, in experiments reported by Garrod & Anderson (1987), speakers
developed consistent description schemes for reference to objects in a maze.

A crucial feature of the approach of ‘cognitively motivated discourse analysis’ as dis-
tinct from psycholinguistic research paradigms is to enable speakers to spontaneously
produce language in precisely defined tasks but without external influence as far as lin-
guistic choices are concerned. The investigation of systematic differences in relation to
the given task and discourse setting leads to a better understanding of the relationship
between language and underlying conceptions. Among the differences that have proved
to be crucial in spatial language (cf. Tenbrink, 2007) is the explicit mention of specific
elements such as perspective and relatum, the choice of spatial axis, and the level of
granularity (Hobbs, 1990), detail, or precision. In addition, a number of syntactic and
semantic distinctions in linguistic expressions point to underlying conceptual differ-
ences which can be explained by features of the given setting as well as by the inventory
of the language involved. The systematic patterns identified in language reflect the un-
derlying conception in ways that can be related directly to previous findings from other
(non-linguistic) sources. Our previous investigations carried out in various scenarios
(Tenbrink, 2007) point to the flexibility of speakers’ spatial strategies (Tenbrink et al.,
2002) and the nature of the underlying conceptualizations which may be expressed in
a broad range of ways, highlighting certain aspects of the spatial configuration while
leaving others underspecified (Tenbrink, 2003). A general conclusion that can be drawn
from these previous findings is that wherever there is a difference in conceptualization,
there will be a difference in linguistic expression if the speaker is allowed freedom to
express the spatial relationships intuitively, i.e., in an open experimental design that
does not require the speaker to use a specific linguistic (e.g., syntactic) choice. Such
conceptual differences become apparent with any conceivable change in the discourse
setting, be it the spatial configuration, the nature of the interaction partner (human or
robot), or details of the task at hand.

2 General Approach

As summarized above, a number of cognitive components and processes that contribute
to spatial cognition in behavior and language have already been identified. However,
often such investigations remain sporadic and one-sided, focusing on particular aspects
of either spatial behavior or language. Crucially, the designs of behavioral and linguistic
experiments are seldom aligned to allow for a direct comparison of results. Our aim, in
contrast, is to systematically vary the wayfinding task, subjects’ knowledge, and prop-
erties of the environments, using virtual reality simulations or small-scale real world
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scenarios; and to apply the method of cognitively motivated discourse analysis in inves-
tigating the patterns underlying speakers’ linguistic representations of the spatial tasks.
As an outcome, the relationship between cognitive processes and their externalizations
in spatial behavior and spatial language can be precisified systematically, leading to the
development of hypotheses about the use, function, and interplay of different cogni-
tive components and processes involved in specific wayfinding tasks and reflected in
language usage.

Our approach is to confront participants with different wayfinding tasks. While
solving the tasks, their navigation behavior is recorded at the level of trajectories, cod-
ing position and heading over time. Any interrelation between wayfinding task, spa-
tial properties of the environment, and subjects’ knowledge will allow the inference of
strategies applied when solving a specific wayfinding task. The behavioral and cogni-
tive patterns identified by the behavioral experiments should be reflected in language,
although it is not in all cases obvious beforehand in which ways the reflection may ap-
pear, and which discourse situation is best suited to uncover the underlying concepts.
Therefore, a number of different discourse situations will be investigated, varying be-
tween spoken and written language, self-talk, and monologic versus dialogic scenarios,
depending on the suitability to the task in each case.

While the analysis of the behavioral data is deeply rooted in established methods
of psychology and biology, the linguistic analysis takes a slightly different stance. Im-
portantly, the behavioral results will, together with previous linguistic findings, lead to
specific hypotheses that can be tested directly on the linguistic data collected. In ad-
dition to this, a number of systematic patterns will emerge from the natural language
data which could not be predicted on the basis of previous results, but which then lead
to the formulation of post-hoc interpretations that can again be tested in subsequent
work. This approach differs from most previous investigations of spatial language and
cognition in that speakers are given a high degree of freedom for language production,
and in that neither linguistic performance nor the effects of a linguistic representation
on the receiver are addressed. Furthermore, not the semantics and structure of linguis-
tic expressions are in focus but rather their applicability in certain precisely devised
discourse tasks.

Specifically, the analysis of linguistic data may concern explicit mention of cer-
tain aspects of the spatial task, e.g., landmarks and detailed spatial relationships, the
choice of spatial axes, granularity levels, and underlying perspectives, the presentation
of linguistic items as given or as new (Halliday & Matthiessen, 1999), the usage of pre-
suppositions, order of mention, etc. Previously known as well as marginal kinds of land-
marks are described in a different way (if at all) than newly perceived, or specifically
important, landmarks (Talmy, 2000). Crucial factors of the wayfinding process receive
greater linguistic prominence. The level of granularity chosen for a description reflects
the underlying conceptualization dependent on the task (see Timpf & Kuhn, 2003) and
its significance for the speaker (and hearer). The general processes governing linguis-
tic choices in various kinds of discourse situations, and the ways in which they reflect
underlying cognitive processes and mental conceptualizations, have been investigated
within the wider field of discourse analysis for several decades; the methods and find-
ings developed in this field are decisive for the investigation of the language produced
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along with and paralleling spatial behavior. By comparing spontaneous non-linguistic
spatial behavior with linguistic strategies, the specific goals and methods of linguis-
tic discourse analysis are directly cognitively motivated. Also, participants’ utterances
often contain explicit information about underlying strategies (Hölscher et al., 2005);
such information is specifically interesting since speakers provide direct access to as-
pects that are important to them (Sacks et al., 1974). This kind of evidence is accessible
to some degree by the elicitation of thinking-aloud protocols, which is an established
method (Fonteyn et al., 1993). However, typically such data are not analyzed using lin-
guistic, discourse-analytic methods; therefore, only those aspects that the participants
themselves were aware of can be accessed. In our approach, we aim at detecting sys-
tematic linguistic features in the data (collected in more than one way); these point to
underlying cognitive processes that may not be immediately obvious.

In the following, we exemplarily present a first experiment which was originally
carried out with a focus on spatial behavior (Wiener et al., submitted). Informal ques-
tioning of the participants then opened up a number of aspects and pointed to underlying
strategies that could not be directly derived from the data, highlighting the significance
of taking linguistic representations into account. To enhance this idea, the experiment
was replicated with a small number of participants, using three variations of linguis-
tic representations: self-talk, a written account of the spatial experience, and a written
instruction formulated for an unexperienced friend. The language data were analyzed
qualitatively using the method of cognitively motivated discourse analysis.

3 Experiment 1

Depending on the number of targets, route planning can be a very complex and compu-
tationally expensive task. This is best demonstrated by the well-known traveling sales-
man problem (TSP). Here, the task is to find the least costly path (usually the shortest
path) in order to visit multiple target locations and to return to the start place. The num-
ber of possible solutions is calculated as the factorial of the number of target locations,
i.e. for visiting 4 target locations there are 24 alternative solutions, and for visiting 9
target locations there are already 362 880 alternative solutions.

Obviously, if human navigators are faced with path planning problems comparable
to the TSP, for example on typical shopping routes on which multiple locations have
to be visited, they rely on planning strategies and heuristics rather than calculating and
comparing all possible path alternatives. One possible strategy to solve TSPs that has
received considerable attention is the so-called nearest neighbor algorithm (NN). From
its current location, which at first corresponds to the starting place, the NN algorithm
visits the closest target location that has not been visited before. By simply repeating
this procedure until all target locations have been visited and by returning to the start-
ing place, the NN algorithm usually finds good or near-optimal solutions for TSPs of
small sizes.

In a recent study, Wiener et al. (submitted) investigated human performance as well
as the cognitive strategies involved in solving traveling salesman tasks by active navi-
gation. For this, 25 places were arranged on a regular grid in a large experimental room
and each place was marked by a unique symbol (see Figure 1). Subjects were asked to
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Fig. 1. Left: schematic drawing of the experimental layout of Experiment 1; middle:
subject solving one navigation tasks; right: schematic drawing of the experimental layout of
Experiment 2

solve a total of 36 different TSPs with 4 to 9 target places. For each trial, they were
given a so-called ‘shopping list’ (see Figure 2) depicting the symbols of the start place
and the target places. Their task was to navigate the shortest closed loop connecting
the start place with all target places. During navigation, subjects were allowed to mark
the visited target places with little black markers. For each navigation task, the ex-
perimenter recorded subjects’ trajectories, i.e. the sequence in which the target places
were visited. From this, the length of the chosen path was calculated. By comparing the
length of the chosen path with the length of the optimal path, the performance measure
overshoot was calculated. 100% overshoot corresponds to a path with twice the length
of the optimal path.

Start

Fig. 2. Exemplary shopping list for a navigation task with 9 target places

The general outcome of the experiment was that subjects showed decreasing per-
formance as the number of target locations increased. While subjects showed almost
optimal performance, i.e. almost no overshoot, with 4 target locations, overshoot grad-
ually increased to just under 10% above the optimal path for TSP with 9 target places.
Accordingly, subjects’ start time, i.e. the time after first looking at the shopping list until
initiating the movement, increased with increasing number of target locations to visit
(see Figure 3).

Regarding the route planning strategies, Wiener et al. (submitted) analyzed whether
humans deployed the nearest neighbor (NN) strategy and the cluster strategy (see
Section 1.1) when solving the TSPs. For this, the navigation tasks that subjects were
asked to solve in Experiment 1 could be assigned to different route types, the
NN-adequate tasks and the NN-inadequate tasks. For NN-adequate tasks, the actual
NN-algorithm predicts the optimal, i.e. the shortest possible, route. For NN-inadequate
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tasks the NN-algorithm predicts sub-optimal routes. In addition to the NN-adequate and
the NN-inadequate tasks, a further group of tasks were labelled cluster tasks. On these
navigation tasks, the target places were distributed in two distinct target clusters of un-
equal size (e.g, on a navigation tasks with 6 target places, there was one target cluster
of 2 places and one target cluster of 4 places). Cluster tasks were NN-ambiguous as the
NN algorithm did not make clear predictions: the closest target places were equidistant
from the starting place, and similar situations also re-occurred during navigation.

Results showed that subjects outperformed the NN algorithm on navigation tasks in
which the NN algorithm did not predict the optimal solution (NN-inadequate tasks), i.e.
on average subjects found significantly shorter routes than the NN algorithm. Further-
more, when navigating cluster tasks, subjects showed a preference to first visit the larger
target cluster. The former result demonstrates that the NN algorithm alone is not suffi-
cient to explain human path planning behavior, at least in this particular situation. The
latter result demonstrates that during route planning not only the closest target place but
the distribution of target places in the environment is taken into account. The observed
bias to visit as many target places as fast as possible has been termed cluster strategy
(see Wiener et al., 2004).
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Fig. 3. Results of Experiment 1: left: subjects’ performance in finding the optimal solution de-
creased, i.e. overshoot increased with increasing number of targets; right: subjects’ start time
increases with increasing number of targets

As the NN algorithm was not sufficient to explain subjects’ navigation behavior, and
as the planning strategies applied were not apparent from the trajectories recorded, sub-
jects were informally interviewed after the experiment. Most of the 24 subjects reported
to have applied one of two strategies when faced with large TSPs. The first strategy was
based on a regionalization of the environment. Subjects reported that they individually
subdivided the 25 target places into different regions. During route planning they then
assigned the target places to be visited to these regions, allowing them to first plan
a coarse route on the basis of the regions. Such a coarse route plan is simple, easily
remembered, and the fine detailed route plan is then created by inserting close target
places during navigation. Applying such a region-based route planning strategy will
result in routes that minimize the number of region transitions. The second strategy
reported was to first select a subset of the target places depicted on the shopping list
according to some criteria, for example, the color of the corresponding symbols. Then
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a coarse route plan was generated taking into account only the selected subset of target
places. This route plan was then refined either before or during navigation by inserting
the missing target places into the route.

Both of the reported navigation strategies follow essentially the same logic: they
simplify the route planning task by applying a hierarchical planning scheme. First, a
coarse route that is simple and easy to remember is generated on basis of an abstraction
of the environment. This route plan is then refined during navigation by inserting target
places. Such a hierarchical scheme not only reduces computational effort during route
planning but also minimizes working memory load for the route plan.

4 Experiment 2

In order to empirically validate whether subjects applied the reported region-based strat-
egy, Wiener et al. (submitted) carried out a second experiment. In this experiment, the
environment was subdivided into 5 different, objectively identifiable, regions by placing
symbols of equal color next to each other (see Figure 1). As in Experiment 1, subjects had
to solve 36 TSPs with 4 to 9 target places. These navigation tasks could again be assigned
to one of two types that differed with respect to the trajectories of the optimal solution on
the region level. In Region-Strategy-adequate tasks (RS-adequate) the optimal solution
also minimized the number of required region transitions. In Region-Strategy-inadequate
tasks (RS-inadequate) navigation tasks the optimal solution required more region transi-
tions than other, sub-optimal (i.e., longer) routes. It was predicted that if subjects applied
a region-based strategy during navigation, they first visited all target locations in one re-
gion before entering the next region containing targets. By these means subjects were
expected to minimize the number of region-transition on both types of navigation tasks.

Results of this experiment showed that when navigating RS-inadequate tasks, sub-
jects clearly preferred sub-optimal routes that minimized the number of region transi-
tions. This result provides support for the region-based navigation strategy that subjects
reported in Experiment 1. While the experiments presented here took place in small
scale space, Wiener & Mallot (2003) and Wiener et al. (2004) reported a very similar
hierarchical planning scheme to account for subjects’ route planning and navigation
behavior in (virtual) large scale environments that were divided into different regions
(see Section 1.1). This suggests that the applied hierarchical planning strategies are
scale-independent and constitute general means to solve complex and computationally
expensive route planning tasks.

5 Experiment 3

Since the informal questioning of participants in Experiment 1 already turned out to
be valuable as shown by the results of Experiment 2, the question arises whether more
information could be gained by investigating linguistic representations systematically
and using linguistic expertise. For this purpose, Experiment 1 was repeated with a small
number of participants who were asked to perform a number of linguistic tasks in addi-
tion. This small experiment can be regarded as a pilot study serving to test and exem-
plify our general approach.
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The experimental setup and navigation tasks mirrored those of Experiment 1, except
that each participant received only 6 navigation tasks, namely, one simple TSP (i.e.,
with 5 target places) and one complex TSP (with 9 target places) of each type of nav-
igation tasks (cluster, NN-adequate, and NN-inadequate). This decision was taken in
order to keep the total experiment time on a similar level as the behavioral experiments.
Since sufficient behavioral data had already been collected, only a smaller amount of
behavioral data was needed this time to ensure comparability of the data. The partic-
ipants were asked not only to perform the same task as the subjects in experiment 1,
i.e. to actively navigate the shortest possible route to visit all target places depicted on
the shopping lists, but also, to try to ‘think aloud’ during the process. The subjects’
trajectories were recorded as in Experiment 1. Furthermore, after solving each of the 6
tasks, they were seated at a computer and asked to type in the answers to two questions
designed to trigger linguistic representations of the spatial task. The questions were the
following (translated here from German):

“1. Now that you have solved this task several times you are an expert concerning the
question how it can best be solved. I now ask you for two more things. First: Please
describe in as much detail as possible how you have solved the task, what you were
considering while you solved it, and why you performed precisely in this way rather
than another. Also, describe what, or which of the particular tasks, was easy and what
was difficult for you during the task.

2. Second: Please write an instruction for a good friend of yours that allows him/her to
solve the task as well as possible.”

These questions were designed to trigger linguistic representations of the mental pro-
cesses associated with the spatial task from memory, i.e., after performing it, and in the
manner of an instruction, which implies that the results should reflect the participants’
conscious solutions as to how best to solve this task. Thus, we used three different ways
of accessing subjects’ cognitive processes via language, corresponding to three tempo-
ral perspectives: during the task, after the task, and before (having an imaginary friend
perform) the task.

Seven subjects participated in the experiment. They were university students and
were paid 8 Euro an hour.

5.1 Results

An analysis of the navigation behavior of Experiment 3 demonstrates that subjects
reached similar performance levels as compared to Experiment 1 (see Figure 4), sug-
gesting that the data are indeed comparable. Such a symmetry between pure navigation
behavior and navigation coupled with linguistic tasks is essential for the reliability of
the analysis, since it is conceivable that subjects develop distinct strategies even with
seemingly negligible changes to the task.

The three different linguistic tasks yielded three substantially different kinds of lin-
guistic representations. They will first be reported in some detail; after that, the shared
features and most relevant aspects will be extracted. Due to the small number of partic-
ipants, the linguistic analysis will be entirely qualitative and exemplary.
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Fig. 4. Subjects’ overshoot performance in Experiment 3

Thinking aloud. The verbal task of thinking aloud during the behavioral task itself
turned out to be problematic for some of the subjects. They had to be prompted several
times, and some mentioned that they did not know what to say. As an outcome, some
of the recorded files do not contain much more than a simple listing of the items to be
collected, such as ‘the blue star, and now the yellow triangle’ etc. Although such data
are not particularly revealing with respect to underlying strategies, they do inform about
thought processes on the grounds of the way in which items are mentioned prior to and
while performing the task. For instance, sometimes items are mentioned together and
in a coherent way, as in ‘dann haben wir hier das schwarze Dreieck, den roten Pfeil, das
gelbe Dreieck, den blauen Stern, den roten Tropfen’ (then, we have here the black trian-
gle, the red arrow, the yellow triangle, the blue star, the red drop), reflecting a cognitive
grouping process that is also represented by the subjects’ collecting the relevant items
relatively rapidly after one another. The utterance is followed by ‘so, der blaue Bogen
ist da vorne’ (okay, the blue bow is ahead), representing another item separately, as in-
dicated by ‘so’. Other participants directly express the underlying process by recurring
utterances such as ‘ich mach jetzt erstmal alle in der linken Ecke oben’ (I first do all
those in the left corner above), and explicitly differentiating, for example, between the
left and right sides of the grid, pointing to a (vague) regionalization of the spatial scene.
Another aspect reflected in the utterances is to establish a path leading from the present
position via another item to a goal: ‘dann weiter über den blauen Bogen zum gelben
Kreis’ (then further via the blue bow to the yellow circle). Furthermore, spatial vicinity
played a role: ‘vom grünen Kreuz aus der nächste ist der gelbe Bogen’ (from the green
cross the next one is the yellow bow).

A few participants were quite at ease with this verbal task, and they verbalized their
reasoning processes clearly. One person explicitly started off by stating that he thought
it would be easiest to walk roughly around the scene and simply depart into the center if
there are items to be collected there. Later, he remarked that many of the items were sit-
uated together in one corner so that for these items the path was virtually predetermined;
after collecting these items, he stated that those grouped together were over but there
were still some missing. These thoughts explicitly reflect the processes of grouping and
conceptualizing as separate, and consequently dealing with the items separately. Inter-
estingly, this person seemed to infer that this was the most obvious way of solving this
task, by using the term ‘vorgegeben’ (predetermined). Considering this idea, it is not



Wayfinding Strategies in Behavior and Language 413

surprising that other participants had greater difficulties in verbalizing these ‘natural’
cognitive processes, as they were not aware of possible alternatives.

Analysis of the written texts. The written tasks did not pose a problem for any of the
participants. They even managed to spontaneously develop a consistent text structure
suitable for the discourse task at hand, which mirrors the temporal structure of the spa-
tial task. In both tasks, temporal markers were frequently used, starting out with expres-
sions such as ‘first of all’ and ‘initially’ and continuing with connectives, e.g., ‘dann’
(then) and ‘als nächstes’ (next). In the ‘instruction’ task, three of the seven instructors
further structured their text by using paragraphs and numbers. This is an interesting
result in light of the fact that the spatial task did not directly require a particular tem-
poral order, and the written tasks were also not restricted to one particular TSP task but
addressed the general procedure. Thus, participants clearly subdivide the cognitively
demanding main task into smaller steps and subtasks in order to deal with the involved
difficulties. Sometimes the temporal structure within the text is directly correlated with
the spatial structure, as reflected by ‘von dort aus’ (from there). Causal connectives
serve to mark reasons for specific decisions, such as, ‘in the complex tasks it was dif-
ficult to plan the whole route, therefore I searched for groups of items and searched
for the shortest route between the groups.’ In this way, the participants marked their
underlying strategies explicitly.

The instructions are generally shorter and less detailed than the descriptions. They
contain a number of encouraging statements, e.g., ‘just try it’, and tips such as ‘maybe
it could be helpful to sort the symbols according to shape or colour’, ‘you could try
using reference points as support’. Thus, the ‘instruction’ task induced some of the
participants to reflect even more about how the task could be solved, and to suggest
strategies that they had not tried out themselves.

Subtasks. In addition to explicit marking by temporal and causal expressions, the sub-
division of the main task into smaller subtasks is reflected by the mention of a number
of systematically recurring verbs:

1. Verbs of searching, looking, and finding (‘ansehen, suchen, finden, vergleichen’, etc.)
reflect the subprocess of identifying objects. Here, the focus is generally on the visual
process; the finding itself is often expressed together with an evaluation such as ‘difficult
to find’. Thus, the identification process is in itself a non-trivial task involving some
amount of time and effort.
2. Verbs of thinking and orienting (‘orientieren, überlegen’) as well as verbs of mem-
orizing (‘einprägen, merken’, etc.) and verbs of planning and deciding (‘Route festle-
gen, planen, koordinieren, ordnen’, etc.) point to the fact that the cognitive processes
involved are non-automatic and conscious to a high degree, and that the participants
included specific planning processes in their spatial behavior.
3. Verbs of action (‘gehen, laufen, markieren’, etc.) describe the actual performance of
the spatial task.
4. Finally, a number of verbs or verbal groups clearly reflect underlying strategies: ‘von
Symbol zu Symbol hangeln’ (proceed from symbol to symbol), ‘dazustückeln’ (add re-
maining pieces), ‘zusammenfassen’ (summarize), ‘in Grüppchen sortieren / gruppieren’
(sort into groups), ‘die Gruppen miteinander verbinden’ (connect the groups). Here, the
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main strategy that emerges from the analysis of the verbs is the cluster strategy already
identified in the behavioral data: participants conceptualize the items as groups and
profit from this by mentally, linguistically, and behaviorally treating them collectively,
thereby in effect reducing the number of items to be memorized.

Relevant spatial aspects. Apart from the verbs, other linguistic items also point to the
relevance of a number of spatial aspects that play a role in solving the tasks:

1. Spatial structure: There are many ways in which the confusing assembly of shapes
and colours in the scene is structured. Probably the most frequent lexical item reflecting
a conceptual structuring process is ‘Gruppe’ (group) and ‘Gruppierung’ (grouping); al-
together these occur 32 times in the 14 files (containing little more than 2.000 words).
Another label for the same phenomenon is ‘Häufung’ (accumulation). Thus, the clus-
tering of items obviously plays a major role for the conceptualization. Another way
of imposing structure on the scene is to search for particular shapes or colours (typi-
cally colours) and to memorize them as ‘reference points’, as explicitly stated by one
participant. Furthermore, participants sometimes refer to sides (‘Seite’). Finally, some
participants conceived of the route to be taken as something that should best have the
shape of a circle (‘Kreis’). In all of these cases, the basic procedure is to start from
this rough structuring of the scene and to include the residuals (single remaining items
that do not belong to the imposed structure) by departing from this original idea. The
residuals themselves are referred to linguistically as ‘restlich/übrig’ (remaining), ‘Rest’
(remainder), ‘letzte’ (last), ‘fehlende’ (missing), ‘einzeln’ (individual), and (as men-
tioned above) by the verb ‘dazustückeln’ (add remaining pieces). It is interesting to
note that the reference to the residuals is by far not as consistent (linguistically) as the
reference to the groups; this may reflect a clearcut notion of the grouping process but a
less straightforward process of dealing with the remaining items.

2. Spatial vicinity: Many lexical items point to the significance of the notion of distance.
Since the task was to find the shortest route, clearly participants wished to avoid greater
distances and departures from their envisioned route. Thus, it appears natural that they
referred to the advantage of items being positioned in close vicinity to each other, as
reflected by frequent mention of ‘am nächsten / nächstgelegen/ nächste Häufung / Seite’
(closest (group/side)), ‘nahe beieinander’ (closely together), ‘nebeneinander’ (beside
each other), and a few others. Note, however, that this notion does not always relate
to single items, but very often to whole groups or sides of the scene or to the next
frequently occurring category. This reflects the fact that the strategy of searching for
the nearest item is not sufficient by itself.

Strategies. The participants’ strategies involved in solving this spatial task are re-
flected, on the one hand, by directly mentioning them, and on the other hand, by the
usage of linguistic forms in particular ways. On the basis of the analysis so far, the fol-
lowing aspects could be identified by the linguistic data to be relevant for participants’
strategies:

1. Clustering: Participants conceptually group the items and often mention (and visit)
larger clusters first.

2. Regionalization: Participants mentally divide the scene into regions (with fuzzy bor-
ders) and order their route according to the vague directions to be taken.
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3. Categorization: Participants pick out categories of items, preferably on the basis of
frequent occurrence, and focus on the places of those items first that share a given
feature (such as colour or shape).

4. Neighborhood: Spatial vicinity doubtless plays a role for participants, though not
as a global or exhaustive strategy (as suggested, for instance, by the Nearest Neighbor
Algorithm), but rather, as the local procedure at a given place, e.g., within a previously
identified cluster of objects.

5. Shape of trajectory: Participants conceptualize a route, preferredly by imagining a
circle-like trajectory that aids in mentally ordering the items to be visited.

6. Insertion of detail: After having devised a coarse route plan on the basis, for example,
of any of the previously mentioned aspects which serve to abstract away from the com-
plex details of the scenario, participants decide on the specific steps to take by inserting
detours from the general trajectory.

5.2 Discussion

The results of our experiments highlight the value of an iterative process in investigat-
ing spatial strategies by analyzing behavioral data as well as verbal data, and testing hy-
potheses directly in subsequent targeted experimentation. The informal questioning of
participants in Experiment 1 led to the identification of a number of interesting aspects
such as underlying strategies that might motivate the participants to solve the given
task in a particular way. However, this method does not allow for a systematic analy-
sis of linguistic representations, because the language was not collected and recorded
systematically; additionally, only those aspects that the subjects themselves are aware
of can be approached in this way. A linguistic approach, in contrast, also allows for
systematically investigating features of language that reveal factors that are relevant to
the participant without requiring conscious awareness of these processes. Our analyses
of various linguistic tasks enabled us, on the one hand, to specify just how speakers
verbalize their cognitive processes in solving a complex wayfinding task. Their strate-
gies are reflected both by explicit reasoning and by systematic linguistic patterns, such
as consistent lexical choices as well as the absence of clearcut means of linguistically
capturing strategic steps. Such results both confirm the existence of already identified
strategies (such as the cluster strategy and region-based strategies, Wiener & Mallot
2003 and Wiener et al. 2004), and they establish the relationship to natural language
which had hitherto been unexplored. On the other hand, the linguistic data revealed fur-
ther underlying complexities that could not have been revealed by the analysis of the
behavioral data alone, including categorization processes, a relationship between the
Nearest Neighbor strategy and cluster strategies, and an interplay between the overall
shape of a coarse route plan with the insertion of details. These results reflect underly-
ing cognitive processes such as human conceptualization (Rosch & Lloyds, 1978) and
hierarchical structuring processes, as reflected, for example, in linguistic localization
sequences (Herrmann & Grabowski, 1994, p 152). Furthermore, some of the concepts
that became apparent by the linguistic analysis, such as the relevance of boundaries, spa-
tial vicinity, and trajectory shapes, are well-known in the field of spatial cognition (e.g.,
Lynch, 1960; Kuipers et al., 2003) and have been explored from various perspectives



416 T. Tenbrink and J.M. Wiener

based on the notion of image schemata (Johnson, 1987; Rüetschi & Timpf, 2005). How-
ever, the details of how these concepts and cognitive processes become relevant when
confronted with tasks such as the Traveling Salesman Problem still need to be explored
further. Based on our experience from the present pilot study, it seems promising to
pursue the linguistic approach in systematic ways that allow for valid generalizations.

Linguistic representations reflect underlying cognitive processes on several levels
by highlighting those aspects that are crucial for the spatial problem at hand and ne-
glecting others. Some aspects of the linguistic representation may be due to the spe-
cific discourse task given to the participant. This necessitates, on the one hand, the
variation of discourse tasks in order to differentiate between spatial task-related and
discourse-related factors; and on the one hand, linguistic knowledge about particular-
ities of discourse types that reveal themselves in the textual representation in various
ways. With respect to the present exemplary task, one result of the contrastive analysis
of three kinds of texts is that the ‘description’ variant was the most detailed and there-
fore informative, while the ‘thinking aloud’ task mostly only allowed for the inference
of underlying processes which most of the participants were not able to express directly
during the performance of the task. These results are revealing in light of the fact that
‘thinking aloud’ tasks are often employed as an established method of gathering infor-
mation concerning cognitive processes. Due to these limitations, it can be concluded
that the ‘thinking aloud’ method should generally be supplemented by other kinds of
verbal task. By eliciting further linguistic data in other ways, participants get a better
chance of expressing their thought processes linguistically if the effort of producing
language during the task itself turns out to be problematic. In all cases, a systematic
linguistic analysis is likely to reveal more substantial results than those provided by
explicit mention of strategies by participants. This latter conclusion naturally applies to
a higher degree to the more informative kinds of discourse tasks; however, it should be
noted that some aspects (in this case, the mention of spatial regions by referring to left
or right sides or corners) may occur only while (not after) the spatial task is performed.
Therefore, further on-line linguistic tasks such as instructing a fellow participant while
performing the task may be a good addition to thinking-aloud tasks and off-line ac-
counts such as those analyzed here.

6 Conclusion

In this paper, we have presented our interdisciplinary approach for the investigation of
strategies and heuristics underlying human wayfinding. The approach is based on the
symmetric investigation of navigation behavior and associated language. We have re-
ported a linguistic replication of a behavioral wayfinding study that is to be regarded as
a first pilot study, in which the suitability of the general approach was tested by a close
and detailed view on the linguistic features of a few participants’ representations. The
preliminary analysis of the linguistic representations collected in Experiment 3 revealed
not only strategies and mechanisms that were already identified by the behavioral ex-
periments, but furthermore pointed to complexities in combining spatial strategies and
additional aspects that were relevant for solving the navigation tasks. From here, the
next step will be to design further behavioral experiments allowing for the empirical
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validation of these new insights gained from the linguistic version of the navigation
experiment. Such an iterative procedure, symmetrically combining findings from both
behavioral and linguistic experiments, is essential for the presented approach. By these
means, we will be able to obtain more profound insights into the strategies and mech-
anisms underlying human wayfinding than behavioral or linguistic experiments alone
could produce. Furthermore, the relationship between cognitive processes and their re-
flections in behavior and language can be established systematically by this approach,
showing in some detail how underlying concepts are represented externally.
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Habel, C., von Stutterheim, C. (eds.) Räumliche Konzepte und sprachliche Strukturen,
Niemeyer, pp. 69–95 (2000)

Taylor, H., Tversky, B.: Spatial mental models derived from survey and route descriptions. Journal
of Memory and Language 31, 261–292 (1992)

Taylor, H., Tversky, B.: Perspective in spatial descriptions. Journal of Memory and Language 35,
371–391 (1996)

Tenbrink, T.: Conveying spatial information in linguistic human-robot interaction. In: DiaBruck,
7th Workshop on the Semantics and Pragmatics of Dialogue, Proceedings, September 4th-
6th, pp. 207–208 (2003)

Tenbrink, T.: Space, time, and the use of language: An investigation of relationships. Mouton de
Gruyter, Berlin (2007)

Tenbrink, T., Fischer, K., Moratz, R.: Spatial Strategies in Linguistic Human-Robot Communica-
tion. In: Freksa, C. (ed.) KI-Themenheft 4/02 Spatial Cognition, pp. 19–23. arenDTaP Verlag
(2002)



420 T. Tenbrink and J.M. Wiener

Timpf, S., Kuhn, W.: Granularity Transformations in Wayfinding. In: Freksa, C., Brauer, W.,
Habel, C., Wender, K.F. (eds.) Spatial Cognition III. LNCS (LNAI), vol. 2685, pp. 77–88.
Springer, Heidelberg (2003)

Tversky, B.: Spatial Perspective in Descriptions. In: Bloom, P., Peterson, M., Nadel, L., Garrett,
M. (eds.) Language and Space, pp. 109–169. MIT Press, Cambridge, MA (1996)

Tversky, B., Franklin, N., Taylor, H.A., Bryant, D.J.: Spatial Mental Models from Descriptions.
JASIS 45(9), 656–668 (1994)

van der Zee, E., Slack, J.: Representing direction in language and space. In: Explorations in
language and space, Oxford University Press, Oxford (2003)

Visser, W., Wolff, M.: A cognitive approach to spatial discourse production: Combining manual
and automatic analyses of route descriptions. In: Proceedings of EuroCogSci 2003: The Eu-
ropean Cognitive Science Conference, Osnabrueck, Germany, September 10-13, pp. 355–360
(2003)

Werner, S., Long, P.: Cognition meets Le Corbusier - Cognitive principles of architectural de-
sign. In: Freksa, C., Brauer, W., Habel, C., Wender, K.F. (eds.) Spatial Cognition III. LNCS
(LNAI), vol. 2685, pp. 112–126. Springer, Heidelberg (2003)

Wiener, J.M., Ehbauer, N., Mallot, H.A.: Path planning and optimization in the traveling salesman
problem (submitted)

Wiener, J.M., Franz, G.: Isovist analysis captures properties of space relevant for locomotion and
experience (under revision)

Wiener, J.M., Mallot, H.A.: Fine-to-Coarse Route Planning and Navigation in Regionalized En-
vironments. Spatial Cognition and Computation 3(4), 331–358 (2003)

Wiener, J.M., Schnee, A., Mallot, H.A.: Use and Interaction of Navigation Strategies in Region-
alized Environments. Journal of Environmental Psychology 24(4), 475–493 (2004)

Wiener, J.M., & Franz, G.: Isovists as a means to predict spatial experience and behavior. In:
Freksa, C., Knauff, M., Krieg-Brückner, B., Nebel, B., Barkowsky, T. (eds.) Spatial Cognition
IV. LNCS (LNAI), vol. 3343, pp. 42–57. Springer, Berlin, Germany (2005)

Zwaan, R.A., Radvansky, G.A.: Situation Models in Language Comprehension and Memory.
Psychological Bulletin 123(2), 162–185 (1998)



A Spatial Cognitive Map and a Human-Like

Memory Model Dedicated to Pedestrian
Navigation in Virtual Urban Environments

Romain Thomas1 and Stéphane Donikian2
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Abstract. Many articles dealing with agent navigation in an urban en-
vironment involve the use of various heuristics. Among them, one is
prevalent: the search of the shortest path between two points. This strat-
egy impairs the realism of the resulting behaviour. Indeed, psychological
studies state that such a navigation behaviour is conditioned by the
knowledge the subject has of its environment. Furthermore, the path a
city dweller can follow may be influenced by many factors like his daily
habits, or the path simplicity in term of minimum of direction changes.
It appeared interesting to us to investigate how to mimic human nav-
igation behavior with an autonomous agent. The solution we propose
relies on an architecture based on a generic model of informed environ-
ment, a spatial cognitive map model merged with a human-like memory
model, representing the agent’s temporal knowledge of the environment,
it gained along its experiences of navigation.

1 Introduction

One of the most important skills for a virtual human is its ability to navigate
inside an environment, as it is part of a large number of behaviours. Agent navi-
gation in a virtual environment is an important problem of interest, and a lot of
researches has been dedicated to it in various research fields, such as cognitive
science [2,30], robotic [13,16,15], and behavioural animation [17,23]. Reproducing
the navigating activity requires more information than the geometric represen-
tation of the environment. It is necessary to provide additional data such as
mereotopological and semantic information. Gibson states in his theory of af-
fordance [10] that animals perceive the environment in terms of what they can
do with and in it. The what ... with aspect has been addressed by M. Kallmann
[14] with the notion of smart objects. The in it aspect has been addressed by
N. Farenc [9] and G. Thomas [25] with their respective models of informed urban
environments. This kind of approach is based on an omniscient point of view,
where the agent can obtain any information from the informed environment to
plan its path, which limits the realism of the simulation. Another approach based

T. Barkowsky et al. (Eds.): Spatial Cognition V, LNAI 4387, pp. 421–438, 2007.
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on artificial vision is using information retrieval from an image captured by a
camera located on the head of the virtual human. This process, using the well
known Z-buffer, has been introduced by O. Renault et al. [24] to compute the
perception of a virtual human. More recently, N. Courty [6] has extended this
kind of approach by blurring the peripheral vision area in the perceived image
and by introducing a saliency map calculation. Salient points are extracted from
the perceived image and used in the visual attention guidance of a virtual human
navigating without any goal in an urban environment. C. Peters et al. [22] use
also an artificial vision model, but in their case it is coupled to a human memory
model (based on the Memory Model of Atkinson and Shiffrin [3]) that allow to
manage scanning and object retrieval techniques inside an apartment.

Furthermore, in simulation, heuristics employed to guide the navigation focus
most of the time on the shortest path computation. However, Duckham et al.
[8] propose a path planning algorithm based on the most simple journey instead
of the shorter one, while Hochmair et al. [12] investigate least-angle and initial
segment strategies for route selection in an unknown environment. The navi-
gation behaviour of an agent in classical simulations differs a lot from what is
observed in studies involving human subjects [30], in the sense that agents simu-
lation exhibits standardized behaviours which lack the apparent “fuzziness” and
plurality of human behaviours. A human being navigating in an environment
is confronted with the problem of his own spatial localization. Indeed, most
of the cognitive works on that subject state that the knowledge a pedestrian
can have of his environment differs a lot from what is really the environment:
his perception and memory are most of the time incomplete and distorted [29].
Then it seemed interesting to us to study what should be added to the classical
navigation architecture in behavioural animation, to simulate a more realistic
navigation behaviour. After a careful study of formerly performed research in
the field of cognitive psychology, the introduction of a spatial cognitive map and
a human-like memory appeared necessary. The map is necessary to restrict the
omniscience of the agent, due to the fact that planning will be computed with in-
complete knowledge of the environment. As the memory is dedicated to take into
account a temporal factor in the simulation, the major consequence is that, paths
taken to go from one location to another will not be the same at different moment
during the simulation as the state of the agent’s memory is continuously evolving.

In the rest of this paper, we will present the different components of our
architecture, as “add-on” to the classical perception-decision-action architecture.
Section 2 will describe our architecture. Section 3 to 5 will describe respectively
the model of environment we use, the model of spatial cognitive map we have
created and will sketch our memory model. Then, finally, Section 6 will explain
the agent’s navigation process using these various elements.

2 The Overall Architecture

Let us introduce the overall architecture (cf. figure 1) of our system. An envi-
ronment is modeled by an Informed Hierarchical Topological Graph, containing
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Fig. 1. The navigation system architecture

two layers: the Simple Space Layer and the Global Area Layer. Simple spaces
are small-surfaced spaces where the agent navigates. They come from the con-
vex partitioning of the environment. Practically a simple space can be either a
building or a navigable space. The Spatial Cognitive Map contains subjective
information the agent has acquired on its environment. It is composed of a Fil-
ter Informed Hierarchical Topological Graph, a Memory Controller, a Working
Memory and a Landgraph. The Filter Informed Hierarchical Topological Graph
contains three layers which are topological graphs: the Filter Simple Space Layer,
the Filter Global Area Layer and the Local Space Layer. A navigation module,
managing the navigation algorithms, uses the data collected from the working
memory to elaborate a navigation plan. All these components are presented in
the next sections.

3 The Environment

The virtual environment M where the simulation takes places is modeled with an
Informed Hierarchical Topological Graph named IHT-Graph. It has two layers:
the Simple Space Layer (named as SSL) and the Global Area Layer (named as
GAL), corresponding to the two types of objects contained in the environment.

M = {E, F, �, τ ��}

where

– E = Es ∪ Z with
Es the set of simple spaces of the world M
Z the set of global areas of the world M

– F = φF ∪ φNF the set of boundaries associated to E. φF and φNF are
respectively the sets of passable and impassable boundaries of E
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– � the part of relation in M , linking simple spaces to global areas they be-
long to.

– τ �� the connexity relation, that can be applied among both simple spaces
and global areas.

Let us define Ref(E), the set of identifiers, such as Ref(E) = Ref(Es) ∪
Ref(Z), with:

– Ref(Es) ⊂ N is the subset of N that contains the set of identifiers of elements
of Es.

– Ref(Z) ⊆
(
Ref(Es) × P(Ref(Es))

)
is a set of couples, whose first compo-

nent is the identifier of the kernel and the second component is the set of
identifiers of the ring of the global area (with P the set of parts).

It contains a unique identifier for each space of E.
Let us define also the association function p such as:

p : E −→ Ref(E)
e −→ i

For a space e ∈ E, it returns its identifier number i ∈ Ref(E).
Likewise, we define the inverse function p−1:

p−1 : Ref(E) −→ E

i −→ e

For an identifier i ∈ Ref(E), it returns the associated space e ∈ E.
A simple space is an object which is pictured by a convex polygon. Those

polygons can be either navigable portions of the environment or building of the
urban layout. The set of simple spaces Es is obtained by partitioning the layout
with a constrained Delaunay triangulation.

Es is defined as follows:

Es = {e = (i, a, o, s)/i ∈ Ref(Es), a ∈ B ∪ N , o ⊆ Op , s ∈ �} (1)

with

B the set of convex polygons corresponding to buildings of M
N the set of navigable convex polygons of M
Op the set of punctual objects part of M
s is the saliency associated to the space e

An example of the layout partitioning is shown in fig. 2. Furthermore a simple
space contains three types of information:

– Geometrical : within each simple space, the associated polygon is stored as
the set of its borders.

– Topological : the SSL is a topological graph and each simple space has at
least one neighbour. Therefore, the connections between a simple space and
its neighbours are stored in the simple space.

– Semantic: the type value of simple space is stored. It can be a building or a
navigable zone.
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Fig. 2. (a) An urban layout, representing only buildings (b) the simple spaces of the
layout

Moreover, each simple space is gifted a saliency parameter s. This parameter
represents the visual and thematic importance a space can have for the majority
of the city dwellers. A train station will be more salient than a dead end located in
a suburb. At this stage of our work, this parameter is set empirically for each space.

Let us define also four functions for e = (i, a, o, s) ∈ Es:

– Ct(e) = a. It gives the boundary of e, and is represented as an ordered list
of points.

– Ob(e) = o. It gives the set of objects associated to e
– φ(e) = f . It gives the set f ∈ (φF ∪ φNF ) of boundary segments of e.
– S(e) = s. It gives the saliency parameter of the space e.

A global area(GA) is an object which is a conceptual blend of a Lynch quarter
[19], and a Penn local area [21]. The implementation of quarters for real and
virtual cities in our model was crucial. Indeed, the route planning and navigation
in an environment is a multi-level planning in term of abstraction of spaces. For
instance, Lynch [19] states that a pedestrian who is not familiar with a town
will be prone to position himself and navigate, using the major subdivisions of
space like quarters and general orientation. Similarly the more the pedestrian’s
knowledge of the environment grows, the more he will navigate using very specific
landmarks related to his past experiences. In our model, global areas simulate
the notion of big area exhibiting a single identity.

The set Z of global areas of M is defined as follows:

Z = {zg = (i, n, c)/i ∈ Ref(Z), n ∈ Es , c ∈ ZC}

Practically a GA gathers simple spaces of the environment which can be
related to another simple space of interest. This particular simple space is called
the kernel of the global area (n). It symbolizes the identity of the GA. Then,
the set of spaces linked to this kernel is called the ring of the global area (c).
So each global area has a ring and a kernel.

Let us define four functions operating on a global area.

– N(zg) = n. It returns the kernel of zg

– C(zg) = c. It returns the ring of zg
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– R(zg) = r. It returns the gathering potential of the kernel of the global
area zg

– Ct(zg) = a : It returns the contour of the ring of zg, as a list of boundaries
belonging to φF ∪ φNF .

Definition 1. The Part of Relation:

∀zg ∈ Z , ∀b ∈ Es , zg � b ⇔ b ∈ N(zg) ∪ C(zg)

A simple space b belongs to the global area zg if and only if it is part of the ring
or the kernel of zg.

Definition 2. The Connexity Relation:

For simple spaces: τ �� : ∀a, b ∈ Es : a τ �� b ⇔ ∃f ∈ F , (f ∈ φ(a))∧(f ∈ φ(b))
For global areas: τ �� : ∀a, b ∈ Z : a τ �� b ⇔ C(a) ∩ C(b) = ∅

Let us define the topological distance between two simple spaces a, b ∈ Es. a
and b are at a topological distance n, as defined by the following relation a τ

n
�� b:

τ
n

�� : – a τ
1

�� b ⇔ a τ �� b
– a τ

n
�� b ⇔ ∃c ∈ E , (a τ �� c) ∧ (c τ

n−1
�� b)

The first step in computing a GA is to determine its kernel. We have been
inspired by the work of Cutini [7] and his K index, whose role is to evaluate
the gathering potential of city dwellers an open space can have. We adapted the
index Kga, and for each simple space of the urban layout, we compute the value
of this index defined by:

Kga =
T (s)
I(s)

where I(s) is the spatial integration, a very common measure in the Space Syntax
community.

I(s) =
∑card(N)

k=1 ik
card(N)

with ik = min({i ∈ N/e τ
i

�� ek}) and N ⊂ Es the set of navigable simple spaces.
It represents the mean value of the topological minimum distance between

the space s and all the other simple spaces of the environment. Practically, if
the topological distance between spaces s1 and s2 equals 3, it means that, there
is at least 2 simples spaces lying on the path from s1 to s2.

For e1, e2 ∈ Es. The visibility relation between e1 and e2 is represented by
the following relation V(e1, e2). This relation is true if and only if:

∃p ∈ e1, ∃f ∈ φ(e2)∀fB ∈ φNF ,
(
B(e2)p ∩ fB = ∅

)
∧

(
M(f)p ∩ fB = ∅

)

and

V(e1, e2) = 1 if e1 is visible from e2
V(e1, e2) = 0 otherwise



A Spatial Cognitive Map and a Human-Like Memory Model 427

T (s) is the neighbourhood size. It is defined as the ratio of the number of
spaces from which the simple space s is visible to the total number of simple
spaces of the environment.

T (s) =
∑card(N)

k=1 V(s, ek)
card(N)

Once the index Kga is computed for each simple space, the algorithm selects
spaces having the highest Kga (the number of spaces selected depends on the
user will). Those spaces will be kernels of all the global areas of the environment.
Once the kernels are selected, their corresponding rings are computed. We derive
a radiation measure for each kernel, depending on the kernel Kga and its
neighbours ones and on the kernel surface. Then, we compute the radius of the
ring for each kernel. The more the kernel radiation grows the more the ring
radius will be important.

Fig. 3. (a)(b)(c) Three different Global areas computed in our sample environment
(d) overlapping of Global areas (pink and green regions)

Fig. 3 shows three global areas computed in our sample environment. In the
figure, the kernel of each global area is darker than the spaces taken from the
ring. The rings of global areas can overlap, as shown in Fig. 3.d: a space can
belong to the rings of many global areas. Let’s precise that a global area is
connected to another in the global area layer if and only if their ring overlap.



428 R. Thomas and S. Donikian

Simple Space Layer

Global Area Layer

Zg1 ring

Zg2 ring

IHT-Graph of the environment

Zg1 Zg2 

Fig. 4. An example of Hierarchical Topological Graph

The SSL and GAL form a hierarchical graph. Fig. 4 schematically illustrates
an IHT-Graph modelling two non-connected GAs and their respective rings in
the SSL.

4 The Spatial Cognitive Map

In the previous section, we described the model of environment where the simu-
lation takes place. The Spatial Cognitive Map (SCM) will have almost the same
shape like the environment, given that it will model the knowledge on the en-
vironment the agent has already acquired during the simulation. The main idea
is that the SCM acts as a filter between the environment and the agent’s deci-
sional module. In our architecture, the perception is simulated by a query to the
database representing the environment: if the agent wants to obtain information
on a space, the decisional module will query the IHT-Graph for this information.
A limitation of this type of model is that it gives the agent an omniscience which
impairs the realism of simulations. Limiting this omniscience to the set of spaces
the agents previously discovered, allows them to exhibit navigation behaviours
more related to the ones human subjects can show: the agent navigating from an
origin point to a destination one, will be able to build its route using spaces it

Activated space in the SCM

Unknown space

 Agent's path

 The environment

  SCM

 Agent's decisional

        module

Fig. 5. The Spatial Cognitive Map acting as a filter on the environment
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has already discovered or is currently discovering. More details on the navigation
process will be given in section 6.

Fig. 5 shows a sample of simple spaces taken from an environment and the
way the SCM can act as a filter. An important concept of our model is the
Activation. Once the agent has visited a space of the environment, the corre-
sponding filter simple space is activated is the SCM. A filter simple space is a
“light version” of a simple space. It does not contain the geometrical, topological
nor semantic information stored in the simple space, but only a reference to its
corresponding space in the environment (we will see in the next section that filter
spaces are endowed with memory parameters). The activation of a filter simple
space implies that the agent’s decisional module can obtain all information from
the corresponding simple space in the IHT-graph. We mentioned that the SCM
has a structure very similar to the one of the environment (IHT-Graph) that we
will call Filter IHT-Graph. It is a hierarchical topological graph containing:

– The Filter Simple Space Layer (FSSL): this layer is a topological graph
containing all the filter simple spaces corresponding to the simple spaces of
the environment already visited by the agent.

– The Filter Global Area Layer (FGAL): this layer is the one corre-
sponding to the global area layer of the IHT-graph of the environment. The
activation of a global area is a bit more tricky than the simple space one:
a filter global area (FGA) can only be activated if the kernel of the cor-
responding global area has been visited. Then, the ring of the FGA, will
contain all the filter simple spaces already visited by the agent.

– The Local Space Layer (LSL): this layer does not have any corresponding
one in the IHT-Graph. We added the concept of local space in our architec-
ture to model a local vision of the space surrounding the agent. As we will see
below, local spaces are employed to determine visual landmarks which take
part in the planning and navigation processes of the agent. A local space is
a set of simple spaces, that lye in the agent’s visual field.

Fig. 6 illustrates the query process through the SCM. When the agent wants
to access information about a distant simple space or global area, it has to
query the SCM first. If the filter object is activated in the SCM, access to the
IHT-graph is allowed and the information is transferred to the agent’s decisional
module.

Local Spaces are set of simple spaces that model a specific vision of the en-
vironment an agent can have (cf. figure 7). Simple spaces contained in a local
space are spaces which can be seen by the agent from a particular space called
the Generator of the local space. The set of perceived spaces is called the
Surface of the local space. All spaces that can be observed from the generator
within the bounds of the agent’s visual field (which the user sets at the start of
the simulation), represent all the possible points of view one can have from a
generator. A local space can be seen as a model of isovist [28]. The only problem
in building a local space is the choice of the generator space: a generator is a
simple space whose saliency value is above a saliency threshold set at the start
of the simulation and is corresponding to the degree to which the agent can be
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impressed by its environment. Another constraint of the generator selection is
given by the agent’s perceptive modes. We adapted the Chopra and Badler
[4] attentional mode, to calibrate the perception of our agents. It consists of three
modes: exogenous, endogenous and passive. In the exogenous mode, the atten-
tion is spread over a high number of things, exceptional and peripheral events
are noticed (The attention is high). In the endogenous mode, the agent is sup-
posed to be thoughtful and focused on a plan to execute (It is not prone to pay
attention to its environment). In the passive mode, the perception is attracted by
highly contrasted and salient zones but the attention is quite low. We can order
the perception modes relatively to the quality of the agent’s attention they im-
ply, from the strongest to the weakest: Exogenous ⇒ Passive ⇒ Endogenous.
Then we can state that, a generator can only be selected if the agent perception
is in a passive or an exogenous mode: we suppose that an agent in endogenous
mode is too thoughtful to perceive the importance of a potential generator. Once
a generator is perceived, its surface is computed, and the local space is added to
local space layer. As described in the next section, a local space allows to identify
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visual landmarks. In the contrary of a global area that gathers spaces linked by
a common identity given by the kernel of the GA, but which are not visible, a
local space regroups spaces that are partially mutually visible. The underlying
idea of global areas is identity, whereas local spaces relies on visibility.

5 The Memory Model

The memory model of our system is described in detail in [27]. In this section,
we will sketch shortly the way it works. The memory model uses the Filter IHT-
Graph as the static part of the agent’s long-term memory. It can be seen as a
blend of the works of Yeap [13], Atkinson and Schiffrin [3] and Lieury[18], that
we have adapted to the constraint of our architecture. Each element of the IHT-
Graph is endowed with a recall and a recognition parameter. Fig. 8 shows the
way object retrieving works. We have been inspired by the Anderson activation
and retrieval model [1]. The navigation module will ask for a specific space to
be retrieved in the SCM. Then rehearsal of recognition or recall tests will be
triggered. The agent is endowed with a recall threshold and a recognition one.
The memory values of the object to be retrieved must be above the corresponding
threshold. If they are not, the threshold is weakened and a new test is run.
The number of tests depends on the agent’s profile, defined at the start of the
simulation.

Fig. 8. The retrieving process

The Landgraph, which is a graph linking all the landmarks the agent knows, is
our associative memory model. A landmark is the generator of a local space, as a
local space represents a memory image in the Gillund and Schiffrin theory [11].
Spaces around the landmark are linked to it (Fig. 9), and the edges linking them
are endowed with memory parameters, so that it is possible to have an associative
chain of landmarks symbolizing an abstract path in the environment.
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At last, the working memory (Fig. 10) manages the short-term processes of
our memory system. It can store subgraphs taken from FSSL, LSL, and FGAL,
which can be viewed as Miller chunks [20]. The elements inside the WM are
ordered by the navigation order, which is a temporal order as presented in the
next section.

6 The Navigation

The environment, the spatial cognitive map and the memory system, described
in the previous sections, allow to design the navigation system. The central idea
of this system is that a human being navigates through an urban environment,
using a plan it previously made. This plan contains a very small number of
elements, due to the limiting properties of the working memory. Therefore many
planning phases will occur in the process of navigation, we name this type of
navigation the planned navigation. Our model of planned navigation shows
many similarities with the one developed by Wiener and Mallot [30], in the sense
that it generates a plan based on several levels of space abstraction, and that
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the plan evolves during the navigation. However, it is sometimes impossible for
the agent to plan a path correctly, then it will have to navigate following an
immediate heuristic [16,30,15], until it recognizes a space allowing to replan its
path to the next place. That is what we call the reactive navigation. Because
of the very high number of subcases in the algorithm, depending on the number
of heuristics, we will not explain in detail how reactive navigation works in our
system, but we will simply show how it is triggered during the planning and the
navigation process.

First, we explain the planned navigation algorithm. The first step is to run the
planning algorithm. This algorithm generates a navigation plan. A navigation
is composed of a succession of Beacons. The beacons are global areas kernels
and Landmarks taken from the SCM of the agent. It can be either complete or
partial. Given a starting point and a destination one, a complete plan contains
all the information for the agent to navigate between these two points. A partial
plan is produced when the agent cannot establish a continuous chain of beacons
between the two points. Complete navigation plan triggers a planned navigation
whereas partial navigation plan triggers a reactive navigation.

The first step in elaborating a plan is to compute a path of global areas. A
continuous succession of recalled filter global areas is searched in the FGAL of
the IHT-graph as shown in Fig. 11. This simulates the fact that a human subject
will first identify the different major zones involved in the path computation. The
FGA selection criterion is the minimum number of GA employed to make a path.
GAs with high recall parameter values are privileged.

Fig. 12 shows how a complete plan is computed. Three global areas are selected
from the FGAL. Then the LSL is searched to find a chain of landmarks joining
the point D to the second zone. Landmarks with highest recall values will be

Rings
Kernels

Departure space
Arrival space

Rings of the
selected path

Fig. 11. Global areas selections
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Fig. 12. A plan elaboration from the departure point D to the arrival point A

selected. Then the information selected is transferred by the memory controller
in the working memory. The planned navigation is executed until the agent
reaches L2. The way landmarks are linked together by the means of the surface
of local spaces is described in detail in [26]. Once in L2, the agent searches local
spaces of the second global area for landmarks to reach the third and last GA,
and the planned navigation is started again.

From now the only recall parameters were used to retrieve information in the
cognitive map. Recognition parameter values are higher than recall ones. So, if
during the navigation process the agent recognizes a space that is susceptible to
be the starting point of a shortest path, a re-planning process will be executed,
exactly like the one described above.

During the computing of the navigation plan, due to the uncompleteness of
the cognitive map, it is possible that the system reaches a configuration where
it is unable to obtain a chain of global area or landmarks between the origin
point and the destination one. In that case, the reactive navigation algorithm is
executed. Its principle is to make the agent wander in the environment, following
various heuristics like “minimum deviation angles” [5], “the maximum number
of borders” [16], etc... until a space is recognized, which will eventually trigger
the recall of neighbour spaces. A plan is elaborated using the newly recalled and
recognized spaces, until the agent loses itself again or reaches its destination.
Fig. 13 illustrates three different paths taken by an agent to reach a destination
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Fig. 13. Three different paths taken by the agent, depending on the state of its memory

Fig. 14. Cognitive map (F-SSL) evolution during the navigation activity
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point from an origin point in a part of the sample environment, depending on
the state of its SCM and Memory. The figure shows that many planning phases
can occur in the navigation process. In some phases, the agent could not recall
enough elements to create a navigation plan and is forced to switch into a reactive
navigation mode.

Fig. 14 shows an autonomous character travelling inside a virtual environment
and illustrates the evolution of the spatial cognitive map during its navigation
process. The white circle illustrates the location of the agent in the map. The
different colors given to spaces of the Filter Simple Space Layer are used to
illustrate the value of the recall parameter of the corresponding area. A linear
interpolation between red (higher value of the parameter) and blue (lower value)
colors is used.

7 Conclusion

In conclusion, we elaborated our navigation architecture which complete the
classical perception-decision-action architecture. We presented how it was nec-
essary to endow the agent with such structures, to allow it to exhibit navigation
behaviors which are not standardized, due to the fact that each agent of the sim-
ulation plans its route using the personal and incomplete information taken from
its SCM, which gained along the simulation. The planing process is a multi-level
planning. An agent with a weak knowledge of the environment will still be able
to compute a path, and will eventually reach its destination, in a different way
than an agent endowed with a better knowledge of the environment. Further-
more, the fact that this information can not be available at any time due to the
constraints implied by the agent’s memory, allows us to use different navigation
modes (planned and reactive ones), and to multiply the type of paths exhib-
ited by the agent during the simulation. We built our model using theoretical
results from the cognitive science field dedicated to human navigation, so most
of our construct are cognitively justified but not validated. The model is highly
parameterizable (for sake of simplicity, we have only given few of the control
parameters of the model) so it would be an interesting future work to calibrate
results of our model comparing to studies involving human subjects in a large
scale environment.
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18. Lieury, A.: Lamémoire, 4th edn. Mardaga (1992)
19. Lynch, K.: The image of the city. MIT Press, Cambridge, Massachusetts (1960)
20. Miller, G.: The magical number seven, plus and minus two: some limits of our

capacity for processing information. Psychological Review 63, 81–97 (1956)
21. Penn, A.: Space syntax and spatial cognition: Or, why the axial line? Environment

and Behaviour 35, 30–65 (2003)
22. Peters, C.: Synthetic vision and memory for autonomous virtual humans. Computer

Graphics forum 21(4), 743–752 (2002)
23. Soraia Raupp-Musse. Human crowd modeling with various levels of behaviour con-

trol. PhD thesis, EPFL, Lausanne, Switzerland (2000)



438 R. Thomas and S. Donikian

24. Thalmann, N.M., Thalmann, D., Renault, O.: A vision-based approach to behav-
ioral animation. Journal of Visualization and Computer Animation 1(1), 18–21
(1990)

25. Thomas, G., Donikian, S.: Modelling virtual cities dedicated to behavioural ani-
mation. Computer Graphics Forum 19(3), 71–80 (2000)
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Abstract. Following a similar method to that of Mark and Egenhofer (1994), a 
questionnaire-based experiment tested for possible effects of scale, context and 
spatial relation type on the acceptability of spatial prepositions. The results 
suggest that the previous assumption of scale invariance in spatial language is 
incorrect. The physical world as experienced by humans, and described by 
human language, is not a fractal: scale appears to change its very physical 
nature, and hence the meaning of its spatial relations. The experiment 
demonstrated how scale influences preposition use, and how different preposit-
ions appeared to evoke different levels of acceptability in themselves. Context, 
in terms of object type (solid or liquid), interacted with these factors to 
demonstrate specific constraints upon spatial language use. The results are 
discussed in terms of figure-ground relations, as well as the role of human 
experience and the classification of the world into 'objects' in different ways at 
different scales. Since this was a preliminary and artificially-constrained 
experiment, the need for further research is emphasized. 

1   Introduction 

Spatial relations are considered to be one of the most distinctive aspects of spatial or 
geographical information. Despite occasional use of maps, diagrams and models, 
humans inevitably use language to communicate where objects are, and this is most 
commonly done by reference to their relation to other objects. Similarly, almost any 
GIS (geographic information system) query uses spatial relations to analyze or 
describe the  constraints of spatial objects.   

In order for GIS to be based on models of relevant geographic concepts, so as to 
improve usability and task relevance, in the early 1990s it was deemed important to 
develop formal models of the spatial relations that tend to exist within geographic 
                                                           
* Corresponding author. 
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space.  Egenhofer and Franzosa [1] argued that spatial relations can be grouped into 
three different categories: 

− Topological relations, which are invariant under topological transformations of the 
reference objects [2]; 

− Metric relations in terms of distances and directions [3]; 
− Relations concerning the partial and total order of spatial objects as described by 

prepositions such as ‘in front of’, ‘behind’, ‘above’ and ‘below’ [4]. 

Topological relations describe the spatial configurations of two objects, without 
reference to metric distance. For human spatial cognition, topology has long been 
considered the most important type of spatial relation, since Lynch [5] pointed out 
that humans remember urban topology and use it when wayfinding or navigating 
through space. According to Mark and Egenhofer [6], people capture and use 
topology more frequently and accurately than metric properties such as distance and 
shape. A recent analysis of the relations mentioned or implied in a national 
topographic dataset (Ordnance Survey of Great Britain's OS MasterMap® [7]) also 
showed that topological relations such as connection, intersection and adjacency were 
among the most commonly defined relations among geographic features. These 
relations are therefore the focus of this paper. 

1.1   Spatial Language 

How then are topological relations expressed in spatial language, such as through the 
use of prepositions? How predictable is the match between a given topological 
relation and people's choice of spatial preposition for describing it? This question is 
more important than it may at first appear. If we do not properly understand how 
spatial language is selected and interpreted by human speakers and listeners, then our 
GIS, robots and other technologies will not be able to reliably match the expectations 
and intentions of human listeners and speakers to linguistic spatial descriptions. 

For example, in order to simplify the usage of GIS for non-experts it would be 
enormously helpful to be able to use natural language expressions; e.g. Riedemann [8] 
emphasized the importance of GIS terminology reflecting the user's language. Query 
languages can be improved when the predicates are chosen according to user needs, 
and the underlying cognitive understanding of spatial relations needs to be taken into 
account when defining user-appropriate semantics. In turn, this can improve the 
development of ontologies [9,10]. 

To progress towards this, we have to understand the factors that influence the 
choice of spatial terms (verbs and prepositions, and similar forms) when a speaker of 
a given language attempts to describe, or evaluate a description of, a specific spatial 
relation. Mark and Egenhofer [11] investigated this via an experiment with human 
participants. This examined the influence of geometric factors on people's acceptance 
of (agreement with) a sentence such as "The road crosses the park", when 
accompanied with drawings showing various configurations of the road, represented 
as a line feature, and a region (the park, represented as a featureless 2D region) that 
was partly or wholly 'crossed' by it. This study demonstrated that the notion of 
'crossing' is not an all-or-nothing concept: rather there are degrees of acceptability of 
the tested linguistic term. For example, people would be less convinced of the 
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sentence's validity where the line did not continue right across the region (e.g. if it 
doubled back). 

More recently, a program of research by Kenny Coventry and colleagues (e.g. [12]) 
has demonstrated that the choice of preposition in describing spatial relations depends 
on other factors besides geometric configuration, at least at the immediate scale often 
referred to as 'tabletop' or 'figural' space. Two types of influential factor have been 
identified: 'functional' relations between two objects (such as a coffee pot and a cup), 
and 'dynamic-kinematic' relations (e.g. the apparently most likely movements that the 
objects will make relative to each other). This body of work suggests that geometry is 
not enough: the choice of spatial linguistic terms may depend on the nature of the 
objects under consideration. 

One factor that has previously been ruled out of such considerations is that of spatial 
scale. Talmy [13,14] argued that when spatial language references topological relations, 
shape and magnitude are irrelevant to the appropriateness of the expression. Essentially, 
this manifests a claim that spatial language is scale invariant or scale-neutral: the same 
linguistic terms would describe the same spatial relations at any scale. This claim has 
been widely discussed by Talmy and others, e.g. at the NCGIA Specialist Meeting for 
Research Initiative 2 “Languages of Spatial Relations” where other attendees including 
Mark and Zubin questioned the results of scale neutrality [15]. 

It is important to know whether Talmy's claim of scale neutrality for spatial 
language is in fact a safe assumption, for the following reasons: 

1. If the language used to describe topological spatial relations varies at different 
scales, this may suggest that people's underlying cognitive models of those 
relations may also differ in content, and hence in their availability for analogical 
reasoning and other aspects of problem solving [16]. 

2. Geographic information scientists need to know whether, and when, we can 
generalise from cognitive and linguistic studies of spatial language using figural 
spaces (e.g. items on a table) to environmental and geographical spaces [17]. If 
not, then research studies need to take scale explicitly into account before 
generalising about spatial language use. 

3. This is also true for key findings such as those described by Coventry and Garrod - 
do non-geometric factors also come into play at larger scales? In particular, does 
the context of use, including the functional nature of the objects themselves, make 
a difference to the description of their spatial relations at some scales and not 
others? 

We test Talmy's claim in the present study, and simultaneously examine the 
potential role of object type as just one, quite easily isolated, aspect of the context of 
use. Since we have no reason to assume that all spatial terms are equally affected by 
any given influential factor, we included three different topological relations of 
intersection, adjacency and connection. Following the same experimental paradigm as 
Mark and Egenhofer's seminal study, we focused on the relation between a line and an 
area (region) feature, as described in a sentence and illustrated by a simple 
diagrammatic drawing (which could be interpreted as a simple map at various scales). 
The rating of sentence 'acceptability' was the dependent variable. Talmy's claim forms 
a null hypothesis - that scale does not make a difference. Similar null hypotheses may 
be advanced for the effects of context and type of relation. In the next three sections 
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we will explain how we distinguished among scales and object types, and how we 
chose which examples of spatial relations to test. 

1.2   Scales in Spatial Perception 

What do we mean by the concept of 'scales', and how can we differentiate among 
them? In general, a scale defines “the ratio between the dimensions of a 
representation and those of the thing it represents” ([17], p.313). Whereas this 
definition is meant for maps, scale in human perception is defined as “the size of a 
space relative to a person” (ibid). 

Montello distinguishes between figural, vista, environmental and geographical 
space. Figural space is smaller than the human body and is apprehended without any 
locomotion, e.g. pictures, small objects and distant landmarks. Vista space, as the 
term implies, can be apprehended without locomotion, just by sight, but is larger than 
the human body. These spaces are usually single rooms, town squares and small 
valleys, but also include the surface of the earth as viewed from a plane. An 
environmental space (e.g. a city) is too big to be apprehended without locomotion and 
is learned over time; it does not need to be learned through models or maps, but these 
are often used as aids. Geographical space is much larger than the human body and is 
perceived over time mainly through symbolic representations, e.g. maps. Maps thus 
represent geographical and environmental space but are themselves a part of figural 
space, because they are much smaller than the human body. 

The present experiment used Montello’s scale distinctions, but whereas he 
distinguished four spaces, only three spaces are used here. The reason for this was the 
difficulty in representing scenes that were clearly and uniquely 'vista' space, as 
opposed to figural or environmental.  

Montello's analysis suggested that human beings' perceptual experiences 
differentiate between these types of spatial scale. These different scales may therefore 
be reflected in people's choice of topological spatial language, if Talmy's claim of 
scale neutrality is false. 

1.3   The Role of Context: Object Kinds or Geographic Feature Types 

One of the most obvious aspects of the context surrounding a spatial relation is the 
nature of the two objects whose relationship is being described. Experience with 
geographic features and terms suggests that one of the most fundamental of these may 
be the distinction between solid and liquid features - in other words, between dry land 
and hydrology. The ways in which liquid objects behave, and hence their relations 
with each other and with solid objects, obviously differ from those among solid 
objects. In the geographic context in particular, but also at small scales where this 
distinction has generally been overlooked, this may be expected to make a difference 
to the way that spatial language terms are employed. 

This distinction is also of interest to the domain of geospatial ontologies. Research 
into the potential of geospatial ontologies at Ordnance Survey and elsewhere is aimed at 
increasing the interoperability of geographical datasets, by adding semantics to enable 
comparison of concepts. Hydrology has been used as a major source of domain-specific 
concepts within this work to date [18], and it is important to know whether relations in 
this domain are likely to be distinctive in their manner of description. 
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2   Method 

2.1   Experimental Design 

As stated earlier, three factors were examined within this experiment – scale, context 
and type of topological relation – in an effort to begin to identify whether and when 
they influence spatial term use in natural language. The factor scale had three 
treatment levels: figural, environmental and geographic space. Figural space is the 
smallest scale used in the experiment: the examples chosen for this scale were string 
and trickle (line objects), for which the sentences described spatial relations to a leaf 
or a puddle (region objects). The next largest scale was environmental space, for 
which we used old road and stream (line objects), relating them to the region objects 
park and lake. For the largest scale, geographic space, we related the line objects gas 
pipeline and canal to the region objects country and sea.  

The factor context (object type) has two levels, representing the two types of object – 
liquid and solid. The solid line objects at the three scales were string, old road and gas 
pipeline; the solid region objects were leaf, park and country. The corresponding liquid 
objects were trickle, stream and canal, and puddle, lake and sea. Each line feature at 
each scale was paired with the two different region features at the same scale. 

In this initial experiment we wished to focus on spatial relations which were 
primarily topological, and of strong relevance to geographic information. 
Accordingly, spatial relations and prepositions were chosen that occurred frequently 
among the geographic features listed in the OS MasterMap™ Real-World Object 
Catalogue1. Prepositions that implied the third dimension or that were used in non-
spatial contexts (e.g. 'on') were avoided, in order to focus clearly and simply on 
unambiguous spatial relations that could easily be represented both linguistically and 
diagrammatically. The intersection and connection relations were represented most 
often among such spatial prepositions in the catalogue, and were therefore chosen for 
analysis, along with the similarly common adjacency. It appeared from the catalogue 
evidence that these represented three of the most common exemplars of the various 
line-region relations described by the 'nine-intersection' model previously referenced 
by Mark and Egenhofer [6]. The three chosen relations also allowed us to keep a 
consistent sentence structure: all the relations were amenable to the same simple "The 
[line] runs [preposition] the [region]." This consistency of structure avoided 
introducing linguistic complications into the experiment, allowing a stronger and 
clearer test of the experimental factors of interest. 

Each of these three relations was represented by two prepositions, to check 
whether different prepositions within a relation might yield different results. Again 
drawing on the spatial relations that we found to be most commonly used in the GIS 
context, the spatial relation connection was represented by the prepositions from and 
to; intersection was represented by the prepositions across and through; adjacency 
was represented by next to and alongside. The semantics of English prepositions are 
controversial and challenging to describe. Prepositions are either assumed to be 
highly polysemous [19] or semantically more general with complex rules of 
application [20]. However, for the purposes of the current design, every use of each  
 

                                                           
1 See http://www.ordnancesurvey.co.uk/oswebsite/products/osmastermap/ 
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Fig. 1. Two examples from the questionnaire 

preposition was designed to be as constant as possible, beyond the independent 
variable factors of scale and context. Accordingly, the results should be interpretable 
regardless of one's fuller semantic analysis for these English prepositions. 

The participants were presented with 68 sentences describing a spatial relation. 
Each sentence was accompanied by a drawing to illustrate the spatial relation, in a 
similar style to those of Mark and Egenhofer [6]: see Figure 1. However, in the 
present experiment each of the three spatial relations was represented through only 
one drawing, used throughout the experiment. The drawings were intended to help to 
visualize the relation, and to demonstrate that despite the changes of scale and object, 
we were considering the objects more in terms of their spatial relations than their 
visual identities: this should have encouraged any tendency towards scale neutrality, 
and hence made a stronger test of our alternative hypothesis of scale dependence. It 
was explained that the drawings were not the key stimuli but merely illustrations, and 
participants were urged to focus on rating the sentence rather than the drawing itself2. 

For every combination of scale and spatial relation eight sentences were generated, 
to use all possible combinations of the line and region features and prepositions, 
leading to 3 x 3 x 8 = 72. However, this led to a problem with the spatial relation 
intersection because two liquid features cannot intersect, e.g. "the stream runs across 
the lake" would obviously be deemed unacceptable due to the physical properties of 
liquids. These 6 examples were therefore removed, while leaving the non-intersection 
cases of liquid to liquid relations, i.e.. adjacency and connection. This left 66 
sentences in total. Two dummy (nonsense) sentences, deliberately mixing objects of 
different scales, were added in to test people’s concentration (e.g. "The old road runs 
next to the leaf"): if participants rated these highly then their results were excluded 
from analysis. The stimuli were presented on paper; the experiment took about 20 
minutes to complete. To check for potential order effects, participants were randomly 

                                                           
2 Piloting the study showed that by making the drawings deliberately sketch-like, and choosing 

objects that could be fairly unconstrained in their shape and outline, the same drawing could 
serve as a reasonably convincing supporting diagram across all scales and objects, given that 
the instructions were to evaluate the sentence only. 
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assigned to complete the questionnaire either in its original form (within which the 
questions were randomly ordered), or with the question order reversed. 

Table 1 illustrates how the various factors and examples were combined. 

Table 1. Combinations of features in the sentences presented in the experiment: all line features 
were combined with all region features at their respective scales, using all six spatial pre-
positions apart from liquid-liquid intersections 

 Line features Region features 
Figural String/Trickle Leaf/Puddle 
Environmental Old road/Stream Park/Lake 
Geographic Gas pipeline/Canal Country/Sea 

The participants marked their agreement on a continuous line from 0 to 10: zero 
meant no agreement with the sentence; 10 meant that the sentence was perfectly 
accepted. Figure 1 shows two example sentences and drawings. 

2.2   Participants 

26 adults completed the final version of the questionnaire. These were all volunteers 
living or working in the Southampton area of England. Three participants made 
unexpectedly high ratings of one or other of the two 'dummy' questions, a fourth 
participant was apparently only 10 years old, and two others did not have British 
English as their first language. These six were therefore excluded from analysis. This 
left 20 (an adequate sample in terms of statistical power for this entirely within-subjects 
design, given the expected effect sizes which were confirmed through piloting). The 
final sample included 9 females. Age ranged from 22 to 50 (mean=37 years, standard 
deviation=8). One female did not give her age. Otherwise the males were slightly but 
significantly older than the females (mean=40 as opposed to 32; t17=2.89, p=0.01). 

3   Results 

Participants completed the experiment with no apparent problems or omissions, 
giving a mean rating of less than 1 to the two 'dummy' sentences but a mean rating of 
7.0 (standard deviation=2.6) to the 66 test ones. 

The results were analysed using a repeated-measures analysis of covariance 
(ANCOVA). Age was included as a continuous covariate, gender and question order 
as between-subject factors, and scale, preposition and object types as within-subject 
factors. None of the between-subject factors or the age covariate had any significant 
effects, so these will not be discussed further. 

The main effects3 of scale (F2,1169=32.47, p<0.0001) and preposition (F5,1169=7.41, 
p=0.0005) were both very strongly significant, as was the interaction between them 
(F10,1169=3.52, p=0.0033). The main effect of object type was insignificant 

                                                           
3 Conservative Greenhouse-Geisser significance values are quoted here, since sphericity was 

apparently violated for some main effects and interactions. However, this made no difference 
to the outcomes. 
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(F3,1169=1.87, p=0.15). However, all of its interactions with the other variables were 
significant: scale x object type (F6,1169=3.14, p=0.018), preposition x object type 
(F13,1169=4.70, p=0.0021), and the second-order interaction scale x preposition x object 
type (F26,1169=2.46, p=0.025). 

The effect of scale showed that overall, across all object and relation types, 
sentences were rated higher at the environmental scale (mean=7.5, s.d.=2.4) than at 
the geographical (mean=7.1, s.d.=2.4) or figural (mean=5.9, s.d.=3.2) scales. The 
most highly rated preposition, across all scales and object types, was through 
(mean=7.5, s.d.=2.7), while the least was from (mean=6.6, s.d.=2.6) closely followed 
by to (mean=6.7, s.d.=2.7). As shown in Table 2, the interaction between the two 
factors was also particularly stark for through, which scored the lowest of all at 
figural scale, but the highest at geographical scale. However, this effect was not as 
strong for across, the other 'intersection' term. To a much lesser extent, next to, to and 
from also showed lower ratings at figural scale than at larger (especially 
environmental, as opposed to geographical) scales. 

Table 2. Mean (sd) sentence ratings by scale and preposition 

 figural environmental geographic 
alongside 6.5 (2.7) 7.7 (2.1) 7.2 (2.3) 
next to 6.0 (3.0) 7.2 (2.5) 6.8 (2.4) 
to 6.2 (2.8) 7.2 (2.5) 6.4 (2.6) 
from 6.1 (2.6) 7.2 (2.3) 6.3 (2.6) 
across 7.0 (2.5) 7.2 (2.7) 7.3 (2.3) 
through 6.0 (3.2) 8.0 (2.4) 8.5 (1.4) 

The interaction of scale with object type suggested that at figural scale the 
sentences referencing a solid area (leaf) were rated much lower than at environmental 
scale (e.g. with solid-solid (string-leaf), mean=6.3, s.d.=2.8, but at environmental 
scale (old road-park), mean=8.1, s.d.=1.9). This was also true to a lesser extent for the 
other two object pairings. At environmental scale the solid-solid (old road-park: 
mean=8.1, s.d.=1.9) sentences were rated considerably higher than the liquid-liquid 
(stream-lake: mean=6.9, s.d.=2.8) and solid-liquid (old road-lake: mean=7.0, s.d.=2.8) 
pairings, with the liquid-solid (stream-park: mean=7.6, s.d.=2.2) sentences falling 
between the two. At geographical scale, however, all the object type pairings had 
similar average ratings of around 6.8-7.3. 

The interaction of object type with preposition, across scales, suggested that the 
strongest-rated sentences were those using across with solid-solid object pairings 
(mean=8.2, s.d.=1.5), followed by those using through with liquid-solid (mean=7.7, 
s.d.=2.8). By contrast, the weakest sentences were those with a liquid-solid pairing 
and either from (mean=5.8, s.d.=2.7) or to (mean=6.0, s.d.=2.7), or with a liquid-
liquid pairing and next to (mean=6.0, s.d.=3.0), or with solid-liquid and across 
(mean=6.3, s.d.=2.8). Thus across was shown to differ substantially between object 
types regardless of scale, whereas through differed substantially across scales 
regardless of object types. 
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The significant second-order interaction (scale x object type x preposition) reflects 
the fact that certain individual sentences were particularly highly or poorly rated. 
Very low-rated sentences (i.e. averaging more than half a standard deviation below 
the overall mean, i.e. below 5.7) were as follows: 

• The trickle runs from the leaf (figural, liq-sol, mean=4.9, s.d.=2.7) 
• The string runs through the leaf (figural, sol-sol, mean=5.1, s.d.=3.3) 
• The trickle runs through the leaf (figural, liq-sol, mean=5.2, s.d.=3.3) 
• The canal runs to the country (geographical, liq-sol, mean=5.2, s.d.=2.5) 
• The trickle runs next to the puddle (figural, liq-liq, mean=5.3, s.d.=3.6) 
• The old road runs across the lake (environmental, sol-liq, mean=5.3, s.d.=3.4) 

Very high-rated sentences (i.e. averaging more than half a standard deviation above 
the overall mean, i.e. above 8.3) were as follows: 

• The stream runs through the park (environmental, liq-sol, mean=9.1, s.d.=0.7) 
• The old road runs through the park (environmental, sol-sol, mean=8.9, s.d.=0.9) 
• The canal runs through the country (geographical, liq-sol, mean=8.8, s.d.=0.9) 
• The old road runs across the park (environmental, sol-sol, mean=8.5, s.d.=1.5) 
• The canal runs across the country (geographical, liq-sol, mean=8.4, s.d.=1.4) 

4   Discussion 

The results of the ANOVA suggested that the participants did differentiate between 
scales in their response to specific prepositions. The overall findings show that more 
sentences were rated inappropriate in figural space than in environmental or 
geographical space. Therefore, the null hypotheses of scale invariance in use of 
spatial relational terms can be rejected. Prepositions which are accepted at the scale of 
local geographic space do not scale down easily to tabletop-scale items. Similarly, we 
can reject the assumption that connection, adjacency and intersection terms have 
similar acceptability across scales and contexts: from seems to be more problematic 
overall than through. Yet the ratings of through varied with scale more than any other 
preposition we tested, while across did not vary across scale but did vary across 
object type. 

A moment's reflection by the reader will confirm that in fact across and through 
indicate very different relations when used for manipulable objects, and are only 
frequently interchanged in English at the environmental or geographical scale. Since 
across implies that the ground is a surface, while through tends to more strongly 
imply the third dimension, acceptability ratings can be expected to vary more for the 
latter in relation to changes in the perceived shape/substance of the 'ground' object 
(i.e. that through which the figure object 'runs'). Later we will further discuss the 
relevance of such figure-ground distinctions. 

Environmental space was the best-rated scale overall: most sentences were rated 
positively, and two out of the three best rated sentences belong to this scale. By 
looking at the three best and three worst rated sentences in this scale, it becomes 
obvious that context has a major effect on the participant’s rating. All of the three best 
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rated sentences have a solid region feature, namely park, and all of the three worst 
rated sentences have a liquid region feature, namely lake. 

What factors might cause these effects? First, regarding the differences among 
prepositions, it appears that the 'connection' terms to and from were least transferable 
across object types. This is probably because people expect edge-to-end connections 
to be specified only where the two connecting objects are of the same type. For 
instance, a stream may run from/to the edge of a lake (or a canal from/to a sea), but 
for it to run 'from' a park one would assume that it began somewhere within the park, 
not at its border; similarly with canal and country, and with trickle and leaf. 

To and from may also be problematic with solid-solid connections where the 
objects have no obvious causal relationship, e.g. the string running to/from the leaf, or 
the gas pipeline appearing to start/end abruptly at the border of the country. Yet the 
old road running from or to the park - perhaps because one might easily imagine a 
road that ends at the park's edge - is less obviously problematic. The sentences are 
rated negatively if a canal or gas pipeline runs to or from a country. Sentences are not 
rated that negatively when the canals or gas pipelines run to or from the sea. Here 
people's reasoning may be shaped through their experience with maps and models. 
Images of world maps or country maps show very often how a line feature ends or 
starts at the sea (or appears to do so, e.g. if it subsequently runs underwater). 
Conversely, they do not tend to end or start at a country. This suggests that to and 
from would only have been deemed acceptable if the region object was a physically 
different kind of thing from its surroundings - i.e. sea - which is apparently not a 
constraint that people expected at the small scale. So again, scale made a difference to 
the expected physical circumstances implied by a given preposition. 

This links to the most difficult issue we encountered when designing and analysing 
this study. It is hard to assess the effect of scale on preposition use, independently of 
object type, because objects at different scales have different characteristics. At 
figural scale, it proved extremely hard to find an irregularly shaped 'area' object that 
might be deemed topologically equivalent to country or park - i.e. something 
relatively two-dimensional, that could be traversed over and beyond within the same 
plane. The smaller the space, the more items tend to be understood as individual, non-
continuous objects with a salient third dimension. By contrast, in larger spaces solid 
areas tend to be easier to consider as a flat surface, not least because they tend to be 
considerably wider than they are tall. Thus through was considered unacceptable with 
leaf (implying penetration or depth perpendicular to the plane of the leaf), but 
unproblematic both with park and country (implying only traversal). In addition, 
larger-scale objects tend to be more continuous with others, and their boundaries 
increasingly abstractly rather than physically defined; thus the apparent unlikelihood 
of a gas pipeline stopping abruptly at a country's border. 

The results concerning object type pairs have important implications for the use of 
spatial prepositions in describing object relations between hydrology and other 
domains. The characterisation of these relations is a key factor in ongoing work at 
Ordnance Survey and at Münster, to formally model hydrological and topographic 
data ontologies (e.g. [18]) The apparent lack of overall differences between object 
type pairs seems to have been due to different effects (at different scales and relation 
types) cancelling each other out, rather than to an indifference of spatial semantics to 
the physical state of objects. The same spatial relationship is not implied by the same 
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term, when the objects are water rather than solid features. A liquid connecting to a 
solid is not deemed realistic if it is depicted as connecting with the edge, rather than 
showing a termination point inside the solid area. The issue here is people's 
expectation of physical realism. 

For across, a solid line object crossing a solid area was seen as plausible at all 
scales, but not when it crossed a body of water (puddle, lake or sea). Again, this 
relates to expectations of physical realism: the old road or gas pipeline (but perhaps 
not the string, which was less harshly rated) would require some form of suspension 
over the water. Since the form of this suspension (e.g. a bridge) was not explicitly 
drawn or stated, participants found the relationship less plausible. Similarly, when a 
liquid line feature (trickle, stream or canal) was declared to be next to or alongside a 
water body (puddle, lake or sea), participants may have expected to either see a clear 
spatial separation between the two, or to have one mentioned in the sentence. 

This has implications for cartographic representation, as well as for choice of 
linguistic terms when describing adjacent hydrological features. Physical structures 
that must be in place to avoid two water features merging together, or a solid line 
feature collapsing into a water body, need to be specified explicitly if the relevant 
spatial relations are to be deemed plausible. 

Another issue concerning scale is the way in which different spaces tend to be 
apprehended. Geographic space is not only apprehended through physical actions 
such as manipulation and locomotion, but also with the help of models and maps. In 
fact, at both environmental and geographic scales, the images we used would have 
been interpreted as small-scale maps rather than near-lifesize pictures. This may have 
made it more likely that participants would think of these features differently, and 
perhaps as more two-dimensional than three-dimensional. However, to some extent 
this must be people's perception of geographic-scale objects anyway, even in cultures 
where maps are less prevalent, since they are inevitably much wider and longer than 
they are tall. 

Where does this leave the hypothesis of scale-invariant spatial relations? Naturally, 
we should express caution about the generalisability of this study to more realistic 
contexts of use: like all experiments, there was some potential for artefactual results. 
However, it is hard to believe that an artificial context, and one in which the same 
illustration was used across scales (which should have encouraged participants to 
respond similarly as well), would show more scale variance than in a richer and more 
complex context. Further research is clearly needed to confirm and expand these 
findings: while it seems likely that some prepositions may maintain scale invariance, 
others do not. Prepositions such as near seem genuinely indifferent to scale precisely 
because they have no semantic specification of object properties (e.g., line near a 
circle / planet near the sun). However, we cannot conclude from such isolated 
examples that all such spatial language will be scale invariant.  

Conversely, given the different physical entities and structures implied by the 
above analysis, it would be possible to maintain that scale invariance has not been 
disproved for situations where objects at different scales are more closely matched in 
their physical properties. However, our frustrating search for such equivalent 
examples across different scales and domains demonstrates in itself that the statement 
of scale invariance is ultimately meaningless. The physical world as experienced by 
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humans, and described by human language, is not a fractal: scale changes its very 
physical nature, and hence the meaning of its spatial relations. 

If this is the case, then it is arguably not scale per se that determines spatial 
preposition choices, but the nature and relative importance of the 'figure' and 'ground' 
objects which vary unavoidably with it. 'Ground' usually refers to the larger and more 
immobile object in a spatial relation, and to the object of a sentence or prepositional 
phrase, whereas the smaller object (and the sentence's subject) is more often the 
'figure' [21]. The figure and ground objects of different scales will have different 
granularity, or degree of topological and metric precision. Some spatial prepositions 
also carry information that implies the objects' shape (e.g. line or area), such as along 
or across. Golledge [22] states that in describing topological relations, "the choice of 
nouns and prepositions conveys conventional information that is often fuzzy or 
inaccurate" (p.411). Yet convention has taught us which prepositions to use for 
certain concepts, which makes it possible for humans to understand spatial relations 
and spatial concepts. The present experiment demonstrates significant variance 
among spatial prepositions and their implied relations, suggesting that spatial 
prepositions strongly reflect people's reasoning about figure-ground relations in space. 

Landau [21] has demonstrated that the characteristics of the 'ground' object tend to 
have a greater impact on spatial language use than those of the 'figure'. This appears 
to be borne out to some extent by the current study - it was apparently the nature of 
the leaf, as opposed to the nature of a park or country, that caused a problem for 
through. Although a string is as much a single three-dimensional solid object as a leaf 
is, whereas an old road is arguably more two-dimensional and 'pathlike', even a closer 
equivalent to a road (e.g. a slug trail) would not be deemed to run 'through' a leaf in 
the way that a road can run through a park. A vein within the leaf could do so, but this 
forms part of the leaf itself. Even if a road could be argued to be part of a park in a 
similar way, the fact that the traversal of a non-component object such as a car or 
highway can still be described with either across or through indicates that the 
difference is real. Similarly with the gas pipeline and the country (as opposed to the 
string and the leaf or the old road and the park), it was the nature of countries that 
seems to have caused a problem: no line object is expected to stop dead at a country's 
abstractly defined borders, whereas two physically distinct objects may well lie 
separately in space. 

It should be noted that the finding that the same spatial terms are considered 
differently within English at different scales does not imply that this would generalise 
to all other languages. We know, for instance, that speakers of some languages apply 
to smaller scales some linguistic terms that in English we mostly4 reserve for larger 
ones (e.g. [23]), although it is currently unclear whether this also applies to 
preposition use. However, the number of spatial prepositions in other languages varies 

                                                           
4 Since US and British English can show differences in usage of prepositions (e.g. Clark 1968), 

we also checked these results with a second sample of 11 US English speakers. We found the 
same pattern of main effects, although without any strong interactions; however, a combined 
ANOVA still suggested significance for the interactions as before, with no significant 
influence of English dialect. Overall this strengthens our view that scale and type of relation 
do affect people's expectations of spatial preposition use, independently of potential dialect 
variations. 
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greatly compared to English (e.g. [21]). Therefore we certainly cannot assume that 
scale is equally variant in every language: we might expect it to vary more where 
there is an atypically large and finely differentiated range of prepositions, as is the 
case for English and for other Germanic languages. Nevertheless, it seems likely 
(because of the physical difference in existent object types at different scales, as 
discussed) that some scale effects will still be found even in languages with reduced 
prepositional inventories. Alternatively, other grammatical and lexical markings 
which express distinctions similar to Germanic prepositions might be expected to 
exhibit scale variance. 

Overall, although obviously further research is needed to extend these findings, 
this experiment has given us some insight into the variable status of some key spatial 
prepositions at different scales, and into some of the factors that may influence their 
use. The results lead to the conclusion that scale is not neutral as Talmy [13,14] 
suggested, but rather plays a significant role in linguistic topology. Reasons for these 
differences may include humans' spatial experience, the abstractions that they use 
when reasoning about space, and the variable nature of our classification of the world 
into 'objects' at different scales. 
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Abstract. Cognitive agents use different strategies to identify relevant
spatial information in communication. The chosen strategy depends on
the agents’ conceptualization of the spatial situation at hand. This situa-
tion is determined by structural and functional aspects that are induced
by the environment and the actions performed or intended therein. In
this paper, we are interested in conceptualizations in the context of route
directions. We focus on the meaning of prepositions used to character-
ize movements (actions) in spatially constrained systems such as street
networks. We report on different strategies employed by people to dis-
ambiguate turning actions at intersections and demonstrate how these
can be reflected in automatically generated route directions, again con-
centrating on the assignment of prepositions for anchoring movement.
Including methods that focus on the most successful strategies people
use in computational systems is a prerequisite for route directions that
respect for human conceptualizations of spatial situations and that be-
come, thus, cognitively ergonomic route directions.

1 Introduction

Cognitive agents communicate about space through various modalities [1]. Each
modality, such as natural language expressions or sketch maps, has their own
representational characteristics. While the problem of graphic, map-like repre-
sentations is their commitment to one out of potentially many instantiations
of a spatial situations [2], the problem of linguistic expressions is to determine
their meaning as they are inherently underspecified. This problem manifests it-
self in the large body of research literature on spatial prepositions (e.g., [3]).
Prepositions are still not well handled in formal systems as a limited number of
prepositions can have manifold meanings; the semantics of a preposition changes
with the context in which the preposition is used [4,5]. This makes prepositions
a highly challenging research topic.

In this paper, we focus on the semantics of prepositions in the context of
route directions. More specifically, we are interested in assigning a preposition
to anchor movements in a spatially constrained system, i.e. a city street network.
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Most studies on the semantics of spatial prepositions take place in uncon-
strained, or better naturally constrained, environments, in that, for example,
they rely on the influence of gravity and the characteristics of the objects in
question. In contrast, we focus on the influence of structural aspects of an en-
vironment on the semantics of spatial prepositions. This approach is part of
a larger research effort investigating the role of structure and function in the
conceptualization of events.

We proceed with a short overview on route directions and landmarks intro-
ducing the key concepts used in this work and clarifying the distinction between
structure and function in the next section. We continue discussing some empir-
ical findings on how people’s choices depend on a decision point’s structure and
on the action that has to be performed (Section 3). We then present a com-
putational approach that takes these findings into account and selects spatial
prepositions based on configurational knowledge and neighborhood relations of
the involved functionally relevant entities (Section 5). Modeling these entities is
explained in Section 4.

2 Route Directions and Landmarks

Route directions provide a wayfinder with information on how to reach her cur-
rent destination; they are task-oriented specifications of the actions to be carried
out [6,7]. Route directions are not merely a description of what a wayfinder will
encounter along the route; they include references to actions at decision points,
to landmarks, and confirmative information whether the correct route is still fol-
lowed. Since they focus on the actions to be performed, verbal route directions
are procedural discourse [8]. Routes are inherently linear; therefore, the lineariza-
tion problem, i.e. the problem of choosing among many possible sequences when
organizing spatial information that extends over two or three dimensions, does
not apply here. With routes, the sequence of spatial information is determined
by the spatial sequence of locations encountered during route following (see also
Section 2.1). On the other hand, the linearization problem exists in a modified
form [9]: structuring route knowledge comprises the spatial chunking of individ-
ual decision points into larger units. This is a process on the conceptual level to
organize spatial knowledge. In that, it differs from and precedes the linguistic
process of aggregation as explained, for example, in [10], which is used to form
sentences that communicate several pieces of information at once.

The core of route directions is a sequential description of actions, like “walk”
or “turn [left]” [11]. These actions are termed route-following actions in the fol-
lowing. The core is enhanced with descriptions of the spatial situations that will
be encountered during route following, especially references to landmarks [12].
Landmarks foster the identification of decision points, the origin and destina-
tion of a route, provide verification of route progress, provide orientation cues
for homing vectors, and suggest regional differentiating features. Landmarks are
pertinent for route directions [8,13]. They are especially useful when anchoring
actions in space, i.e. if the action that has to be performed at a decision point
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is anchored by the reference to a landmark, such as “turn right after the post
office”.

For the inclusion of landmarks in automatically generated route directions the
spatial relation between the landmark and the action performed at a decision
point has to be determined to provide anchoring in space. The parameters taken
into account are the decision point itself, the route-following action performed
at the decision point (i.e., the angle of the change in direction), and the position
of a landmark (Fig. 1).

Fig. 1. Parameters determining assignment of a spatial preposition: the encircled deci-
sion point, a route-following action (right turn) indicated by the bold arrow-lines, and
a landmark (a post office) positioned in proximity to the decision point

2.1 Structure and Function

Klippel’s distinction of structure and function [14] is based on Montello’s dif-
ferentiation between the environment and the actions or movement that is per-
formed in that environment [15]1. This distinction is reflected terminologically
by path and route.

Structure denotes the layout of elements physically present in the spatial envi-
ronment. This comprises, for example, the number of branches at an intersection,
the angles between those branches, and a landmark’s position (relative to the
action performed at an intersection). Function is related to the actions that take
place in spatial environments. The functional characterization demarcates parts
of the environment, i.e. those parts of the structure that are necessary for the
specification of the action to be performed (see Fig. 2). Structure has an impact
on the conceptualization of an action, in our case the change of direction at a
decision point, and in return on the assignment of a spatial projective term, its
modification, and the choice of a spatial preposition (see next section).

A trajectory, such as the movement of an agent, can be discretized by fo-
cusing on the direction changes the agent makes. Considering route following,
the critical points of direction change are the decision points: here, a wayfinder
needs to decide on the further way to take. Consequently, they are pertinent
for route following [13]—even if no change of direction occurs, i.e., the agent
1 Montello’s book chapter has been available as ‘in press’ for several years on his

homepage before publication; this explains the seemingly contradicting publication
dates.
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Fig. 2. Distinction of structural and functional aspects of route information (from [14])

is going straight at an intersection. A route may be represented as a sequence
of decision points. Depending on the structure in which these direction changes
take place, the conceptualization of the same change of direction as a discrete
step in a route can differ. Accordingly, describing the turn at a decision point,
for example, linguistically, may differ depending on the structure and action to
be performed. In the next section, we outline some strategies people employ in
giving directions at decision points. These strategies depend both on structural
and functional aspects.

3 Strategies for Describing Route-Following Actions

Klippel, Tenbrink, and Montello [16] propose a characterization of aspects that
influence the specification of spatial relations in the context of route directions.
These aspects include the structure of an intersection, the route-following action
to be performed at an intersection that demarcates functionally relevant parts,
the availability of additional features that can be used to anchor the action to be
performed, like landmarks, and the conceptualization of this action as a result
of structure and function and the features available. For example, Figure 3 illus-
trates how an intersection’s structure may change the linguistic characterization
of a change of direction.

An analysis of a route direction corpus, sampled as reported in [9], reveals
several options to communicate which branch to take at an intersection. The
following categories reflect the conceptualization of turns at decision points and,
thereby, correspond to different kinds of spatial knowledge: qualitative direc-
tion concepts expressed by projective terms, references to absolute directions,
and direction-indicating verbs, for example, “turn right”, “go west”, “veer left”;
qualitative modifications (hedges) specifying the direction [18,19], as in “slightly
right”, quantitative measures of directions in degrees, for instance, “turn exactly
90 degrees”; clock directions (“turn three o’clock”); references to the structure,
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Fig. 3. According to the intersection in which it takes place, a change of direction is
associated with different meaning. While the ‘pure’ change may be characterized as
“veer right” at the intersection (A), at intersection (B) it may change to “the second
right”; at the roundabout (C) it becomes “the third (or second) exit”; and at (D) “fork
right” (from [17]).

for example, “dead end”, “fork”; ordering concepts, like “the first exit”; reliance
on landmarks to indicate a direction, as in “where the statue is”.

In this paper, we concentrate on the aspect of relying on landmarks to indicate
directions. Depending on their geometry and size in relation to the environment,
landmarks can be considered point-like, linear, or area-like (cf. [20,21]). Here,
we discuss landmarks conceptualized as being point-like, i.e. those located in a
small, restricted area of an environment, that are functionally relevant only for
a small part of the route, usually a single decision point. These landmarks may
be located at a decision point or in-between two decision points.

Landmarks in-between two decision points may either be related to the de-
cision point passed after them or to the one just passed. Those related to the
decision point after them may be used to identify this decision point (“you’ll
pass a gas station; after that, turn right at the next intersection”). A landmark
related to a decision point just passed can be used to confirm that the correct di-
rection has been chosen (“if you pass the church, you picked the correct turn.”).
In the following, we focus on landmarks being conceptualized at a position at a
decision point. These landmarks are frequently used to identify the intersection,
especially if other intersections are nearby and, more importantly in the con-
text of this paper, they are frequently used to anchor the direction change to be
performed at an intersection [8]. Linguistically, the anchoring is encoded as turn
[right, left] [before, after, at]{landmark X}. The different prepositions correspond
to different relations of landmark X relative to the action to be performed at the
decision point: the landmark is either passed before or after the route-following
action, or not directly passed at all (cf. Section 5.2). These possible spatial re-
lations between landmark and decision point are represented as lm< (landmark
passed before decision point), lm> (landmark passed after decision point), lm−

(landmark at decision point, but not directly passed) (cf. also [22]).
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Clearly, the preposition at is less constrained than before or after, i.e. its
semantic scope is larger. In the context of this paper it potentially incorporates
the other two. Still, we choose before or after if applicable, since they relate the
position of a landmark directly to the action performed at the respective decision
point and are, thus, more specific. The rational for this is rooted in considerations
of cognitive ergonomics that strive to provide as much detail as possible with
as little information as necessary. From the perspective of cognitive science we
could say that the situation model [23] that is instantiated, for example, by
a linguistic instruction, has to be rendered as precise as possible by using a
preposition with a smaller semantic scope. We take a Griceian perspective [24]
in generating references.

Function determines which structural aspects are relevant for the situation
at hand. That is, the actions performed in route following induce spatial con-
figurations and the sequence in which entities are encountered along the route.
Thus, even if we consider static configurations of intersections in the following
to determine the spatial relation between landmark X and the decision point,
these result from performing an (imagined) action at this intersection, i.e. the
entities can be considered events in this case.

4 Modeling Routes

As stated in Section 2.1, we consider decision points most pertinent for route
directions. Following a route comprises two basic processes: getting to a decision
point and, there, determining the further direction to take [25]. Accordingly,
routes are represented as sequence of decision point/action pairs; each pair rep-
resenting the route-following action required at a given decision point. We rep-
resent the environment, which in our work is a spatially constrained system, like
a street network, as a graph reflecting its layout. The graph is annotated with
additional information, for example, the geometry and position of landmarks.

Even though we model the structural aspects of wayfinding in an environment
as a graph decision points are not merely a node in the graph, i.e. not just a
point-like entity. Instead, a decision point denotes a certain area around an in-
tersection, which contains not only the point where the branches meet but also
parts of the branches itself (see Section 5.1). This way, it represents the con-
figuration of path-segments at a branching point. The two functionally relevant
path-segments, the route-segments, are part of the decision point, which corre-
sponds to human mental conceptualization. This modeling also reflects another
action-oriented aspect: people usually do not turn on the spot like some robots
do, but rather in an extended process with deciding on the direction to turn and
then changing direction gradually while keeping their forward movement [14,26];
especially when traveling by bike or car.

For the purpose of assigning a preposition to describe the spatial configuration,
we abstract from this gradual direction change and model decision points such
that all path-segments of the decision point meet in a single point, which we
denote with the technical term turning point in the following (Fig. 4). This way,
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Fig. 4. A decision point with the two functionally relevant branches: the incoming and
outgoing route-segment. The branches’ meeting point is the turning point.

at the turning point the area around an intersection gets divided into a region
before action and a region after action as a wayfinder’s direction of motion
induces a directedness of the functionally relevant branches. Landmarks located
at a decision point are represented as a point inside the decision point’s area
whose position relative to the turning point can be determined based on a shared
local or global coordinate system.

5 Determining References to Landmarks

In this section, we present a computational method to determine the spatial
relation of a landmark relative to an action performed at a decision point.
Thereby, we provide a formal characterization of a possible resulting mental
conceptualization. Based on this relation, we can anchor the action performed
at that decision point with the landmark. This method is based on configura-
tional knowledge and neighborhood relations. It is employed in our model for
generating context-specific route directions [20,27]. This model explicitly adapts
the generated directions to the context, i.e. to the current action to take in the
current surrounding environment (see Section 6).

Linear or circular orderings represent information about the sequence and
neighborhood of entities without specifying any further metric information, such
as distances between these entities (e.g., [28]). This kind of information is a pow-
erful structuring means; it is also easy to determine as it only requires knowledge
about a neighborhood relation between the relevant entities. This holds espe-
cially for routes: routes are linear and directed entities; the movement direction
of the wayfinder induces an orientation on the point-like entities along the route,
like decision points or landmarks. This orientation, in turn, induces an ordering
on these entities [28].

We exploit ordering information to compute a landmark’s position at a de-
cision point. In the following, we explain how to determine the neighborhood
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relation of functionally relevant entities at decision points and how to generate
references to landmarks based on this information.

5.1 Landmarks at a Decision Point

To determine references to landmarks at decision points, first of all those land-
marks located at that decision point need to be identified. Whether a landmark
can be considered to be at a decision point depends on its distance to the deci-
sion point. Distance can be based on different kinds of information: most typical,
metric information is used, i.e. calculating distance between two entities based
on coordinates. However, in the context of our work, the crucial information for
referencing a landmark is what will be encountered between passing a landmark
and a decision point (or vice versa). Therefore, next to metric distance between
decision point and landmark, we also rely on ordering information.

In a first step, landmark candidates are identified. To this end, we determine
which landmarks are within a decision point’s region. The size of this region de-
pends on different parameters, like a wayfinder’s travel mode. Most importantly,
we choose a decision point’s region such that no other decision point falls within
this region. This way, we prevent conflicting association of landmarks with deci-
sion points. This may, however, lead to different sizes of this region for different
decision points (e.g., smaller regions for decision points that are close together).
Additional information, like a landmark’s saliency can be taken into account to
further restrict the set of landmark candidates (see Section 6; cf. also, e.g., [29]).

From these landmark candidates, we check which landmarks actually are ap-
plicable as reference to a landmark at a decision point, i.e. we need to decide
which of the landmarks from the candidate set is to be used in the instructions.
For a landmark to be at a decision point, no other landmark candidate may
be between the entity used as landmark and the decision point. For example, a
post office may be referenced as a landmark at a decision point if no other build-
ing referable as landmark is passed between post office and decision point (see
Fig. 5). That is, in the linear ordering of landmarks and decision point, decision
point and landmark at the decision point need to be neighbors. This way, we
achieve the (spatially) closest possible coupling of landmark and decision point,
which fosters identification of the place where to perform the required action.

5.2 References to Landmarks at a Decision Point

Landmarks located at a decision point can either be passed before the route-
following action takes place, after the action, or may not be located at a func-
tionally relevant branch. In order to determine which relation between landmark
and action holds and, consequently, which preposition to use preferably, we need
to know a landmark’s position relative to the functionally relevant branches. We
distinguish three relations—lm<, lm>, lm−—to denote a landmark’s position.
They are termed reference relations. If relation lm< holds, i.e. if a landmark is
passed before performing an action at a turning point, the landmark must be
next to the incoming route-segment. If the relation lm> holds the landmark is
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a) b)

Fig. 5. Distance of a landmark—the post office—based on ordering information: a)
landmark at a decision point: the post office is directly passed before the turning
point; b) landmark not at a decision point: the church is passed after the post office,
but before the turning point

passed after the route-following action took place and is next to the outgoing
route-segment. If a landmark is neither next to the incoming nor the outgoing
route-segment, it is not at a functionally relevant branch. We use the relation
lm− to describe this situation where a landmark is at a decision point which
position with respect to the route-segments cannot be further specified.

But what does next to mean in this context? It refers to the neighborhood
relation that underlies the ordering information of the entities at a decision point.
For locating a landmark, the next to relation describes a region of a landmark’s
possible locations. These locations are chosen such that the landmark is located
before or after the turning point and no other branch is between the functionally
relevant branch and the landmark (see Fig. 6). For the incoming route-segment
the region that satisfies these conditions is termed before-region, for the outgoing
route-segment it is termed after-region. The landmark needs to be located in
the before-region for the relation lm< to hold and in the after-region for the
relation lm>. To determine whether a landmark is in the before- or after-region
of a decision point, we can exploit ordering information. The branches of a
decision point form a circular ordering as they are neighbored according to their
bearing—with the last branch in the ordering being neighbored to the first one
(see Fig. 7a).

The ordering can be calculated by determining the angle of a branch relative
to some reference direction, for example north representing a bearing of 0, and
then sorting all branches according to their direction angle. By creating a new
virtual branch ranging from the turning point to the landmark in consideration,
we can introduce the landmark’s location to the branches’ ordering (see Fig. 7b).
We recompute the ordering and can, this way, determine the landmark’s position
with respect to the newly established ordering. Since for the reference relations
lm< or lm> to hold the neighborhood relation next to needs to hold, and for next
to to hold no other branch may be between a route-segment and a landmark, we
check whether the newly introduced virtual branch is a direct neighbor of either
of the functionally relevant branches in the ordering.
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a) b)

Fig. 6. Regions of a landmark’s possible location relative to the functionally relevant
branches: a) before, b) after

a) b)

Fig. 7. a) An intersection with five branches. The arrows indicate the neighborhood
relation between the branches; the branch pointed at is a neighbor of the branch the ar-
row starts from. This relation is symmetric. b) Virtual branch (dotted line) introducing
a landmark’s location to the branches’ ordering.

Fig. 8. Example for a situation in which a landmark’s virtual branch (the dotted line)
is next to the incoming route-segment, but the landmark is located after the turning
point. Here, lm< is not a valid result.

This allows determining the reference relation to use for a landmark at a
decision point. If the virtual branch is a neighbor of the incoming route-segment,
lm< holds, if it is a neighbor of the outgoing route-segment, lm> holds. This
procedure is very simple, but does not cover all cases: consider, for example, the
configuration shown in Figure 8. Here, the landmark’s virtual branch is next
to the incoming route-segment in the branches’ ordering, but located after the
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a) b)

Fig. 9. Virtual branches (dotted lines) deliminating (a) the before-region and (b) the
after-region, respectively

a) b) c)

Fig. 10. Examples of a decision point’s configuration and the resulting landmark’s
reference relation: a) lm<, b) lm>, c) lm−

turning point. This violates the second condition of our definition of the before-
region, namely that a landmark needs to be before the turning point. Therefore,
calculating the neighborhood relation yields lm<, but it is not a valid result in
this case.

To account for this case, we introduce two additional virtual branches. These
virtual branches originate at the turning point and head perpendicularly to the
functionally relevant branch to the left and right (Fig. 9). That is, to create the
before-region, we introduce two virtual branches perpendicular to the incoming
route-segment; their calculation is straightforward. For the after-region we apply
the same procedure with the outgoing route-segment.

This way, we ensure that the functionally relevant branch and a landmark’s
virtual branch cannot be direct neighbors if the landmark is not located in the
correct region. Put differently, if they are direct neighbors, route-segment and
landmark are on the same side of the turning point, as required in the definition of
before- and after-region. Figure 10 shows examples for determining a landmark’s
position at a decision point using this approach. Note that we cannot introduce
both sets of virtual branches—for the before- and after-region—to the ordering
at the same time. This would result in overlaps in certain cases and, hence,
unwanted restrictions of the two regions (cf. Fig. 10c).

For relation lm> we need to consider a further restriction. The corresponding
preposition before is the most restricted in its semantic scope, i.e. it underlies the
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a) b)

Fig. 11. “Turn right before landmark”: a) landmark correctly indicating outgoing
branch; b) ambiguous situation where landmark may mislead wayfinder

Fig. 12. Neighbored incoming and outgoing route-segment. Here, before- and after-
region may overlap.

most constraints for being applicable to identify the branch to take. To indicate
the correct branch, the landmark needs to be left of the outgoing branch when
turning into the right half-plane and right of the outgoing branch for turning left
(see Fig. 11). Otherwise, references to a landmark will lead to wrong references:
in Figure 11b the default assumption would be to take the branch heading off
90 degrees to the right as this branch is directly in front of the landmark as
seen from the direction of movement. However, the intended branch is the one
heading off 45 degrees to the right. The order of branches and the landmark is
calculated relative to some reference bearing. Accordingly, determining whether
a landmark is left (or right) of the outgoing branch is straightforward: in this
case it is directly before (or after) this branch in the order, i.e. the landmark
is predecessor (or successor) of the outgoing branch in the ordered sequence of
entities under consideration.

Finally, if incoming and outgoing route-segment are neighbors in the branches’
circular ordering, the before- and after-region possibly overlap. In this case, both
lm< and lm> are in principle valid results of determining the landmark’s position
at the decision point. However, in configurations as shown in Figure 12 the
preposition before is not applicable, i.e. conceptually does not cover the situation
model and is, therefore, never used. Hence, lm< represents this configuration;
lm> is excluded (lm− would be applicable, as well, as it incorporates lm< and
lm>, but is not chosen as it is less specific; see Section 3).
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6 References to Landmarks in Instructions

With the presented method we are able to determine a landmark’s relation to the
route-following action to be performed at a decision point, and, hence, to suggest
a corresponding preposition. These prepositions are used in generating descrip-
tions of spatial situations to be communicated to a human user. We employ them
in our computational model generating route directions that explicitly considers
a route’s properties and environmental characteristics. Accordingly, the result-
ing directions are termed context-specific as they adapt to the current action to
take in the current surrounding environment [20].

The model generates abstract, modality-free specifications of the actions to be
performed at decision points. It is based on a systematics of elements that can
be used in route directions. According to the systematics, the model generates
for each decision point all possible instructions that unambiguously describe the
action to be performed there. Each such instruction represents a decision point
and the action as a relational term, for example (DP1,left). The direction rela-
tions correspond to the route-following actions a wayfinder needs to perform, for
example, left corresponds to “turn left”, north to “head north”, etc. Generating
directions for the complete route, then, is realized as an optimization process.
This process decides for each decision point which instruction of a set of possible
instructions to use; in that, it relies on spatial chunking, i.e. on mechanisms to
combine a sequence of instructions for single decision points into a single in-
struction for several consecutive decision points [9,10]. With that, it accounts
for another important principle of cognitively ergonomic route directions.

To generate instructions that link a landmark to the action to be performed,
we annotate the direction relation with the landmark’s identifier and correspond-
ing reference relation determined as explained above. For example, this may re-
sult in a specification like (DP1,left/church lm<). This notation focuses on the
most relevant information, i.e. which action to perform at which decision point
(here, turning left at decision point 1). The action can then be further specified
by, for example, linking it with a landmark present at the decision point (here, a
church located before the decision point). This way, the general structure of our
abstract route directions is always the same with the crucial information coming
first; this is independent of whether the instruction is annotated or which type
of annotation is to be used.

The specification does not need (and is not intended) to be externalized as it
is. For example, literally, the specification given above corresponds to an instruc-
tion like “pass the church before you turn left”. However, usually instructions
focus on the route-following action to be performed at a decision point, not the
landmark’s location; i.e. the focus is on “turn left” in this example. Accordingly,
an appropriate verbalization would be “turn left after the church”. Thus, the
relation between spatial relation and preposition to use is as follows: lm< corre-
sponds to the preposition after, lm> to the preposition before, and lm− to the
preposition at.

There might be several landmarks present at a decision point. This results in
several options for anchoring movement in space by reference to a landmark. In
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such cases, the computational system needs to decide on which reference to use.
One possibility is to integrate preference rules in the model on which preposition,
and accordingly landmark, to choose: a simple rule may, for example, state to
prefer determinate references (before, after) over indeterminate (at) to adhere
to the Gricean principles called for above. A more elaborate approach is to
take a landmark’s saliency into account. Existing approaches determine saliency,
for example, with data mining methods [30], or based on visual, semantic, and
structural features of an environment’s enitities [29]; the latter approach has
been extended to also account for the structure of the street network wayfinding
takes place in [22]. These approaches allow for calculating a landmark’s saliency
value, which can then be used to determine the most salient landmark at a
decision point in order to refer to this one in the instructions.

Furthermore, the model implements additional strategies for disambiguating
references in direction giving (see Section 3). It employs ordering concepts in
situations where several branches head in the same direction, like in “take the
second left”. Also, it analyses an intersection’s structure based on the geometric
configuration of its branches and the movement direction of the wayfinder. This
reveals salient intersections, like T-intersections, that may be referred to in an
instruction and, consequently, may function as a landmark [31]. Such references
to the structure, which can be found in human direction giving, restrict which
direction relations are applicable. For example, an angular direction change that
maps to veer right in the employed direction model is coarsened to right when
used in combination with a reference to a fork-intersection, as in “fork right”.

7 Conclusion and Outlook

To disambiguate and to identify relevant information in a route direction task,
people employ different strategies in describing spatial situations. The strategy
used depends on the conceptualization of the situation, which in turn is deter-
mined by structural and functional aspects. In the context of route directions,
the actions to be performed at decision points are the focus of interest. We report
results of a linguistic analysis that reveals several strategies used by speakers to
communicate which branch to take at an intersection. Choice of the strategy
depends on several aspects including the action to be performed, the conceptu-
alization of this action as a result of structure and function, and the availability
of landmarks. In this paper, we especially focused on landmarks used to identify
intersections.

Such landmarks are a powerful means to anchor the direction change to be per-
formed at an intersection. The position of the landmark relative to the decision
point determines how this anchoring can be done. We presented a computational
approach to determine the proper spatial relation between landmark and deci-
sion point; this approach exploits qualitative knowledge at an intersection. The
structure of an intersection, i.e. the configuration of its branches, constraints
possible landmark’s positions and, hence, the spatial relation that is applica-
ble. Applicability of a relation can be determined by ordering information and
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neighborhood relations of an intersection’s branches. Depending on a landmark’s
position in the branches’ order, the landmark is either passed before (lm<) or
after (lm>) the route-following action or not directly passed at all (lm−). Based
on the spatial relation that holds, a preposition can be determined that reflects
the relation between landmark and the action to be performed at the decision
point: in case of lm< the action is performed after the landmark; with lm>

it is performed before the landmark. lm− denotes a configuration with an ac-
tion performed at a landmark. Our computational method allows for generating
appropriate references to landmarks and, this way, anchoring actions in route fol-
lowing with a landmark. Thus, it implements an important principle of cognitive
ergonomics for route directions.

The presented approach is part of a larger research effort investigating the
role of structure and function in the conceptualization of events, and to develop
a model that generates cognitively ergonomic route directions. Including such
methods, which are similar to people’s strategies to describe spatial situations,
in a computational system is a prerequisite for automatically generated route
directions that respect for human conceptualizations of spatial situations. This
way, users’ confidence is increased, and the route directions become easier to
understand. This holds especially for the actions to be performed at complex
intersections.
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Abstract. The ways in which objects are referred to by using spatial language 
depend on many factors, including the spatial configuration and the discourse 
context. We present the results of a web experiment in which speakers were 
asked to either describe where a specified item was located in a picture contain-
ing several items, or which item was specified. Furthermore, conditions differed 
as to whether the first six configurations were specifically simple or specifically 
complex. Results show that speakers’ spatial descriptions are more detailed if 
the question is where rather than which, mirroring the fact that contrasting the 
target item from the others in which tasks may not always require an equally de-
tailed spatial description as in where tasks. Furthermore, speakers are influ-
enced by the complexity of initial configurations in intricate ways: on the one 
hand, individual speakers tend to self-align with respect to their earlier linguis-
tic strategies; however, also a contrast effect could be identified with respect to 
the usage of combined projective terms. 

1   Introduction 

The investigation of spatial language usage encompasses a broad range of interesting 
research areas, including object reference and resolution on the basis of spatial posi-
tion, spatial cognitive processes, mappings of language and other representations with 
the real world, formalizations, psycholinguistic approaches, and discourse analytic 
perspectives. Our approach focuses on a simple 2D situation shown on a computer 
screen, containing only a small number of similar items of two types, circles and 
squares. Our interest lies in how people refer to one (previously specified) object in 
such a scene depending on the discourse context, focusing on two crucial aspects 
which may affect the level of specificity in speakers’ descriptions: first, the linguistic 
representations may be influenced by the given discourse task, such as describing 
where an object is versus specifying which object is intended. Second, there may be 
an effect of the discourse history: if speakers start out with complex configurations 
and – accordingly – complex descriptions, do they stick to the same level of detail, or 
do they rather switch to simpler descriptions in subsequent utterances? We investi-
gated spatial descriptions in a web experiment in which these two aspects were sys-
tematically varied. 

Previous research of the usage of spatial language revealed many aspects that influ-
ence the choice of spatial terms with respect to a given situation. For instance, the 
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perspective chosen to describe a scene depends on various factors, such as the speaker’s 
estimation of the cognitive abilities of the listener (Herrmann & Grabowski 1994), 
locatedness at a focal axis (Vorwerg & Sudheimer 2006), or a functional relation be-
tween two objects (Carlson 2000), and it may change in the course of a speaker’s de-
scription (Tversky 1999). Aspects of the task that may influence perspective choice are 
the presence of interaction partners (Schober 1998) and the relative distance of the tar-
get object to the speaker vs. the addressee (Mainwaring et al. 2003), at least if the 
speaker chooses spatial terms denoting distance.1 Furthermore, notions of proximity and 
accessibility play a role in the application of spatial terms; according to Miller & John-
son-Laird (1976), objects are conceptualized to be in a spatial relation if their regions of 
interaction overlap with each other. Pribbenow (1991) proposes a number of functional 
criteria for this notion, such as visual access between the two objects, and primacy of 
the relation between these two objects compared to any other objects present which 
could serve as relatum. Weiß (2005) observes that although object size influences the 
extension of overlapping regions, the determination of object regions depends on a 
complex interaction of different situation-specific factors. 

In the present work, we focus on a scenario in which projective terms, such as left 
of, right of, above, below2 are most likely to be used, because other terms are not  
discriminative (for instance, all objects have the same distance to each other).  
These terms have been investigated with respect to their semantics (e.g., Herskovits 
1986, Grabowski 1998), their geometric and functional features (Eschenbach 2005, 
Coventry et al. 2001 and others), some extensions to non-spatial usage (e.g., Tyler & 
Evans 2003), their application in various reference frames (Herrmann 1990, Levinson 
2003, and others), and many other aspects that will not be considered in detail here. In 
the following, we briefly examine the two criteria that are decisive for our research: 
first, the distinction between where and which tasks, and second, the influence of the 
discourse history. 

1.1   Discourse Task 

With respect to the first criterion, most psycholinguistic approaches to the applicabil-
ity of projective terms have focused on a task in which speakers were asked to locate 
one object with respect to another; in other words, they were asked a where question. 
This kind of research has revealed that there is a graded structure underlying the ap-
plicability of projective terms. Each term denotes the relationship of an entity to an-
other on or close to a ‘focal’ spatial axis; the closer the object is to the axis, the better 
the fit to the projective terms. For instance, the expressions left and behind can be 
used straightforwardly for 90° and 180° angles, respectively. However, the more 
the angles between the target object and the relatum depart from these focal axes, the 
more linguistic modifications are used for specifying the spatial relation. Simple,  

                                                           
1 In this case, it may be advantageous to refer to the allocation of a relatum rather than perspec-

tive, since distance terms do not depend on a specific view direction. 
2 More specifically, in our work projective terms are those that are used to express relative loca-

tion on a specific spatial axis as determined by a relatum and view direction (rather than a car-
dinal direction, for example). This excludes terms like beside (and German neben) because 
they are unspecific with respect to direction; see Tenbrink (2005c) for a thorough discussion. 
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unmodified spatial expressions are acceptable and applicable in a certain range; out-
side this range compounds or modifiers such as left front or a little bit to the left are 
more typical (Vorwerg & Rickheit 1999, Zimmer et al. 1998). The largest area that 
can be assumed (and has been proposed) for applicability of a projective term is a 
half-plane (e.g., Herskovits 1986:181f., Eshuis 2003). Thus, the terms are not discrete 
and mutually exclusive, but applicable to different degrees depending on the distance 
to the focal axis. These effects are captured in the notion of spatial template as used, 
for instance, by Carlson-Radvansky & Logan (1997). A comprehensive and thorough 
overview of previous insights as well as new experimental results in this regard is pre-
sented in Vorwerg (2001). Gradedness effects are not restricted to language, they can 
also be observed in non-linguistic tasks (e.g., Franklin et al. 1995, von Wolff 2001). 

With respect to the other kind of discourse task addressed here, only few studies have 
addressed the identification of an object in a configuration of similar objects by using 
spatial language. Such a situation occurs whenever one object needs to be singled out 
via language (if other means such as gestures are not available), and the objects cannot 
be differentiated on the basis of their features such as colour, shape, and so on. Then, 
spatial terms – especially projective terms such as left, right, behind – are the most  
feasible means to achieve discrimination, since they can be used in nearly any kind of 
configuration (cf. Moratz & Tenbrink, subm.) According to Gorniak & Roy (2004) a 
frequent strategy in such a situation is “to refer to spatial extremes within groups of ob-
jects and to spatial regions in the scene” (p. 439). This is done, for example, by terms of 
distance such as closest, or by projective terms such as in the front or on the left side. As 
indicated by the authors' interpretation of the latter terms as “spatial extremes”, such ex-
pressions, though linguistically unmodified, refer to the object that is situated at the 
most extreme position as compared to other objects that may also be situated in the 
same spatial region, e.g., within the left half of the picture. Another possibility is to refer 
to the extreme position using a projective superlative such as leftmost. 

Further ideas on how reference is achieved by using spatial language can be gained 
from the study of object reference on a broader scale. Based on controlled psycholin-
guistic experimentation, Herrmann & Deutsch (1976) formulate a number of princi-
ples speakers use in order to distinguish the intended object from others present, in 
scenarios where the objects differ in more than one respect. Following the principle of 
greatest distance, speakers analyze the target object with respect to properties that can 
establish a (maximum) contrast to competing objects. Furthermore, speakers encode 
as many properties as needed for unambiguous object reference, but usually not more, 
being economic (cf. Grice's maxim of quantity, Grice 1975). But, according to the 
principle of redundant verbalization, they may encode more properties than needed if 
the situation is specifically complex or if several object properties are equally suitable 
for achieving reference. Herrmann & Deutsch’s results are based on studies which 
explicitly exclude spatial reference. However, our own results (Tenbrink 2005b,c) re-
flect similar principles for application contexts in which only spatial localization is 
available for establishing contrast. In that work, data collected in a web-based study 
were analyzed qualitatively using discourse analytic methods. The results support a 
hypothesis posed already by Herskovits (1986:182) and also supported by Gorniak & 
Roy (2004) concerning the usage of unmodified spatial terms: They can suffice for a 
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description even if the located object is not positioned on or even near to the focal 
axis with respect to the relatum if the spatial context does not allow for a different 
 interpretation. In other words, if there is only one object situated within the left half 
plane of another object, the unmodified utterance to the left serves the purpose of 
identifying the target object even if it is far away from the left (90°) axis. This result 
leads to the conclusion that the graded structure of projective terms – as identified for 
where discourse tasks – does not apply to the same degree for their usage in which 
tasks. This idea does not contradict findings on applicability structure, but rather indi-
cates that applicability structure does not need to be expressed linguistically. The ac-
tual application of a spatial term is a matter of discourse context, rather than of the 
semantic structure of the spatial terms themselves.  

However, there is a caveat to this idea. It could be the case that where questions are 
context dependent in a similar way as which questions, depending on the current pur-
pose. In studies designed for identifying the graded applicability structure, the task 
was naturally formulated in a way that triggered descriptions that were as precise as 
possible. For example, in Zimmer et al. (1998) participants were asked to produce 
utterances that enabled the listener to find a hidden object. In other cases (e.g., 
Vorwerg 2001) the best fitting expression was chosen, applicability was rated, or the 
object was positioned according to a spatial description. All of these discourse situa-
tions enhance precision to a high degree and are not directly comparable to a task in 
which an object simply should be identified by using spatial reference.  

Furthermore, in most studies there are no further objects within the scenario which 
might influence the level of precision. It is likely that some differences in the results 
are influenced not directly by features of a scenario within each trial, but indirectly by 
the contrast set, i.e., by the contrast that is effected by comparing the present trial with 
the previous ones. This idea is pointed out, for instance, by Carlson & Logan (2001), 
who used acceptability ratings and a sentence-picture verification task to assess 
whether a distractor object influences the apprehension of spatial terms. Their results 
show that distractors consistently influence apprehension, notably in a way that is 
independent of the actual placement of the distractor. However, their study did not in-
volve objects of the same class, nor did it involve free production of spatial language. 
Therefore, the interplay of the discourse task with the graded applicability structure 
for spatial terms in scenarios containing both same-class and different-class objects is 
still largely unexplored.  

Our study sets out to directly address this issue by systematically comparing 
speakers’ spontaneous linguistic choices in tasks differing only in the question posed 
to the participants, namely, which versus where. The scenarios contain varying num-
bers of objects of either similar or different object classes. The resulting spatial de-
scriptions are analyzed with respect to their level of specificity. We started from the 
approach taken already in Tenbrink (2005b), but designed the study in a way that al-
lowed both for the investigation from a discourse analytic perspective as before, and 
for the analysis by psycholinguistic methods involving statistical analyses. This com-
bination was possible because the previous study already allowed for an estimation of 
the variability and features of speakers’ spontaneous utterances, so that concrete hy-
potheses could be formulated. 
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1.2   Discourse History 

If speakers produce a sequence of localizing utterances, such as in room descriptions 
or when answering a number of questions, often an intraindividually consistent use of 
reference frames can be observed (Ehrich, 1985; Ehrich & Koster, 1983; Levelt, 
1982; Vorwerg, 2001). In some instances, the consistent use of a spatial perspective 
may be the result of resorting to a default frame of reference. However, if intraindi-
vidual consistency is coupled with interindividual variability, a default frame cannot 
account for the effect. A possible explanation for such a pattern of results is the as-
sumption of different “cognitive styles” (cf. Levelt, 1982).  According to this account, 
speakers might keep their own strategies, their habitual, possibly in part genetically 
determined, ways to use projective terms. 

However, speakers might as well just be influenced by what they encountered in 
the beginning. One way to test this idea may be to include different starting conditions 
that lead to interindividually varying patterns. Results on self-alignment in successive 
localizing utterances point to the conclusion that speakers may stick to one referential 
strategy, triggered by the beginnings of the discourse. In one study, the probability of 
a particular frame of reference to be chosen was a function of its initial choice within 
the sequence which in turn was influenced by a parameter of the configuration  
(Vorwerg & Sudheimer 2006). In another study, participants starting with a preposi-
tional expression (preposition or prepositional adverb) tended to use it throughout the 
sequence, whereas participants starting with an adverbial description most often stuck 
to that (Vorwerg 2005). These effects can be interpreted as resulting from self-
alignment with earlier utterances due to a pre-activation of cognitive representations 
by these self-produced utterances, similar to Pickering and Garrod's (2004) proposal 
for interactive alignment processes in dialogue. According to Pickering and Garrod 
the processes employed in language production and in language understanding draw 
basically upon the same representations. Therefore similar pre-activation processes 
might be expected for interactive alignment and self-alignment. 

The question addressed here is whether the complexity of projective expressions in 
terms of compound or modified specifications of direction may be subject to proc-
esses of self-alignment. Specifically, we set out to study the effect of different starting 
conditions in terms of configuration complexity on the complexity of utterances at 
later points in time. We hypothesized that the level of detail chosen for spatial de-
scriptions – although it depends very much on the type of spatial configuration – may 
be one of those linguistic choices that are kept relatively stable throughout a dis-
course, because it is a kind of conceptual choice. 

Furthermore, provided that the starting condition is related to the complexity of later 
descriptions, another question is whether this effect interacts with the discourse task (as 
described in the previous section). For example, it is conceivable that the complexity of 
a projective term is more dependent on context for a “which” as opposed to a “where” 
question. In may also be the case that the effect of self-alignment processes (strength of 
pre-activation) interferes with the impact of the discourse question. 

To investigate the influence of earlier utterances on later ones, the complexity of 
the initially presented spatial configurations was manipulated between participants 
answering which or where questions. 
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2   Method 

2.1   Participants 

As in a previous study (Tenbrink 2005b), we recruited participants for our web study 
by advertising in mailing lists and spreading the information in other ways. Participa-
tion was entirely voluntary and not rewarded. We automatically eliminated all results 
of participants who did not complete the experiment. The remaining results were con-
sistent with the task formulation to such a high degree that we can conclude that the 
participants understood what they were required to do, in spite of the obvious disad-
vantage of a web study that clarification questions cannot be asked. Furthermore, the 
range of variability in the results overwhelmingly concerns aspects that can be di-
rectly related to the discourse task itself, so that the lack of control exhibited by web 
studies (cf. Reips 2002) also does not seem to diminish the results substantially. 
Among the aspects that are difficult to control in this kind of study are truthfulness of 
information about age, gender, native tongue, and continuity of participation; how-
ever, these factors do not seem to be crucial to our investigation at present. 

Altogether, the results of 312 participants were stored and analyzed. 136 of these 
were English native speakers, and 176 were German native speakers. Their age 
ranged from 14 to 73 (median = 34, interquartile range = 14). Fifty-five percent of 
the participants were female. The overall number of utterances collected in this ex-
periment is 7488; namely, 3264 English and 4224 German. 

Table 1. Number of participants assigned to each experimental condition 

 English  German 

   Initial items Where Which  Where Which 

Simple 35 33  43 43 

Complex 34 34  42 48 

2.2   Design 

The experimental design was a 2 (discourse question: “where” vs. “which”) x 2 
(starting condition: simple vs. complex start configurations) x 2 (language: English 
vs. German) between-subjects design. The subjects were assigned randomly to the 
conditions in their native language (see Table 1). Additionally, section (first vs. sec-
ond vs. third part of the utterance sequence) was introduced as a within-subject factor. 

2.3   Procedure 

The first question that each participant received when opening the experimental web 
page was, “Are you a native speaker of English?” (for English, mutatis mutandis for 
German). Participants answering “No” immediately received a message that they 
could not participate. Although this method does not entirely guarantee the participa-
tion of native speakers only, it does preclude visitors from participating inadvertently 
because they were not sufficiently aware that they should be native speakers. Partici-
pants answering “Yes” received the following instruction: 
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“We are interested in how people talk about spatial arrangements. In the following, we pre-
sent pictures of possible arrangements along with a question that we would like you to answer. 
There are no wrong or right answers, but please try to avoid using numbers like “first”, “sec-
ond” and so on. 

We would like to ask you to work through all the tasks one after the other - without using 
the 'back' button of your browser - and press the 'submit' button after answering the last ques-
tion. Otherwise, your data might be lost. Altogether, there will be 24 easy tasks for you.” 

They were then asked whether they had participated in a web study on spatial lan-
guage before. After that, they immediately started with the first of 24 pictures. In the  
“Which” group, the question they read along with each picture was, “Which element 
 

     

Fig. 1. Example start pictures in the starting-simple condition 

   

Fig. 2. Example start pictures in the starting-complex condition 

   

Fig. 3. Example pictures in positions 7–24 
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of the picture is marked by an X?”, whereas in the “Where” group, the question was 
always, “Where is the element that is marked by an X?” The participants could type 
their answers into an input field. The first six pictures shown always appeared in the 
same order, whereas pictures no. 7–24 were distributed randomly. In the starting-
simple condition, the first six pictures were specifically simple, such as the ones 
shown in Fig. 1. In the starting-complex condition, the first six pictures were complex 
(see Fig. 2). The difference concerns number of items as well as position of the 
marked object with respect to the focal axis. A pilot study had shown that speakers re-
liably produce more complex descriptions with the complex pictures, as intended. Our 
interest now lies in whether these initial complex descriptions would affect later utter-
ances. After the initial pictures, the participants received 18 further pictures that dif-
fered with respect to the number of items, the presence of an object of a different class 
(a square in two different sizes), and positions in relation to the focal axes of the other 
objects; examples are shown in Fig. 3. Four of these 18 pictures contained only two 
objects of different classes (a circle and a square), which enables speakers to achieve 
discrimination by simple mention of the class name. This kind of configuration was 
included because it resembles the configurations used in earlier studies to elicit an-
swers to “Where” questions to a higher degree than the more complex configurations 
do. Generally, the configurations of the pictures were specifically designed to test a 
range of further aspects which will not be in focus in the present analysis. Here, we 
address the main effects of conditions rather than configurations, and therefore ab-
stract from most of the differences (apart from the same/different class distinction) 
between the pictures that appeared – in  a random order – after  the first six pictures. 

After finishing the 24 descriptions, participants were then asked to fill in a ques-
tionnaire asking about age, gender, and other aspects that could potentially be of interest. 
Finally, they could ask to be informed about the results of the study. 

2.4   Analysis 

The simplest and at the same time informative way to talk about a spatial configura-
tion in visual space may be the use of a projective term (such as on the right). This 
may be particularly true when only one possible spatial perspective is involved. More 
complex spatial utterances arise by adding either a second projective term (such as 
above and left of the square), a modifier used for precisification or qualification (such 
as the circle directly above the square or slightly to the left of the square), or both 
(such as above and slightly to the left of the square). Such linguistic hedges may be 
used by speakers to communicate more precisely the degree of applicability of a pro-
jective term or the degree of deviation from the focal axis (Franklin, Henkel, &  
Zangas, 1995; Vorwerg & Rickheit, 1999). On the other hand, a speaker may as well 
produce an utterance without any projective term (such as between the two circles or 
in the middle of the arrangement). 

Each utterance was coded with respect to the following criteria: 

− Occurrence of a projective term: We distinguish between utterances not contain-
ing a projective term at all, because participants used other solutions to the task, 
and utterances containing projective terms.  

− Second projective term: For those utterances containing a projective term, it was 
coded whether a second project term was present or not. The frequently occurring 
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adverb “schräg”/“diagonal(ly)” in both German and English is semantically in be-
tween a linguistic modifier and the combination of two projective terms, in that it 
syntactically modifies a spatial description but semantically contributes the notion 
also conveyed by a combination, namely, the spatial position of the object between 
two focal axes. Here, we analyzed this item as additional projective term even if no 
second spatial direction was explicitly mentioned. 

− Precisification: For those utterances containing a projective term, it was coded 
whether a modifier expressing a qualification or intensification was present or not. 
This variable is defined in terms of the linguistic ways of “precisifying” the spatial 
position, i.e., making the position more precise compared to the vague meaning of 
a projective term encompassing a whole category of possible spatial directions. 

These criteria were motivated directly from the previous discourse-analytic results 
gained from the study reported in Tenbrink (2005b,c), in which it became obvious 
that the presence of projective terms is an indicator of the overall strategy taken, the 
combination of two projective terms often indicates that two spatial dimensions are 
equally suitable for the description, whereas the presence of linguistic modifiers is a 
good indicator of the level of detail chosen in the utterance. In the analysis below, we 
take the occurrence of exactly one projective term as the expected default case (since, 
as discussed above, it is a simple and flexible way of indicating an object's position) 
and investigate deviations from this option. 

Altogether, 88.8 % of utterances contained a projective expression, and about one 
third of utterances (34.3 %) contained only one projective expression with neither 
modifier nor compound direction. 

We subdivided the whole series of utterances produced by each participant into four 
sections comprising six answers each. To investigate which factors contribute to the ten-
dency to produce non-projective expressions instead of projective terms, or to produce 
more complex projective utterances in terms of either using compound directions (two 
projective terms) or modifiers (precisifications), we then computed the number of utter-
ances containing (1) no projective expression, or (2) an additional projective term, or (3) 
a precisification for each section, and analyzed the results with respect to the three be-
tween-subjects factors discourse question (“where” vs. “which”), starting condition 
(simple vs. complex start configurations), and language (English vs. German). 

The first quarter of the series corresponded to the six start configurations. This sec-
tion is analyzed separately because participants received different configurations ac-
cording to starting condition (simple vs. complex). The remaining 18 configurations 
were identical across conditions and presented to each participant in random order. 
These were also subdivided into sections of six utterances each, and provided the data 
for the main analysis. The subdivision of the main part of the discourse was made in 
order to provide for direct comparability with the start items, and –more importantly– 
to study whether the three dependent variables and their dependence on initial items 
changed over time. 

2.5   Immediate Effects of Start Configurations 

As a basis for determining effects of discourse history (in the main analysis, see Re-
sults section), the complexity of the six initial utterances depending on the starting 
condition (simple vs. complex configurations) was analyzed. Only if the manipulated 
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complexity of these first six spatial arrangements affects the complexity of the associ-
ated utterances, can there be an effect of early discourse history on subsequent utter-
ances. Additionally, discourse question and language were included as factors in or-
der to ascertain whether there are interaction effects and to provide a basis for close 
comparison with the main results. 

We subjected the data on (1) number of utterances without any projective term, (2) 
number of utterances containing a second projective, and (3) number of utterances 
containing a precisification to an ANOVA each, with starting condition, discourse 
question, and language as factors. 

Univariate ANOVAs showed significant effects of starting condition (complexity 
of configurations) on all dependent measures: number of non-projective utterances 
[F(1,304)=116.3, p<.001, ηp

2=.277), number of utterances containing a second pro-
jective term [F(1,304)=351.0, p<.001, ηp

2=.536], and the number of utterances con-
taining a precisification [F(1,304)=139.5, p<.001, ηp

2=.315]. Means for all three 
measures can be seen in Table 2. The ANOVAs indicated no other significant main 
effects or interactions (all Fs ≤ 1.4). A significance level of .05 has been adopted 
throughout the paper. 

Table 2. Mean number of utterances per speaker containing (1) no projective term, (2) a second 
projective term, (3) a precisifying modifier. (SD are given in brackets. A * indicates significant 
differences.) These start configurations form the starting condition for subsequent items. 

 Start configurations 

 Simple Complex 

‘No projective term’*  0.06   (0.07) 1.12   (0.07) 

‘Second projective term’* 0.63   (0.09) 2.92   (0.09) 

‘Precisification’* 0.69   (0.11) 2.57   (0.11) 

The data show that all three measures differ between both conditions, with partici-
pants subjected to the starting-complex condition producing more alternative utter-
ance without a projective term, more utterances with projective-term combinations, as 
well as more utterances containing precisifying modifiers. As indicated by the partial-
eta-squared values, the effect size is largest for the second-projective-term variable. 

Whether this initial difference in the complexity of utterances for complex versus 
simple configurations affected later utterances – although later configurations did not 
differ between both conditions – was determined in the following analyses. All fol-
lowing analyses concern positions 7–24. 

2.6   Results 

All utterances produced after the first six initial utterances (items 7-24) were in the 
main focus of our analysis. These 18 configurations were identical for all participants, 
with the order of presentation being randomized.  
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Mixed-model analyses of variance were performed on the three between-subject 
factors (starting condition, discourse question, and language) and the within-subject 
factor (section of discourse) for each of the dependent variables (unstructured 
covariance model for each of them). 

For the number of alternative utterances without projective terms, the ANOVA re-
vealed significant main effects of discourse question [F(1,304.0)=66.5, p<.001] and 
starting condition [F(1,304.0)=6.3, p=.013]. Participants produced a higher number of 
“non-projective” utterances in the starting-complex condition and answering a 
“which” question. There was no significant effect of language [F=2.3]. No significant 
interactions were observed [all Fs≤1.5]. There was also no main effect of section of 
discourse [F<1]. Estimated means for the main factors are given in Table 3. 

For the number of utterances containing a second projective term, again significant 
main effects of discourse question [F(1,304.0)=139.2, p<.001] and starting condition 
[F(1,304.0)=9.5, p=.002] were obtained. These main effects reveal that participants 
produced significantly more compound projective terms in the starting-simple condi-
tion and answering a “where” question (see Table 3). These main effects are qualified 
 

Table 3. Mean number of utterances per speaker containing (1) no projective term, (2) a second 
projective term, (3) a precisifying modifier. (SD are given in brackets. A * indicates significant 
differences).  

 Starting Condition 

 Simple Complex 

‘No projective term’*  0.60   (0.06) 0.81   (0.06) 

‘Second projective term’* 2.50   (0.08) 2.14   (0.08) 

‘Precisification’ 1.56   (0.09) 1.42   (0.09) 

   

 Discourse question  

 Where Which 

‘No projective term’*  0.36   (0.06) 1.05   (0.06) 

‘Second projective term’* 3.02   (0.08) 1.62   (0.08) 

‘Precisification’* 1.69   (0.09) 1.29   (0.09) 

   

 Language 

 English German 

‘No projective term’  0.77   (0.06) 0.64   (0.05) 

‘Second projective term’ 2.37   (0.09) 2.27   (0.08) 

‘Precisification’* 1.77   (0.09) 1.21   (0.08) 
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Fig. 4. Significant interactions for Number of compound projective terms: Starting condition x 
section of discourse and discourse question x section of discourse 

by significant interactions with section of discourse for both discourse question 
[F(2,304.0)=6.7, p=.001] and starting condition [F(2,304.0)=3.1, p<.05]. As Fig. 4 
shows, the difference between those participants having started simple and those hav-
ing started complex gets smaller over time, whereas the difference between those 
speakers answering “which” questions and those answering “where” questions gets 
larger from the second to the third section of discourse. (The first section comprised 
the six start items.) There were no main effects for language or section of discourse 
[Fs<1]. No other significant interactions occurred; there was only a non-significant 
tendency for a larger difference between “where” and “which” in English than in 
German [F(1,304.0)=3.0, p=.08; all other Fs≤1.7]. 

For the number of utterances containing a precisification,  the ANOVA revealed 
significant main effects of language [F(1,304.0)=19.2, p<.001] and discourse question 
[F(1,304.0)=10.2, p=.002]. Participants produced more utterances with precisifica-
tions of projective terms in English than in German and when answering a “where” 
question than when answering a “which” question (see Table 3). There were no main 
effects of starting condition (simple vs. complex) or section of discourse (Fs≤1.5). 
Neither were there any significant interactions; there was only a non-significant ten-
dency for a slightly stronger decline in the number of precisifications from the second 
to the third section of discourse in English than in German [F(2,304.0)=2.9, p=.055; 
all other Fs≤2.3]. 

In order to explore further whether the significant difference in the employment of 
projective terms with respect to starting condition and discourse question depended 
on the type of configuration, we carried out a further analysis with respect to a sub-
group of the configurations, namely, those that only consisted of two objects of a dif-
ferent class (4 out of 18 configurations). We hypothesized that, in a “Which” task, 
discriminative object reference could be achieved simply by mentioning the class 
name in these cases. Indeed, a closer look at the data revealed that, in these four situa-
tions, almost all utterances (one exception) in the “Which” condition that did not con-
tain a projective term did not contain a spatial description at all; only the class name 
was mentioned. Therefore, we subjected the data to separate univariate ANOVAs for 
this subgroup of configurations (4) on the one hand and all other configurations (14) 
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on the other hand. The results confirmed that the significantly higher usage of non-
projective terms in “Which” tasks was solely due to these four configurations. No 
significant difference in the usage of projective terms for the factor discourse question 
remains when separating out the four pictures in which simple mention of class name 
was sufficient [F(1,304)=1.2, p=.265]. On the other hand, discourse question had a 
significant effect on the number of non-projective terms for those four configurations 
made up of only two different objects [mean=0.56 vs. mean=2.78; F(1,304)= 191.0, 

p<.001, ηp
2=.386], as expected.  

Other than expected, basically the same pattern was found for the factor starting 
condition: There was a significant effect of starting condition on the number of non-
projective terms for those four configurations made up of only two differently-shaped 
objects [mean=1.42 vs. mean=1.91<; F(1,304)=9.4, p=.002, ηp

2=.03], but not for the 
other 14 configurations [F(1,304)=0.7, p=.391]. However, the effect of discourse 
question was much larger than the effect of starting condition. No other main effects 
or interactions proved significant in either of these analyses [Fs≤2.0]. This pattern of 

results also was confirmed by nonparametric Mann-Whitney U tests. 
As there was no significant main effect of starting condition on the number of pre-

sicifications, we wondered whether the total numbers of precisifications produced by 
a participant in the main part of the experiment (items 7-24) may be related to their 
corresponding numbers associated with the start configurations (items 1-6). This was 
indeed confirmed by rank correlation tests for each subgroup of “discourse question x 
starting condition” combination: “where/simple” (ρ=.48, p<.001), “where/complex” 
(ρ=.57, p<.001), “which/simple” (ρ=.26, p=.01), “which/complex” (ρ=.43, p<.001). 
Thus, although we observed no significant effect of starting condition, individual par-
ticipants tended to re-use their own individual strategies with respect to the usage of 
modifiers. 

By contrast, this is not the case for the usage of compound projectives. As stated 
above we found an overall trend towards using more compound terms in reaction to 
the starting-simple condition. But none of the four “discourse question x starting con-
dition” subgroups showed a significant rank correlation between the number of com-
pound projectives in the initial and in the main part of the experiment; although the 
“where/complex” subgroup (ρ=.19) only narrowly failed to reach significance 
(p<.055; all other ρs≤.11). These results lead to the conclusion that the negative cor-
relation found between initial number of compound projectives and projectives in the 
main part is based completely on relating subjects from different subgroups. 

This finding as well as the lack of a starting-condition effect for number of 
precisifications despite existing individual correlations lead to the hypothesis that in-
terrelations between the three different measures obtained might be responsible for 
the partially missing consistency effects. If the probability of a participant to modify a 
projective term or to combine it with another one is not independent of each other or 
of the frequency of nonprojective utterances, some dependencies on initial language 
usage may not show up in the data. This is indeed what we find: The tendencies to use 
a projective term with a precisification or with a second projective term are positively 
correlated with each other (r=.31, p<.001). However, the probability to combine a 
projective term with another one is negatively associated with the tendency to pro-
duce utterances without any projective terms (r=-.55, p<.001). Importantly, the same 
pattern of results has been observed within all four condition x question subgroups.  
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Furthermore, speakers who started out using the term schräg (in German) or diagonal 
(in English) in the starting-complex condition showed a significant tendency to do so 
in later utterances as well (for where: r=.70, p<.001; for which: r=.43, p<.001). In the 
starting-simple condition this term does not occur often enough to allow for correla-
tion tests. These results confirm that there are different patterns of language use, 
whose parameters interact with each other. 

3   Discussion 

The results of our experiment clearly show effects with respect to both criteria ad-
dressed, namely, discourse task and discourse history. These effects are consistent in 
both languages under analysis, English and German, with only a few language-
specific differences which are not analyzed here because no specific predictions were 
made (but see Tenbrink 2005a for a detailed qualitative analysis of linguistic options 
and their usage in the two languages). Most importantly in this context, the results 
concerning discourse history and discourse task generalize to both languages. 

With respect to the discourse task, speakers attend very much to whether they are 
asked to describe a spatial relation (by a where question) or whether the recipient 
should be enabled to identify an object out of several competing ones (by a which 
question). For the latter task, it is sufficient to point to an obvious contrast between 
the target object and the other objects present. In our scenarios, this may happen in 
one of two ways. First, speakers may use only the class name if it is discriminative. 
This is the case in the four (of 18) situations in which the competing object belonged 
to a different class, and many speakers did indeed make use of this option, leading to 
the significant difference that we found between the which and where questions con-
cerning the occurrence of projective terms. We did not expect simple mention of class 
name to be an option in where questions; however, a few speakers actually did use 
this kind of simple answer, especially in relation to the four configurations in which 
only two different objects were shown. It seems that these configurations lend them-
selves more easily to descriptions referring to just the shape (or another identifying 
feature). It may sometimes be appropriate for a speaker to answer just “It’s the cir-
cle”, when answering the question “Where is the element that is marked by an X?”, 
although this is much less frequent than with “Which” questions. Whether one does 
so or not, however, is influenced by earlier language choices, as our results show. 

Second, speakers may use a spatial description that is suitable for discriminating 
the target object from the competing candidate(s). This is a convenient option when-
ever several identical objects are present, which was the case in most of the configura-
tions we used (14 of 18). Thus, although a which question is not inherently spatial, a 
spatial utterance could be expected in these cases as a suitable reaction. However, for 
the purpose of disambiguation the spatial description does not require much detail. 
This fact is reflected clearly in our data by the fact that precisifications and compound 
projective terms were used significantly less frequently when a which question was 
asked than when a where question was asked. Furthermore, data suggest that the 
difference between both discourse tasks grows with a decrease of starting-condition 
influence (cf. Fig. 4).  
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Taken together, therefore, with respect to referential identification (which) tasks, 
the results of the present experiment statistically confirm the qualitative findings in 
Tenbrink (2005b,c), and they also support the general principles proposed by 
Herskovits (1986) and Herrmann & Deutsch (1976). Their findings suggest that 
suitable dimensions are chosen for discrimination of objects in a scenario, typically 
without providing more detailed information than is needed for establishing a contrast 
to the competing objects.  

In principle, spatial descriptions in answer to a where task do not have to be par-
ticularly precise either. There is no indication in the literature on the gradedness 
structure of projective terms that a deviation from the focal axis must necessarily be 
marked linguistically. However, as our results show, speakers systematically provide 
more details in their description if the spatial relationship itself is in focus. We can 
conclude from this direct comparison that the discourse task matters for speakers’ 
linguistic choices even if other context factors remain constant, and that different 
principles for communication and spatial description are at work if the spatial descrip-
tion is itself in focus, as opposed to being a vehicle for the discourse task of 
discriminative reference. The results on the application of spatial expressions gathered 
in psycholinguistic experimentation can therefore not straightforwardly be general-
ized to other kinds of discourse task. 

These results may provide an explanation for a discrepancy between Herskovits'  
“shifting contrast principle” (Herskovits 1986:81) and the results of Carlson & Logan 
(2001).  Herskovits' principle is formulated as follows.  

“If two objects, A and B, are placed in a relation to a reference object in such a way that 
the ideal meaning of a preposition (…) is truer of A than of B, then one can use that 
preposition to discriminate A from B so that the locative phrase will be assumed true of A 
but not of B.” 

This claim seems to imply that the location of an object that is placed somewhat away 
from the focal axis cannot be described by using the corresponding projective term if 
there is another object in the scenario that is closer to the focal axis. Carlson & Logan 
(2001) set out to test whether a distractor object indeed influences apprehension of 
spatial terms in this way, and found that – contrary to Herskovits' suggestions – “per-
formance did not vary depending on whether the distractor instantiated a better exam-
ple of the spatial term than an equally good example” (Carlson & Logan 2001:889). 
However, their discourse task focused on the acceptability or verification of a descrip-
tion for a spatial relation, i.e., it resembled a where task without involving free pro-
duction of language. Herskovits' claim becomes more sensible if applied for which 
tasks: If a spatial term is applied to identify an object out of several similar ones, it 
does not seem to be a good solution to use a spatial term to refer to an object that is 
farther away from the relevant focal axis than a competing object (especially, an ob-
ject of the same kind) is. Since Herskovits uses the formulation “to discriminate A 
from B”, this is probably the kind of scenario she had in mind. Her example in 
Herskovits (1986:183; Fig. 10.16) supports this interpretation. While our analysis pre-
sented here only points to a general difference between where and which task as  
regards precision, our earlier results reported in Tenbrink (2005b) indicate that com-
peting objects do indeed influence speakers' usage of modifications together with  
projective terms in which tasks. We will investigate these effects in our present data 
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more closely in future analyses. In this way, the influence of further objects in the 
scenario on speakers' free production of spatial language can be investigated directly 
for both kinds of tasks. Possibly, not only the formulation of the discourse task itself, 
but also participants' flexibility in choosing their own linguistic strategies influences 
the ways in which context objects come into play.  

With respect to our second major research issue, discourse history, our results sug-
gest that speakers are influenced by their own earlier contributions in intricate ways. 
On the one hand, the group data show a contrast effect: Generally, speakers react to 
the contrast between simpler to more complex, or complex to simpler configurations 
by over-adjusting their spatial descriptions, i.e., using more compound projective 
terms if later scenarios are more complex than the initial ones, and using fewer  
compound terms if (the same) later scenarios are less complex than the initial ones. 
Possibly, the same configurations are perceived as more or less complex, given the 
impression of the first six configurations, and are therefore described accordingly. 
This effect gradually diminishes throughout the subsequent discourse. On the other 
hand, there was no such effect for the other two variables. There was a higher fre-
quency of utterances without projective terms in the starting-complex condition that 
was consistent between initial items and the subsequent sections, whereas the fre-
quency of utterances containing a precisifying modifier was not significantly related 
to the starting condition at all.   

To account for these results, individual strategies need to be examined. Participants  
in the starting-complex condition often used creative solutions to the task because of 
the complexity of the initial configurations, and then stuck to this strategy. Example 
answers for this creativity are the following (in reference to the first picture shown in 
Fig. 2, which was the very first picture that these participants saw):  

“It is in the center row standing alone.” 
“NNE of the square element and about 0.5 of the extent of the region from the 

square”  

Actually, the participant producing the latter utterance consistently stuck to this 
strategy of using cardinal directions (typically together with quantitative measures) 
throughout the whole study. Other participants chose to simply mention the class 
name, and then re-used this strategy (as discussed above). These examples illustrate 
our statistical results, which confirm that, with respect to the usage of projective 
terms, speakers do indeed re-use their own initial strategies. This effect could be 
shown to be influenced by the starting condition.  

With respect to precisifying modifiers and combined terms, the results do not con-
firm an influence of the starting condition in the way we expected. However, the analy-
sis of individual correlations nevertheless points to a consistency in speakers' strategies 
at least for precisifications: Individuals who started out using modifiers tended to do so 
throughout the whole discourse. This result may or may not be due to a habitual way of 
using (spatial) language. The correlation data on compound terms, on the other hand, 
neither show a contrast effect as with the global group data, nor do they show unequivo-
cally that speakers are intra-individually consistent in their usage of combined projec-
tive terms. The observed contrast effect for the group can therefore not be accounted for 
by individual language usage. However, an interaction between different parameters of 
language use has been observed, which shows, for example, that the tendency to use 
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compound projectives is negatively related to the tendency to produce utterances with-
out any projectives, but positively related to the probability to use a projective term with 
a modifier. That is, some people may use compounds and modifiers interchangeably as 
ways of expressing complexity in their spatial descriptions, while others choose not to 
use projective terms at all, and are then rather consistent in this strategy.  

In our data, therefore, the choice of using projective terms at all as opposed to a 
different strategy seems to be the only way in which speakers can be said to “self-
align” in the sense that we predicted. Obviously, other factors also come into play in 
addition to self-alignment, resulting in the observed general contrast effect. Further-
more, the detected general individual consistency with respect to precisifying modifi-
ers may or may not be explained in terms of self-alignment.  

 It can be concluded from these results that conceptual choices with regard to using 
spatial terms may influence subsequent utterances within a discourse, presumably 
based on a pre-activation of conceptual representations. However, further factors con-
tribute to speakers' actual choices in the employment of projective terms, resulting in 
a complex interplay of factors related to the task, the discourse history, and the sce-
narios presented in an experimental trial sequence. This result certainly calls for fur-
ther detailed and focused experimentation.  

4   Conclusion and Outlook 

We have presented the results of a web experiment testing whether speakers attend to 
the discourse task by providing more or less detailed spatial descriptions as required 
in each case, and whether speakers are influenced in later linguistic choices depending 
on the first configurations they were presented with. Both hypotheses were confirmed 
at least in part, showing a) that the iterative procedure of first analyzing free-
production data qualitatively and then turning to more controlled quantitative analysis 
leads to reliable results, b) that psycholinguistic results may be confined to the exact 
discourse task suggested by the experimental design, and c) that the level of detail in a 
spatial description is influenced systematically by a variety of discourse factors such 
as the current task and the discourse history. 

As a next step, the data will be analyzed with respect to the impact of the precise 
configurations with respect to which the spatial descriptions were produced. The 
analysis of our initial “simple” versus “complex” configurations already shows a con-
sistent effect of the complexity of the spatial situation itself; further details will be de-
rived from a close analysis by configuration. Here, as well, the results of the earlier 
qualitative discourse-analytic study will serve as a starting point for the examination 
of hypotheses as to speakers’ spontaneous linguistic choices. 

Furthermore, as our results point to the importance of various discourse factors, fu-
ture work should be geared towards the integration of results gained in the area of dis-
course analysis with the specific findings collected in psycholinguistic laboratories. In 
this way, combined approaches should increasingly highlight generalizable discourse 
factors that influence speakers’ spontaneous choices in settings that are decidedly 
more natural than that which can be provided by a simplistic web study. Also, a more 
natural discourse context would provide an opportunity to examine the relationship 
between situational, discourse-related factors and the effects of functional relation-
ships between objects.  
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Abstract. Re-analyses of a study on distance estimations between German 
cities [1] revealed that conclusions drawn from aggregated data sets can also be 
found on the individuals’ data level. It could be shown that mental barriers, here 
the former iron curtain which has been physically absent for 15 years, while 
still assuming a significant role in social interactions, are powerful predictors 
for psychological distance estimations. Moreover, by integrating new 
demographical information about the participants, evidence can be found that 
social attitudes are often much stronger predictions for distance estimations 
than implicit or explicit geographical knowledge. For instance, it was revealed 
that the attitude towards German reunification plays a crucial role in estimating 
distances between cities crossing the former iron curtain: the more negative the 
attitude the more pronounced was the overestimation of distances. This trend 
was impenetrable by higher route knowledge measured implicitly by the extent 
of traveling experience and explicitly by ratings of geographical knowledge 
about Germany. Furthermore, participants appeared to base their estimations of 
direct (air) distances between German cities on distances resulting from their 
experience with the German Autobahn system. 

Keywords: Mental map, cognitive map, distance estimation, distortion, social 
factors, representation, road, route, highway. 

1   Introduction 

Whenever we have to estimate direct distances between cities “as the crow flies”, we 
are confronted with a task that we are not used to. Everyday experience on distances 
is mainly obtained by looking at signs, getting information from (e.g., GPS based) 
navigation systems or by implicitly calculating distances via the temporal length of 
journeys. All these procedures are based on the given road structures. An alternative 
way for estimating distances is given by imaging of cartographic maps, which is 
supposed to provide an overview of the whole geographic structure. 

The present paper reinvestigates a data set provided by Carbon and Leder [1] in order 
to analyze whether German participants base distance estimations between German 



490 C.-C. Carbon 

cities on map-related knowledge, precisely whether they can estimate direct air 
distances, or whether they use the prominent German Autobahn structure as a heuristic 
to solve this task. Furthermore, it was tested whether the former iron curtain, which was 
found to be a relevant factor in systematically overestimating distances across this 
historical border [1], can also be identified as a biasing factor when measured with 
alternative measures other than those provided by Carbon and Leder [1]. Ultimately, it 
was analyzed whether social factors, such as the participant’s attitude towards German 
reunification, which strongly biases the estimation of distances crossing the former iron 
curtain, can be modified by traveling experience and geographical knowledge. 

1.1   Distance Estimations and Distance Distortions 

In the way finding and cognitive map literature, two major coding formats have been 
proposed for the mental representation of environmental information [2]: Egocentric 
information in terms of uni-directed routes with a specific starting point and 
destination, and allocentric information in terms of precise mental maps with 
distances coded in a bird’s eye view [3]. Neither of the two modes of representation 
are commonly seen as competitive accounts for coding geographical information, but 
the allocentric mode is assumed to evolve from long-term practice of egocentric 
information. According to this developmental approach [4], mental navigation starts 
in the first stage with simple landmarks (highly distinct, and stable large-scale objects, 
such as buildings, signs, trees, etc.) that are loosely interconnected. Over time these 
landmarks get more and more interlinked to form a coherent travel route, which is 
only represented in a sequential way, thus, requiring a step by step activation 
procedure to enable way finding [5]. Only after extensive practice, a final step can be 
reached where topographical knowledge can be formed. 

However, whether this final stage can ever be reached adequately remains an open 
question. In contrast to the predictions of representations based on accurate mental 
maps which have a structure similar to cartographic maps [3], a number of studies 
have demonstrated mild to severe deviations from such ideal mental maps. In general, 
Stevens and Galanter [6] showed that psychological distances and physical distances 
are related by a power function versus a linear relationship. However, it has only been 
demonstrated recently that the appropriateness of a power function depended on the 
specific regional structure to which the cities pertained [7]. Ekman and Bratfisch [8] 
showed systematic overestimations between cities that participants did not attach 
much emotional involvement1. Moreover, mental maps seem to be organized as 
complex hierarchical structures [9-12]. Last but not least, Carbon and Leder [1] 
revealed social attitudes as powerful enough to distort mental maps in a systematic 
way. Taking all these types of distortion factors into consideration, Tversky [13] 
concluded that there is no simple way to account for all of these factors, but that our 
mental maps are systematically distorted by a variety of influences.  

1.2   The Specific Situation of Germany 

For four decades, Germany was divided into two parts belonging to diametrically 
opposed political systems. Whereas the Federal Republic of Germany (“West 
                                                           
1 Emotional involvement was measured by imaging something important happening in the 

cities and estimating their degree of emotional involvement in what might happen. 
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Germany”) was integrated in the NATO and European (Economic) Community, the 
German Democratic Republic (“East Germany”) was a key member of the Warsaw 
Pact and the COMECON. Moreover, West Germany had a free market economy, 
whereas East Germany adhered to a socialist economy. Although both countries 
entertained permanent diplomatic relations with each other, in fact, both countries 
were strong opponents in these days. This antagonistic situation was even intensified 
by the construction of the Berlin Wall in 1961, which back then represented a visible 
sign of the political separation of both countries. 

Germany has been reunified since 1990, merging these formerly sovereign 
countries. The reunified conglomerate consists of ten federal states in the former 
western part and six states in the former eastern part including one state, Berlin, 
which was formerly divided and pertained to both countries (West-Berlin and East-
Berlin). In an experimental study, Carbon and Leder [1] investigated whether the 
former border between both countries still exists as some sort of “mental wall”. They 
used a distance estimation paradigm based on the idea of Ekman and Bratfisch [8] 
that distances between two places with low emotional involvement will be 
systematically overestimated. When additionally taking the attitude towards German 
reunification into account, it could be demonstrated that those participants who had a 
negative attitude towards the reunification strongly overestimated distances across the 
former iron curtain. Interestingly, this was not found for people with a positive 
attitude towards the German reunification. After the Berlin Wall had been demolished 
more than 15 years ago, streets and bridges between both parts of Germany have been 
re-activated and today Germany does not have any physical borders within the 
country. Thus, this systematic distortion indicates a “mental wall” [1], which is rather 
resistant to political change. The authors concluded that this mental wall is a sign for 
the failure, at least in some respect, of the German (re-)unification. 

1.3   The Aim of the Present Study 

This study is based on the experimental data obtained by the study of Carbon and Leder 
[1]. In the original study, only group data, sampled over participants belonging to 
different levels of the social attitude towards German reunification, was analyzed. 
Further demographical variables, such as traveling experience or geographical 
knowledge about Germany were not integrated in the presented analyses. Furthermore, 
the authors did only test hypotheses with the psychological distance data, ignoring 
response2 time data [14]. In addition, the authors only included the air distances as 
predictors, but did not test whether the participants based their estimations on relevant 
distances found in reality, such as kilometers on national highways (Autobahns). 

The present paper aims to address all these points in order to facilitate a more 
comprehensive view towards distance estimation strategies in general and towards the 
mental wall between West and East Germany in particular. 

                                                           
2 Throughout the paper, the term response time is used instead of reaction time according to the 

terminology proposed by Luce [14] in which the term reaction time is only used for 
experiments for which measuring time aspects are the first priority. Here, in contrast, the 
major variable was the estimation of distances; therefore the term response time seems to be 
more adequate within this context. 
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2   Study 

This study is a re-evaluation and extension of the analyses of Carbon and Leder [1] 
based on a distance estimation paradigm between German cities. To minimize 
redundancy, only key facts of the original study and newly calculated data and tested 
hypotheses are presented in the following sections. 

2.1   Method 

2.1.1   Participants 
Eighty-three participants (54 female; 32 raised in the former western part of 
Germany; mean age: 25.9 years) participated in the study as volunteers. They were all 
naive to the purpose of the study. 

2.1.2   Materials 
11 well-known German cities, including Berlin, were selected as anchor points for 
following distance estimations. No federal state was represented by more than one of 
these cities. The 11 cities included five cities that were located in the western part of 
Germany; five in the eastern part of Germany and the 11th city was Berlin, the capital 
of Germany. Given this set of cities, 25 distances across the former iron curtain 
(across distances) and 20 distances within one of the two former parts of Germany 
(within distances) can be rated. 

2.1.3   Procedure 
First the participants were asked to provide demographical information (attitude 
towards German reunification, traveling experience within Germany, geographical 
knowledge about Germany, etc.). The attitude towards German reunification was 
measured on a four-point rating scale from 1 to 4 (1 --> very negative; 2 --> negative; 
3 --> neutral; 4 --> positive). Then the participants had to estimate all possible air 
distances (“as the crow flies”) between the 11 presented German cities in a sequential 
way by typing the exact distance in kilometers, thus realizing a spatial resolution of 1 
km. The order of all 110 distance estimations (including Berlin and both directions, 
e.g. Berlin-Nuremberg and Nuremberg-Berlin) was randomized via an experimental 
control software [15] which also registered response times from the onset of the 
stimulus with a resolution of 16 ms. 

2.2   Results and Discussion 

In the original study, only sampled group data based on distance estimations were 
presented and contrasted with direct air distances. Here, analyses based on individual 
participant’s data will be provided, which are also contrasted with relevant distances 
measured on German Autobahns. Furthermore, additional demographical data will be 
considered. Additionally, response time data will complement the data analysis of 
psychological distances. For all following analyses, people with a “very negative” and 
a “negative” attitude towards the German reunification were collapsed into one single 
group later on labeled as “negative” due to the low number of only 5 members 
pertaining to the “very negative” group. 
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2.2.1   Autobahn Distances Versus Air Distances 
In everyday life, we use the main routes to travel along long distances between cities. 
Although these routes are planned and realized as straight-lined as possible to 
minimize distances, political, geographical and topographical facts prevent perfect 
straightness. Thus, people might not base their distance estimations on direct air 
distances but rather on the given infrastructure. In Germany, this infrastructure mainly 
manifests itself in the so-called Autobahn system (the “Bundesautobahn” based on the 
former “Reichsautobahn”). As this system is strongly interconnected with a total 
length of approximately 12.000 km, its usage is toll-free and there is no speed limit, 
the Autobahn is a very popular infrastructure which might strongly bias people’s 
cognitive maps. We analyzed this hypothesis by comparing air distances and 
distances on Autobahns with psychological distances. In order to increase the clarity 
of data (a) psychological data were related to both types of physical distances. The 
closer the index to the ideal ratio of 1.0 (i.e., psychological distance = physical 
distance), the more probable the estimation is based on this type of physical distance. 
(b) Only the sampled 45 undirected distances (all distances without Berlin as one of 
the anchors) were included in all of the following analyses. 
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Fig. 1. Psychological distances compared with air distances vs. Autobahn distances. For each 
data bar, error bars as SEs of the mean and p-values of one-sample t-tests (two-tailed) against 
the hypothesized mean of 1.0 are shown (p < .001 equals ***). 

Figure 1 clearly demonstrates that participants estimated the distances very close to  
Autobahn distances versus air distances, although both physical measures correlated 
very highly (r2 = .9734, p < .0001). It is important to stress that the participants were 
forced to base their estimations on air distances. Nevertheless, the dissociate outcome of 
six independent one-sample t-tests against a hypothesized mean of 1.0 strongly favors 
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Fig. 2. Curve plots (power functions) for all attitude groups (negative, neutral, positive) split for 
within (blue circles) and across (black crosses) distances. On the x-axis the air distances, on the 
y-axis the psychological distances are given. 
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the idea that the participants based their distance estimations on distances measured on 
the Autobahn which mirror their everyday life experiences (see p-values in Figure 1). 

The high fit between psychological and Autobahn distances (see Figure 2) was also 
revealed by regression analyses of the 25 across and 20 within distances for each 
attitude group (negative, neutral or positive attitude towards German reunification). 

Table 1 outlines the curve parameters and the fits as the correlations between 
estimated and modeled distances. None of the correlations were below .90. 

Table 1. Fit functions for the group data level split by the attitude towards the German 
reunification and the distance type 

Attitude Distance Type Fit Function Correlation 

Negative Across 71.064.5 xy ⋅=  .9694 

Negative Within 86.098.1 xy ⋅=  .9685 

Neutral Across 60.073.10 xy ⋅=  .9237 

Neutral Within 75.098.3 xy ⋅=  .9286 

Positive Across 65.076.7 xy ⋅=  .9093 

Positive Within 80.092.2 xy ⋅=  .9009 

Thus, it is highly plausible that the most important basis for estimations of air 
distances in the present study was the German Autobahn system. 

2.2.2   The Mental Wall Between East and West 
Carbon and Leder [1] based their main argument for the mental wall between East 
and West Germany on (a) regression analyses and (b) 6 pairs of distances which were 
comparable in length. Here, also evidence for the mental wall on the basis of the 
relation between the psychological distance and the physical (Autobahn) distance will 
be presented.  

A mixed-design ANOVA with the between-subjects factor attitude (negative, 
neutral, positive) and the within-subjects factor distance type (across, within) revealed 
a main effect of distance type, F(1, 80) = 13.00, p < .0005. Most importantly, there 
was a significant interaction between both factors, F(2, 80) = 6.15, p = .0033, 
illustrated in Figure 3. 

Further analyses of the simple main effects (see Figure 3) showed that across 
distances were particularly overestimated in comparison to within distances for the 
negative attitude group. For the neutral group there was, in accordance with the 
original findings, also a weak, but reliable, effect of distance type. Nevertheless, there 
was no effect for the positive attitude group.  



496 C.-C. Carbon 

.8

.85

.9

.95

1

1.05

1.1
P

sy
ch

ol
og

ic
al

 /
 P

hy
si

ca
l d

is
ta

nc
e

negative neutral positive

Across
Within

****

 

Fig. 3. The effect of distance type (across vs. within) on the relation between psychological 
distances and physical (Autobahn) distances. For each data bar, error bars as SEs of the mean 
and p-values of the simple main effects for each attitude group are shown (p < .001 equals ***, 
p < .05 equals *).  

2.2.3   Analyses Based on the Individual’s Level 
The main argument of Carbon and Leder [1] for claiming the existence of a mental 
wall between the western and the eastern part of Germany is based on sampled group 
data. However, on the basis of group data it is not possible to test the slopes of the 
power functions of across and within distances for statistical differences. Here, curve 
fittings for both distance types (across vs. within) were conducted for all participants 
on an individual level.  

Table 2. Fit functions for the individual data level split by the attitude towards the German 
reunification and the distance type 

Attitude Distance Type Fit Function Correlation 

Negative Across 70.005.42 xy ⋅= .8386 

Negative Within 87.060.3 xy ⋅=  .8734 

Neutral Across 64.012.24 xy ⋅= .6745 

Neutral Within 79.084.11 xy ⋅=  .7483 

Positive Across 69.046.12 xy ⋅=  .6983 

Positive Within 82.052.8 xy ⋅=  .7633 
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For each participant both curve parameters were calculated to define the power 
function and the correlation (see Table 2). Both curve parameters were averaged 
across the 3 attitude groups and the 2 distance types by the arithmetic means. Due to 
the steep distribution of correlations, all correlations were Fisher-Z transformed in 
order to further analyze them. The arithmetic means of these Z-values were then re-
converted by inverted Fisher-Z transformation following the advice of R. A. Fisher. 
Again, the mean correlations, although based on fuzzy individual data, were rather 
high, none of them below .67. Furthermore, referring to the curve parameters, two-
tailed t-tests revealed that multiplicands of the functions for across vs. within 
distances differed only significantly for the neutral attitude group (p = .0320) and as a 
trend for the negative group (p = .0758, n.s.). The exponents differed for the negative 
(p = .0094) and the neutral group (p = .0044), but only as a trend for the positive 
group (p = .0509, n.s.). Thus, the data on the individual level is quite compatible with 
the idea of a mental wall between the former western and the eastern parts of 
Germany proposed by Carbon and Leder [1], especially when participants had a 
negative attitude towards German reunification. 

2.2.4   Integration of Further Demographical Information  
Due to the specific social psychological approach adhered to in the original Carbon and 
Leder [1] study, only alterations of the mental map on the basis of the attitudes towards 
the German reunification had been analyzed. In order to generate a more complete 
picture of the effects, here, further variables were included in our calculations which 
might influence the “width” of the mental wall. These variables reflect the extent of 
geographical knowledge on Germany and the level of traveling experience throughout 
Germany. Both variables were assessed by 4-level ratings, whose levels were collapsed 
in such a way that 2-level variables were obtained which were comparable in size. 
Geographical knowledge was split in a low (bad and rather bad) and high (rather good 
and good) level of knowledge; traveling experience was split in a low (less than 10.000 
km per year) and high (more than 10.000 km per year) level of experience. 

Both variables were tested in two separate mixed-design ANOVAs due to the un-
equal number of participants per level. Both ANOVAs comprised one demographical 
between-subjects factor (geographical knowledge or traveling experience, respectively), 
the between-subjects factor attitude (negative, neutral, positive) and the within-subjects 
factor distance type (across vs. within). In accordance with the analyzes presented 
above, the relation between psychological distances and physical distances based on 
Autobahn kilometers, was used as dependent variable. Both analyses did not show  
any effect of any of the two other demographical factors nor an interaction with them,  
Fs < 1.43, p > .2355, n.s. Thus, the width of the mental wall was not influenced by implicit 
(traveling experience) or explicit knowledge (geographical knowledge) about Germany’s 
geography! 

2.2.5   Analyses of Response Time Data 
For the original study only distance estimations but no response times were reported. 
Here we also present response times which are valuable as indirect distance measures 
in contrast to direct measures, such as distance or bearing estimations [16]. First, the 
quality of response times as an indirect distance measure will be investigated by 
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correlating response time data with physical (Autobahn) distances. Second, an index 
will be presented which relates response times with psychological distances. 

For all 3 attitude groups (negative, neutral, positive) and both distance types the 
correlations between response times and Autobahn distances were calculated. The only 
significant correlations were obtained for the within distances in the neutral group  
(r2 = .3469, p = .0090), and for the within (r2 = .4493, p = .0015) and the across distances 
(r2 = .1939, p = .0283) in the positive group. This indicates that the distance estimations of 
the negative attitude group followed more complex cognitive mechanisms, probably social 
psychologically relevant ones that are related to the negative attitude towards German 
reunification, but cannot be described easily by linear functions of response times. 

The response time data were further analyzed by calculating an index which relates 
response times to psychological distances. This index is a quasi measure for the 
estimation effort in milliseconds for each estimated km. A mixed-design ANOVA 
with the between-subjects factor attitude (negative, neutral, positive) and the within-
subjects factor distance type (across, within) revealed main effects of attitude,  
F(2, 80) = 4.48, p = .0144, and distance type, F(1, 80) = 67.40, p < .0001. Most 
importantly, there was a significant interaction between both factors, F(2, 80) = 6.42, 
p = .0026, as illustrated in Figure 4. 
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Fig. 4. The effect of distance type (across vs. within) on the relation response times and 
psychological distances. For each data bar, error bars as SEs of the mean and p-values of the 
simple main effects for each attitude group are shown (p < .001 equals ***, p < .05 equals *).  

Further analyses of simple main effects of distance types on the different levels of 
attitude revealed large effects for the negative and neutral attitude group and a small effect 
for the positive group. Interestingly, the crossing of the former border did not cause an 
additional time factor, but systematically decreased response times. This might be an 
indication for generally different underlying cognitive processes for estimating distances 
across or within, probably based on simpler heuristics for distance estimations across the 
former border. Once again, these findings are in accordance with the idea of a mental wall 
between the former western and eastern parts of Germany. 
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4   General Discussion 

The present study re-evaluated and extended the findings of distance distortions by 
social factors provided by the data of Carbon and Leder [1].  

The participants in the present experiment were asked to estimate direct air distances. 
Nevertheless, comparisons between the physical distances of air distances and 
Autobahn distances indicated that they based their estimations not on air but on 
Autobahn distances. This indicates strong influences of experiential information on 
cognitive processes. 

In accordance with the original analyses, it was shown that distances across the 
former iron curtain were systematically overestimated, particularly when the attitude 
towards the German reunification was negative. This “mental wall” [1] was not existent 
in terms of overestimations when participants had a positive attitude towards the 
reunification. These main conclusions could be drawn not only on the basis of sampled 
group data with reference to air distances but also with reference to Autobahn distances. 
Moreover, curve fittings on the basis of individuals’ data also favored the idea of a 
mental wall which is mainly existent for the negative attitude group. 

When response times were additionally taken into account, there were large effects in 
accordance with the idea of a mental wall only for the negative and the neutral attitude 
group. This demonstrates that taking response time data into account can be a valuable 
additional variable to test specific hypotheses in the field of spatial cognition. 

Importantly, the reliable effects of distance overestimations which cross the former 
iron curtain were impenetrable both by implicit knowledge about German geography 
operationalized by participants’ traveling experience, as well as by explicit knowledge 
about German geography operationalized  by participants’ geographical knowledge. 
Again, this underlines the strong impact of social attitudes on cognitive processing. 

In short: we cannot understand human cognition without taking into consideration 
the complex interplay of social attitudes and experiential information [17]. 
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