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Abstract. The model checking community has proposed numerous definitions
of vacuous satisfaction, i.e., formal criteria which tell whether a temporal logic
specification holds true on a system model for the intended reason. In this paper
we attempt to study the notion of vacuous satisfaction from first principles. We
show that despite the apparently vague formulation of the vacuity problem, most
proposed notions of vacuity for temporal logic can be cast into a uniform and
simple framework, and compare previous approaches to vacuity detection from
this unified point of view.

1 Introduction

193. What does this mean: the truth of a proposition is certain?
L. Wittgenstein, On Certainty [33]

Modern model checkers are equipped with capabilities which go well beyond deciding
the truth of a temporal specification (psyec on a system &. Most importantly, when a
model checker determines that the specification is violated, i.e., & [~ @spec, it will out-
put a counterexample, for instance a program trace, which illustrates the failure of the
specification ¢spec 0n &. This counterexample is a piece of evidence which the user can
analyze to understand and diagnose the problem. Since counterexamples should be per-
ceptually and mathematically simple, counterexample generation has both algorithmic
and psychological aspects [T2IT3/17].

In this paper, we are concerned with the dual situation when the model checker as-
serts & |= @spec. Industrial practice shows that 20% of successful model checking
passes are vacuous, i.e., Pspec 18 satisfied for some trivial or unintended reason ). A
classical example of vacuity is antecedent failure, where the model checker correctly
asserts

S = AG (trigger event = o),

but a closer inspection shows that in fact trigger event is always false, and thus the
implication becomes vacuously true. The total absence of trigger event may be an in-
dicator of erroneous system behavior, and should be reported to the user.

A model checker with automated vacuity detection thus has three kinds of outputs:
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Model Theoretic Result Supporting Evidence
(i) & = pspec Counterexample
(i) 6 = pspec vacuously Explanation of Vacuity
(i) S [ @spec non-vacuously Witness of Non-Vacuity

The central question in the vacuity literature concerns the line which separates cases (ii)
and (iii). In other words: When is a specification vacuously satisfied? Similar as coun-
terexample generation, vacuity detection also relies on algorithmic and psychologi-
cal insights. A recent thread of papers [1L3\4/SI6I8ITINTSIT8IT9122/2312527128130133]
have given different, sometimes competing, definitions, including one by the present
authors [28/30].

The controversial examples and discussions of vacuity in the literature have their
origin in a principal limitation of formal vacuity detection: Declaring ¢spec to be vacu-
ous on & means that the specification spec is inadequate to capture the desired system
behavior. Adequacy of specifications however is a meta-logical property that cannot be
addressed inside the temporal logic, because we need domain knowledge to distinguish
adequate specifications from inadequate ones.

The current paper develops the line of thought started in in that it focuses on the
notion of vacuity grounds as the main principle in vacuity detection. Vacuity grounds
are explanations of & = @spec, Which entail the specification, but are perceptionally
simpler and logically stronger. Formally, a vacuity ground is a formula ¢p,c: such that

(G} ): PFact and $PFact ': PSpec

where pFac; is simpler than @spec; criteria for simplicity will be discussed below. Thus,
vacuity grounds can be viewed as a form of interpolants between & and spec.

Employing vacuity grounds, it is easy to resolve conflicts between different notions
of vacuity: the same specification may be tagged as vacuous or non-vacuous, depending
on which vacuity grounds the verification engineer is willing to admit. In the antecedent
failure example mentioned above, the natural vacuity ground is AG —trigger event.
Equipped with this feedback, the verification engineer can draw a well-informed con-
clusion about vacuous satisfaction. We thus arrive at a revised output scheme for model
checkers which support vacuity detection:

Model Theoretic Result Supporting Evidence
(i) & = pspec Counterexample
(i) & = pspec Vacuity grounds from which

the engineer decides on vacuity

We believe that our approach yields the first genuinely semantical definition of vacuity.
In the rest of the paper, we compare our notion of vacuity with existing definitions, and
show how our approach subsumes and uniformly explains a significant part of previous
work. Moreover, we show that our approach captures cases of vacuous satisfaction not
covered in the literature.

In Section 2, we review the capabilities and limitations of the prevailing definitions of
vacuity — which we call unicausal semantics — and argue that they have limited explana-
tory power. As they are intimately tied to the syntax of spec, two logically equivalent
specifications may become vacuous in one case and non-vacuous in the other.
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Section 3 introduces our interpolation-based vacuity framework. We show that uni-
causal semantics yield a specific class of vacuity grounds related to uniform interpo-
lation, thus embedding unicausal semantics into our framework. We briefly review our
previously published vacuity methodology based on temporal logic query solving [30],
and derive basic complexity results for the general case presented here.

Technical Preliminaries. We assume the reader is familiar with the temporal logics
CTL and LTL, Kripke structures, and other standard notions. For Kripke structures &
and &’ we write & =.,; &’ to denote that & and & are counting-bisimilar, and we
write & = &' to denote that S and &' are bisimilar. We write (1) to denote that ¢
occurs once or several times as subformula in ¢; we write ¢(x) to denote the formula
@[ «— x] obtained from ¢ by replacing all occurrences of ¢ by x. The formula ¢(x)
is called monotonic in x if « = [ implies p(a) = (3). It holds that ¢ is monotonic
in z if all occurrences of x are positive, and dually for anti-monotonicity. We say ¢ is
(semantically) unipolar in z if ¢ is either monotonic or anti-monotonic in x; otherwise,
we call ¢ multipolar. In the following, when we speak about unipolar formulas, we shall
without loss of generality assume monotonicity.

2 Unicausal Vacuity Semantics

199. The reason why the use of the expression “true or false” has something misleading
about it is that it is like saying “it tallies with the facts or it doesn’t”, and the very thing
that is in question is what “tallying” is here.

The irrelevance of a subformula for the satisfaction of a temporal specification ¢spec is
a natural indicator for vacuity: If on a model &, subformula 1) of (spec can be arbitrarily
modified without affecting the truth of the specification, @spec is declared vacuous. This
approach [415] has been the seminal paradigm for most of the research on vacuity. It has
the obvious advantage that the vacuity of the specification can be (syntactically) traced
back to a subformula, and that (non)-vacuity can be explained to the engineer on the
grounds of the temporal logic. Syntactic vacuity however is usually hard to evaluate and
not “robust” [T}, i.e., dependent on the syntax of the specification and on changes in the
system which are not related to the specification. The quest for efficiency and robustness
has motivated new semantics for vacuity which quantify over the allegedly
vacuous subformulas. We shall refer to these semantics as unicausal semantics, since
they all are attempts to obtain a (unique) formula Va.¢(x) — which we call a unicausal
vacuity ground — such that model checking & = Vz.p(z) determines the vacuity of ¢
on & with respect to subformula ?). The different possibilities to define the universal
quantifier give rise to different unicausal semantics:

1. In the formula semantics, Vx ranges over all truth functions for x over the lan-
guage L of G, i.e., Va.p(x) amounts to a (possibly infinitary) big conjunction of

formulas A\, ©(0).
For the following definitions, let x be a new atomic proposition which occurs neither

in & nor in . Given a structure &, a *-labeling ¢ labels some states of & with «,
resulting in a structure £(S).
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Table 1. Evidence for non-vacuity of & = (1)) with respect to 3

Formula Semantics 45|

A formula 6 over the language of & such that & = (6).

Structure Semantics
A *-labeling £ of G, such that £(&) = ().
Tree Semantics

A new structure &’ =.,,; & together with a x-labeling £ of &', such that £(&’) £ o(x).
Bisimulation Semantics (18]

A new structure &’ 22 & together with a x-labeling £ of &', such that /(&") £ o(x).

2. In the structure semantics, Vz ranges over all labelings of &, i.e., § = Vz.p(2)
iff for all x-labelings / it holds that /(&) = ¢(*).

3. In the tree semantics, Vx ranges over all labelings of structures counting-bisimilar
to G, ie., 6 | Va.po(z) iff for all & 2,; & and *-labelings ¢ of &’ it holds
that £(&') = ¢(%).

4. In the bisimulation semantics, Vx ranges over all labelings of structures bisimilar
to G, ie., 6 | Va.p(z) iff for all & = & and *-labelings ¢ of &’ it holds
that /(&) = p(*).

Importantly, all four unicausal semantics coincide when ¢ (z) is monotonic in x; in this
case, Va.p(x) is equivalent to ¢(false) which can be easily model checked [22123].
Thus, the differences between the unicausal semantics appear only when () is multi-
polar with respect to x.

When comparing the different notions of unicausal vacuity, it is natural to consider
the evidence that the model checker can provide in case of non-vacuity, cf. item (iii)
in the first output scheme of Section 1. In the literature, this evidence was referred to
as interesting witness [5122123]]. Table [T summarizes the evidence we obtain for the
different unicausal semantics above.

Examples illustrating the differences between these semantics are shown in Table[2l
The specification there demonstrate that even on the small structures of Figure[I] the
unicausal semantics differ tremendously.

Remark 1. The structure quantifier guarantees V. (x) = ¢(1) only when ) is a state
formula. In case of LTL, this means that v is either a propositional subformula or the
whole specification.

Remark 2. The quantifiers used for unicausal vacuity detection have been studied inde-
pendently of vacuity. The extension of a modal logic by the formula quantifier remains
amodal logic, because an infinitary temporal formula cannot distinguish bisimilar mod-
els [2)]. The structure quantifier can be used to distinguish bisimulation-equivalent
models, and thus, the resulting logic is not a modal logic. (For example, the formula
(Vz.x) V (Vo.—z) holds true only on a structure with a single state.) The computational
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Fig. 1. Examples of Kripke structures

Table 2. Vacuity of o1 = A(pUAG(q — —p)), p2 = AXpVAX —p,p3 = AGpVAG —p,
and o1 = AG(p — AX—p) with respect to p under different vacuity semantics. The structures
are given in Figure [[land Figure 2l Note that the non-vacuity witness &4 for formula semantics
is the only witness taken from Figure [Tl

Formula Structure Tree Bisimulation
S1 E ¢1(p) vacuous vacuous vacuous vacuous
G2 E v2(p) vacuous vacuous vacuous Sh FE p2(%)
S E ¢3(p) vacuous vacuous &5 FE p3(x) S5 -~ p3(%)
S3 = ¢3(p) vacuous G5 [ ps(x) G5 pa(x) O B ps(x)
&4 = ¢a(p) Gl pala)  OGilFEea(x)  GLEealx) LK pa(x)

price to pay for the loss of modality is the undecidability of the quantified logic [16]]. In
combination with CTL, the tree quantifier is able to count the number of successors of a
state [[16]], and thus able to break bisimulation-equivalence. While not a modal logic, the
resulting logic is quite close to modal logic and retains decidability. The bisimulation
quantifier has been rediscovered in the literature many times, and in different contexts,
by the names of “bisimulation quantifier” [14]], “Pitts quantifier” [34]], “amorphous se-
mantics” [16/18]], and others. It is the natural quantifier to be used in the context of
modal logic. Since it does not break bisimulation classes, it yields a conservative exten-
sion of a temporal logic. Uniform interpolation of the p-calculus has been proved by
elimination of bisimulation quantifiers [14].

Remark 3. Recent research has also considered vacuity detection for extensions of LTL
by regular expressions [6l8]. This approach can also be viewed as an instance of uni-
causal semantics; for the sake of simplicity, however, we restrict the current paper to
temporal logics.

2.1 Ramifications of Unicausal Vacuity

In this section, we discuss several problems and anomalies which arise from unicausal
vacuity notions.

#1 Explanatory Power of Non-Vacuity Assertions
What confidence does the user gain in the model checking result when the model
checker asserts non-vacuity? Recall Table [ for the different notions of vacuity
from this dual point of view:
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Fig. 2. Non-vacuity witnesses

e In formula semantics, the user knows that changing the specification (1)) into
() affects the truth value of the specification. Indeed, this explains the rele-
vance of subformula v to the specification.

e In structure semantics, tree semantics, and bisimulation semantics, however,
the evidence for non-vacuity is extremely weak: We change the specifica-
tion (¢)) into (%), where * is a new propositional symbol. Then we argue that
the system & (or a bisimilar system &) can be labeled with x in such a way
that (%) becomes false. (Thus, our non-vacuity argument is tantamount to for-
mula semantics on a modified system with a new “imaginary” variable *.) It is
not clear how the introduction of x — which does not carry a meaning in the sys-
tem & — can give information about the relevance of subformula v to the user.
Table[2land its accompanying Figures[lland Pl clearly indicate this problem.

We see only one sound interpretation of these semantics: Suppose we know
that our system G is a coarse abstraction of the real system, i.e., our model &
is hiding many variables. Then the non-vacuity assertion states that it is con-
sistent to assume the existence of a hidden variable x in the system which, if it
were revealed, would give proof of non-vacuity in terms of formula semantics.
The three semantics differ in the role of the imaginary variable x: In structure
semantics, variable % is uniquely defined on each state of the abstract system,
while in tree semantics and bisimulation semantics, variable * depends on the
execution history. A first exploration of the relationship between vacuity and
abstraction was started in [18].

We conclude that only formula semantics gives confidence in the non-vacuity as-

sertion. The other semantics provide tangible non-vacuity evidence only in very

specific circumstances.

Explanatory Power of Vacuity Assertions
What conclusions can the user draw from an assertion of vacuity? As temporal
logic does not have quantifier elimination (cf. Section[3), it is in many cases impos-
sible to write the vacuity ground Vz.p(z) in plain temporal logic. The unicausal
semantics, however, have the useful feature that each assertion of vacuity actually
points out one or several subformulas which cause vacuous satisfaction. Comparing
the different unicausal semantics, we obtain the following picture:

e In formula semantics, the vacuity assertion is relatively easy to understand: it

says that no syntactic change in the subformulas of interest causes the specifi-
cation to fail.
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In the other semantics, we are facing a problem dual to #1: The vacuity as-
sertion expresses the fact that no hidden imaginary variable * can make ¢ (x)
false. This criterion is stronger than the intuitive notion of vacuity —i.e., it will
detect vacuity only in few cases.

We conclude that formula semantics again yields the most natural notion of uni-
causal vacuity, while the other three semantics report vacuity too rarely. This is
dual to our observation in #1 that the semantics give weak evidence of non-vacuity.

#3 Expressive Power of Subformula Quantification
Vacuity detection by quantification over subformula occurrences entails a number
of limitations discussed below.

#3.1

#3.2

#3.3

#3.4

#3.5

Pnueli’s Observation

Pnueli [26] pointed out that a satisfied specification AG AF p may be con-
sidered vacuous, when the model checker observes that the stronger formula
AG p is true on the system. None of the unicausal vacuity notions is able to
detect this notion of vacuity.

Syntactically Unrelated Observations

Following Pnueli’s example, there are arguable cases of vacuity where no syn-
tactic relationship exists between the specification and the observation. For ex-
ample, for a specification EF p, the model checker may observe that in fact
AXp holds. It is clear that this form of vacuity cannot be detected by uni-
causal semantics.

Specifications with Single Propositions

The issues raised in #3.1 and #3.2 share the syntactic property that they contain
a single occurrence of a propositional variable p. Consequently, the universal
quantifier eliminates the truth-functional dependence on the propositional vari-
able, and the quantified specification is either a tautology or a contradiction.
For example, in Pnueli’s example, quantification yields the formulas AG false
and AG AF false both of which are equivalent to false[l This proves that the
observations (vacuity grounds) such as AG p from #3.1 and AX p from #3.2
are impossible in unicausal semantics.

Vacuity by Disjunction

In the syntactic view of unicausal vacuity, certain specifications are always
vacuous. In particular, if a disjunctive specification ¢ V 7 holds true in a struc-
ture, then either ¢ V false or false V v holds true, and thus, the specification is
inevitably vacuous.

Stability Under Logical Equivalence

As explained in #3.4 above, ¢ V ¢ is vacuous by construction, and thus, ev-
ery specification is equivalent to a vacuous specification. A more interesting
example is given by EF p which is equivalent to p V EX EF p. In the second
formulation, the specification is always vacuous.

! Recall that in the unipolar case, universal quantification over a variable z is tantamount to
setting it false.
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Getting back to Pnueli’s problem in #3.1, we even see that a reformulation
of the specification AG AF p into the equivalent specification AG(pV AF p)
enables us to quantify out the subformula AF p, yielding a formula Vz. AG (pV
x) which is equivalent to AG(p V false), and thus to AG p. Similarly, the
problem raised in #3.3 can be solved using the specification (EF p) V (AX p)
instead of the (logically equivalent) specification EF p.

#4 Causality

Our final concern (and indeed the original motivation for this research) is a fun-
damental issue raised by unicausal semantics. Given a specification ¢(¢) and oc-
currences of a subformula ), each unicausal semantics associates the vacuity of ¢
with respect to ¢ with a uniquely defined formula Vz.pp(x). Not only does such
a construction revert the natural order between cause (& = V.¢(x)) and effect
(6 E (1)), it is also independent of the system &. Thus, unicausal semantics
represents a fairly simple instance of logical abduction.

3 Interpolation-Based Vacuity Detection

200. Really “The proposition is either true or false” only means that it must be pos-
sible to decide for or against it. But this does not say what the ground for such a
decision is like.

Recall from Section 1 that we define a vacuity ground as a simple formula g, such
that

(G) ': PFact and PFact ': PSpec- (1

Vacuity grounds serve as feedback for the verification engineer which helps him/her
to decide whether the specification (spec is vacuously satisfied. For example, in the
cases #3.1, #3.2, and #3.4 above, natural candidates for vacuity grounds are AG p,
AXp, and ¢, respectively. In general, a model checker may output multiple vacuity
grounds for a single specification.

When the vacuity grounds are chosen among modal temporal formulas, definition (I)
is equivalent to

X6 ': PFact and PFact ): PSpec- (2)

where xa is the temporal formula which characterizes & up to bisimulation equiva-
lence. Thus, the vacuity ground (ppac¢ 1S an interpolant between the system descrip-
tion x s and the specification ¢spec. Consequently, vacuity analysis can be viewed as the
process of finding simple interpolants between the system and the specification. Note
that, technically, ¢spec is usually itself a Craig interpolant, but not useful in vacuity
detection. Thus, we need different notions of simplicity than the restriction to common
variables.

3.1 Unicausal Vacuity Grounds and Interpolation

The unicausal vacuity grounds of Section Rl represent a specific construction principle
for vacuity grounds using universal quantification, i.e., we have
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S EVrp@)  and  Vrp(@) E o) 3)
with the special case
S E p(false) and p(false) E o(v) 4)

when (1)) is unipolar. Since the implication Va.¢o(x) = (1) is a consequence of
the construction, a model checking result & = Va.¢(z) indeed says that Vz.p(x) is
one vacuity ground. Consequently, with the exception of the special case mentioned
in Remark 1, unicausal vacuity semantics indeed has a natural embedding into our
framework.

The construction principle for unicausal vacuity grounds is itself closely related to
interpolation. One of the main logical motivations for the introduction of propositional
temporal quantifiers are proofs of Craig interpolation. In particular, uniform Craig in-
terpolation of the p-calculus was shown by quantifier elimination of bisimulation quan-
tifiers [14]: Given a formula « and 3 where « |= (3, an interpolant is obtained by the
quantified formula Vx./3, where x is the tuple of variables occurring only in 3. By con-
struction, it holds that

a Evx.0 and vx.0 = 0 (5)

whence it is sufficient to show that Vx.J is equivalent to a quantifier-free formula to
prove interpolation for the p-calculus. Since this construction depends only on 3 and x,
Vx.[ is called a post-interpolant or right interpolant. (Existential quantification of «
naturally yields pre-interpolants or left interpolants.)

CTL and LTL are well known not to have interpolation [24] because CTL and LTL
do not admit elimination of bisimulation quantifiers. The quantified extensions of CTL
and LTL, however, do have uniform interpolation, and the post-interpolants are nat-
urally obtained by universal quantification analogously to (5). Consequently, we con-
clude that unicausal vacuity grounds are generalizations of post-interpolants: they are
the weakest formulas which imply pspec Without mentioning certain variables or sub-
Sormulas that occur in pspec.

Let us note that our adversarial discussion of unicausal semantics in Section 2] does
not inhibit the use of V.p(x) as vacuity ground in the sense described here. The dis-
cussion of Section 2] only shows that no unicausal semantics by itself can adequately
solve the problem of vacuity detection.

3.2 Computation of Vacuity Grounds

The discussion of Section3.1]shows that the unicausal semantics yield a natural class of
vacuity grounds. In the important unipolar case (cf. condition (4)), the vacuity grounds
p(false) satisfy all important criteria: they are simpler than the specification, they are
easy to model check, and they represent tangible feedback for the verification engineer.

When the quantifier in Va.¢(x) cannot be eliminated, the situation is more compli-
cated. As discussed in Section[2] (#2), the semantics of quantified temporal formulas has
only limited explanatory value concerning vacuity. Moreover, the examples in Table
demonstrate that the verification engineer may obtain different vacuity feedback from



On the Notion of Vacuous Truth 11

true

o Unsatisfied Ground

false

Fig. 3. In the lattice of temporal properties, system & partitions the properties into satisfied prop-
erties (shaded dark) and unsatisfied ones. Vacuity grounds are located lower in the lattice order
than the specification, but inside the shaded area of satisfied properties. The closer a vacuity
ground is to the white area, the stronger is the intuitive strength of the vacuity assertion. The
figure shows one satisfied vacuity ground and one unsatisfied ground.

different unicausal semantics, i.e., the vacuity ground for one semantics may hold true,
while it is false for the other semantics. To appreciate this situation, the engineer has to
understand the subtleties of the different semantics.

As argued in Section 2] it is important to obtain vacuity grounds different from the
unicausal grounds. The search space for these vacuity grounds is illustrated in Figure[3l
Not surprisingly, finding small vacuity grounds has the same complexity as the respec-
tive decision problem for validity: Let VAC-CTL be the decision problem if for a given
structure &, a CTL specification pspec, and an integer k < |@spec|, there exists a vacuity
ground @ract such that [prace| < k and pspec Z Pract- VAC-LTL is defined analogously
for LTL. Then the following theorem is not hard to show:

Theorem 1. VAC-CTL is EXPTIME-complete and VAC-LTL is PSPACE-complete.

Thus, the complexity is not worse than checking @ract = @spec. Nevertheless, it is a
reasonable strategy to focus on methods which systematically enumerate perceptionally
simple candidates for vacuity grounds; these methods may be based both on heuristics
and formal considerations. As in the unicausal semantics, candidates @, Will typically
be chosen in such a way that pract = @spec follows by construction, and & = ppact is
determined by the model checker, cf. condition (1).

To obtain candidate formulas without expensive validity checks, one can systemat-
ically compute the closure of the specification under two syntactic operations, namely
by rewriting and strengthening:

(i) Replace subformulas of the specification by equivalent subformulas typically in-
volving disjunction, e.g., EF pby p V EXEF p, or AF pby pVvV AX AF p, etcl

2 Recent work by the authors [28I29131]) has characterized the distributivity over conjunction
of temporal operators which yields also an analogous characterizations for disjunction. Such
characterizations can be used to support rewriting of specifications.
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(ii) Replace subformulas by stronger non-equivalent subformulas, e.g., replace whole
subformulas by false as in unicausal semantics, AF p by p as in Pnueli’s example,
EFpby AXp, AXpV AX —p by AG p, etc.

While this heuristic enumeration of antecedents naturally samples the space of possible
vacuity grounds for (spec, each candidate has to be model checked separately, similar
as in unicausal semantics.

An alternative systematic approach for finding antecedents by strengthening subfor-
mulas in the unipolar case was presented in a predecessor paper [30] which introduced
parameterized vacuity, a new approach to vacuity using temporal logic query solving.
A temporal logic query solver [9] is a variant of a model checker which on input of
a formula ¢(z) and a model & finds the strongest formulas ¢ such that & = ¢(v).
Such a formula v is called a solution of p(z) in &. To use temporal logic queries for
computing vacuity grounds, we are interested in solutions ¢ such that ¢ (1) is a vacuity
ground. In this way we are able to reduce vacuity detection to temporal logic query
solving [30]. Our approach was motivated by the failure of unicausal semantics to han-
dle Pnueli’s problem. Recall that unicausal semantics cannot find vacuity ground AG p
for AF AG p, cf. Section [2] (#3.1). Instead of reducing (¢) to a unicausal ground
p(false), we use a temporal logic query solver to find a simple formula 6 which im-
plies 1. Then, by monotonicity, it follows that ¢ (0) = (). Thus, we obtain a vacuity
ground ¢(#) which explains (7)) and solves Pnueli’s problem. Several algorithms for
solving temporal logic queries have been proposed in the literature; in particular, sym-
bolic algorithms [9I28I32]], automata-theoretic algorithms [7], and algorithms based on
multi-valued model checking [TO20/21].

4 Conclusion

We have argued that vacuity of temporal specifications cannot be adequately captured
by formal criteria. As vacuity expresses the inadequacy of a specification, it needs to
be addressed by the verification engineer. We have therefore proposed a new approach
to vacuity where the model checker itself does not decide on vacuity, but computes an
interpolant — called a vacuity ground — which expresses a simple reason that renders the
specification true. Candidate formulas for the interpolants can be obtained from existing
notions of unicausal vacuity, from heuristics, and from temporal logic query solving.
Equipped with the feedback vacuity grounds, the verification engineer can decide if the
specification is vacuously satisfied.

The current paper has focused on the logical nature of vacuous satisfaction rather
than on practical vacuity detection algorithms. We believe that future work should
address the systematic computation of vacuity grounds, because vacuity is in the eye
of the beholder.

Acknowledgments. The authors are grateful to Arie Gurfinkel, Kedar Namjoshi, and
Richard Zach for discussions on vacuity.
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