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Abstract. We present regular linear temporal logic (RLTL), a logic that
generalizes linear temporal logic with the ability to use regular expres-
sions arbitrarily as sub-expressions. Every LTL operator can be defined
as a context in regular linear temporal logic. This implies that there is a
(linear) translation from LTL to RLTL.

Unlike LTL, regular linear temporal logic can define all ω-regular lan-
guages, while still keeping the satisfiability problem in PSPACE. Unlike
the extended temporal logics ETL∗, RLTL is defined with an algebraic
signature. In contrast to the linear time μ-calculus, RLTL does not de-
pend on fix-points in its syntax.

1 Introduction

We present regular linear temporal logic (RLTL), a formalism to express prop-
erties of infinite traces by conveniently fusing regular-expressions and linear-
temporal logic. Moreover, we show that the satisfiability and equivalence of
RLTL expressions are PSPACE-complete problems.

The linear temporal logic (LTL) [19,16] is a modal logic over a linear frame,
whose formulas express properties of infinite traces using two modalities: next-
time and until. LTL is a widely accepted formalism for the specification and
verification of concurrent and reactive systems. However, Wolper [26] showed
that LTL cannot express all ω-regular properties (the properties expressible by
finite-state automata on infinite words, known as Büchi automata [4]). In par-
ticular, it cannot express the property “p holds at every other moment”. In
spite of being a useful specification language, this lack of expressivity seems to
surface in practice [20] and it has been pointed out (see for example [3]) that
regular-expressions are sometimes very convenient in addition to LTL, in formal
specifications. Actually, in the industry standard specification language PSL,
arbitrary mixtures of regular expressions and LTL are allowed [1].
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To solve the expressivity problem, Wolper introduced the so called extended
temporal logic ETL where new operators are defined as right linear grammars,
and language composition is used to compose operators. ETL was later ex-
tended [25] to different kinds of automata. The main drawback of the extended
temporal logics is that, in order to obtain the full expressivity, an infinite number
of operators is needed.

An alternative approach consists on adapting the modal μ-calculus [5,12] to
the linear setting, which gives rise to the linear time μ-calculus, denoted as
νTL [2]. Here, the full expressivity is obtained by allowing the use of fix point
operators. It can be argued that this formalism is not algebraic either since one
needs to specify recursive equations to describe temporal properties. Moreover,
the only modality is the nexttime. Even though every ground regular expression
can be translated into a νTL expression (see [14]), the concatenation operator
cannot be directly represented in νTL, i.e., there is no context of νTL that cap-
tures concatenation. On the other hand, extending νTL with concatenation (the
so-called fix point logic with chop FLC [18,15]) allows expressing non-regular
languages. This extra expressive power comes at the price of undecidable satis-
fiability and equivalence problems. A more restricted extension of νTL allowing
only left concatenation with regular expressions is possible along the lines pre-
sented here, but this is out of the scope of this paper.

There have also been dynamic logics that try to merge regular expressions
(for the program part) and LTL (for the action part), for example, Regular Pro-
cess Logic [7]. However, it makes the satisfiability problem non-elementary by
allowing arbitrary combinations of negations and regular operators. Dynamic
linear-temporal logic DLTL [8] keeps the satisfiability problem in PSPACE, but
restricts the use of regular expressions only as a generalization of the until op-
erator. While the generalized until present in DLTL and the power operators
present in RLTL are complementary (in the sense that none can be defined in
terms of each other), the power operators are more suitable for extensions that
can handle past, as discussed in Section 5.

An arbitrary mixture of (sequentially extended) regular expressions and LTL
is possible in PSL [1,6]. However, decision procedures for satisfiability etc. and
their complexities are still an area of active research (for full PSL). Thus, RLTL
can be understood as subset of PSL for which an efficient satisfiability procedure
(PSPACE) is available.

The logic that we present here is a generalization of linear temporal logic
and ω-regular expressions, based on the following observation. It is common for
different formalisms to find the following three components in the (recursive)
definition of operators:

1. attempt : an expression that captures the first try to satisfy the enclosing
expression.

2. obligation: an expression that must be satisfied, if the attempt fails, to con-
tinue trying the enclosing expression. If both the attempt and the obligation
fail, the sequence is not matched.
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3. delay: an expression that describes when the enclosing expression must be
started again.

For example, the binary Kleene-star z∗y matches a string s if either y (the
attempt) matches s, or if after z (the delay), the whole expression z∗y matches
the remaining suffix. In this case, no obligation is specified, so it is implicitly
assumed to hold. Formally, the following equivalence holds z∗y = y + z ; z∗y, or
more explicitly

z∗y = y + (Γ ∗ | z ; z∗y),
where x | y denotes the intersection operator present in (semi-)extended regular
expressions [22]. Consider also the linear temporal logic expression x U y. An
ω-sequence satisfies this expression if either y does (the attempt) or else, if x
does (the obligation) and in the next step (the delay), the whole formula x U y
holds. Formally,

x U y = y ∨ (x ∧ (x U y)).
In Section 2 we will formalize this intuition by introducing a general operator
that can be specialized for temporal logic and regular-expression constructs.

The rest of this document is structured as follows. Section 2 defines regu-
lar linear-temporal logic. Section 3 shows how to translate LTL and ω-regular
expressions into RLTL. Section 4 shows, via a translation to alternating Büchi
automata, that the logic defines only ω-regular languages, and that the satis-
fiability and equivalence problems are in PSPACE. Finally, Section 5 presents
some concluding remarks.

2 Regular Linear Temporal Logic

We define in this section regular linear temporal logic, in two stages. First, we
introduce a variation of regular expressions over finite words, and then—using
these—we define regular linear temporal logic to describe languages over infinite
words. Each formalism is defined as an algebraic signature, by giving meanings
to the operators. We use Σre for the operators in the language of regular expres-
sions, Σtl for the signature of the language for infinite words, and Σ as a short
hand for Σre ∪ Σtl.

We begin by fixing a finite set of propositions Prop, and from it the alphabet
Γ = 2Prop of input actions (observable properties of individual states). As usual,
Γ ∗ denotes the finite sequences of words over Γ , Γ ω stands for the set of infinite
words, and Γ∞ is Γ ∗ ∪ Γ ω. Given a word w, we use pos(w) to denote the set of
positions of w: if w ∈ Γ ω then pos(w) is {1, . . .} = ω; if w ∈ Γ ∗ then pos(w) =
{1, . . . , |w|}, where |w| denotes the length of w as usual. We use w[i] to denote
the letter from Γ at position i of w. We use Pos to denote the set of positions
of words in Γ ω, i.e., Pos is an alias of ω.

2.1 Regular Expressions

We first introduce a variation of regular expressions that can define regular
languages that do not contain the empty word. Basic expressions are boolean
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combinations of elements from B(Prop) that identify the elements of Γ , including
true for Prop and false for ∅.

Syntax. The language of the regular expressions for finite words is the smallest
set closed under:

α ::= α + α
∣
∣ α ; α

∣
∣ α∗α

∣
∣ p (1)

where p ranges over basic expressions. The operators +, ; and ∗ define the stan-
dard union, concatenation and binary Kleene-star1. The signature of regular
expressions is then

Σre = {B(Prop)0, +2, ;2, ∗2}
where the superindices indicate the arity of the operators. The set of regular
expressions RE is the set of all ground expressions over this signature. Note that
this signature contains no variables or fix-point quantifiers.

Semantics. To ease the definition of RLTL for infinite languages, we define
regular expressions as accepting segments of an infinite word. Given an infinite
word w and two positions i and j, the tuple (w, i, j) is called a segment of
the word w. Similarly, (w, i) is called a pointed word. The semantics of regular
expressions is described by defining a relation �re that relates expressions with
their sets of segments, that is �re ⊆ (Γ ω × Pos × Pos) × RE. The semantics is
defined inductively as follows. Given a proposition p ∈ Prop, expressions x, y,
and z, and a word w,

− (w, i, j) �re p whenever w[i] satisfies p and j = i + 1.
− (w, i, j) �re x + y whenever either (w, i, j) �re x or (w, i, j) �re y,

or both.
− (w, i, j) �re x ; y whenever for some k ∈ pos(w),

(w, i, k) �re x and (w, k, j) �re y.
− (w, i, j) �re x∗y whenever either (w, i, j) �re y, or for some

sequence (i0 = i, i1, . . . im) (w, ik, ik+1) �re x
and (w, im, j) �re y.

The semantical style used above, more conventional for temporal logics, is
equivalent to the more classical of associating a language over finite words to a
given expression: for v ∈ Γ ∗, v ∈ L(x) whenever for some w ∈ Γ ω, (vw, 1, |v|) �re

x. In this manner the definition of ∗ is equivalent to the conventional definition,
that is, both describe the same language:

L(x∗y) = L(
∑

i≥0

xi ; y)

where xi ; y is defined inductively as x0; y = y and xi+1 = x ; xi, as usual. Since
p satisfies that if (w, i, j) �re p then j > i, it follows the empty word is not in

1 Stephen C. Kleene himself in [11] introduced the ∗ operator as a binary operator.
Our choice of a binary ∗ is determined by our key decision of defining languages that
do not contain the empty word. An alternative is to introduce a unary x+ operator.
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L(p), and also that L(x + y) and L(x ; y) cannot contain the empty word. It
also follows that x∗y cannot contain the empty word: if v is in L(z∗y) then v is
in L(zky) for some k.

Moreover, every regular language over finite words (that does not contain the
empty word) can be defined, since x+ is equivalent to x∗x.

2.2 Regular Linear Temporal Logic over Infinite Words

RLTL is built from regular expressions by using intersection, concatenation of
a finite and an infinite expression, and two ternary operators, called the power
operators. As we will see, the power operators generalize both the LTL constructs
and the ω-operator.

Syntax. The set of RLTL expressions is the smallest set closed under:

φ ::= φ ∨ φ
∣
∣ φ ∧ φ

∣
∣ α ; φ

∣
∣ αφφ

∣
∣ αφφ

∣
∣ α̂ (2)

where α ranges over regular expressions RE. The symbols ∨ and ∧ stand for the
conventional union and intersection of languages (i.e., conjunction and disjunc-
tion in logics and + and | in semi-extended ω-regular expressions). The symbol ;
stands for the conventional concatenation of an expression over finite words and
an expression over infinite words.

The operators αφφ, called the power operator, and its dual αφφ allow simple
recursive definitions, including the Kleene-star (xω for infinite words) and the
various operators in linear temporal logic. Finally, α̂ denotes the suffix closure
(arbitrary extension of a set of finite words to infinite words). The signature of
RLTL is then:

Σtl = {∨2, ∧2, ;2, (···)3 , (···)3, ·̂1}
where the superindices again indicate the arity of the operators. Even though the
symbol ; is overloaded we consider the signatures to be disjoined. The operators
∨ and ∧ require two expressions in the language of Σtl, while (···), (···) and ·̂
require the first argument to be an expression in the language of Σre and the
rest in Σtl. The set of regular linear temporal logic expressions RLTL is the
set of all ground expressions over this signature. Note again that this signature
contains no variable or fix-point quantifier.

Semantics. The semantics of an RLTL expression is defined as a binary relation
� between pointed words and expressions, that is � ⊆ (Γ ω ×Pos)×RLTL. This
relation is defined inductively as follows. Given RLTL expressions x and y and
regular expression z:

− (w, i) � x ∨ y whenever either (w, i) � x or (w, i) � y, or both.
− (w, i) � x ∧ y whenever both (w, i) � x and (w, i) � y.
− (w, i) � z ; y whenever for some k ∈ pos(w),

(w, i, k) �re z and (w, k) � y.
− (w, i) � zxy whenever (w, i) � y or for some sequence

(i0 = i, i1, . . . im) (w, ik, ik+1) �re z and (w, ik) � x,
and (w, im) � y.
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− (w, i) � zxy whenever one of:
(i) (w, i) � y and (w, i) � x
(ii) for some sequence (i0 = i, i1, . . . im)

(w, ik, ik+1) �re z and (w, ik) � y and (w, im) � x
(iii) for some infinite sequence (i0 = i, i1, . . .)

(w, ik, ik+1) �re z and (w, ik) � y
− (w, i) � ẑ whenever for some k ∈ pos(w), (w, i, k) �re z.

The semantics of zxy establish that either the obligation y is satisfied at the
point i of evaluation, or there is a sequence of delays—as determined by z—
after which y holds, and x holds after each individual delay. The semantics of
zxy establish that y must hold initially and after each delay—as determined by
z— and that x determines when the repetition of the delay can stop (if it stops
at all).

As with regular expressions, languages can also be associated with RLTL
expressions in the standard form: a word w ∈ Γ ω is in the language of an
expression x, denoted by w ∈ L(x), whenever (w, 1) � x. The following lemmas
hold immediately from the definitions:

Lemma 1. For every RLTL expressions x and y and RE expression z:

– The expression zxy is equivalent to y ∨ (x ∧ z ; zxy).
– The expression zxy is equivalent to y ∧ (x ∨ z ; zxy).

Lemma 2. If Lx is the language of x, Ly is the language of y and Lz the
language of z, then

– The language of zxy is the least fix-point solution of the equation:

X = Ly ∪ (Lx ∩ Lz; X)

– The language of zxy is the greatest fix-point solution of the equation:

X = Ly ∩ (Lx ∪ Lz; X)

where ; is the standard language concatenation.

Thus, although the semantics of the power operators is not defined using fix
point equations, it can be characterized by such equations, similar as the until
operator in LTL.

We finish this section by justifying the need of the operator α̂ in RLTL. It is
clear, directly from the semantics, that the operators ∧, ∨ and ; will not define
infinite languages (or equivalently pointed models) unless their arguments do. By
Lemma 1, the same holds for the power and dual power operators. The expression
x̂ serves as a pump of the finite models (segments) of x to any continuation. An
alternative would have been to include a universal expression (	 in the next
section) from which x̂ = x ; 	. Similarly, 	 = t̂rue, so both alternatives are
equivalent.

In the sequel, the size of an RLTL formula is defined as the total number of
its symbols.
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3 Translating LTL and Regular Expressions into RLTL

We will use 	 and ⊥ as syntactic sugar for t̂rue and f̂alse (resp). In particular,
observe that (w, i) � 	 and (w, i) � ⊥ for every pointed word (w, i). We first
introduce some equivalences of RLTL, very simple to prove, that will assist in
our definitions:

x ∨ y = y ∨ x x ∧ y = y ∧ x
	 ∨ x = 	 	 ∧ x = x
⊥ ∨ x = x ⊥ ∧ x = ⊥

3.1 Translating ω-Regular Expressions

First, we show how to translate ω-regular expressions into regular linear temporal
logic. An ω-regular expression is of the form:

∑

i

xi ; (yi)ω

for a finite family of regular expressions xi and yi. Note that when a more con-
ventional definition of regular expressions is used (one that allows the definition
of languages containing the empty word), one must explicitly require that yi

does not posses the empty word property, which is not needed in our definition.
Also, the case of xi possessing the empty word property (in the classical defini-
tion), can be handled easily since for every yi the following equivalence holds:
yω

i = yi ; (yω
i ). Then every expression of the form xi ; (yi)ω can be translated into

(xi ; yi) ; (yω
i ), for which the finite prefix does not accept the empty word and it

is in the variation of regular expressions introduced here.

Lemma 3. Given a regular expression z, the regular linear temporal logic ex-
pression z⊥	 is equivalent to zω.

Proof. As no pointed word (w, i) satisfies ⊥, the only relevant case in the se-
mantics of the dual power operator for z⊥	 is that there is an infinite sequence
of points (i1, i2, . . .) for which (w, ik, ik+1) � z. Therefore w ∈ L(zω). ��

It follows that the ω-regular expression
∑

i xi ; (yi)ω is equivalent to the RLTL
expression

∨

i xi ; (yi⊥	). This immediately implies:

Corollary 1. The following are true for regular linear temporal logic:
– RLTL can express every ω-regular language.
– The set of operators {∨, ;, dual power} is complete.

Observe that no alternation of the power operators is needed to obtain expressive
completeness (or in terms of Lemma 2 no alternation of fix points is necessary).
This result is analogous to the linear μ-calculus [14], where the alternation hier-
archy collapses at level 0 (in terms of expressiveness).
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3.2 Translating LTL

We consider the following definition of LTL:

ψ ::= p
∣
∣ ψ ∨ ψ

∣
∣ ψ ∧ ψ

∣
∣ ψ

∣
∣ ψ

∣
∣ ψ

∣
∣ ψ U ψ

∣
∣ ψ R ψ

which allows to express every linear temporal logic property in negation normal
form. Note that ψ and ψ are just added for convenience.

The semantics of LTL expressions are defined, similarly to RLTL, by defining
a binary relation �LTL between pointed words and LTL expressions: �LTL ⊆
(Γ ω × Pos) × LTL. The semantics is defined inductively. The basic expressions
and boolean operators are mapped as conventionally. Let x and y be arbitrary
LTL expressions. The semantics of the temporal operators is:

− (w, i) �LTL x whenever (w, j) �LTL x for some j ≥ i.
− (w, i) �LTL x whenever (w, j) �LTL x for all j ≥ i.
− (w, i) �LTL x whenever (w, i + 1) �LTL x.
− (w, i) �LTL x U y whenever (w, j) �LTL y for some j ≥ i, and

(w, k) �LTL x for all i ≤ k < j.
− (w, i) �LTL x R y whenever (w, j) �LTL y for all j ≥ i, or

for some j, (w, j) �LTL x and for all k
within i ≤ k < j, (w, j) �LTL y.

Consider the following procedure, that translates an LTL expression ψ into
an RLTL expression τ(ψ):

– τ(p) = p̂, τ(x ∧ y) = τ(x) ∧ τ(y), τ(x ∨ y) = τ(x) ∨ τ(y),
– τ(x) = true ; τ(x),
– τ(x) = true⊥τ(x),
– τ(x) = true�τ(x),
– τ(x U y) = trueτ(x)τ(y),
– τ(x R y) = trueτ(x)τ(y).

Theorem 1. Every LTL expression defines the same language as its RLTL
translation.

Proof. The proof proceeds by structural induction. For the basic expression, the
boolean operators and  the result holds directly from the definitions. We show
here the equivalence for U (the rest follow similarly). It is well known that xU y
is the least fix point solution of the equation X ≡ y ∨ (x ∧ (x U y)), which is
by Lemma 2 the semantics of trueτ(x)τ(y). ��
Our translation maps every LTL operator into an equivalent RLTL context (with
the same number of holes). Consequently, this translation only involves a linear
blow-up in the size of the original formula. Since checking satisfiability of linear
temporal logic is PSPACE-hard [21] this translation immediately gives a lower
bound on the complexity of RLTL.

Proposition 1. The problems of satisfiability and equivalence for regular linear
temporal logic are PSPACE-hard.
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4 Translating RLTL into Alternating Automata

We now show that every RLTL formula can be translated with a linear blow-up
into an alternating automaton accepting precisely its models.

4.1 Preliminaries

Let us, however, first recall the definitions of (nondeterministic) automata op-
erating on finite words and alternating Büchi automata operating on infinite
words.

A nondeterministic finite automaton (NFA) is a tuple A : 〈Γ, Q, q0, ∂, F 〉
where Γ is the alphabet, Q a finite set of states, q0 ∈ Q the initial state, ∂ :
Q × Γ → 2Q the transition function, and F ⊆ Q is the set of final states. An
NFA operates on finite words: A run of A on a word w = a1 . . . an ∈ Γ ∗ is a
sequence of states and actions ρ = q0a1q1 . . . qn, where q0 is the initial state of
A and for all i ∈ {1, . . . n}, we have qi+1 ∈ ∂(qi, ai). The run is called accepting
if qn ∈ F . The language of A, denoted by L(A), is the set of words w ∈ Γ ∗ for
which an accepting run exists.

For a finite set X of variables, let B+(X ) be the set of positive Boolean formulas
over X , i.e., the smallest set such that X ⊆ B+(X ), true, false ∈ B+(X ), and
φ, ψ ∈ B+(X ) implies φ ∧ ψ ∈ B+(X ) and φ ∨ ψ ∈ B+(X ). We say that a
set Y ⊆ X satisfies (or is a model of) a formula φ ∈ B+(X ) iff φ evaluates to
true when the variables in Y are assigned to true and the members of X\Y
are assigned to false. A model is called minimal if none of its proper subsets
is a model. For example, {q1, q3} as well as {q2, q3} are minimal models of the
formula (q1 ∨ q2) ∧ q3.

An alternating Büchi automaton (ABA) is a tuple A : 〈Γ, Q, q0, ∂, F 〉 where Γ ,
Q, and F are as for NFAs. The transition function ∂, however, yields a positive
boolean combination of successor states: ∂ : Q × Γ → B+(Q). Furthermore, an
ABA operates on infinite words: A run over an infinite word w = a0a1 . . . ∈ Γ ω

is a Q-labeled directed acyclic graph (V, E) such that there exist labellings l :
V → Q and h : V → N which satisfy the following properties:
– there is a single v0 ∈ V with h(v0) = 0. Moreover, l(v0) = q0.
– for every (v, v′) ∈ E, h(v′) = h(v) + 1.
– for every v′ ∈ V with h(v′) ≥ 1, {v ∈ V | (v, v′) ∈ E} �= ∅,
– for every v, v′ ∈ V , v �= v′, l(v) = l(v′) implies h(v) �= h(v′), and
– for every v ∈ V , {l(v′) | (v, v′) ∈ E} is a minimal model of ∂(l(v), ah(v)).
A run (V, E) is accepting if every maximal finite path ends in a node v ∈ V

with ∂(l(v), ah(v)) = true and every maximal infinite path, wrt. the labeling l,
visits at least one final state infinitely often. The language L(A) of an automa-
ton A is determined by all strings for which an accepting run of A exists. We
also consider alternating co-Büchi automaton (AcBA), defined exactly as ABA,
except that the accepting condition establishes that all final states are visited
only finitely many times in accepting paths.

We measure the size of an NFA, ABA and AcBA in terms of its number of
states.
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An ABA is weak (WABA), if there exists a partition of Q into disjoints sets
Qi, such that for each set Qi either Qi ⊆ F or Qi∩F = ∅, and, there is a partial
order ≤ on the collection of the Qi’s such that for every q ∈ Qi and q′ ∈ Qj for
which q′ occurs in δ(q, a), for some a ∈ Γ , we have Qj ≤ Qi.

It was shown in [13] that every AcBA can be translated into a WABA with a
quadratic blow-up. Furthermore, it was shown in [17] that for an ABA accepting
L, we get an AcBA accepting the complement of L, when dualizing the transition
function (switching ∧ with ∨ and true with false) and turning the acceptance
condition into a co-Büchi acceptance condition. This gives

Proposition 2. For every ABA A with n states, there is an ABA Ā with at
most n2 states accepting the complement of A’s language.

4.2 Translation

We are now ready to formulate the main theorem of this section:

Theorem 2. For every φ ∈ RLTL, there is an ABA Aφ accepting precisely the
ω-words satisfying φ. Moreover, the size of Aφ is linear in the size of φ.

Corollary 2. Checking satisfiability of an RLTL formula is PSPACE-complete.

Proof. By Proposition 1, satisfiability of an RLTL formula is PSPACE-hard.
Given φ ∈ RLTL, we can construct Aφ according to Theorem 2, and check Aφ

for emptiness, which can be done in PSPACE [24].

As usual, we call two formulas of RLTL equivalent iff their sets of models coin-
cide.

Lemma 4. Checking equivalence of two RLTL formulas is PSPACE-complete.

Proof. By Proposition 1, equivalence of two RLTL formulas φ and ψ is PSPACE-
hard.

The formulas φ and ψ are equivalent iff both (¬φ ∧ ψ) and (φ ∧ ¬ψ) are un-
satisfiable. Even though complementation is not present in RLTL, we can use au-
tomata constructions to perform these two tests. The construction of Theorem 2
gives ABA Aφ and Aψ polynomial in the size of the formula. By Proposition 2,
we can complement an ABA with an at most quadratic blow-up. ABAs in turn
can be combined with ∧. The check for emptiness of the resulting alternating
automata can be done in PSPACE [24]. ��
In the remainder of this section, we present the construction of Aφ for φ ∈ RLTL,
hereby proving Theorem 2. The procedure works bottom-up the parse tree of φ.
Recall that every regular expression α can be translated into an equivalent NFA
[9].

Now, consider alternating Büchi automata for x and y, Ax : 〈Γ, Qx, qx
o , ∂x, F x〉

and Ay : 〈Γ, Qy, qy
o , ∂y, F y〉, and a non-deterministic automaton (over finite

words) for z: Az : 〈Γ, Qz , qz
o , ∂z, F z〉. Without loss of generality, we assume

that their state spaces are disjoint. We consider the different operators of RLTL:
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Disjunction. The automaton for x ∨ y is:

Ax∨y : 〈Γ, Qx ∪ Qy, q0, ∂, F x ∪ F y〉
where q0 is a fresh new state. The transition function is defined as

∂(q, a) =

{

∂x(q, a) if q ∈ Qx

∂y(q, a) if q ∈ Qy

∂(q0, a) = ∂x(qx
0 , a) ∨ ∂y(qy

0 , a).

Thus, from the fresh initial state q0, Ax∨y chooses non-deterministically one of
the successor states of Ax’s or Ay’s initial state. Clearly, the accepted language
is the union.

Conjunction. The automaton for x ∧ y is:

Ax∧y : 〈Γ, Qx ∪ Qy, q0, ∂, F x ∪ F y〉
where q0 is again a fresh new state. The transition function is defined as before
except

∂(q0, a) = ∂x(qx
0 , a) ∧ ∂y(qy

0 , a).

Hence, from the fresh initial state q0, Ax∧y follows both Ax’s and Ay’s initial
state. Clearly, the accepted language is the intersection.

Suffix extensions. The automaton for ẑ is:

A
bz : 〈Γ, Qz ∪ {qtt}, qz

0 , ∂, {qtt}〉
where qtt is a fresh new state and ∂ is defined, for q ∈ Qz as:

∂(q, a) =

{∨{∂z(q, a)} if q /∈ F z

∨{∂z(q, a)} ∨ {qtt} if q ∈ F z

and ∂(qtt, a) = qtt. Thus, from a final state, which signals that the prefix of the
infinite word read so far matches the regular expression, the automaton may
non-deterministically choose to accept the remainder of the word.

Concatenation. The automaton for z ; x is:

Az;x : 〈Γ, Qz ∪ Qx, qz
0 , ∂, F x〉

where ∂ is defined, for q ∈ Qz as:

∂(q, a) =

{∨{∂z(q, a)} if ∂z(q, a) ∩ F z = ∅
∨{∂z(q, a)} ∨ qx

0 if ∂z(q, a) ∩ F z �= ∅
and, for q ∈ Qx as ∂(q, a) = ∂x(q, a). Recall that Az is a nondeterministic
automaton. Whenever Az can non-deterministically choose a successor that is a
final state, it can also switch to Ax. Thus, the accepted language is indeed the
concatenation.
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qx
0

q
y
0

qz
0

q0

f

a

aa

a

b

b

Ax

Ay

Az

Fig. 1. Construction for the power operator

Power. The automaton for zxy is:

Azxy : 〈Γ, Qz ∪ Qx ∪ Qy ∪ {q0}, q0, ∂, F x ∪ F y〉
where ∂ is defined as follows. The successor for a of the initial state is:

∂(q0, a) = ∂y(qy
0 , a) ∨ (∂x(qx

0 , a) ∧ ∨{∂z(qz
0 , a)})

The successor of Qx and Qy are defined as in Ax and Ay, i.e., ∂x(q, a) for q ∈ Qx,
∂y(q, a) for q ∈ Qy. For q ∈ Qz

∂(q, a) =

{∨{∂z(q, a)} if ∂z(q, a) ∩ F z = ∅
∨{∂z(q, a)} ∨ q0 if ∂z(q, a) ∩ F z �= ∅

The construction, depicted in Fig. 1, follows precisely the equivalence zxy ≡
y ∨ (x ∧ z; zxy) established in Lemma 1 and the construction for disjunction,
conjunction, and concatenation.

Dual power. The automaton for zxy is:

Azxy : 〈Γ, Qz ∪ Qx ∪ Qy ∪ {q0}, q0, ∂, F x ∪ F y ∪ {q0}〉
where ∂ is defined exactly as before except for the successor for a of the initial
state:

∂(q0, a) = ∂y(qy
0 , a) ∧ (∂x(qx

0 , a) ∨ ∨{∂z(qz
0 , a)})

Note, however, the state q0 is now accepting, since the evaluation is allowed to
loop in z for ever, restarting a copy of y at each repetition of z.
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Complexity. Recall that a regular expression can linearly be translated into a
corresponding NFA [9,10]. Examining the construction given above, we see that
each operator adds at most one extra state. Thus, the overall number of states
of the resulting automaton is linear with respect to the size of the formula.

The above construction for the concatenation operator relies heavily on the
fact that the automaton Az for a regular expression is nondeterministic. If RLTL
were based on extended regular expressions, which offer boolean combinations
of regular expressions (including negation), there would be no hope to get a
PSPACE satisfiability procedure, as checking emptiness for extended regular
expressions is already of non-elementary complexity [22]. On the same line, semi-
extended regular expressions (that add conjunction to regular expressions) and
input-synchronizing automata as introduced by Yamamoto [27] do neither give
a PSPACE algorithm.

5 Conclusion and Discussion

In this paper, we introduced RLTL, a temporal logic that allows to express all ω-
regular properties. It allows a smooth combination of LTL-formulas and regular
expressions. Besides positive boolean combinations, only two power operators
are introduced, which generalize LTL’s until as well as the ∗/ω-operator found
in ω-regular expressions. In contrast to LTL, RLTL allows to define arbitrary
ω-regular properties, while keeping LTL’s complexity of satisfiability (PSPACE).
In contrast to νTL, RLTL refrains the user to deal with fix point formulas.

Technically, RLTL can be considered as a sublogic of linear fix point logic
with chop (LFLC). As satisfiability for LFLC is undecidable, RLTL spots an
interesting subset of LFLC. Moreover, practically, the techniques developed for
LFLC [18,15] should be usable for RLTL as well.

The careful reader has probably observed that complementation has not been
included in RLTL, even though doing so does not immediately turn the decision
problems non-elementary (regular-expressions would be built completely before
complementation is applied). The reason is that complementation for ABA (us-
ing the translation from AcBA to WABA to obtain an ABA) involves a quadratic
blow-up, and the resulting ABA for a given formula obtained at the end of the
inductive construction will no-longer have a polynomial size in all cases.

A different accepting condition can be used, for example a parity condition,
giving a linear size parity automaton at the end of the translation (using possibly
a linear number of colors). One way to attack the emptiness problem of parity
automata is then to translate the automaton into a weak alternating parity
automaton, whose emptiness problem is well known to be in PSPACE. However,
the best procedure known generates a weak automaton of size O(nk), for n states
and k ranks). The use of weak parity automata directly in the construction is
precluded by the dual power operator zxy, since one seems to be forced to express
that the initial state q0 must be visited infinitely often.

Recent developments [23] seem to indicate that the emptiness problem for
alternating parity automata is in PSPACE, by a direct algorithm. This result
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would allow the introduction of negation in RLTL freely with no penalty in the
complexity class of the algorithms.

Nevertheless, as the resulting alternating Büchi automaton for a given RLTL
formula can be complemented with an at most quadratic blow-up, we can eas-
ily get an exponentially bigger nondeterministic Büchi automaton accepting the
formula’s refutations, so that automata-based model checking of RLTL specifi-
cations can be carried out as usual (for LTL).

Clearly, since ETL, νTL, DLTL, and RLTL are all expressively complete wrt.
ω-regular languages, for every ground formula in one logic defining some ω-
regular language, there is an equivalent ground formula in any of the other
logics defining the same language. From that perspective, all logics are equally
expressive. However, ETL, and νTL offer, for example, no translation of the
sequencing operator ; respecting a given context and DLTL does not allow to
formulate a corresponding ω-operator. Thus, RLTL’s unique feature is that every
LTL operator and the operators in regular expressions can be translated into an
equivalent RLTL context (with the same number of holes). This allows a linear,
inductive translation of LTL properties or regular expressions.

The closest approach to RLTL is DLTL, though it is motivated in the context
of dynamic logic. Similarly as RLTL, DLTL implicitly follows similar concepts
as attempt, obligation, and delay by enriching the until operator. However, the
obligation must be met in every “intermediate” position between the current
and the one where the attempt holds. In RLTL, however, a sequence of delays
has to be considered and the obligation has to hold only when the delay begins.
The choice taken in RLTL has a huge advantage: It is straightforward to extend
RLTL with past operators, by changing the direction of delay expressions. Ex-
tending DLTL to handle past seems to be much more cumbersome. However,
this addition is left for future work.
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