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Preface

The technologies of mobile communications and ubiquitous computing are per-
vading our society. Wireless networks are becoming the nerves of our territory,
especially in the urban setting; through these nerves, the movement of people and
vehicles may be sensed and possibly recorded, thus producing large volumes of
mobility data. This is a scenario of great opportunities and risks. On one side, data
mining can be put to work to analyse these data, with the purpose of producing
useful knowledge in support of sustainable mobility and intelligent transportation
systems. On the other side, individual privacy is at risk, as the mobility data may
reveal, if misused, highly sensitive personal information.

In a nutshell, a novel multi-disciplinary research area is emerging within this
challenging conflict of opportunities and risks and at the crossroads of three sub-
jects: mobility, data mining and privacy. This book is aimed at shaping up this
frontier of research, from a computer science perspective: we investigate the var-
ious scientific and technological achievements that are needed to face the challenge,
and discuss the current state of the art, the open problems and the expected road-map
of research. Hence, this is a book for researchers: first of all for computer science
researchers, from any sub-area of the field, and also for researchers from other
disciplines (such as geography, statistics, social sciences, law, telecommunication
and transportation engineering) who are willing to engage in a multi-disciplinary
research area with potential for broad social and economic impact.

This book was made possible by the project GeoPKDD — Geographic Privacy-
Aware Knowledge Discovery and Delivery' — funded by the European Commission
under the Sixth Framework Programme, Information Society Technologies, Future
Emerging Technologies (project number IST-6FP-014915, started in December
2005). GeoPKDD is a large research initiative, involving more than 40 researchers
from eight institutions from seven countries and coordinated by the editors of this
book. Its goal is precisely to explore the frontier of research described in this book,
and to provide scientific results and practical evidence to demonstrate that it is pos-
sible to create useful mobility knowledge out of raw spatiotemporal data by means

Uhttp://www.geopkdd.eu.
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of privacy-preserving data mining techniques. We acknowledge the support of the
European Commission, without which neither the project nor the book would have
been possible, and we are grateful to the FET project officers Fabrizio Sestini and
Paul Hearn for believing in our idea of producing a book in the early stage of the
project.

This is a choral book: the community of GeoPKDD researchers cooperated
tightly during the first year of the project to produce this book. The structure of
the book was agreed upon, and each of the 13 chapters was developed by a team
of researchers from at least two, often three, different institutions. The production
of the chapters promoted a great many interactions, meetings and follow-ups; the
writing of each of the chapters was coordinated by one or two responsible authors,
whose names occur first in the author lists. Afterwards, a phase of internal review
started, when cross-reviewing among the GeoPKDD researchers was finalised to
harmonise content and terminology. Finally, an external round of review took place:
each chapter was reviewed by two or three internationally renowned scientists.

We, as editors, are genuinely grateful to all contributors, who were enthusias-
tic about this book project despite the heavy burden we put on them — a clear sign
that the GeoPKDD community is strong and growing. We owe special thanks to
the chapter coordinators. Also, the book would not have been possible without the
effort of the external reviewers, whom we gratefully acknowledge: Antonio Albano
(University of Pisa), Krzysztof R. Apt (CWI, Amsterdam), Toon Calders (Univer-
sity of Antwerp), Christopher Clifton (Purdue University), Cosimo Comella (Italian
Data Protection Commission), Elena Ferrari (University of Insubria, Como), Mark
Gahegan (Penn State University), Stefano Giordano (University of Pisa), Dimitrios
Gunopulos (University of California at Riverside), Ralf Hartmut Giiting (Univer-
sity of Hagen), Donato Malerba (University of Bari), Nikos Mamoulis (University
of Hong Kong), Yannis Manolopoulos (Aristotle University, Thessaloniki), Stan
Matwin (University of Ottawa), Harvey J. Miller (University of Utah), Dimitris
Papadias (Hong Kong University of Science and Technology), Christophe Rigotti
(INSA, Lyon), Salvatore Ruggieri (University of Pisa), Marius Thériault (Université
Laval), Robert Weibel (University of Zurich), Ouri Wolfson (University of Illinois
at Chicago), Xiaobai Yao (University of Georgia) and Carlo Zaniolo (University of
California at Los Angeles). Finally, we owe special thanks to our colleagues Mirco
Nanni and Fabio Pinelli ISTI-CNR, Pisa) for their help in editing the manuscript.

Pisa, Italy, Fosca Giannotti
August 2007 Dino Pedreschi
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Mobility, Data Mining and Privacy: A Vision
of Convergence

F. Giannotti and D. Pedreschi

The comprehension of phenomena related to movement — not only of people and
vehicles but also of animals and other moving objects — has always been a key issue
in many areas of scientific investigation or social analysis. The human geographer,
for instance, studies the flows of migrant populations with reference to geography
— places that are sources and destinations of migrations — and time. The historian,
another example, studies military campaigns and related movements of armies and
populations. (A famous instance is the depiction of Napoleon’s March on Moscow,
published by C.J. Minard in 1861, discussed in Chap. 1 of this book (see Fig. 1.1);
this figure represents with eloquence the fate of Napoleon’s army in the Russian
campaign of 1812-1813, by showing the movement of the army together with its
dramatically diminishing size during its advance and subsequent retreat.) The ethol-
ogist studies animal behaviour by the analysis of movement patterns, based on field
observations or, sometimes, on data from tracking devices.

Today, in the extremely complex social systems of the gigantic metropolitan
areas of the twenty-first century, the observation of the movement patterns and
behavioural models of people is needed for the traffic engineers and city man-
agers to reason about mobility and its sustainability and to support decision makers
with trustable knowledge. The very same knowledge about people movement and
behaviour is precious for the urban planner, e.g. to localise new services, to organise
logistics systems and for the timely detection of changes that occur in the movement
behaviour. At a finer-grained spatial scale, movement in contexts such as a shopping
area or a natural park is an interesting subject of investigation, either for commercial
purposes, as in geo-marketing, or for improving the quality of service.

In all the above cases, albeit so different from each other, two key problems recur:

e First, how to collect mobility data about extremely complex, often chaotic, social
or natural systems made of large populations of moving entities.

F. Giannotti
KDD Laboratory, ISTI-CNR, Pisa, Italy, e-mail: fosca.giannotti @isti.cnr.it
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2 F. Giannotti, D. Pedreschi

e Second, how to turn this data into mobility knowledge, i.e. into useful models
and patterns that abstract away from the individual and shed light on collective
movement behaviour, pertaining to groups of individuals that it is worth putting
into evidence.

In other words, by the observation of (many) individual movements — of a
migrant, of one of Napoleon’s soldiers, of an animal, of a commuting worker in a
city, of a tourist in a park — we aim at understanding the general movement patterns
or models — a migratory flow, an army’s path, a frequently followed trajectory in the
savannah, on the urban street network or in a park — that suddenly become usable
knowledge, which makes the original system easier to understand by revealing some
of its motion laws, hidden in the chaos. Simple and useful mobility knowledge is
learned from complex systems of moving entities.

If this has been a long-time dream, never fully realised in practice, a chance to
get closer to the dream is offered, today, by the convergence of two factors:

o The mobility data made available by the wireless and mobile communication
technologies

e Data mining — the methods for extracting models and patterns from (large)
volumes of data

1 Mobility Data

Our everyday actions, the way people live and move, leave digital traces in the
information systems of the organisations that provide services through the wireless
networks for mobile communication. The potential value of these traces in record-
ing the human activities in a territory is becoming real, because of the increasing
pervasiveness and positioning accuracy. The number of mobile phone users world-
wide was estimated as 1.5 billion in 2005, with regions, such as Italy, where the
number of mobile phones is exceeding the number of inhabitants; in other regions,
especially developing countries, the numbers are still increasing at a high speed. On
the other hand, the location technologies, such as GSM and UMTS, currently used
by wireless phone operators are capable of providing an increasingly better esti-
mate of a user’s location, while the integration of various positioning technologies
proceeds: GPS-equipped mobile devices can transmit their trajectories to some ser-
vice provider (and the European satellite positioning system Galileo may improve
precision and pervasiveness in the near future), Wi-Fi and Bluetooth devices may
be a source of data for indoor positioning, Wi-Max can become an alternative for
outdoor positioning, and so on.

The consequence of this scenario, where communication and computing devices
are ubiquitous and carried everywhere and always by people and vehicles, is that
human activity in a territory may be sensed — not necessarily on purpose, but simply
as a side effect of the ubiquitous services provided to mobile users. Thus, the wire-
less phone network, designed to provide mobile communication, can also be viewed
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as an infrastructure to gather mobility data, if used to record the location of its users
at different times. The wireless networks, whose pervasiveness and localisation pre-
cision increase while new location-based and context-based services are offered to
mobile users, are becoming the nerves of our territory — in particular, our towns —
capable of sensing and, possibly, recording our movements.

From this perspective, we have today a chance of collecting and storing mobility
data of unprecedented quantity, quality and timeliness at a very low cost: in princi-
ple, a dream for traffic engineers and urban planners, compelled until yesterday to
gather data of limited size and precision only through highly expensive means such
as field experiments, surveys to discover travelling habits of commuting workers
and ad hoc sensors placed on streets.

However, there’s a long way to go from mobility data to mobility knowledge. In
the words of J.H. Poincaré, ‘Science is built up with facts, as a house is with stones.
But a collection of facts is no more a science than a heap of stones is a house.” Since
databases became a mature technology and massive collection and storage of data
became feasible at increasingly cheaper costs, a push emerged towards powerful
methods for discovering knowledge from those data, capable of going beyond the
limitations of traditional statistics, machine learning and database querying. This is
what data mining is about.

2 Data Mining

Data mining is the process of automatically discovering useful information in large
data repositories. Often, traditional data analysis tools and techniques cannot be
used because of the massive volume of data gathered by automated collection tools,
such as point-of-sale data, Web logs from e-commerce portals, earth observation
data from satellites, genomic data. Sometimes, the non-traditional nature of the data
implies that ordinary data analysis techniques are not applicable.

The three most popular data mining techniques are predictive modelling, cluster
analysis and association analysis.

o In predictive modelling, the goal is to develop classification models, capable of
predicting the value of a class label (or target variable) as a function of other vari-
ables (explanatory variables); the model is learnt from historical observations,
where the class label of each sample is known: once constructed, a classification
model is used to predict the class label of new samples whose class is unknown,
as in forecasting whether a patient has a given disease based on the results of
medical tests.

e In association analysis, also called pattern discovery, the goal is precisely to
discover patterns that describe strong correlations among features in the data or
associations among features that occur frequently in the data. Often, the discov-
ered patterns are presented in the form of association rules: useful applications of
association analysis include market basket analysis, i.e. the task of finding items
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that are frequently purchased together, based on point-of-sale data collected at
cash registers.

o In cluster analysis, the goal is to partition a data set into groups of closely related
data in such a way that the observations belonging to the same group, or cluster,
are similar to each other, while the observations belonging to different clusters
are not. Clustering can be used, for instance, to find segments of customers with
a similar purchasing behaviour or categories of documents pertaining to related
topics.

Data mining is a step of knowledge discovery in databases, the so-called KDD
process for converting raw data into useful knowledge. The KDD process consists
of a series of transformation steps:

e Data preprocessing, which transforms the raw source data into an appropriate
form for the subsequent analysis

e Actual data mining, which transforms the prepared data into patterns or models:
classification models, clustering models, association patterns, etc.

e Postprocessing of data mining results, which assesses validity and usefulness of
the extracted patterns and models, and presents interesting knowledge to the final
users — business analysts, scientists, planners, etc. — by using appropriate visual
metaphors or integrating knowledge into decision support systems

Today, data mining is both a technology that blends data analysis methods with
sophisticated algorithms for processing large data sets, and an active research field
that aims at developing new data analysis methods for novel forms of data. On one
side, classification, clustering and pattern discovery tools are now part of mature
data analysis systems and have been successfully applied to problems in various
commercial and scientific domains. On the other side, the increasing heterogeneity
and complexity of new forms of data — such as those arriving from medicine, biol-
ogy, the Web, the Earth observation systems — call for new forms of patterns and
models, together with new algorithms to discover such patterns and models effi-
ciently. One of the frontiers of data mining research, today, is precisely represented
by spatiotemporal data, i.e., observations of events that occur in a given place at a
certain time, such as the mobility data arriving from wireless networks. Here, the
challenge is particularly tough: which data mining tools are needed to master the
complex dynamics of people in motion and construct concise and useful abstrac-
tions out of large volumes of mobility data is, by large, an unanswered question.
Good news, hence, for researchers willing to engage in a highly interdisciplinary,
highly risky and highly promising area, with a large potential impact on socially
and economically relevant problems.

3 Mobility Data Mining

Mobility data mining is, therefore, emerging as a novel area of research, aimed at
the analysis of mobility data by means of appropriate patterns and models extracted
by efficient algorithms; it also aims at creating a novel knowledge discovery process
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explicitly tailored to the analysis of mobility with reference to geography, at appro-
priate scales and granularity. In fact, movement always occurs in a given physical
space, whose key semantic features are usually represented by geographical maps;
as a consequence, the geographical background knowledge about a territory is
always essential in understanding and analysing mobility in such territory. Mobility
data mining, therefore, is situated in a Geographic Knowledge Discovery process —a
term first introduced by Han and Miller in [2] — capable of sustaining the entire chain
of production from raw mobility data up to usable knowledge capable of supporting
decision making in real applications.

As a prototypical example, assume that source data are positioning logs from
mobile cellular phones, reporting user’s locations with reference to the cells in the
GSM network; these mobility data come as streams of raw log entries recording
users entering a cell — (userID, time, celllD, in) — users exiting a cell — (userID,
time, celllD, out) — or, in the near future, user’s position within a cell — (userID,
time, celllD, X, Y) and, in the case of GPS/Galileo equipped devices, user’s abso-
lute position. Indeed, each time a mobile phone is used on a given network, the
phone company records real-time data about it, including time and cell location. If
a call is taking place, the recording data-rate may be higher. Note that if the caller
is moving, the call transfers seamlessly from one cell to the next. In this context,
a novel geographic knowledge discovery process may be envisaged, composed of
three main steps: trajectories reconstruction, knowledge extraction and delivery of
the information obtained, described in the following.

(1) Trajectory reconstruction. In this basic phase, the stream of raw mobility data
has to be processed to obtain trajectories of individual moving objects; the result-
ing trajectories should be stored into appropriate repositories, such as a trajectory
database or data warehouse.

Reconstruction of trajectories is per se a challenging problem. The reconstruc-
tion accuracy of trajectories, as well as their level of spatiotemporal granularity,
depend on the quality of the log entries, since the precision of the position may
range from the granularity of a cell of varying size to the relative (approximated)
position within a cell.

Indeed, each moving object trajectory is typically represented as a set of local-
isation points of the tracked device, called sampling. This representation has
intrinsic imperfection mainly due to two aspects. The first source of imperfec-
tion is the measurement error of the tracking device. For example, a GPS-enabled
device introduces a measurement error of a few metres, whereas the imprecision
introduced in a GSM/UMTS network is the dimension of a cell, which could
be from less than hundred metres in urban settings to a few kilometres in rural
areas. The second source of imperfection is related to the sampling rate and
involves the trajectory reconstruction process that approximates the movement
of the objects between two localisation points. Although some simple approx-
imated reconstruction techniques are sometimes applicable, more sophisticated
reconstruction of trajectories from raw mobility data is to be investigated, to take
into account the spatial, and possibly temporal, imperfection in the reconstruction
process.
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Fig. 1 Trajectory clustering

The management and querying of large volumes of mobility data and recon-
structed trajectories also poses specific problems, which are only partly solved
by currently available technology, such as moving object databases.

(2) Knowledge extraction.  Spatiotemporal data mining methods are needed to
extract useful patterns out of trajectories. However, spatiotemporal data mining is
still in its infancy, and even the most basic questions in this field are still largely
unanswered: What kinds of patterns can be extracted from trajectories? Which
methods and algorithms should be applied to extract them? The following basic
examples give a glimpse of the wide variety of patterns and possible applications
it is expected to manage':

o Clustering, the discovery of groups of ‘similar’ trajectories, together with a
summary of each group (see Fig.1). Knowing which are the main routes
(represented by clusters) followed by people or vehicles during the day can
represent precious information for mobility analysis. For example, trajec-
tory clusters may highlight the presence of important routes not adequately
covered by the public transportation service.

e Frequent patterns, the discovery of frequently followed (sub)paths (Fig. 2).
Such information can be useful in urban planning, e.g. by spotlighting fre-
quently followed inefficient vehicle paths, which can be the result of a mistake
in the road planning.

o Classification, the discovery of behaviour rules, aimed at explaining the
behaviour of current users and predicting that of future ones (Fig. 3). Urban
traffic simulations are a straightforward example of application for this kind
of knowledge, since a classification model can represent a sophisticated alter-
native to the simple ad hoc behaviour rules, provided by domain experts, on
which actual simulators are based.

! In the figures, circles represent cells in the wireless network.
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Fig. 2 Trajectory patterns

Fig. 3 Trajectory prediction

(3) Knowledge delivery. —Extracted patterns are very seldom geographic knowl-
edge prét-a-porter: It is necessary to reason on patterns and on pertinent back-
ground knowledge, evaluate patterns’ interestingness, refer them to geographic
information and find out appropriate presentations and visualisations. Once
suitable methods for interpreting and delivering geographic knowledge on trajec-
tories are available, several application scenarios become possible. The paradig-
matic example is sustainable mobility, namely how to support and improve
decision making in mobility-related issues, such as

Planning traffic and public mobility systems in metropolitan areas
Planning physical communication networks, such as new roads or railways
Localising new services in our towns

Forecasting traffic-related phenomena

Organising postal and logistics systems

Timely detecting problems that emerge from the movement behaviour
Timely detecting changes that occur in the movement behaviour
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4 Privacy

Today we are faced with the concrete possibility of pursuing an archaeology of the
present: discovering from the digital traces of our mobile activity the knowledge
that makes us comprehend timely and precisely the way we live, the way we use our
time and our land today.

Thus, it is becoming possible, in principle, to understand how to live better by
learning from our recent history, i.e. from the traces left behind us yesterday, or
a few moments ago, recorded in the information systems and analysed to produce
usable, timely and reliable knowledge. In simple words, we advocate that mobility
data mining, defined as the collection and extraction of knowledge from mobility
data, is the opportunity to construct novel services of great societal and economic
impact.

However, there is a little path from opportunities to threats: We are aware that,
on the basis of this scenario, there lies a flaw of potentially dramatic impact, namely
the fact that the donors of the mobility data are the citizens, and making these
data publicly available for the mentioned purposes would put at risk our own pri-
vacy, our natural right to keep secret the places we visit, the places we live or
work at and the people we meet — all in all, the way we live as individuals. In
other words, the personal mobility data, as gathered by the wireless networks, are
extremely sensitive information; their disclosure may represent a brutal violation of
the privacy protection rights, established in increasingly more laws and regulations
internationally.

A genuine positivist researcher, with an unlimited trust in science and progress,
may observe that, for the mobility-related analytical purposes, knowing the exact
identity of individuals is not needed: anonymous data are enough to reconstruct
aggregate movement behaviour, pertaining to whole groups of people, not to indi-
vidual persons. This line of reasoning is also coherent with existing data protection
regulations, such as that of the European Union, which states that personal data,
once made anonymous, are not subject any longer to the restrictions of the privacy
law. Unfortunately, this is not so easy: the problem is that anonymity means mak-
ing reasonably impossible the re-identification, i.e. the linkage between the personal
data of an individual and the identity of the individual itself. Therefore, transforming
the data in such a way to guarantee anonymity is hard: as some realistic exam-
ples show, supposedly anonymous data sets can leave unexpected doors open to
malicious re-identification attacks. Chapter 4 discusses such examples in different
domains such as medical patient data, Web search logs and location and trajectory
data; moreover, other possible breaches for privacy violation may be left open by
the publication of the mining results, even in the case that the source data are kept
secret by a trusted data custodian.

The bottom-line of this discussion is that protecting privacy when disclosing
mobility knowledge is a non-trivial problem that, besides socially relevant, is scien-
tifically attractive. As often happens in science, the problem is to find an optimal
trade-off between two conflicting goals: from one side, we would like to have
precise, fine-grained knowledge about mobility, which is useful for the analytic
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purposes; from the other side, we would like to have imprecise, coarse-grained
knowledge about mobility, which puts us in repair from the attacks to our privacy. It
is interesting that the same conflict — essentially between opportunities and risks —
can be read either as a mathematical problem or as a social (or ethical or legal) chal-
lenge. Indeed, the privacy issues related to the ICTs can only be addressed through
an alliance of technology, legal regulations and social norms. In the meanwhile,
increasingly sophisticated privacy-preserving techniques are being studied. Their
aim is to achieve appropriate levels of anonymity by means of controlled transfor-
mation of data and/or patterns — limited distortion that avoids the undesired side
effect on privacy while preserving the possibility of discovering useful knowledge.
A fascinating array of problems thus emerged, from the point of view of computer
scientists and mathematicians, which already stimulated the production of impor-
tant ideas and tools. Hopefully, in the near future, it will be possible to reach a
win—win situation: obtaining the advantages of collective mobility knowledge with-
out divulging inadvertently any individual mobility knowledge. These results, if
achieved, may have an impact on laws and jurisprudence, as well as on the social
acceptance and dissemination of ubiquitous technologies.

5 Purpose of this Book

Mobility, data mining and privacy: There is a new multi-disciplinary research
frontier that is emerging at the crossroads of these three subjects, with plenty of
challenging scientific problems to be solved and vast potential impact on real-life
problems. This is the conviction that brought us to create a large European project
called GeoPKDD — Geographic Privacy-aware Knowledge Discovery and Deliv-
ery [1] — that, since December 2005, is exploring this frontier of research. The same
conviction is the basis of this book, produced by the community of researchers of the
GeoPKDD project, which is thoroughly aimed at substantiating the vision advocated
above.

The approach that we followed in undertaking this task is twofold: first, in Part I
of the book, we set up the stage and make the vision more concrete, by discussing
which elements of the three subjects are involved in the convergence: mobility
(Which data come from the wireless networks?), data mining (in which classes of
applications can be addressed with a geographic knowledge discovery process) and
privacy (Which is the interplay between the privacy-preserving technologies and the
data protection laws?). Second, in the subsequent parts of the book, we identify the
scientific and technological ingredients that, from a computer science perspective,
are needed to support a geographic knowledge discovery process; for each such
ingredient we discuss the current state of the art and the roadmap of research that
we expect.

More precisely, the book is organised as follows.

In Part I (Setting the stage), Chap. 1 introduces the basic notions related to the move-
ment of objects and the data that describe the movement; Chap.2 characterises
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the next generation of mobility-related applications through a privacy-aware geo-
graphic knowledge discovery process; Chap. 3 discusses tracking of mobility data
and trajectories from wireless networks and Chap.4 discusses privacy protection
regulations and technologies, together with related opportunities and threats.

In Part IT (Managing moving object and trajectory data), Chap.5 discusses data
modelling for moving objects and trajectories; Chap. 6 deals with trajectory data-
base management issues and physical aspects of trajectory database systems, such
as indexing and query processing; Chap. 7 discusses the first steps towards a trajec-
tory data warehouse providing online analytical tools for trajectory data and Chap. 8
discusses the location privacy problem in spatiotemporal and trajectory data, also
taking into account security.

In Part I (Mining spatiotemporal and trajectory data), Chap.9 discusses the
knowledge discovery and data mining techniques applied to geographical data, i.e.
data referenced to geographic information; Chap. 10 deals with spatiotemporal data
mining, i.e. knowledge discovery from mobility data, where the space and time
dimensions are inextricably intertwined; Chap. 11 discusses the privacy-preserving
methods (and problems) in data mining, with a particular focus on the specific
privacy and anonymity issues arising in spatiotemporal data mining; Chap. 12 dis-
cusses the quest towards a language framework, capable of supporting the user in
specifying and refining mining objectives, combining multiple strategies and defin-
ing the quality of the extracted knowledge, in the specific context of movement
data and Chap. 13 considers the use of interactive visual techniques for detection of
various patterns and relationships in movement data.

This is more a book of questions, rather than a book of answers. It is clearly
devoted to shape up a research area, and therefore targeted at researchers that
are looking for challenging open problems in an exciting interdisciplinary subject.
This is why we tried to speak, as far as possible, a language comprehensible to
researchers coming from various subareas of computer science, including databa-
ses, data mining, machine learning, algorithms, data modelling, visualisation and
geographic information systems. But, more ambitiously, we also tried to speak to
researchers from the other disciplines that are needed to fully realise the vision:
geography, statistics, social sciences, law, telecommunication engineering and trans-
portation engineering. We believe that at least the material in Part I, and also most
of the remaining chapters, can reach the attention of researchers who are interested
in the inter-disciplinary dialogue, and perceive the interplay among mobility, the
information and communication technologies and privacy as a potential ground for
such a dialogue. Most of, if not all, open challenges of the contemporary society are
intrinsically multi-disciplinary, and require solutions — hence research — that cross
the boundaries of traditional disciplines: we like to think that this book is a little
step in this direction.
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Part I
Setting the Stage



Chapter 1
Basic Concepts of Movement Data

N. Andrienko, G. Andrienko, N. Pelekis, and S. Spaccapietra

1.1 Introduction

From ancient days, people have observed various moving entities, from insects and
fishes to planets and stars, and investigated their movement behaviours. Although
methods that were used in earlier times for observation, measurement, recording,
and analysis of movements are very different from modern technologies, there is
still much to learn from past studies. First, this is the thorough attention paid to the
multiple aspects of movement. These include not only the trajectory (path) in space,
characteristics of motion itself such as speed and direction, and their dynamics over
time but also characteristics and activities of the entities that move. Second, this is
the striving to relate movements to properties of their surroundings and to various
phenomena and events.

As an illustration, let us take the famous depiction of Napoleon’s March on
Moscow, published by Charles Joseph Minard in 1861 (this representation is repro-
duced in Fig. 1.1; a detailed description can be found in Tufte [15]). The author
engages the readers in the exploration of the fate of Napoleon’s army in the Russian
campaign of 1812—1813. Beginning at the Polish—Russian border, the thick band
shows the size of the army at each position. The path of Napoleon’s retreat from
Moscow in the cold winter is depicted by the dark lower band, which is tied to tem-
perature and timescales. Tufte [15] identified six separate variables that were shown
within Minard’s drawing. First, the line width continuously marked the size of the
army. Second and third, the line itself showed the latitude and longitude of the army
as it moved. Fourth, the lines themselves showed the direction that the army was
travelling, both in advance and retreat. Fifth, the location of the army with respect
to certain dates was marked. Finally, the temperature along the path of retreat was
displayed. It can also be noted that, despite the schematic character of the drawing

N. Andrienko
Fraunhofer Institut Intelligente Analyse- und Informationssysteme, Sankt Augustin, Germany,
e-mail: natalia.andrienko @iais.fraunhofer.de

F. Giannotti and D. Pedreschi (eds.) Mobility, Data Mining and Privacy. 15
© Springer-Verlag Berlin Heidelberg 2008



16 N. Andrienko et al.

CARTE FIGURATIVE dus pertes successives en homemey de VArmie Franguise dans la campagne de Russie 19121813,

Drenrde par W Minurd Insjecieer Odndral dar Poats ot Chavssdes en revaste.

R empiratere sa “I'S"".' o' tha reern dtry e Rhaugur su dessass de sdrs

e Pruenm £
Th "
——— — ¥ P : Lt

T u

X o Dereiber B o Nevember s Ociobar

Fig. 1.1 Representation of Napoleon’s Russian campaign of 1812, produced by Charles Joseph
Minard in 1861

with its rudimentary cartography, Minard depicted some features of the underlying
territory (specifically, rivers and towns) he deemed essential for the understanding of
the story.

Since the environment in which movements take place and the characteristics of
the moving entities may have significant influence on the movements, they need to
be considered when the movements are studied. Moreover, movements themselves
are not always the main focus of a study. One may analyse movements with the
aim to gain knowledge about the entities that move or about the environment of the
movements. Thus, in the research area known as time geography, the observation
of everyday movements of human individuals was primarily the means of studying
activities of different categories of people. On an aggregate level, time geography
looks for trends in society.

The ideas of time geography originate from Hagerstrand [5]. A prominent fea-
ture of time geography is the view of space and time as inseparable. Hagerstrand’s
basic idea was to consider space—time paths in a three-dimensional space where
horizontal axes represent geographic space and the vertical axis represents time.
This representation is known as space—time cube. The idea is illustrated in Fig. 1.2
(left). The line represents the movements of some entity, for example, a working
person, who initially was at home, then travelled to his workplace and stayed there
for a while, then moved to a supermarket for shopping and, having spent some time
there, returned home. Vertical lines stand for stays at a certain location (home, work-
place, or supermarket). The workplace is an example of a station, i.e. a place where
people meet for a certain activity. The sloped line segments indicate movements.
The slower the movement, the steeper will be the line. The straightness of the lines
in our drawing assumes that the person travels with constant speed, which is usually
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Fig. 1.2 An illustration of the notions of space—time path and space—time prism

just an approximation of the real behaviour. The space—time path can be projected
on a map, resulting in the path’s footprint.

Another important concept of time geography is the notion of space—time prism,
which is schematically illustrated in Fig. 1.2(right). In the three-dimensional repre-
sentation, this is the volume in space and time a person can reach in a particular time
interval starting and returning to the same location (for instance, where a person can
get from his workplace during lunch break). The widest extent is called the poten-
tial path space and its footprint is called potential path area. In Fig. 1.2(right), it is
represented by a circle, assuming it to be possible to reach every location within the
circle. In reality, the physical environment will not always allow this. In general, the
space—time paths of individuals are influenced by constraints. One can distinguish
between capability constraints (for instance, mode of transport and need for sleep),
coupling constraints (for instance, being at work or at the sports club) and authority
constraints (for instance, accessibility of buildings or parks in space and time).

In the era of pre-computer graphics, it was time consuming and expensive to
produce space—time cube visualisations to support the exploration of movement
behaviours. However, with the rise of new visualisation technology and interactivity,
researchers revisited this concept [7, 13]. Moreover, modern time geography is not
entirely based on visual representations and qualitative descriptions. Thus, Miller
[10] suggests a measurement theory for its basic entities and relationships, which
includes formal definitions of the space—time path, space—time prism, space—time
stations as well as fundamental relationships between space—time paths and prisms.
This provides foundations for building computational tools for time geographic
querying and analysis.

Whatever tools and technologies have been used for the collection, represen-
tation, exploration and analysis of movement data, the underlying basic concepts
related to the very nature of movement in (geographical) space remain stable and
the characteristics of movement examined in past studies do not lose their relevance.
In Sect. 1.2, we present a synthesis from existing literature concerning the basic con-
cepts and characteristics of movement. Movement occurs in space and in time, so we
discuss the possible ways of spatial and temporal referencing and relevant properties
of space and time. We also briefly mention other matters that may have an impact
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on movement and therefore need attention in analysis. These include properties and
activities of moving entities and various space and/or time-related phenomena and
events.

Data analysis is seeking answers to various questions about data. In Sect. 1.3, we
define the types of questions that can arise in analysis of movement data. For the
question types to be independent of any analysis methods and tools, we define them
on the basis of an abstract model of movement data, which involves three funda-
mental components: population of entities, time and space. We distinguish between
elementary questions, which refer to individual data items, and synoptic questions,
which refer to the data as a whole or to data subsets considered in their entirety.
Synoptic questions play the primary role in data analysis. At the end, we relate the
tool-independent taxonomy of analytical questions to the established typology of
data mining tasks.

1.2 Movement Data and Their Characteristics

This section presents a synthesis from the current literature talking about movement
and movement data: what is movement? How can movement be reflected in data?
How can movement be characterised? What does it depend on?

1.2.1 Trajectories

A strict definition of movement relates this notion to change in the physical position
of an entity with respect to some reference system within which one can assess
positions. Most frequently, the reference system is geographical space.

A trajectory is the path made by the moving entity through the space where
it moves. The path is never made instantly but requires a certain amount of time.
Therefore, time is an inseparable aspect of a trajectory. This is emphasised in the
term ‘space—time path’ [5, 10, 11], one of the synonyms for ‘trajectory’. Another
well-known term, ‘geospatial lifeline’ introduced by Hornsby and Egenhofer [6],
also refers to time although less explicitly (through the notion of ‘life’).

If 1y is the time moment when the path started and f.,q is the moment when
it ended, for any moment #; between #y and f.pg, there is a position in space that
was occupied by the entity at this moment (although in practice this position is not
always known). Hence, a trajectory can be viewed as a function that matches time
moments with positions in space. It can also be seen as consisting of pairs (time,
location). Since time is continuous, there are an infinite number of such pairs in
a trajectory. For practical reasons, however, trajectories have to be represented
by finite sequences of time-referenced locations. Such sequences may result from
various ways that are used to observe movements and collect movement data:

e Time-based recording: positions of entities are recorded at regularly spaced time
moments, e.g. every 5 min
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e Change-based recording: a record is made when the position of an entity differs
from the previous one

e Location-based recording: records are made when an entity comes close to
specific locations, e.g. where sensors are installed

e Event-based recording: positions and times are recorded when certain events
occur, in particular, activities performed by the moving entity (e.g. calling by
a mobile phone)

e Various combinations of these basic approaches

Typically, positions are measured with uncertainty. Sometimes it is possible
to refine the positions by taking into account physical constraints, e.g. the street
network.

In studying movements, an analyst attends to a number of characteristics, which
can be grouped depending on whether they refer to states at individual moments
or to movements over time intervals. Moment-related characteristics include the
following:

Time, i.e. position of this moment on the timescale

Position of the entity in space

Direction of the entity’s movement

Speed of the movement (which is zero when the entity stays in the same place)
Change of the direction (turn)

Change of the speed (acceleration)

Accumulated travel time and distance

Overall characteristics of a trajectory as a whole or a trajectory fragment made
during a subinterval [¢, #;] of the entire time span [#, fepq] include the following:

Geometric shape of the trajectory (fragment) in the space

Travelled distance, i.e. the length of the trajectory (fragment) in space
Duration of the trajectory (fragment) in time

Movement vector (i.e. from the initial to the final position) or major direction
Mean, median and maximal speed

Dynamics (behaviour) of the speed

— Periods of constant speed, acceleration, deceleration and stillness

— Characteristics of these periods: start and end times, duration, initial and final
positions, initial and final speeds, etc.

— Arrangement (order) of these periods in time

e Dynamics (behaviour) of the directions

— Periods of straight, curvilinear, circular movement

— Characteristics of these periods: start and end times, initial and final positions
and directions, major direction, angles and radii of the curves, etc.

— Major turns (‘turning points’) with their characteristics: time, position, angle,
initial and final directions, and speed of the movement in the moment of
the turn

— Arrangement (order) of the periods and turning points in time
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Besides examining a single trajectory, an analyst is typically interested in com-
parison of two or more trajectories. These may be trajectories of different entities
(e.g. different persons), trajectories of the same entity made at different times (e.g.
trajectories of a person on different days) or different fragments of the same trajec-
tory (e.g. trajectories of a person on the way from home to the workplace and on the
way back). Generally, the goal of comparison is to establish relations between the
objects that are compared. Here are some examples of possible relations:

Equality or inequality

Order (less or greater, earlier or later, etc.)

Distance (in space, in time or on any numeric scale)

Topological relations (inclusion, overlapping, crossing, touching, etc.)

Many other types of relations may be of interest, depending on the nature of the
things being compared. In comparing trajectories, analysts are most often interested
in establishing the following types of relations:

e Similarity or difference of the overall characteristics of the trajectories, which
have been listed above (shapes, travelled distances, durations, dynamics of speed
and directions and so on)

e Spatial and temporal relations

— Co-location in space, full or partial (i.e. the trajectories consist of the same
positions or have some positions in common)
(a) Ordered co-location: the common positions are attained in the same order
(b) Unordered co-location: the common positions are attained in different

orders

— Co-existence in time, full or partial (i.e. the trajectories are made during the
same time period or the periods overlap)

— Co-incidence in space and time, full or partial (i.e. same positions are attained
at the same time)

— Lagged co-incidence, i.e. entity e; attains the same positions as entity ep but
after a time delay Ar

— Distances in space and in time

Most researchers dealing with movement data agree in recognising the necessity
to consider not only trajectories with their spatial and temporal characteristics but
also the structure and properties of the space and time where the movement takes
place as having a great impact upon the movement behaviour. The concepts and
characteristics related to space and time are briefly discussed below.

1.2.2 Space

Space can be seen as a set consisting of locations or places. An important property
of space is the existence of distances between its elements. At the same time, space
has no natural origin and no natural ordering between the elements. Therefore, in
order to distinguish positions in space, one needs to introduce in it some reference
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system, for example, a system of coordinates. While this may be done, in principle,
quite arbitrarily, there are some established reference systems such as geographical
coordinates.

Depending on the practical needs, one can treat space as two dimensional (i.e.
each position is defined by a pair of coordinates) or as three dimensional (each
position is defined by three coordinates). In specific cases, space can be viewed as
one dimensional. For example, when movement along a standard route is analysed,
one can define positions through the distances from the beginning of the route, i.e.
a single coordinate is sufficient.

Theoretically, one can also deal with spaces having more than three dimensions.
Such spaces are abstract rather than physical; however, movements of entities in
abstract spaces may also be subject to analysis. Thus, Laube et al. [8] explore the
movement (evolution) of the districts of Switzerland in the abstract space of politics
and ideology involving three dimensions: left vs. right, liberal vs. conservative and
ecological vs. technocratic.

The physical space is continuous, which means that it consists of an infinite num-
ber of locations and, moreover, for any two different locations there are locations
‘in between’, i.e. at smaller distances to each of the two locations than the distance
between the two locations. However, it may also be useful to treat space as a discrete
or even finite set of locations. For example, in studying the movement of tourists
over a country or a city, one can ‘reduce’ space to the set of points of interest visited
by the tourists. Space discretisation may be even indispensable, in particular, when
positions of entities cannot be precisely measured and specified in terms of areas
such as cells of a mobile-phone network, city districts, or countries.

The above-cited examples show that space may be structured, in particular,
divided into areas. The division may be hierarchical; for instance, a country is
divided into provinces, the provinces into municipalities and the municipalities
into districts. Areas can also be derived from a geometric decomposition (e.g. 1 km?
cells), with no semantics associated to the decomposition. A street (road) network
is another common way of structuring physical space.

Like coordinate systems, space structuring also provides a reference system,
which may be used for distinguishing positions, for instance, by referring to streets
or road fragments and relative positions on them (house numbers or distances from
the ends). The possible ways of specifying positions in space can be summarised as
follows:

e Coordinate-based referencing: positions are specified as tuples of numbers rep-
resenting linear or angular distances to certain chosen axes or angles

e Division-based referencing: referring to compartments of an accepted geometric
or semantic-based division of the space, possibly hierarchical

e Linear referencing: referring to relative positions along linear objects such as
streets, roads, rivers, pipelines; for example, street names plus house numbers or
road codes plus distances from one of the ends
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Since it is often the case that positions of entities cannot be determined accu-
rately, they may be represented in data with uncertainty, for example, as areas
instead of points.

Sometimes, an analyst is not so much interested in absolute positions in space
as in relative positions with regard to a certain place. For example, the analyst may
study where a person travels with regard to his/her home or movements of spectators
to and from a cinema or a stadium. In such cases, it is convenient to define positions
in terms of distances and directions from the reference place (or, in other words,
by means of polar coordinates). The directions can be defined as angles from some
base direction or geographically: north, northwest and so on.

Comprehensive analysis may require consideration of the same data within
different systems of spatial referencing and, hence, transformation of one refer-
ence system to another: geographical coordinates to polar (with various origins),
coordinate-based referencing to division based or network based, etc.

It may also be useful to disregard the spatial positions of locations and consider
them from the perspective of their domain-specific semantics, e.g. home, workplace,
shopping place.

It should be noted that space (in particular, physical space) is not uniform but het-
erogeneous, and its properties vary from place to place. These properties may have
a great impact on movement behaviours and, hence, should be taken into account in
analysis. The relevant characteristics of individual locations include the following:

Altitude, slope, aspect and other characteristics of the terrain
Accessibility with regard to various constraints (obstacles, availability of roads,
etc.)

e Character and properties of the surface: land or water, concrete or soil, forest or
field, etc.
Objects present in a location: buildings, trees, monuments, etc.
Function or way of use, e.g. housing, shopping, industry, agriculture, or trans-
portation

e Activity-based semantics, e.g. home, work, shopping, leisure

When locations are defined as space compartments (i.e. areas in two-dimensional
space or volumes in three-dimensional space) or network elements rather than
points, the relevant characteristics also include the following:

e Spatial extent and shape
e Capacity, i.e. the number of entities the location can simultaneously contain
e Homogeneity or heterogeneity of properties (listed above) over the compartment

It should be noted that properties of locations may change over time. For exam-
ple, alocation may be accessible on weekdays and inaccessible on weekends; a town
square may be used as a marketplace in the morning hours; a road segment may be
blocked or its capacity reduced because of an accident or reparation works.

Similar to space, there are different ways of defining positions in time, and time
may also be heterogeneous in terms of properties of time moments and intervals.
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1.2.3 Time

Mathematically, time is a continuous set with a linear ordering and distances
between the elements, where the elements are moments or positions in time. Anal-
ogous to positions in space, some reference system is needed for the specification
of moments in data. In most cases, temporal referencing is done on the basis of the
standard Gregorian calendar and the standard division of a day into hours, hours into
minutes and so on. The time of the day may be specified according to the time zone
of the place where the data are collected or as Greenwich Mean Time (GMT). There
are cases, however, when data refer to relative time moments, e.g. the time elapsed
from the beginning of a process or observation, or abstract time stamps specified as
numbers 1, 2 and so on. Unlike the physical time, abstract times are not necessarily
continuous.

Like positions in space, moments may be specified imprecisely, i.e. as intervals
rather than points in time. But even when data refer to points, they are indispensably
imprecise: since time is continuous, the data cannot refer to every possible point. For
any two successive moments #; and #, referred to in the data, there are moments in
between for which there are no data. Therefore, one cannot definitely know what
happened between #; and t, but can only estimate this by means of interpolation.

Physical time is not only a linear sequence of moments but includes inherent
cycles resulting from the earth’s daily rotation and annual revolution. These nat-
ural cycles are reflected in the standard method of time referencing: the dates are
repeated in each year and the times in each day. Besides these natural cycles, there
are also cycles related to people’s activities, for example, the weekly cycle. Vari-
ous domain- and problem-specific cycles exist as well, for example, the revolution
periods of the planets in astronomy or the cycles of the movement of buses or local
trains on standard routes.

Temporal cycles may be nested; in particular, the daily cycle is nested within
the annual cycle. Hence, time can be viewed as a hierarchy of nested cycles. Sev-
eral alternative hierarchies may exist, for example, year/month/day-in-month and
year/week-in-year/day-in-week.

It is very important to know which temporal cycles are relevant to the movements
under study and to take these cycles properly into account in the analysis. For this
purpose, it is necessary that the cycles were reflected in temporal references of the
data items. Typically, this is done through specifying the cycle number and the posi-
tion from the beginning of the cycle. In fact, the standard references to dates and
times of the day are built according to this principle. However, besides the standard
references to the yearly and daily cycles, references to other (potentially) relevant
cycles, e.g. the weekly cycle of people’s activities or the cycles of the movement of
satellites, may be necessary or useful. Hence, an analyst may need to transform the
standard references into references in terms of alternative time hierarchies.

Temporal cycles may have variable periods. For example, the cycle of El Nino
and La Nina climatic events, which influences the movement of air and water masses
in the Pacific Ocean, has an average return period of four and a half years but can
recur as little as two or as much as ten years apart. To make data related to different
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cycles comparable, one needs to somehow ‘standardise’ the time references, for
example, divide the absolute time counts from the beginning of a cycle by the length
of this cycle.

Transformation of absolute time references to relative is also useful when it is
needed to compare movements that start at different times and/or proceed with dif-
ferent speeds. The relative time references would in this case be the time counts
from the beginning of each movement, possibly, standardised in the way of dividing
them by the duration of the movement.

As we have noted, the properties of time moments and intervals may vary, and
this variation may have significant influence on movements. For example, the move-
ments of people on weekdays notably differ from the movements on weekends;
moreover, the movements on Fridays differ from those on Mondays and the move-
ments on Saturdays differ from those on Sundays. In this example, we have a case
of a regular difference between positions within a cycle. Another example of the
same kind is the difference between times of a day: morning, midday, evening and
night. However, the regularity in the variation of properties of time moments may be
disrupted, for example, by an intrusion of public holidays. Not only the intrusions
themselves but also the preceding and/or following times may be very different from
the ‘normal’ time; think, for example, of the days before and after Christmas. Such
irregular changes should also be taken into account in the analysis of time-dependent
phenomena, in particular, movements.

The regularity of changes may itself vary, in particular, owing to interactions
between larger and smaller temporal cycles. Thus, the yearly variation of the dura-
tion of daylight has an impact on the properties of times of a day, which, in turn,
influence movements of people and animals. In the results, movements at the same
time of the day in summer and in winter may substantially differ.

Typically, the heterogeneity of properties of time is not explicitly reflected in
data and, hence, cannot be automatically taken into account in data analysis. Much
depends on the analyst’s ability to involve his/her background knowledge. Hence,
the methods and tools used for the analysis must allow the analyst to do this.

1.2.4 Moving Entities and Their Activities

Like locations in space and moments in time, the entities that move have their own
characteristics, which may influence the movement and, hence, need to be taken
into account in the analysis. Thus, the movements of people may greatly depend on
their occupation, age, health condition, marital status, and other properties. It is also
relevant whether an entity moves by itself or by means of some vehicle. The way
and means of the movement pose their constraints on the possible routes and other
characteristics of the movement.

People are an example of entities that typically move purposely. The purposes
determine the routes and may also influence the other characteristics, in particular,
the speed. For other types of entities, for example, tornadoes or elementary particles,
one needs to attend to the causes of the movement rather than the purposes.
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Movement characteristics may also depend on the activities performed by the
entities during their movement. For example, the movement of a person in a shop
differs from the movement on a street or in a park. The characteristics of the
movement may change when the person starts speaking by a mobile phone.

1.2.5 Related Phenomena and Events

Any movement occurs in some environment and is subject to the influences from
various events and phenomena taking place in this environment. Thus, Minard
included a graph of winter temperatures in his depiction of Napoleon’s Russian
campaign since he was sure that the temperatures produced a great influence on the
movement and fate of the army. Movements of people are influenced by the climate
and current weather, by sport and cultural events, by legal regulations and estab-
lished customs, by road tolls and oil prices, by shopping actions and traffic accidents
and so on. To detect such influences or to take them into account in movement data
analysis, the analyst needs to involve additional data and background knowledge.

We have reviewed thus far what characteristics and aspects of movement are
considered in the analysis of movement data and what other types information are
relevant. However, we did not define what it means, ‘to analyse movement data’,
and for what purposes such an analysis is done. Let us now try to do this.

1.3 Analytical Questions

One can hardly find a strict definition of the term ‘data analysis’ in handbooks or
research literature. However, most of the writers agree with the view of data analysis
as an iterative process consisting of the following activities:

Formulate questions

Choose analysis methods

Prepare the data for application of the methods
Apply the methods to the data

Interpret and evaluate the results obtained

In short, data analysis is formulating questions and seeking answers. In this sec-
tion, we try to define the types of questions that can arise in analysis of movement
data. Examples of various questions concerning moving entities can be easily found
in literature, for instance, in Guting and Schneider [4]:

How often do animals stop

Which routes are regularly used by trucks

Did the trucks with dangerous goods come close to a high-risk facility
Were any two planes close to a collision

Find ‘strange’ movements of ships, indicating illegal dumping of waste
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However, we did not find a systematic taxonomy of the fypes of questions relevant
to the analysis of movement data. Therefore, we try to build such a taxonomy by
applying and adapting the general framework suggested by Bertin [2] and extended
by Andrienko and Andrienko [1].

Bertin is a French cartographer and geographer, who was the first in articulating
a coherent and reasoned theory for what is now called Information Visualisation.
Bertin has developed a comprehensive framework for the design of maps and
graphics intended for data analysis, where the function of a graphic is answering
questions. Logically, a part of Bertin’s theory deals with the types of questions
that may need to be answered. The question types, as Bertin defines them, have
no specific ‘graphical flavour’ and no influence of any other method for data repre-
sentation or analysis. Questions are formulated purely in the ‘language’ of data, and
hence have general relevance. Therefore, we can use Bertin’s framework to define
the types of questions that arise in analysis of movement data irrespective of what
analysis methods are chosen.

To achieve this independence, we define the question types on the basis of an
abstract view of the structure of movement data, which is presented next. In our
typology, we distinguish between elementary questions, which refer to individ-
ual data items, and synoptic questions, which refer to the data as a whole or to
data subsets considered in their entirety. Synoptic questions play the primary role
in data analysis. We consider various types of elementary and synoptic questions.
At the end, we relate the tool-independent taxonomy of analytical questions to the
established typology of data mining tasks.

1.3.1 Data Structure

According to the general framework, the types of questions are defined on the basis
of the structure of the data under analysis, i.e. what components the data consist of
and how they are related. On an abstract level, movement data can be viewed as
consisting of the three principal components:

Time: a set of moments
Population (this term is used in statistical rather than demographic sense): a set
of entities that move

e Space: a set of locations that can be occupied by the entities

As noted above, a trajectory may be viewed as a function mapping time moments
onto positions in space. Analogously, movement of multiple entities may be seen
as a function mapping pairs (time moment, entity) onto positions. This is a very
abstract data model, which is independent of any representative formalism (of
course, there may be other models; for example, a database-oriented view would
consider the same data as a table of tuples with at least three attributes: entity,
time and space). The time and population of entities play the role of ‘independent
variables’, or referential components, according to the terminology suggested by
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Andrienko and Andrienko [1] and the space plays the role of ‘dependent variable’,
or characteristic component.

A combination of values of the referential components is called a reference.
In our case, a reference is a pair consisting of a time moment and an entity. The
set of all possible references is called the reference set. Values of the characteris-
tic components corresponding to the references are called characteristics of these
references.

As it was mentioned in the previous section, the state of a moving entity at a
selected time moment can be characterised not only by its position in space but
also by additional characteristics such as speed, direction, acceleration. These char-
acteristics can be viewed as secondary, since they can be derived from the values
of the principal components. Nevertheless, we can extend our concept of move-
ment data and see it as a function mapping references (time moment, entity) onto
combinations of characteristics (position, speed, direction, etc.).

We have also mentioned in the previous section that locations, time moments and
entities may have their own characteristics. For example, locations may be charac-
terised by altitude, slope, character of the surface, etc.; entities may be characterised
by their kind (people, vehicles, animals, etc.), age, gender, activity and so on. Such
characteristics are independent of the movement, that is, do not refer to pairs (time
moment, entity) but to individual values of the three principal components, time,
population and space. Note that the space plays the role of a referential compo-
nent for altitude, slope and so on. The characteristics of time moments, entities and
locations will be further called supplementary characteristics. The characteristics
of the pairs (time moment, entity) (including the secondary ones) will be called
characteristics of movement.

Analytical questions arising in the analysis of movement data, address first of all
the references (i.e. times and entities) and the characteristics of movement. However,
they may also involve supplementary characteristics.

1.3.2 Elementary and Synoptic Questions

The types of questions are differentiated first of all according to their level: whether
they address individual references or sets of references. Questions addressing indi-
vidual references are called elementary. The term ‘elementary’ means that the ques-
tions address elements of the reference set. Questions addressing sets of references
(either the whole reference set or its subsets) are called synoptic. The word ‘synop-
tic’ is defined in a dictionary (Merriam-Webster [9], p. 1197) as the following:

1. Affording a general view of a whole

2. Manifesting or characterised by comprehensiveness or breadth of view

3. Presenting or taking the same or common view; specifically often capitalised: of
or relating to the first three Gospels of the New Testament

4. Relating to or displaying conditions (as of the atmosphere or weather) as they
exist simultaneously over a broad area
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Table 1.1 Different levels of questions about movement data

Population
Elementary Synoptic
Time Elementary Where was entity e at time What was the spatial distribution
moment #? of all entities at time moment #?
Synoptic How did entity e move during How did all entities move during
the time period from #; to #,? the time period from #; to #,?

The first interpretation is the closest to what we mean by synoptic questions,
which assume a general view of a reference (sub)set as a whole, as will be clear
from the examples given below. Interpretations 2 and 4 are also quite consistent
with our usage of the term.

When there are two referential components, like in movement data, a question
may be elementary with respect to one of them and synoptic with respect to the
other. Examples are given in Table 1.1. Note that these examples are templates rather
than specific questions, since they contain slots or variables.

The difference between elementary and synoptic questions is not merely the
number of elements involved. It is more fundamental: a synoptic question requires
one to deal with a set as a whole, in contrast to elementary questions addressing
individual elements. Although an elementary question may address two or more
elements, it does not require these elements to be considered all together as a unit.
Compare, for instance, the following questions:

e What were the positions of entities ey, e3,...,e, at time moment ¢?
e What was the spatial distribution of the set of entities e, es,...,e, at time
moment ¢?

The first question is elementary with respect to the population, although it
addresses multiple entities. However, each entity is addressed individually, and the
question about n entities is therefore equivalent to n questions asking about each of
the entities separately (i.e. the same answer can be given in both cases: entity e; was
in place p;, e; was in p, and so on). The second question does not ask about the
individual positions of all entities but about the spatial distribution of the set of enti-
ties as a whole. The possible answers could be ‘the entities are distributed evenly’
(or randomly, or concentrated in some part of the territory, or aligned, etc.).

In our examples, the elementary questions ask about locations of entities at time
moments. They may also ask about the secondary characteristics of movement cor-
responding to references (time moment, entity), e.g. “What was the speed of entity
e at moment ¢?° Supplementary characteristics may also be involved, as in the ques-
tion ‘Describe the location where entity e was at moment #’. To answer this question,
one needs, first, to determine the spatial position of entity e at moment ¢ and, second,
to ascertain the supplementary characteristics of the location thus found.

What do synoptic questions ask about? What is common between ‘how did the
entity (entities) move?’ and ‘what was the spatial distribution of the entities’ (see
Table 1.1)?
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1.3.3 Behaviour and Pattern

We introduce the notion of behaviour: this is the configuration of characteristics cor-
responding to a given reference (sub)set. The notion of behaviour is a generalisation
of such notions as distribution, variation, trend, dynamics, trajectory. In particular, a
trajectory of a single entity is a configuration of locations (possibly, in combination
with the secondary characteristics of movement) corresponding to a time interval.
We say ‘configuration’ rather than ‘set’ meaning that the characteristics are arranged
in accordance with the structure and properties of the reference (sub)set and the
relations between its elements. Thus, since a time interval is a continuous linearly
ordered set, a trajectory is a continuous sequence of locations ordered according to
the times they were visited.

The term ‘behaviour’ is used here in quite a general sense and does not necessar-
ily mean a process going on in time. Thus, the spatial distribution of a set of entities
at some time moment is also a kind of behaviour, although it does not involve any
temporal variation.

Since a population of entities is a discrete set without natural ordering and dis-
tances between the elements, it does not impose any specific arrangement of the
corresponding characteristics. Still, the corresponding behaviour is not just a set of
characteristics. Thus, one and the same characteristic or combination of character-
istics can occur several times, and these occurrences are treated as different, while
in a set each element may occur only once. A behaviour over a set of entities may
hence be conceptualised as the frequency distribution of the characteristic values
over this set of entities.

The absence of natural ordering and distances on a population of entities does
not mean that ordering and distances between entities cannot exist at all. Thus, a set
of participants of a military parade is spatially ordered and has distances between
the elements. However, the ordering and distances are defined in this case on the
basis of certain characteristics of the entities, specifically, their spatial positions. The
characteristics that define ordering and/or distances between entities can be chosen,
in principle, quite arbitrarily. Thus, participants of a parade can also be ordered
according to their heights, or weights, or ages. In data analysis, it may be useful to
consider different orderings of the entities and the corresponding arrangements of
characteristics. In such cases, the behaviours are not just frequency distributions but
more complex constructs where characteristic values are positioned according to the
ordering and/or distances between the entities they are associated with.

The collective movement behaviour of a population of entities over a time period
is a complex configuration built from movement characteristics of all entities at all
time moments, which has no arrangement with respect to the population of entities
and has a continuous linear arrangement with respect to the time.

Hence, synoptic questions address reference (sub)sets and corresponding be-
haviours, while elementary questions address individual references and correspond-
ing characteristics. An answer to an elementary question is the value(s) of the
characteristic component(s) it is asking about. An answer to a synoptic question is
a description of the behaviour or, more generally, a representation of this behaviour
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in some language, e.g. natural, mathematical, graphical. Such a representation will
be called pattern. This agrees with the definition of a pattern in the data mining lit-
erature: ‘a pattern is an expression E in some language L describing facts in a subset
Fg of a set of facts F' so that E is simpler than the enumeration of all facts in Fg’ [3].
Note that the latter definition emphasises the synoptic nature of a pattern: a pattern
does not simply enumerate some facts but describes them all together as a whole.

As should be clear from the definition, different patterns (e.g. focusing on differ-
ent aspects) may represent one and the same behaviour. A pattern may be compound,
i.e. composed of other patterns. For example, the description ‘most of the people
tend to move towards the city centre in the morning and outwards in the evening’ is
a compound pattern including two simpler patterns, inward and outward movement.
Patterns representing movement behaviours of individual entities (i.e. trajectories)
and collective movement behaviours of sets of entities base first of all on the char-
acteristics of movement but may also involve supplementary characteristics. Thus,
our example pattern concerning the movement of people describes first of all the
direction of the movement but also mentions such supplementary characteristics as
the character of the moving entities (people), the character of a location (city centre)
and the character of the times (morning or evening).

In a pattern describing the movement behaviour on a set of references, one may
include various summary values derived from the individual characteristics of the
references, for instance, the average speed, prevailing direction or frequency of
turns.

1.3.4 Structure of a Question

Any question contains some information that is known to the person who asks
the question and aims at gaining some new information, which must be somehow
related to the known information. The expected new information will be called the
target of the question, while the known information will be called the constraint
(since it sets certain requirements to the content of the new information being
sought). Thus, in a question asking about the characteristic corresponding to a given
reference, the characteristic is the target, while the reference is the constraint. For
example, in the question “Where was the entity e at time moment ¢?’ the reference,
i.e. the pair (e, 1), is the constraint and the target is the location corresponding to this
pair. There are also inverse questions, which ask about references corresponding to
given characteristics, for example, ‘What entities visited place p and when?’ In this
question, the target is the unknown pair consisting of an entity and a time moment
that corresponds to the given place p, which is the constraint of this question.

When references consist of two components, as time and entity in the case of
movement data, one of the components may be included in the question constraint,
with the other being the target:

e What entities were present in place p at time ¢?
e At what moments (if any) did entity e visit place p?
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These are examples of elementary questions. Synoptic questions, which deal
with reference sets and behaviours, have the same structure, i.e. include targets
and constraints. In the examples of synoptic questions in Table 1.1, the constraints
are (sub)sets of references and the targets are the behaviours corresponding to
these (sub)sets. There are also questions where behaviours (described by means of
appropriate patterns) are the constraints and reference (sub)sets are the targets, for
example, “What group(s) of entities and in what time period(s) moved as specified
by pattern P?’

Like in elementary questions, one of the components defining the references (i.e.
set of entities or time interval) may appear in the constraint of a sentence, with the
other being the target:

e What entities moved as specified by pattern P during the time interval from ¢,
to tr?

e In what time period(s) did the group of entities ey, ey, ..., e, move as specified
by pattern P?

Synoptic questions requiring the search for occurrences of specified patterns, as
in the above-presented examples, may be called pattern search tasks. We highlight
this question type and give it a special name since it plays a prominent role in visual
data exploration, which is generally viewed as being based on pattern recognition.

1.3.5 Comparison Questions

In the examples considered so far, the questions were targeted at (i.e. asking about)
characteristics, or behaviours, or references, or reference sets. Let us give a few
examples of a different kind:

What were the relative positions of entities e; and e; at time ¢?

How did the location of entity e change from time #; to time #,?

What is the difference in the times when entity e visited places p; and p;?

What are the commonalities and differences between the movement behaviours

of entities e; and e; (or groups of entities £; and E,) on the time interval from ¢

to tr?

5. How does the movement behaviour of entity e (or group of entities E) in time
interval from ¢, to #, differ from the behaviour in interval from #3 to 747 What is
in common?

6. Compare the time intervals when entity e (or group of entities E) moved accord-

ing to pattern P; and according to pattern Ps.

e

These questions are targeted at relations between characteristics (questions 1
and 2), between behaviours (questions 4 and 5), between references (question 3),
or between reference sets (question 6). Such questions are called comparison ques-
tions. Questions 1-3 are elementary comparison questions, while questions 4—6 are
synoptic comparison questions. The term ‘comparison’ is used in quite a broad sense
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as establishing relations between things. The nature of the things determines what
relations are possible. Let us list the relations relevant to movement data:

1. Relations between characteristics (including both characteristics of movement
and auxiliary characteristics)

(a) Positions: spatial relations including distance, direction and topological
relations such as touch, inside, overlap.

(b) Numeric characteristics, e.g. speed, acceleration, angle of turn: equality
(equal or not equal), order (greater than or less than) and distance (difference)

(c) Qualitative characteristics, e.g. direction of movement or character of a
location: equality

2. Relations between references

(a) Time moments: equality, order, distance (amount of time between two
moments)
(i) Additionally, relations between the auxiliary characteristics of time
moments (numeric or qualitative): see 1(b) and 1(c)
(b) Entities: equality
(i) Additionally, relations between the auxiliary characteristics of entities
(numeric or qualitative): see 1(b) and 1(c)

3. Relations between behaviours: equality (equal or not equal), similarity (similar
or dissimilar) and conformity (conformal or opposite)

(a) Additionally, relations between the summary characteristics of the
behaviours such as the average speed (numeric) or prevailing direction
(qualitative): see 1(b) and 1(c)

4. Relations between sets of references

(a) Time intervals: temporal order, distance, topological relations such as touch,
inside, overlap.
(i) Additionally, relations between the auxiliary characteristics of the inter-
vals such as length (numeric) or character of the times (qualitative):
see 1(b) and 1(c)
(b) Groups (subsets) of entities: equality, inclusion, overlap or absence of
overlap
(i) Additionally, relations between the auxiliary characteristics of the groups
such as size (numeric) or character of the entities (qualitative): see 1(b)
and 1(c)

1.3.6 Relation Search

Opposite to comparison questions, in which relations are unknown and need to be
ascertained, there are questions requiring the search for occurrences of specified
relations. In such questions, it is typically necessary to determine and describe the
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characteristics or behaviours linked by the specified relations and the corresponding
references or reference subsets, i.e. where these relations occur. For example,

e Find all cases when two or more entities met in the same location (In what
locations? What entities did meet? At what time moments?)

e Find all cases when two or more entities moved together, i.e. simultaneously
passed the same locations (What sequences of locations, i.e. paths in space? What
entities? On what time intervals?)

e Find all cases when an entity repeatedly made the same path in space (What path
in space? What entity? On what time intervals?)

e Finds groups of entities that had similar movement behaviours (What is the
common pattern for these behaviours? What entities? On which time intervals?)

From the examples given above, the first is an elementary question, since it
addresses individual characteristics (locations) and references (entities and time
moments). The remaining examples are synoptic, since they involve behaviours (in
particular, paths in space) and reference subsets (in particular, time intervals). It may
be noted, however, that both elementary and synoptic questions are not atomic but
involve several tasks:

1. Detect an occurrence of the specified relation, i.e. at least two characteristics or
at least two behaviours related in this way

2. Find out what references or reference subsets correspond to the characteristics or
behaviours thus detected

3. For the answer to be complete, the characteristics or behaviours should also be
described, in particular, the behaviours represented by suitable patterns

1.3.7 Building an Overall Pattern

One of the major goals of the analysis of movement data is to characterise the over-
all movement behaviour of the whole set of entities over the entire time period the
data refer to, or, in other words, to build an appropriate pattern representing this
overall behaviour (in data mining and statistics, a pattern describing the entire set
of facts has the special name model). ‘Appropriate’ means adequate to the further
goals, which may be, for example, prediction of the future behaviour or optimisation
of the road network. The overall pattern (model) needs to be sufficiently compre-
hensive and precise. Typically, the required precision cannot be achieved in a simple
(atomic) pattern but rather in a compound pattern built from sub-patterns, which, in
turn, may also be compound.

Compound patterns result from decomposing the overall behaviour into parts,
representing these partial behaviours by sub-patterns, and, finally, bringing the sub-
patterns together into an overall pattern. The decomposition is required because the
movement behaviour is not uniform throughout the reference set. The decomposi-
tion is based on detecting similarities and differences, i.e. involves relation search
and comparison questions. The following synthesis of the compound overall pattern
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involves pattern search and comparison questions (Where else does this sub-pattern
occur? What is the relative position of these sub-patterns in time and in space?).
Since the data analysis aims first of all at building patterns and models, elementary
questions play a marginal role in it when compared to the role played by synoptic
questions.

There are several approaches to the decomposition of the overall movement
behaviour of a population of entities E over a time period [, fenq]:

e Divide E into subsets of entities with similar behaviours; build a pattern for each
subset; describe the subset each pattern is valid for

e Divide the period [fy, fenq] into intervals where the behaviour can be regarded
as homogeneous; build a pattern for each interval; describe the intervals and
relations between them; describe the temporal arrangement of the patterns

e Factorise the time into its component parts, i.e. the linear component and one
or more cycles (yearly, weekly, daily, or other, domain-specific cycles); build a
pattern for the behaviour with respect to each component

In practice, these approaches are usually combined for the resulting model to be
more precise. However, a full precision is hardly reachable. First, any pattern is a
result of abstraction and simplification; the real data it represents usually slightly
deviate from it. Second, extraordinary values and unusual value combinations may
occur in a data set or particular entities may behave in an uncommon way. Such
outliers usually need to be analysed and described separately.

The division of the set of entities and/or of the time period may be done either
on the basis of observed (or somehow else detected, e.g. computed) differences
between the respective behaviours or according to expected differences, where the
expectations come from the background knowledge. For example, one can expect
that children behave differently from adults and elderly people, and that movements
in the morning differ from those in midday and evening. Divisions according to
expected differences often based on supplementary characteristics of entities and
time moments.

1.3.8 Connection Discovery

When studying a phenomenon, an analyst is interested not only in describing or
summarising its behaviour but also in explaining it. The analyst wishes to find
out the reasons or dri